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Abstract 

Liquid crystals are anisotropic, viscoelastic materials with properties intermediate of solids 

and liquids. They are useful structural and functional materials and due to their ability to form 

ordered layers close to the bounding surfaces they are used as lubricants. Under the application of 

a hydrodynamic field, based on the type of velocity profile, values of non-dimensional numbers 

and anchoring angles, different orientation profiles are observed. Leslie-Ericksen and Landau-de 

Gennes theories are used to understand the evolution of the microstructure. Leslie-Ericksen theory, 

due to its simplicity can be used to obtain the behavior of flow aligning nematic liquid crystals. 

Landau-de Gennes theory is a mesoscopic model and apart from its ability to capture singular 

solutions can be employed in a study of lubrication using liquid crystals. This research work 

contains studies of liquid crystals in different flow conditions, such as the Couette flow and the 

Channel flow. In the study of Couette flow of Graphene oxide suspensions in water, the Leslie-

Ericksen theory was used to obtain the orientation and viscosity profiles at different shear rates, 

up until flow alignment was observed. In the numerical study of pressure-driven channel flows, a 

Marker and Cell based solution methodology was implemented to solve the Leslie-Ericksen 

hydrodynamic theory. The expected flow alignment of liquid crystals was obtained which 

validated the solver. A preliminary study combining the moving wall and pressure driven flow 

showed that the orientation profile obtained depends on the local direction of shear and the 

direction of shear gradient. The scaling analysis was applied to Landau-de Gennes theory to derive 

the simplified equations of a planar lubrication theory. The theory was then validated by 

comparison with the solution obtained from numerically solving the full set of equations using the 

Couette flow profile. The parametric studies conducted showed that the solution was in the 
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Elasticity-driven steady state. A discussion of the physical conditions showed its applicability for 

films of thickness lesser than 1 mm for a 1 m long domain.   
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Lay Summary 

Liquid crystalline phase is a phase of matter having properties between those of solids and 

liquids. Liquid crystals are fluids which have an order and this inherent order causes the presence 

of elasticity in the system. The interplay of the elasticity with the flow viscous effects leads to 

different orientations of the liquid crystals. The different orientations in the domain leads to a 

change in properties like viscosity. The Leslie-Ericksen theory is used to numerically study the 

flow of Graphene Oxide suspensions in a Couette flow. Further, the theory is numerically solved 

in the case of a 2-dimensional channel flow. The Landau-de Gennes theory is simplified and a 

lubrication theory is derived to numerically study the flow and understand the orientation in a thin 

domain. 
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Chapter 1: Introduction 

This chapter contains the motivation behind the research on the numerical modelling of 

nematic liquid crystals (LC) in confined flows. It also contains the objectives of the research and 

finally concludes with the organization of the thesis. 

1.1 Motivation 

LCs have a variety of applications and this has triggered a lot of industrial and academic 

research to understand their behavior and there has been an interest to characterize their physical 

properties. There have been applications utilizing the flows of LCs. In the industry, LCs have been 

used in applications as a structural material. For example, they have been used  in development of 

electronic parts made using injection molding [1]. Moreover, they are used as precursor elements 

in the manufacture of films, foams, blends and composites [2]. The 2-dimensional shear and 

pressure driven flow of LCs is seen in industrially important processes like blade coating and 

cavity filling [3]. Further, the application of liquid crystalline substances in functionalized 

microchannels is an area of interest for researchers in the growing field of microfluidics [4].  

Apart from the examples listed above, LCs are also used as functional materials and their 

application as lubricants is considered in this thesis. Tribology gained importance through the 

1960s as it became apparent that there is a need to study the field and understand its economic 

impact closely. Since then, research has taken place to not only understand the phenomena of 

friction and wear but also to develop effective lubricants [5]. Recently, research has been 

conducted to find naturally occurring environment-friendly lubricants. Research in tribology is 

conducted to reduce the impact of wear and losses of energy caused by friction. This would lead 

to better plant efficiency and consequently lead to savings [6]. Apart from industrial use there is 
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increasing interest in studying the lubrication that occurs in the joints of the human body [7]–[9]. 

Lubricants have typically been studied with certain additives and the tribological performance was 

studied. LCs have also been used as additives and also individually as lubricants [9]–[14]. 

There has been an increasing interest in carbon based LCs as they can be used in the 

synthesis of high-performance carbon materials [15]. Liquid crystalline processing has been used 

for carbon fiber spinning which is highly oriented [16]. There has been evidence that Graphene 

Oxide (GO) suspensions form a LC at concentrations in the range 15-40 wt.% [15], [17], [18] and 

studies show that GO can form a LC even in organic solvents [19]. GO has strong mechanical 

properties and can be mass produced from graphite [20]. There is a growing interest in 

understanding the properties of GO and recently its chemical properties and rheological properties 

[21]–[23]. The applications involving the use of liquid crystallinity of GO are increasing, for 

example in the case of development of graphene based nanofiltration membranes [24]. The 

tribological properties of GO as an additive in lubricants have been studied recently indicating its 

applicability as a lubricant [25], [26]. Further, GO is bio-compatible and its application as a 

lubricant in joint implants has been studied [27]. 

The procedure of obtaining the flow solution of LC involves solving the coupled system 

of Navier-Stokes equations and additional constitutive equations. Since the solution procedure can 

be complex, many studies have been conducted utilizing simplifying assumptions such as using 

an imposed velocity profile but not just limited to that. Numerical simulations give unique insights 

about the LCs in terms of their orientation and phase change transitions [28]. The literature 

studying the 3-dimensional evolution of LCs is scarce and it is important to develop numerical 

models to better understand the complex phenomena. The theories used to develop these models 

will be introduced in the forthcoming chapters. 
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1.2 Objectives 

The objectives of this thesis were to perform the following studies: 

1. Study the Couette flow of GO LC suspensions in water and understand the behavior at 

different shear rates. In particular, the objective is to study the orientation and the viscosity 

profiles and understand the behavior at different concentrations and elasticity coefficients.  

2. Develop a solver for 2-dimensional channel flow to obtain the flow solution of nematic 

LCs and study the behavior at different flow conditions.  

3. Develop a lubrication theory by application of the Reynolds scaling approach on the LdG 

theory. Apply the developed theory to understand the effects of different parameters in thin 

confined flows of LCs. 

1.3 Organization 

Chapter 2 consists of the Background Information pertaining to LC theory, modelling of 

LCs and a brief introduction of the theories used in the thesis. During the thesis work, two different 

theories were used to study the flows of LCs. Therefore, to allow for continuity in the flow of 

ideas, the thesis consists of chapters each of which contain all the aspects namely the Theory, 

Governing Equations, Numerical Methods involved, and Results and the subsequent discussion. 

Chapter 3 consists of the steps involved in the study of Couette flow of GO suspensions in water 

and the discussion of the results obtained.  Chapter 4 contains the steps involved in the 

implementation of a 2-dimensional solver in a channel flow for nematic LCs using LE theory and 

the discussion of the results obtained. Chapter 5 consists of the steps involved in developing a 

Lubrication theory for nematic LCs based on the LdG theory and the requisite information of the 

techniques involved. It contains all the major results and the relevant discussion. Chapter 6 
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contains concluding comments about the presented research work, limitations, and directions for 

future work. 
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Chapter 2: Background Information 

The chapter contains the relevant information to understand the liquid crystalline phase 

and provide the literature review of the research developments made in the numerical modelling 

of LCs. It also contains the background information in the field of lubrication and its previous 

implementation in the field of LCs. 

2.1 Liquid Crystals 

Liquid crystalline phase was discovered by Freidrich Reinitzer, an Austrian botanist and 

chemist in 1888 while he was studying the properties of cholesteryl benzoate [29]. Since then, 

research has been conducted to understand the liquid crystalline phase in greater detail. The origin 

of liquid crystallinity is molecular in nature [30]. Typically, it is observed in molecules which have 

a shape anisotropy. However, it is not the only factor that determines whether a system would have 

a liquid crystalline phase. Other factors such as molecular flexibility, electric charge distribution 

and polarizable anisotropy are important too. Liquid crystalline phase can more appropriately be 

termed as a mesomorphic phase. Mesophases as the word suggests, a phase of matter which has 

properties intermediate of solids and liquids. The mesophases have long range ordering of 

orientation but also can have long range ordering of the positional degrees of freedom. LC 

molecules can diffuse and viscous flow occurs like liquids [28]. 

Classification of Liquid Crystals: 

There are multiple ways of classifying LCs and are listed as follows [31]–[33]– 

1. Based on the shape of the LC molecules:  

a. Calamitic LCs are materials which have a Rod-like shaped molecules.  

b. Discotic LCs are materials which have a Disk-like shaped molecules.  
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2. Based on the different cases of existence of order the mesophases: 

a. Nematic LCs are achiral substances which have a high degree of long-range 

orientational order but have no long-range translational order. Locally, the 

molecules are aligned in a preferred direction. 

b. Smectic LCs are layered structures containing a well-defined interlayer and have a 

translational periodicity with the period equal to the spacing between the layers.  

c. Cholesteric LCs are chiral materials which have a twist in their molecular 

orientation about an axis normal to the preferred direction. 

3. Based on how the transition to liquid crystalline phase occurs: 

a. Thermotropic LCs are the materials where the phase transition occurs due to a 

change in temperature. Thermotropic LCs are stable only in a certain range of 

temperatures 

b. Lyotropic LCs which are multi component systems typically consisting of 

amphiphilic molecule and a polar solvent. The phase transition occurs due to the 

concentration of the amphiphilic molecule. Other factors such as molecule shape, 

size and charge affect the transition.  

In the present work, the studies are restricted to nematic LCs. Both thermotropic and 

lyotropic LCs are studied. Figure 2-1 represents the pictorial representation of the different types 

of LCs. 
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a. Calamitic Nematic 

 

b. Smectic A 

 

c. Smectic C 

 

 

d. Discotic Nematic 

 

 

e. Columnar 

f. Cholesteric 

Figure 2-1: Different phases of liquid crystals 

  

0.5𝑃𝑜 
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2.2 Modeling of Liquid Crystal flows 

The models describing the behavior of LCs are of interest to researchers working with their 

flow related applications. However, studies also interest mathematicians and even recent attempts 

are made to understand the existence and properties of solutions 3-dimensional models of LCs 

[34]–[36]. Apart from the theoretical and experimental studies of LCs, simulations have been 

performed to understand their behavior. Numerical simulations give unique insights about the LCs 

in terms of their orientation and phase change transitions. Further, molecular level models can be 

used to develop links between micro and macro level properties [28]. However, as the molecular 

level approaches are not considered in the thesis they are not discussed in detail. 

As mentioned in Chapter 1, flows of LCs are seen in various industrial processes such as 

injection molding, blade coating and the coating of displays (LCDs). In order to ensure that the 

resulting part or coating is free of defects, the flow of LCs is modeled. In other cases, like the 

scattering devices developed using Smectic-A LC, the defect sizes need to be controlled. These 

defects are not necessarily endemic in nature and are affected by the boundaries and other external 

fields [37]. Extensive research has been performed on the theoretical and computational front to 

understand the morphology of LCs. The modeling of LCs has been performed using two different 

approaches. One is the continuum-based approach and the Leslie-Ericksen theory (LE theory) and 

the mesoscopic Landau-de Gennes theory (LdG theory) fall in this category.  The other is the 

statistically based molecular level approach and Doi-Marucci-Greco theory is one of the prominent 

members from this category and it has been used for various case studies [38]–[40].  

In this thesis, the continuum-based approach is chosen and both the LE and LdG theories 

have been implemented. A more detailed description about the development of these theories and 



9 

 

the related research is presented in the following sub-sections. Also, it is important to mention that 

the simulations in the field of LCs are not limited just to the development of models to predict the 

behavior under the application of external fields. Models have been developed to obtain the 

multiple material coefficients required and understand the phase transitions in LCs. An extensive 

review about these models is beyond the scope of this thesis and the reader is directed towards the 

following review articles [28], [41]. 

2.2.1 Leslie-Ericksen theory 

The LE theory was proposed by Leslie [42] who derived the constitutive equations. Leslie 

proposed a vector called the director (n) which represents the average orientation of the LC 

molecules. Figure 2-2 represents the director along with the molecular orientations (which are 

represented by u) for both the Calamitic and Discotic LCs.  

Considering the symmetry of the director and taking it to be of unit magnitude, Leslie 

simplified the equations based on Ericksen’s theory of anisotropic fluids [43]. The constitutive 

equations were developed incorporating the Frank's theory to model the elasticity of the LCs [44]. 

The Frank elasticity coefficients were based on the idea that LCs have the tendency to resist and 

recover from distortion analogous to the tendency of elastic solids to resist strain [45]. LE theory 

u 

n 
n

Figure 2-2: Schematic representation of director n for (a) Calamitic (b) Discotic 

a b 

u 
u u 

u 

u u 

u 
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is applicable for cases of slow-moving flows in which the LC orientation does not deviate by a 

large amount from the equilibrium position [46]. The shear flow behavior of nematic LCs depends 

on the magnitude of the reactive parameter λ which is the ratio of the flow-aligning effect of shear 

and the tumbling effect of vorticity. The value of the reactive parameter governs whether a LC is 

flow aligning (|𝜆| > 1) or tumbling in nature (|𝜆| < 1). The theory has been used to study both 

the flow-aligning LCs and the tumbling LCs to understand the behavior at different shear rates. 

Moreover, the LE theory is known to admit multiple solutions based on the anchoring angle (the 

orientation at the boundaries in case of a confined flows) and the flow conditions. In [47], the 

Poiseuille flow of Discotic nematic LCs was studied and the existence of multiple solutions based 

on the anchoring angle and the flow conditions was reported. The Couette flow of nematic LCs 

using LE theory for a fixed velocity profile has been previously implemented [11], [48]. Similar 

implementations employing a fixed velocity profile have been used to study Poiseuille flow [47], 

[49] and Jeffrey-Hamel flow [50] as well. The 2-dimensional channel flow has been studied for 

tumbling nematic LCs [51] and for nematic LC flows under the application of magnetic field by 

[52], [53]. Further, [54] studied the 3-dimensional pressure-driven flow under the effect of a 

magnetic field. Relatively recently, [55] studied the 2- dimensional channel flow taking the 

assumption of unidirectional flow. They explained the existence of multiple solutions and the 

energy requirements for the stability of the flow solutions. Further, shear and pressure driven flows 

were studied by [3] under the thin film approximation. 

2.2.2 Landau-de Gennes theory 

LdG theory is relatively a recent development in the modeling of LCs. The initial work on 

the development of the theory occurred in the last decade of the 20th century [56], [57]. The theory 
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has since then been used to study nematic LCs and progress was made in modelling both the 

calamitic and discotic nematic LCs [58], [59]. The microstructure of the nematic LCs can be 

described based on the second order, symmetric, and traceless tensor order parameter Q [31]. The 

applicability of the LE theory is limited to sufficiently slow flows where the orientation dominates 

the rheology. However, the LdG theory can be used to model fast flows and/or description of short 

length scale phenomenon such as defect nucleation [59]. The theory can be used to describe both 

uniaxial and biaxial LCs. The theory is complete as it accounts for both the short-range and long-

range order elastic effects. This allows the theory to model complex phenomena and it has led to 

the detection of banded textures, defect generation and coarsening phenomena [60]. Similar to the 

LE theory, the constitutive equations of the LdG theory have material parameters – Landau 

viscosity coefficients and Landau coefficient for elasticity. Since in the slow flow limit, LdG 

theory converges to LE theory, these material parameters can be obtained using the material 

parameters of LE theory [58], [59]. The theory has been applied to simulate simple shear flow and 

flow in eccentric cylinders of nematic LCs [9], [59], [61], [62]. Researchers have also used the 

LdG theory to simulate the flow of chiral nematic LCs [63]–[65]. 

2.3 Behavior of Liquid Crystals in External Fields 

LCs are anisotropic in nature, and the anisotropy can be attributed to the presence of 

orientational order in the system. Besides imparting different optical properties, the anisotropy also 

induces a change in the physical properties such as the viscosity. Rheological studies on different 

LCs have shown that the viscosity of LCs changes on the application of an external field. The 

Miesowicz viscosities represent the viscosity of the LCs in a shear flow when the LCs are aligned 
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along the flow direction, along the velocity gradient direction and along the vorticity direction 

respectively. Figure 2-3 represents these different arrangements.  

 

 

Recent developments have been made to develop models to obtain these anisotropic 

viscosity coefficients based on the rheological measurements without the application of magnetic 

or electric fields [64]. The measurements of viscosity coefficients were based on the measurements 

conducted in a simple shear flow for different orientations by application of Electric/Magnetic 

fields. The application of such an external field leads to orientation in three perpendicular 

directions of the LCs. The technique was introduced by Miesowicz and thereby the viscosities 

measured are termed as Miesowicz viscosities [66]. The orientation of the nematic LCs changes 

under the application of any external field. This change is also observed on the application of a 

hydrodynamic field. Based on the applications considered as a motivation for this thesis, the focus 

is to study the behavior of flows of LCs. The stable planar solution branches of nematic LCs under 

the application of shear flow are the in-plane elastic state, in-plane tumbling-wagging state, in-

plane viscous driven state, and in-plane wagging state [60]. There are stable out of plane mode 

solution branches as well [60]. However, in this thesis the focus is on in-plane elastic state and the 

in-plane viscous driven state and the other solution branches are not discussed here. The 

a b c 

Figure 2-3: Representation of Miesowicz viscosities corresponding to different orientations of liquid crystals 

in shear flow along different axes with the director is in the direction of: (a) velocity, (b) velocity gradient, 

and (c) vorticity 
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microstructure of the LCs is affected both by the viscous effects and the inherent elasticity. The 

elasticity is classified as long-range order and short-range order effects respectively. The isotropic-

nematic transition is dependent on the short range order elasticity and the spatial orientation 

inhomogeneity is a result of the long range order elasticity [60]. 

2.4 Lubrication Theory Applied to Liquid Crystals 

The development of lubrication theory or a thin-film theory is achieved by means of the 

scaling analysis. The analysis of fluid flow in narrow gaps was introduced by Reynolds and he 

used a scaling analysis to develop a theory which later came to be known as “Reynolds Lubrication 

Theory” and has been widely applied in the study of various thin film flows [67]. The scaling 

analysis has been applied to many other situations like porous media, filtration, adhesion and 

biological flows [68]. The basis of scaling analysis is that the derivatives in the direction of the 

film are significant compared to those in the other directions. The requirement for lubrication 

approximation to hold true is that the characteristic length across the flow should be much lesser 

than the characteristic length along the flow.  

As mentioned in Chapter 1, LCs have been used as lubricants and there is a research interest 

to study the thin films of LCs. There have been previous studies in thin film of LCs using the LE 

theory [69]–[72]. Moreover, recently the full set of equations of LdG theory were used to simulate 

the flow of LCs in the simplified hip-joint considering the nematic LCs as lubricant [9].  

2.5 Conclusion 

In this chapter, the background information regarding LCs was presented. This included 

the classification and the properties of LCs. Further, the developments in the modelling and 
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theoretical studies of LCs were covered. Finally, the lubrication theory and the developments of 

study of thin film of LCs relevant to lubrication were presented. 
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Chapter 3: Couette Flow of Graphene Oxide Suspensions in Water 

In this chapter, the LE theory is used to study the Couette flow of GO suspensions in water 

which is a Discotic LC. As described in Chapter 2, LE theory was one of the initial breakthroughs 

in the modelling of LC. The theory is primarily applicable to slow moving flows and the 

constitutive equations combine the effects of anisotropic viscous properties and elasticity present 

in the LCs by means of modification of the stress tensor in the Navier Stokes equations. The 

constitutive equations were derived by Leslie [42] and will be described in this chapter.  

The assumptions for the work described in this chapter are: 

1. The flow is unidirectional 

2. The flow is steady 

3. The flow is incompressible 

4. The flow is isothermal  

5. Gravity is neglected 

6. There is no external field applied to the system 

The chapter consists of the studies performed to understand the behavior of GO suspensions 

at different shear rates and the obtained orientation profile and the viscosity behavior are presented. 

The effect of concentration and elasticity on these profiles are studied. 

3.1 Governing Equations and the Leslie-Ericksen Theory 

The LE theory consists of the equations (3.1) - (3.6) which govern the flow and 

development of the orientation of LCs. These equations include the equations for mass 
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conservation, linear momentum conservation, angular momentum conservation equations and the 

required constitutive equations. The mass conservation equation is as shown below- 

𝜕𝜌

𝜕𝑡
+ ∇ ∙ (𝜌𝐮) = 0 (3. 1) 

The conservation of linear momentum equation is as shown below- 

𝜌
𝐷𝐮

𝐷𝑡
= −∇ ∙ ((𝑝 + 𝑤𝐹)𝐈) + ∇ ∙ 𝝉 + 𝐠 ∙ ∇𝐧 + 𝐆 ∙ ∇𝐧 + 𝜌𝐅 (3. 2) 

The angular momentum conservation equation is represented as shown below- 

∇ ∙ (
𝜕𝑤𝐹
𝜕∇𝐧

) −
𝜕𝑤𝐹
𝜕𝐧

+ 𝐠 + 𝐆 = 𝜆𝐧 (3. 3) 

In equations (3.1) – (3.3), the terms are- 

• 𝐮: Velocity vector (𝑢, 𝑣, 0) 

• 𝐧: Unit vector representing the orientation  

• ρ: Density 

• 𝑝: Pressure 

• 𝑤𝐹: Elastic energy 

• 𝐠: Internal body force vector 

• 𝐆: Force vector due to an external body moment 

• 𝐅: External body force per unit mass 

• 𝝉: Viscous stress tensor 

• λ: Lagrange multiplier1 

                                                 

1 The Lagrange multiplier in the equation 3.3 occurs on simplifying the balance of elastic and viscous torques [53].  
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As mentioned in section 3.1, the elastic effects of the LCs are modeled using the Frank’s theory 

and the term representing the elastic energy is as shown below- 

𝑤𝐹 =
1

2
𝑘11(∇ ∙ 𝐧)

2 +
1

2
𝑘22(𝐧 ∙ ∇ × 𝐧)

2 +
1

2
𝑘33(‖𝐧 × ∇ × 𝐧‖)

2 (3. 4) 

Here 𝑘11, 𝑘22, and 𝑘33 are known as Frank’s Elasticity coefficients for splay, twist, and 

bend respectively [44]. These orientations for the case of a discotic LC are as shown in Figure 3-1.  

In the present case, the LC orientation is affected only by the hydrodynamic field. The 

stress tensor due to viscous forces is as shown below-  

𝛕  =  α1(𝐧𝐧:𝐀)𝐧𝐧 + α2𝐧𝐍 + α3𝐍𝐧 + α4𝐀 + α5𝐧𝐧 ∙ 𝐀 + α6𝐀 ∙ 𝐧𝐧 (3. 5) 

The internal body force can be evaluated using the equation shown below- 

𝐠 = −𝛾1𝐍− 𝛾2𝐀 ∙ 𝐧 (3. 6) 

In equation (3.5), 𝛼𝑖 represents the Leslie viscosity coefficients (𝑖 = 1. .6) and are unique 

to each liquid crystalline material. The Leslie coefficients are subject to certain thermodynamic 

constraints and these constraints can be found in any introductory material on LC [31], [42]. The 

equation (3.6) contains the rotational viscosities (𝛾𝑖) which are defined as 𝛾1 = 𝛼2 − 𝛼3 and 𝛾2 =

𝛼5 − 𝛼6 respectively. In equations (3.5) and (3.6), the term 𝐍 = 𝐧̇  −  𝐖 ∙ 𝐧 and it describes the 

Figure 3-1: The different types of elastic orientations along with their associated elastic constants  
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angular velocity of the director relative to the fluid velocity. 𝐖 = 𝟎. 𝟓 ∗ (∇𝐮 − (∇𝐮)𝑇) is the 

vorticity tensor. The rate of deformation tensor is defined as 𝐀 = 𝟎. 𝟓 ∗ (∇𝐮 + (∇𝐮)𝑇).  

Flow alignment is a property of the LCs which means that the LC molecules in the bulk of 

the domain orient at a fixed angle compared to the direction of the velocity and it is dependent on 

the Leslie viscosities and therefore is a material property [31]. The flow alignment angle can be 

calculated using θ𝑎𝑙 = 0.5 ∗ cos−1 (
1

𝜆
). Here, λ is the reactive parameter and is calculated as 𝜆 =

−
𝛾2

𝛾1
. The value of the reactive parameter governs whether a given LC is flow aligning (|𝜆| > 1) 

or tumbling in nature (|𝜆| < 1). For discotic LCs, the value of λ < 0 . 

3.2 Simplified Equations of Couette Flow 

The governing equations mentioned in section 3.1 are in the Cartesian coordinate system. 

However, for the case of Couette flow it is simpler to describe the equations in Polar coordinates 

and were derived by Leslie and Atkins [48]. As per convention, 𝑟 is the radial distance, and θ 

represents the angle of a given point from the horizontal in the anti-clockwise sense. Further, these 

equations were used by [11] to study different nematic LCs. They performed a comparison of the 

obtained viscosity with the results of rheological experiments.  

The Figure 3-2 represents the typical Couette flow geometry. The inner and outer surfaces 

are at radii R1 and R2 respectively. The outer surface is provided with an anti-clockwise angular 

velocity ω. Further, the orientation of a discotic LC molecule is shown along with the orientation 

angle. The equations (3.1) – (3.6) can be simplified by choosing the velocity vector as 𝐮: 

(0, 𝑟𝜔(𝑟), 0) and the director 𝐧: (sin(𝜃) , cos(𝜃) , 0). The resulting equations in the dimensionless 

form are as shown in equations (3.7) - (3.8). 
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𝑓(𝜃) [
1

𝑟̃

𝜕𝜃

𝜕𝑟̃
+
𝜕2𝜃

𝜕𝑟̃2
] +

1

2

𝑑𝑓(𝜃)

𝑑𝜃
[
1

𝑟̃2
+ (

𝜕𝜃

𝜕𝑟̃
)
2

] + (𝛾1̃ + 𝛾2̃ cos 2𝜃)
𝑟̃

2

𝜕𝜔̃

𝜕𝑟̃
= 0 (3. 7) 

1

𝑟̃

𝜕

𝜕𝑟̃
[𝑟̃3𝑔̃(𝜃)

𝜕𝜔̃

𝜕𝑟̃
] = 0 (3. 8) 

The terms 𝑓(𝜃) and 𝑔̃(𝜃) are defined as shown in equations (3.9) and (3.10) respectively. 

𝑓(𝜃) = 𝑐𝑜𝑠2 𝜃 +  ε𝑠𝑖𝑛2 𝜃 (3. 9) 

2𝑔̃(𝜃) = 2𝛼1̃ sin
2 𝜃 cos2 𝜃 + (𝛼6̃ − 𝛼3̃) cos

2 𝜃 + (𝛼5̃ − 𝛼2̃)𝑠𝑖𝑛
2 𝜃 (3. 10) 

In the equations (3.7) – (3.10) the tilde represents that the parameters are non-

dimensionalized. The parameter ε =
𝑘33

𝑘11
⁄ and the terms are non-dimensionalized as per Table 

R2 

R1 

v 

x

y 

θ 

Ω 

Figure 3-2: Couette flow geometry with R1 and R2 representing the radii of the inner and outer surfaces 

respectively. The inner surface is fixed, and the outer surface rotates at an angular velocity 𝛀. The enlarged 

image shows the flow direction along with the orientation 𝛉 of a Discotic liquid crystal molecule 
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3-1. In Table 3-1, 𝐿 represents the difference between the radii 𝑅1 and 𝑅2; η represents the average 

of the Miesowicz viscosities which are calculated as- 

𝜂1 =
1

2
(α3 + α4 + α6) ; 𝜂2 =

1

2
(α4 + α5 −  α2); 𝜂3 =

1

2
α4 (3. 11) 

Table 3-1: Non dimensionalized variables for Couette flow 

𝜔̃ 𝑟̃ 𝛾𝑖̃ 𝛼𝑖̃ 

𝜔𝐿2𝜂

𝑘11
 

𝑟

𝐿
 

𝛾𝑖
𝜂

 
𝛼𝑖
𝜂

 

 

3.3 Numerical Method 

In this section, the scheme for the development of the solver is described. The equations 

(3.7) and (3.8) are non-linear, non-homogeneous and second order uni-dimensional ODEs. They 

can be solved numerically using either shooting or relaxation methods. Since the LC system is 

prone to multiple solutions it is better to use the relaxation method to numerically solve these 

equations. Recently, this method was implemented by [11] to model the flow of nematic LCs 

between concentric cylinders and the solution was computed on a mesh of 500 elements 

representing a gap 10−4 𝑚. The mesh independency study was conducted by comparing the 

change in the orientation profile with mesh refinement. The relaxation method is used to obtain 

the solution of the boundary value problem of a system of 1st order differential equations. 

Therefore, the equations (3.7) and (3.8) are re-written into a system of 4 equations and the 

variables that are solved are 𝜃, 𝜔, 
𝜕𝜃

𝜕𝑟
 and 

𝜕𝜔

𝜕𝑟
. The consequence of this method is that the spatial 

derivative of 𝜃 and 𝜔 are calculated during the solution procedure. The methodology involves the 
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selection of an initial guess of the solution, based on which the solution branch gets selected. The 

finite-difference form of the equations is obtained to numerically solve the system of equations. 

The infinity norm of the change in the solution was selected as the convergence criterion and the 

value of tolerance was set as 10−6. 

Validation and constants used: 

The solution methodology has previously been implemented by [11] and the scheme was 

validated using nematic liquid crystalline materials DDA9 and AZA9. Further, there was a study 

performed comparing the obtained viscosity results with the rheological data of MBBA.  

Table 3-2: Leslie viscosity coefficients of GO suspensions in water at different concentrations 

Conc. (wt. %) 𝛼1(𝑃𝑎. 𝑠)  𝛼2 (𝑃𝑎. 𝑠) 𝛼3 (𝑃𝑎. 𝑠) 𝛼4 (𝑃𝑎. 𝑠) 𝛼5 (𝑃𝑎. 𝑠) 𝛼6 (𝑃𝑎. 𝑠) 

15 -0.0138 0.0025 0.3611 0.0093 -5.75E-04 0.3631 

20 -0.17651 0.007183 0.660202 0.012297 -0.00377 0.663616 

25 -0.43438 0.011609 1.048167 0.01803 -0.00569 1.054085 

30 -0.78526 0.016969 1.525367 0.027032 -0.00697 1.535361 

 

In the governing equations (3.7)- (3.10) two sets of material coefficients namely - Leslie 

Viscosity and Frank’s Elasticity coefficients are present. The viscosity coefficients of GO were 

obtained using a model based on the rheological data of Graphene oxide suspensions in water 

(Private communication) and are as shown in Table 3-2. As shown, the coefficients are different 

for different concentrations of GO. The elastic coefficients of GO suspensions in water are not 

available in literature and therefore a sensitivity study was conducted to determine the impact of 

the elastic coefficients on the orientation of the LCs. The values of the elastic coefficients were 
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chosen to have the order 10 𝑝𝑁 which is the value typically observed for Frank elasticity 

coefficients of nematic LCs. The results of the sensitivity analysis are presented in section 3.4.3. 

3.4 Results and Discussion 

This section presents the results obtained from the study of Couette flow of GO suspensions 

in water. Prior to the in-depth discussion of the results obtained, it is important to look at the 

stability diagram of the LC orientation for Discotic LCs which is shown in Figure 3-3 [59].  

 

𝜃𝑎𝑙  

Stable 

Stable Unstable 

Unstable 

Figure 3-3: Schematic showing the stable and unstable alignment angles for a nematic discotic liquid 

crystals based on the direction of the velocity and the velocity gradient 

Velocity gradient 

Velocity  
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The figure represents the stable and unstable alignment angles of the director. The 

alignment angle 𝜃𝑎𝑙  is the angle that the director makes with respect to the primary direction of 

flow. All the nematic LCs are uniaxial and the director states n and -n cannot be distinguished 

[31]. Therefore, a 180° rotation results in the same orientation which explains both the stable and 

unstable alignment angles being 180° apart from each other. 

3.4.1 Orientation Profile of Graphene Oxide 

This orientation of LCs depends on the balance of elastic and viscous forces. The elastic 

forces are dominant at lower shear rates and then as the shear rate increases, the viscous forces 

dominate the solution. In the numerical studies using LE theory, it is possible to determine if the 

solution is computed satisfactorily by observing the orientation in the bulk of the flow. Flow 

alignment of LCs is observed at higher shear rates and if the orientation in the bulk reaches the 

flow-alignment angle, then it can be concluded that the numerical solution is accurate. The 

orientation profiles shown in Figure 3-4 – Figure 3-7 were obtained by selecting ϵ = 0.5 at 

concentrations 15% - 30%. The anchoring angle in this case is 0.65π = 117°. The choice of 

anchoring angle is not arbitrary and was selected based on the study performed for viscosity and 

the discussion is provided in the upcoming sections. The initial guess of the orientation was 

selected as a value between the orientation angle and the anchoring angle. This value was set as a 

constant throughout the domain and it was closer to the anchoring angle at low shear rates and 

closer to the alignment value at higher shear rates. The initial guess of the velocity and the gradient 

was set as the typical Couette flow profile. From the Figure 3-4 – Figure 3-7, it is evident that the 

alignment value of orientation which is mentioned at the top of each figure is obtained for all the 

concentrations. The value of alignment angle can be calculated as θ𝑎𝑙 = 0.5 ∗ cos
−1 (

1

𝜆
). 
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Figure 3-4: Orientation profile for 15 wt% GO across the dimensionless gap at different 

dimensionless shear rates showing that flow alignment is obtained at high shear rates 

Figure 3-5: Orientation profile for 20 wt% GO across the dimensionless gap at different 

dimensionless shear rates showing that flow alignment is obtained at high shear rates 
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Figure 3-6: Orientation profile for 25 wt% GO across the dimensionless gap at different 

dimensionless shear rates showing that flow alignment is obtained at high shear rates 

Figure 3-7: Orientation profile for 30 wt% GO across the dimensionless gap at different 

dimensionless shear rates showing that that flow alignment is obtained at high shear rates 
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The Table 3-3 represents the comparison of alignment value obtained from the numerical 

solution with the theoretical alignment value of orientation angle for each concentration. The table 

confirms that the value of flow alignment is obtained for all the concentrations. 

Table 3-3: Comparison of values of theoretical and numerically obtained orientation angles at alignment  

Conc. (wt %) Theoretical angle (deg) Numerical angle (deg) Difference 

15 94.756 94.792 -0.035 

20 95.955 95.955 0.000 

25 96.008 96.008 0.000 

30 96.021 96.020 0.001 

 

3.4.1.1 Multistability and Multiplicity of Solutions 

The LCs are prone to having multiple solutions of orientation and the solution branch 

selected is dependent on the initial guess given to the solver [11]. In this section, studies have been 

performed to show the stable and unstable branches of the solution. To highlight the difference 

between the solution branch selection the anchoring angle was chosen as 0.5π = 90°. The study 

was performed using ϵ = 0.5. To obtain the stable branch of the solution the initial guess was 

chosen above 90° and to get the unstable branch it was chosen lower than 90°. The stark contrast 

between the stable and unstable branches of the solution can be highlighted from the Figure 3-8 

and Figure 3-9. The stable branch solutions are similar to the cases studied previously. In the case 

of the unstable branch, the solution develops oscillations and the orientation does not reach the 

value of alignment on the increase of shear rate.  
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Figure 3-8: Stable solution branch for 15 wt% GO showing the increase in non-dimensionless 

shear rate results in orientation reaching alignment value 

Figure 3-9: Unstable solution branch for 15 wt% GO at different shear rates showing the increase in 

non-dimensionless shear rate results in oscillations within the orientation 
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3.4.2 Viscosity Response of Graphene Oxide 

In section 3.4.1 the orientation profile was studied, and it was observed that orientation 

angle reaches the alignment value at higher shear rates. The next step is to examine the viscosity 

obtained at different shear rates. In the study, the apparent viscosity is calculated, and it is defined 

as the viscosity of a Newtonian fluid under the same conditions. The apparent viscosity can be 

evaluated using the equation (3.12) [48].  

𝜂 =
𝑟2 − 𝑟1

∫
𝑑𝑠

𝑔[𝜃(𝑠)]
𝑟2

𝑟1

(3. 12)
 

In equation (3.12), the function 𝑔(θ) is based on the definition shown in equation (3.10). 

However, to calculate 𝜂 with dimensions it is necessary to use the dimensional form of the equation 

(3.10). The equation (3.12) is based on a function for nematic LCs and therefore is applicable to 

a discotic LC such as GO. However, its applicability can be easily tested by ensuring that the 

Miesowicz viscosities calculated match with the values obtained using equation (3.11). Since the 

scheme is planar, only the values of η1 and η2 can be tested for. Table 3-4 and Table 3-5 represent 

the theoretical and calculated values of η1 and η2. To obtain the theoretical value, equation (3.11) 

was used and the value was compared with those obtained from equation (3.12). η1 was calculated 

using the value of orientation set to 90° in the entire domain and to calculate η2 the value was set 

to 180°. It is evident that the difference in values is minimal and thereby the use of equation (3.11) 

is justified. 
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Table 3-4: Comparison of calculated and theoretical values of 𝛈𝟏 at different concentrations 

Conc. (wt %) Theoretical η1(𝑃𝑎. 𝑠) Calculated η1(𝑃𝑎. 𝑠) Difference (𝑃𝑎. 𝑠) 

15 3.668E-01 3.667E-01 -5.000E-05 

20 6.681E-01 6.68E-01 4.237E-05 

25 1.060E+00 1.06E+00 -4.118E-05 

30 1.544E+00 1.5439E+00 2.032E-05 

 

Table 3-5: Comparison of calculated and theoretical values of 𝛈𝟐 at different concentrations 

Conc. (wt %) Theoretical 𝜂2(𝑃𝑎. 𝑠) Calculated 𝜂2(𝑃𝑎. 𝑠) Difference (𝑃𝑎. 𝑠) 

15 3.11E-03 3.10E-03 -1.25E-05 

20 6.72E-04 6.72E-04 -2.68E-07 

25 3.64E-04 3.66E-04 1.14E-06 

30 1.54E-03 1.50E-03 -4.37E-05 

 

Figure 3-10 represents the variation of viscosity for GO at an anchoring angle of 117°. It 

is evident that the increase in concentration results in a higher viscosity at flow alignment. The 

choice of anchoring angle may seem arbitrary, but it is selected based on trial and error and the 

final selection was made based on the viscosity at low shear rates. The objective was to find the 

viscosity value that would be close to the experimental value made available [private 

communication]. Further, as shown in Figure 3-11, different anchoring angles do not affect the 

value at flow alignment. However, at low shear rates, the anchoring angle affects the value of 

viscosity.  
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Figure 3-10: Viscosity variation obtained at different concentrations for 𝛜 = 𝟎. 𝟓 at anchoring 117 deg. The 

figure shows that the viscosity decreases with an increase in shear rate eventually reaching a constant value. 

Figure 3-11: Viscosity variation at different anchoring angles for 𝛜 = 𝟎. 𝟓 at 15 wt% concentration. 

The figure shows that the value of viscosity at lower shear rates increases with the increase in 

anchoring angle while the value of viscosity at high shear rate remains unchanged. 
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From Figure 3-10, it can be observed that as the concentration increases the viscosity 

increases and that GO is a shear thinning fluid. The shear thinning nature is a characteristic of flow 

aligning nematic LCs [1], [73] and also has been reported for GO previously [17], [21]. Both these 

observations can be explained based on the Miesowicz viscosities and the orientation angle in the 

domain. Revisiting Figure 3.2, it is understood that when the orientation angle is 90°, the value of 

viscosity is expected to be the least as it is equal to 𝜂1 and when the value of orientation angle 

increases towards 180°, the viscosity can expected to be the highest as it is equal to 𝜂2. From Table 

3-3 and Table 3-5 it can be understood that value of 𝜂2 along with the value of alignment angle 

results in increasing values of viscosity when concentration increases. Similarly, the trend of 

higher anchoring angle resulting in a higher viscosity can be explained by the orientation in the 

domain becoming closer to the orientation representing 𝜂2.  

3.4.3 Sensitivity Analysis of Frank’s Elasticity Coefficients 

As mentioned previously, there is no literary source available containing the elasticity 

coefficients of GO suspensions. To remedy this, a sensitivity analysis was performed using 

different ratios of ε =
𝑘33

𝑘11
⁄  and this sub-section consists of the results obtained. The values that 

were tested are ϵ = 0.5, 1, and 2 which lie in the range of values that is typically expected in 

nematic LCs [50], [74], [75]. In this case GO of 15 wt.% concentration was studied, and the 

anchoring angle was set as 0.65𝜋 = 117°. It is important to note that the value of 𝐾22 doesn’t 

affect the simulation except for affecting the value of the average of the elastic coefficients and is 

maintained constant across the test cases. This value only affects the dimensional value of the 

Shear rate. Figure 3-12 represents the variation of viscosity with shear rate for the different cases 

of ϵ. It is evident that the changes in ϵ do not change the overall trend of variation in viscosity.  
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The next step is to examine the changes that the changing ratio causes in the orientation. It 

is known that at higher shear rates the effect of the elasticity is limited to a boundary layer while 

the orientation in the domain is primarily dominated by viscous forces [50]. Figure 3-13 shows the 

close-up of the orientation of the LC close to the boundary. The orientation profile is compared at 

different values of ϵ at anchoring angle 0.65𝜋 = 117° and at the same non-dimensional shear rate 

ω = 103. The difference in the profile suggests that the ratio indeed influences the transition from 

the anchoring angle to the alignment angle. However, Figure 3-13 which has data points collected 

at the same dimensionless numbers suggests that the different values of ϵ cause the same 

dimensionless shear rate to have different dimensional values. This was confirmed by 

dimensionalizing the shear rate values and it was observed that the variation was due to different 

dimensional values of shear rate. 

Figure 3-12: Viscosity variation in the sensitivity study of Frank coefficients. The figure shows that the 

change in 𝛜 causes no significant change in the overall viscosity profile 
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3.5 Summary 

To summarize, GO suspension in water which is a discotic nematic LC was the material 

that was studied in this work. The numerical simulation was performed for the Couette flow and 

the flow alignment behavior of LC molecules at high shear rates was observed. Consequently, the 

shear thinning behavior of the flow aligned LCs was observed. The effect of concentration and the 

anchoring angle on viscosity was explained and it was seen that the value of viscosity at flow 

alignment depends both on the value of alignment angle and η2. However, the effect of η2 is more 

dominant. Moreover, it was observed that the stability of the solution was dependent on the initial 

guess made to the solution which indicates the presence of multiple branches of solutions that the 

LC could take. A sensitivity analysis was performed to examine the effect of different ratios of 

elastic coefficients as the exact values of the coefficients are not available in literature. 

 

Figure 3-13: Variation in orientation near the boundary for different coefficients of elasticity. 

The figure shows that variation in orientation profile is minimal with a change in 𝛜 
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Chapter 4: Leslie-Ericksen Theory Applied to Liquid Crystal Channel Flows 

The LE theory was covered in detail in Chapter 3 and in this chapter the emphasis is on 

implementing a 2-dimensional solver for the channel flow of nematic LCs. The solver is then 

validated and used to perform parametric studies to determine its applicability at different flow 

conditions. 

The assumptions for the work described in this chapter are: 

1. The flow is 2-dimensional 

2. The flow is incompressible 

3. The flow is isothermal  

4. Gravity is neglected 

5. There is no external field applied to the system 

4.1 Governing Equations 

The governing equations of LE theory are as shown in equations (3.1)– (3.6). As 

mentioned in Chapter 3, the elastic effects of the LCs are modeled using the Frank’s elasticity 

coefficients and the equation is as shown in equation (3.4). In the 2-dimensional case of nematic 

LCs, the term due to the twist becomes equal to zero. Further the expression can be simplified by 

assuming 𝑘11 = 𝑘33 = 𝑘 [31], [53]. Then, the equation (3.4) takes the form shown below-  

𝑤𝐹 = 
1

2
𝑘((∇𝐧): (∇𝐧)𝑇)

2
(4. 1) 

The constitutive equations of the theory are as shown in equations (3.5) and (3.6).  
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4.1.1 Non-dimensionalized Equations for Channel Flow 

The equations (3.1) – (3.6) and (4.1)  are in the dimensional form. For the implementation 

of a numerical solution, the equations are first expressed in the non-dimensional form and are as 

shown in equations (4.2) - (4.8). Further, the director in this case is taken as 𝐧: 

(𝑐𝑜𝑠(𝜃) , 𝑠𝑖𝑛(𝜃) , 0) and the velocity profile is taken as 𝐯: (𝑢(𝑥, 𝑦, 𝑡) , 𝑣(𝑥, 𝑦, 𝑡) , 0). It is important 

to note that 𝜃 is measured in the anti-clockwise sense from the horizontal in this case. A 

representative image of the Channel flow geometry is as shown in Figure 4-1. The channel is of 

width 𝑊 and the length of the channel is 𝐿. The inlet and outlet of the channel is also marked. The 

other two boundaries are treated as walls. 

Since, the channel flow is considered it is convenient to express the equations in the 

Cartesian co-ordinate system. The change of variables was performed as follows and the 

methodology was adapted from [53] and is shown below- 

𝑥̃ =
𝑥

𝐿
, 𝑦̃ =

𝑦

𝐿
, 𝐯̃ =

𝐯

𝑈
, 𝑡̃ =

𝑈

𝐿
𝑡, 𝑝 =

𝑝

𝜌𝑈2
, 𝛕̃ =

𝛕

𝜂
, 𝑤𝐹̃ =

𝑤𝐹
𝜌𝑈2

, 𝐑 =
𝐠

𝜌𝑈2
, 𝐆 =

𝐆

𝜌𝑈2
(4. 2) 

Here, the terms 𝐿 and 𝑈 refer to the typical length and velocity scales of the flow. It should 

be noted that the length scale 𝐿 should not be misinterpreted as the geometry scale. 𝜂 = 0.5𝛼4 

x 

y 

L 

W Parabolic inlet 

Figure 4-1: Representation of Channel which is W units wide and L units long. The flow is in x 

direction and the inlet flow condition s represented with a parabolic velocity profile 

Outlet 
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refers to the characteristic viscosity. In the present study, 𝐆 and 𝐅 are zero. Finally, the equations 

in the dimensionless form are as shown in equations below (with the tilde dropped for the ease of 

representation)- 

∇ ∙ (𝐮) = 0 (4. 3) 

𝑤𝐹 =
1

2𝑅𝑒𝐸𝑟
[(
∂𝜃

∂𝑥
)
2

+ (
∂𝜃

∂𝑦
)
2

] (4. 4) 

𝐷𝐮

𝐷𝑡
= −∇ ∙ ((𝑝 + 𝑤𝐹)𝐈) + (

1

𝑅𝑒
)∇ ∙ 𝐒 + 𝐑 ∙ ∇𝐧 (4. 5) 

𝐷𝜃

𝐷𝑡
=

1

𝐸𝑟 𝛾1
∇2𝜃 −

1

2

𝛾2
𝛾1
[(
𝜕𝑢

𝜕𝑦
+
𝜕𝑣

𝜕𝑥
) cos(2𝜃) + (

𝜕𝑣

𝜕𝑦
−
𝜕𝑢

𝜕𝑥
) sin(2𝜃)] −

1

2
(
𝜕𝑢

𝜕𝑦
−
𝜕𝑣

𝜕𝑥
) (4. 6) 

In the above equations, the dimensionless numbers are the Reynolds number 𝑅𝑒 =
ρ𝑈𝐿

η
 and 

the Ericksen number 𝐸𝑟 =
𝑈𝐿η

𝐾
. Note that the director handles the constraint 𝐧 ∙ 𝐧 = 1. The terms 

𝐒 and 𝐑 on the RHS of equation (4.5) are obtained due to the constitutive equations. The stress 

tensor 𝐒 = 2𝐀 +𝚽 and the momentum equations in 𝑋 and 𝑌 can be written as shown below- 

𝜕𝑢

𝜕𝑡
+ 𝑢

𝜕𝑢

𝜕𝑥
+ 𝑣

𝜕𝑢

𝜕𝑦

= −
𝜕𝑝

𝜕𝑥
−
𝜕𝑤𝐹
𝜕𝑥

+ 𝑅𝑥
𝜕𝑛𝑥
𝜕𝑥

+ 𝑅𝑦
𝜕𝑛𝑦

𝜕𝑥
+ (

1

𝑅𝑒
) (
𝜕2𝑢

𝜕𝑥2
+
𝜕2𝑢

𝜕𝑦2
) + (

1

𝑅𝑒
) (
𝜕2𝚽𝐱𝐱

𝜕𝑥2
+
𝜕2𝚽𝐱𝐲

𝜕𝑦2
) (4. 7) 

𝜕𝑣

𝜕𝑡
+ 𝑢

𝜕𝑣

𝜕𝑥
+ 𝑣

𝜕𝑣

𝜕𝑦

= −
𝜕𝑝

𝜕𝑦
−
𝜕𝑤𝐹
𝜕𝑦

+ 𝑅𝑥
𝜕𝑛𝑥
𝜕𝑦

+ 𝑅𝑦
𝜕𝑛𝑦

𝜕𝑦
+ (

1

𝑅𝑒
) (
𝜕2𝑣

𝜕𝑥2
+
𝜕2𝑣

𝜕𝑦2
) + (

1

𝑅𝑒
) (
𝜕2𝚽y𝐱

𝜕𝑥2
+
𝜕2𝚽𝐲𝐲

𝜕𝑦2
) (4. 8) 

The terms - 𝑅𝑥
𝜕𝑛𝑥

𝜕𝑥
, 𝑅𝑦

𝜕𝑛𝑦

𝜕𝑥
, 𝑅𝑥

𝜕𝑛𝑥

𝜕𝑦
, 𝑅𝑦

𝜕𝑛𝑦

𝜕𝑦
 and the components of 𝚽 are listed in the 

Appendix A. 
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4.2 Numerical Implementation 

The objective was to implement a solver to numerically solve the equations (4.1) and 

(4.6)- (4.8). The variables that are being solved for are 𝑢, 𝑣, 𝑝, and θ. The solver was based on 

the work of [53] who worked on obtaining the flow solution of a 2D flow in the presence of 

magnetic fields. The scheme uses the GENSMAC method which was initially developed for free 

surface flows by [76]. GENSMAC method stands for Generalized Marker and Cell method which 

is an advancement of the Marker-and-Cell method which was introduced in the 1960s [77]. The 

solver was implemented on MATLAB to obtain the solution. This section describes the 

discretization, time stepping, and the type of grid used to implement the solver. 

4.2.1 Discretization Procedure 

The governing equations were discretized using the Finite Difference Method. The spatial 

discretization was of second order. Following the work of [53] the staggered grid was chosen. 

Besides, the advantages of staggered arrangement are already well documented [78]. Therefore, 

𝑢
𝑖−
1
2
,𝑗

 𝑢
𝑖+
1
2
,𝑗

 

𝑣
𝑖,𝑗−

1
2
 

𝑣
𝑖,𝑗+

1
2
 

𝑝𝑖,𝑗 , 𝜃𝑖,𝑗 

Figure 4-2: Representation of cell with staggered arrangement 
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the scalar variables 𝑝 and 𝜃 are evaluated at the center of the cells and the vector variables 𝑢 and 

𝑣 are stored at the cell faces. The arrangement of variable storage can be seen in Figure 4-2. The 

convection term in the simulation of fluid flows needs special attention to ensure that the resulting 

solution methodology is stable and there is no numerical diffusion produced. In the present work, 

the convective terms are discretized using the third-order CUBISTA (Convergent and Universally 

Bounded Interpolation Scheme for the Treatment of Advection) scheme [79]. The scheme has 

previously been used in the simulation of Non-Newtonian fluids [80], [81] apart from being 

successfully implemented in the numerical simulation of nematic LCs [53]. 

4.2.2 Boundary and Initial Conditions 

The initial condition was chosen to have zero velocity field and the orientation field was 

set to a constant value equal to the boundary value of orientation. The walls and inlet were set with 

Dirichlet boundary conditions for both the velocity and the orientation angle. Meanwhile, the outlet 

was chosen to have homogeneous Neumann boundary conditions for both the velocity and the 

orientation angle. At the walls, no-slip boundary condition was employed for the velocity and at 

the inlet parabolic velocity profile was chosen.  

4.2.3 Solution Algorithm 

The solver is an explicit time stepping scheme and the methodology is adapted from [53] 

and was first introduced by [76]. Consider that the variables at a given time 𝑡𝑛 are already known 

and the values are to be obtained at time 𝑡𝑛+1 and the respective position 𝑥𝑘. The steps of the 

algorithm are repeated march the solution in time and are listed as follows- 
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Step 1: Calculation of intermediate velocity field (𝒖̃ and 𝒗̃) at time 𝒕𝒏+𝟏  

After discretization, the equations (4.9) and (4.10) can be solved using an explicit time 

stepping scheme. The values of the R.H.S of equations (4.9) and (4.10) are to be calculated using 

the actual velocity field (𝑢(𝑥𝑘, 𝑡𝑛) and 𝑣(𝑥𝑘, 𝑡𝑛)) and the orientation variable (θ(𝑥𝑘, 𝑡𝑛)) at time 

𝑡𝑛. The boundary conditions are same as mentioned in section 4.2.2. It is to be noted that the 

velocity field thus obtained will have the correct vorticity at time 𝑡𝑛+1 [76].  

𝜕𝑢̃

𝜕𝑡
= − 𝑢

𝜕𝑢

𝜕𝑥
− 𝑣

𝜕𝑢

𝜕𝑦
−
𝜕𝑤𝐹
𝜕𝑥

+

𝑅𝑥
𝜕𝑛𝑥
𝜕𝑥

+ 𝑅𝑦
𝜕𝑛𝑦

𝜕𝑥
+ (

1

𝑅𝑒
) (
𝜕2𝑢

𝜕𝑥2
+
𝜕2𝑢

𝜕𝑦2
) + (

1

𝑅𝑒
)(
𝜕2𝚽𝐱𝐱

𝜕𝑥2
+
𝜕2𝚽𝐱𝐲

𝜕𝑦2
) (4. 9)

 

𝜕𝑣̃

𝜕𝑡
=  −𝑢

𝜕𝑣

𝜕𝑥
−  𝑣

𝜕𝑣

𝜕𝑦
−
𝜕𝑤𝐹
𝜕𝑦

 +

𝑅𝑥
𝜕𝑛𝑥
𝜕𝑦

+ 𝑅𝑦
𝜕𝑛𝑦

𝜕𝑦
+ (

1

𝑅𝑒
)(
𝜕2𝑣

𝜕𝑥2
+
𝜕2𝑣

𝜕𝑦2
) + (

1

𝑅𝑒
) (
𝜕2𝚽y𝐱

𝜕𝑥2
+
𝜕2𝚽𝐲𝐲

𝜕𝑦2
) (4. 10)

 

Step 2: Obtaining the potential function 𝛙 

The Poisson equation shown below is solved to obtain the potential field at time 𝑡𝑛+1. It is 

to be noted that 𝜓 is a scalar and is evaluated at the cell centers.  

𝜕2𝜓

𝜕𝑥2
+
𝜕2𝜓

𝜕𝑦2
=
𝜕𝑢̃

𝜕𝑥
+
𝜕𝑣̃

𝜕𝑦
(4. 11) 

For the solution, homogeneous Neumann boundary conditions were implemented at the 

inflow and walls. Homogeneous Dirichlet boundary condition was implemented at the outflow 

[76]. 

Step 3: Obtaining the final velocity field 

The final velocity field at time 𝑡𝑛+1 can be obtained using- 
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𝑢 = 𝑢̃  − 
𝜕𝜓

𝜕𝑥
; 𝑣 = 𝑣̃  − 

𝜕𝜓

𝜕𝑦
  (4. 12) 

Step 4: Obtaining the orientation angle 

In this step the orientation θ at time 𝑡𝑛+1 is obtained by solving the discretized version of 

equation (4.6) using explicit time stepping. 

Step 5: Evaluation of Pressure and components of Non-Newtonian tensor 

The pressure field can be calculated using the equation shown below and the terms of the 

Non-Newtonian tensor are evaluated using the equations listed in Appendix A. 

𝑝 =
𝑑𝜓

𝑑𝑡
(4. 13) 

4.2.4 Time Stepping 

It is known that the explicit time stepping results in divergence if the time-step selected is 

not small enough. According to [53], for the simulation of LC flows using the scheme the timestep 

can be selected as follows. 

There is a spatial restriction which occurs as a fluid particle cannot travel the distance larger 

than the grid size which results in the relations shown below-  

𝑡𝑥 ≤
∆𝑥

|𝑢|𝑚𝑎𝑥
;  𝑡𝑦 ≤

∆𝑦

|𝑣|𝑚𝑎𝑥
(4. 14) 

Here, |𝑢|𝑚𝑎𝑥 and |𝑣|𝑚𝑎𝑥 represent the maximum modulus of velocities in the 𝑥 and 𝑦 

direction respectively. ∆𝑥 and ∆𝑦 represent the grid sizes in 𝑥 and 𝑦.  

Further, there is a restriction due to the explicit discretization of the momentum equations 

and a von Neumann stability analysis of the linearized momentum equation shown below - 

𝑡𝑣 =≤
𝑅𝑒

2
(
1

∆𝑥2
+

1

∆𝑦2
)
−1

(4. 15) 
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The time step is then selected as the minimum out of 𝑡𝑥, 𝑡𝑦 and 𝑡𝑣. However, in the present work 

it was found that the solver did not always converge when the time step was selected in the 

aforementioned manner. Further literature review suggested the use of a multiplicative factor ε ∈

(0,1] and this was incorporated in the solver [76]. 

4.2.5 Computational Domain and Constants Used 

The numerical simulation was performed using MBBA as the LC and the material 

constants were obtained from [82]. The Leslie viscosities are as shown in Table 4-1. 

Table 4-1: Leslie Viscosity coefficients of MBBA 

In (𝑃𝑎. 𝑠) α1 α2 α3 α4 α5 α6 

MBBA (near 25 ℃) -0.0181 -0.1104 -0.001104 0.0826 0.0779 -0.0336 

 

The density of MBBA ρ = 1088𝑘𝑔/𝑚3. The domain was selected to have width 𝑊 =

 0.001 𝑚 and 𝐿 =  0.02 𝑚 unless specified otherwise. In the numerical studies the convergence 

criterion was set as the infinity norm of the change in solution should be lower than 10−6. 

4.3 Results and Discussion 

This subsection first provides the results of the validation. Followed by this, the results of 

the parametric studies are presented. Finally, the discussion with the combination of pressure 

driven and moving wall case is presented. 

4.3.1 Validation of the Solver 

The solver was validated based on the analytical solution obtained from [53]. The 

analytical solution was obtained assuming fully developed flow solution in the 𝑥 direction and 
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setting the boundary orientation as θ = 0 at 𝑦 = 0,1. Further, the velocity in the 𝑦 direction, 𝑣 =

0 in the entire domain. The equations of the variables 𝑢 and θ are shown in equations below- 

𝑢(𝑦) = 𝑝,𝑥𝑦(𝑦 − 1)
𝑅𝑒

2(1 + 0.5(𝛼3 + 𝛼6))
(4. 16) 

𝜃(𝑦) = 0.5𝐸𝑟(𝛾1 + 𝛾2)
𝑅𝑒

2(1 + 0.5(𝛼3 + 𝛼6))
𝑝,𝑥 (

𝑦(𝑦 − 1)(1 − 2𝑦)

6
) (4. 17) 

Figure 4-3 and Figure 4-4 respectively represent the velocity profile and orientation profile 

comparing the solution obtained from analytical and numerical solutions. The figures show that 

there is a good agreement of the computed solution with the analytical solution. The other results 

such as the pressure contour and normal stresses were obtained similar to that shown in [53] and 

are not presented here. The mesh of size 32x640 was used in the parametric studies and the mesh 

independency study was performed by comparing the change in orientation profiles with mesh 

refinement. 

Figure 4-3: Comparison of velocity profiles obtained from analytical and numerical solutions.  
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4.3.2 Parametric Studies on the Channel Flow 

Once the solver was validated, parametric studies were conducted to explore the behavior 

of the solver at different values of the Ericksen number and anchoring angles. The interest was in 

obtaining solutions at higher values of the parameters to test the applicability of the solver at those 

values and to understand the behavior of LCs in the channel flow case. In this section, the fully 

developed orientation profiles for the parametric studies are presented. 

4.3.2.1 Effect of Changing the Ericksen Number 

In this study, the effect of changing the Ericksen number on the flow solution is studied. 

The Reynolds number is set as 25. The study is conducted with the channel length 𝐿 = 0.04 𝑚 

and mesh 32x1280. 𝐸𝑟 is the non-dimensional parameter that compares the viscous effect with the 

Figure 4-4: Comparison of orientation profiles obtained from analytical and numerical solutions. 
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elastic effect. A higher 𝐸𝑟 represents the dominance of the viscous effect over elasticity. In the 

case of flow aligning LCs, it is known that the LCs reach flow alignment when the viscous forces 

are dominant. From Figure 4-5, it is evident that the deviation in orientation profile increases with 

an increase in 𝐸𝑟. The value of θ increases until the value of alignment angle (5.7°) is obtained 

within the domain. This study provides the secondary validation of the flow solver. 

 

4.3.2.2 Effect of Changing the Anchoring Angle 

The anchoring angle (the boundary condition for orientation at wall) in the present work 

has been set to the Dirichlet boundary condition. This type of anchoring is known as “strong 

anchoring”. In earlier studies of LCs, Robin boundary conditions have been applied and this is 

termed as “weak anchoring” [55], [72]. In [55], the two types of solutions are discussed – a strong 

flow in which the anchoring angles are set such that the director takes a full rotation in the domain 

Figure 4-5: Variation in orientation obtained for different Er at Re=25 at anchoring angle 0. It is 

observed that increase in Er takes the orientation to the value of alignment angle 
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from one wall to the other and the weak flow where the anchoring angles are equal in value. In the 

study reported in the present section, the anchoring angles are set to be equal and therefore 

according to [55], the weak flow solution is studied. The study is also motivated by the earlier 

finding reported for Poiseuille flow where the anchoring angle along with the Ericksen number 

was varied to find multiple branches of the solution [47]. In this study, positive values of anchoring 

angles were studied at 𝑅𝑒 = 13.2 and 𝐸𝑟 = 104. The choice of high values of the 𝐸𝑟-𝑅𝑒 pair was 

motivated as the interest was to study the behavior at flow alignment. It can be seen from Figure 

4-6 that the anchoring angles higher than 0° took a different solution branch when compared to the 

cases where the anchoring angle was 0°. However, the value of orientation reached at flow 

alignment for anchoring angles higher than 0° is equal to 180° − 𝜃𝑎𝑙. Due to the symmetry of 

nematic LC, it is seen that these obtained orientations in the domain are the same values. However, 

since the study is not extensive like the one in [47], no other conclusion besides the existence of 

multiple solutions can be made. 

Figure 4-6: Orientation profile obtained for positive anchoring angles at Re=13.2 and Er=10000. 

The value of 𝛉 in the domain reaches the flow alignment value 
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4.3.3  Combination of Planar Couette and Channel Flow 

In the previous section, the solver was used to perform parametric studies using MBBA 

which is well characterized. In this study, the top wall is given a velocity and the flow profile turns 

into a combination of Couette flow and channel flow. However, the study is preliminary, and as 

per my knowledge there is no available literature for LCs in this area. To implement this in the 

solver, the moving wall velocity was set as 1 and an input velocity profile was prescribed. The 

inlet velocity boundary condition is the combination of the planar Couette flow velocity profile 

and a parabolic velocity profile similar to the previous cases. However, the parabolic velocity 

profile was scaled using a parameter - Inlet ratio (IR). IR is defined as the ratio of the magnitude 

of the maximum value of the input parabolic velocity profile w.r.t the velocity of the moving wall.  

4.3.3.1 Study at Different Reynolds Number and Ericksen Number 

In this study, the effect of increasing the 𝑅𝑒 and 𝐸𝑟 is studied. The study was conducted at 

IR = 0.1 which indicates that the flow is primarily driven by the moving wall. Figure 4-7 shows 

the change in orientation obtained with a simultaneous increase in 𝑅𝑒 and 𝐸𝑟. The obtained 

orientation profile reaches the flow alignment value but only in the lower half of the domain. 

Further increase in the values of parameters suggested a regime change and the results are not 

presented. Therefore, for the given IR, the behavior of the LC in the domain when the viscous 

forces are dominant is as shown in Figure 4-7. However, as this is not the typically observed 

behavior of LCs further discussion is needed. In the following section, an attempt is made to 

explain these observations. 
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4.3.3.2 Study at Different Inlet Ratios 

The results from the studies in the previous sub-section lead to questions regarding the 

phenomenon that is taking place. Although, the difference in the orientation profile due to the 

combination of moving wall with a pressure driven channel flow can be anticipated, in this section 

an attempt is made to explain the findings by means of studying different IR at a fixed 𝑅𝑒 = 25 

and 𝐸𝑟 = 1.03 ∗ 106.   

Once again, the existing knowledge is that in the case of: 

• A pressure driven channel flow, the direction of shear gradient switches at the center of the 

channel. The orientation profile is anti-symmetric about the midpoint [55].  

Figure 4-7: Orientation profile obtained for the combination of moving wall and pressure driven flow for 

different parameters at anchoring angle 0. The figure shows that the flow alignment is observed in the lower 

half of the domain 
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• A planar Couette flow, a single value of orientation is obtained in the bulk of the domain 

at higher shear rates [11].  

 

 

Firstly, the velocity profiles at different IR across the non-dimensional gap are as shown in 

Figure 4-8. It is observed that as the value of IR is increased, the velocity profile becomes convex 

in nature. The plot is supplemented by Figure 4-9 which shows the variation in non-dimensionless 

shear rate across the non-dimensional gap. The key observations are: 

• The non-dimensional shear rate at high IR shows a change in direction of shear direction 

• At low IR, the velocity profile resembles a Couette flow profile. 

 

Figure 4-8: Velocity profiles obtained for different values of IR across the non-dimensional gap showing 

increasing convexity of the velocity profile with increase in IR 
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Considering these observations and combining the information from Figure 4-10, it can be 

concluded that the LC orientation at flow alignment is dependent on the local shear rate. 

Especially, for the case of IR=0.5 the point at which the shear rate changes direction correlates to 

the point where the orientation reaches the same value as the anchoring angle. This observation 

holds value as the IR can essentially control the orientation at a certain location in the domain. 

 

 

 

Figure 4-9: Non-dimensional shear rate obtained at different IR across the non-dimensional gap showing - (a) 

low IR causes the shear rate move towards a constant value and (b) higher IR has a point where the direction 

of shear rate reverses 
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4.4 Summary 

In this chapter, the 2-dimensional solver for the channel flow of nematic LCs using the LE 

theory was implemented on MATLAB. The governing equations were discretized using the Finite 

Difference method and an explicit time-stepping scheme was implemented. The solver was 

validated using an analytical solution. The capability of the solver was studied by performing 

various parametric studies. On performing a study of the change in the orientation profile with the 

change in 𝐸𝑟 it was observed that the increase in 𝐸𝑟 causes the orientation profile progressing 

towards the flow alignment value. This observation shows the dominance of viscous effects over 

elastic effects at high values of 𝐸𝑟 and thereby providing a secondary validation of the solver. A 

study conducted at different anchoring angles showed the presence of multiple stable solution 

branches. Lastly, a preliminary study of the pressure driven flow with a moving wall was 

Figure 4-10: Orientation profile obtained for different IR showing the flow alignment angle 

obtained in the lower half of the domain and for IR=0.5, the stable orientation angle is negative 
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conducted. Through the study at different IR, it was observed that the orientation profile obtained 

is dependent on the local shear rate and the direction of shear gradient. Further, the study revealed 

that the value where the anchoring angle is obtained in the domain at steady state can be controlled 

using the value of IR. 
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Chapter 5: Lubrication theory applied to Landau-de Gennes theory  

In this research work, the application of LCs as lubricants has been a major motivation 

which led to an interest in the study of thin film flow of LCs. As mentioned in Chapter 2, the LdG 

theory is a complete model used to describe the flow of LCs. The theory incorporates the effects 

of short-range and long-range elasticity along with the viscous effects. The model is complex and 

has been previously solved by applying simplifying assumptions such as selection of simplified 

velocity profiles [59], [62], [83]. However, recently the full set of equations was implemented to 

simulate the flow of LCs in the arrangement of eccentric cylinders and also a 3-dimensional 

simulation between the geometry of a hip joint [9], [61].  

The approach to studying thin films is well known and developed. The simplification is 

performed using the scaling analysis and the elimination of terms is based on their respective 

orders [68]. However, no such study has been conducted employing scaling analysis to the LdG 

theory. In this chapter, the scaling analysis is applied to the LdG theory to simplify the equations. 

In this chapter, the LdG theory is described first and then the procedure involved in the 

development of a Lubrication theory applicable to LCs is described. The developed equations are 

numerically solved for the case of planar Couette flow and the obtained results are compared with 

the simulation performed with the full theory. After the validation of the theory, parametric studies 

are conducted to understand the behavior of the LCs in the confined geometry. 

The major assumptions for the work described in this chapter are: 

1. The flow is 2-dimensional 

2. The flow is incompressible 

3. The flow is isothermal  
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4. Gravity is neglected 

5. There is no external magnetic or electric field applied to the system 

5.1 Q-Tensor Theory 

The microstructure of the nematic LCs can be described based on the second order, 

symmetric, and traceless tensor order parameter Q [31] -   

𝐐 = ∫(𝐮𝐮 −
1

3
𝐈) 𝑓 d2𝐮 (5. 1) 

Here 𝐮 is the unit vector showing the orientation of the molecules of the nematic LC (see 

Figure 2-2), I represents the unit tensor and 𝑓 is the orientation distribution function. Alternatively, 

𝐐 can be represented based on the eigen vectors (𝐧, 𝐦, 𝐥) and eigen values (𝜆𝑛, 𝜆𝒎, 𝜆𝒍). 

𝐐 =  𝜆𝑛𝐧𝐧 + 𝜆𝒎𝐦𝐦 + 𝜆𝒍𝐥𝐥 (5. 2) 

The eigenvalues can be defined as functions of the scalar order parameter 𝑆 and the biaxial 

order parameter 𝑃 [57] as shown- 

𝜆𝑛 =
2

3
𝑆; 𝜆𝒎 = −

1

3
(𝑆 − 𝑃) ;  𝜆𝒍 = −

1

3
(𝑆 + 𝑃) (5. 3) 

These eigen values have the restriction 𝜆𝑛 + 𝜆𝒎 + 𝜆𝒍  =  𝟎. In the following sections 𝐮 

will represent the velocity vector and not the unit vector of the LC molecules unless specified. 

5.2 Governing Equations and the Landau-de Gennes Theory 

In this sub-section, the governing equations and the LdG theory is described. LdG theory 

is a tensorial theory and the Q-tensor described in Section 5.1 is used to describe the orientation 

variable.  The governing equations of the theory follows from the dissipation function 𝚫 [59] – 

𝚫 = 𝝉𝒔 ∶ 𝐀 + 𝑐𝑘𝑇𝐇 ∙ 𝐐̂ (5. 4) 
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Here, 𝝉𝒔 is the symmetric viscoelastic stress tensor, 𝑐 represents the concentration of 

molecules in liquid crystalline state, 𝑘 is the Boltzmann constant, and 𝑇 is the absolute temperature. 

A is the rate of strain tensor, 𝐇 is the molecular field and 𝐐̂ is the Jaumann derivative of the order 

parameter tensor. The tensors are as follows- 

𝐀 =
1

2
(∇𝐮 + ∇𝐮𝑇) (5. 5) 

𝐐̂ =
𝜕𝐐

𝜕𝑡
+ (𝐮 ∙ ∇)𝐐 −𝐖 ∙ 𝐐 +  𝐐 ∙ 𝐖 (5. 6) 

𝑐𝑘𝑇𝐇 = −[
𝛿𝐹

𝛿𝐐
]

[𝒔]

= [
𝜕𝑓

𝜕𝐐
 − ∇ ∙ (

𝜕𝑓

𝜕∇𝐐
)]

[𝒔]

(5. 7) 

Here, 𝐖 is the vorticity tensor, 𝐹 is the total free energy, and 𝑓 is the free energy density. 

𝐖 and 𝑓 are defined as - 

𝐖 =
1

2
(∇𝐮 − ∇𝐮𝑇) (5. 8) 

𝑓 = (𝑐𝑘𝑇) [

1

2
(1 −

𝑈

3
) (𝐐 ∶ 𝐐) −

1

3
𝑈(𝐐 ∶ (𝐐 ∙ 𝐐))  + 

1

4
𝑈(𝐐 ∶ 𝐐)2

+
𝐿1
2𝑐𝑘𝑇

{∇𝐐 ∶ (∇𝐐)𝑻} +
𝐿2
2𝑐𝑘𝑇

(∇ ∙ 𝐐) ∙ (∇ ∙ 𝐐)

] (5. 9) 

Here 𝑈 = 3𝑇
∗

𝑇⁄  is the nematic potential where 𝑇∗ is the isotropic-nematic transition 

temperature, 𝐿𝑖 refer to the Landau coefficients and the superscript [s] means symmetric and 

traceless [59]. The molecular field 𝐇 can be calculated as- 

(𝑐𝑘𝑇)𝐇 = (𝑐𝑘𝑇) [
(
𝑈

3
− 1)𝐐 + 𝑈𝐐 ∙ 𝐐 − 𝑈(𝐐 ∶ 𝐐) ∙ (𝐐 +

1

3
𝐈)

+
𝐿1
𝑐𝑘𝑇

∇2𝐐 +
𝐿2
2𝑐𝑘𝑇

{∇(∇ ∙ 𝐐) + [∇(∇ ∙ 𝐐)]𝑻 −
2

3
(𝑡𝑟∇(∇ ∙ 𝐐))𝐈}

] (5. 10) 

The above expression contains both short-range and long-range contributions. The 

dynamics of the tensor order parameter are given by – 
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𝐐̂ = 𝐅(∇𝐮,𝐐) + 𝐇𝒔𝒓(𝐷𝑅̅̅̅̅ , 𝐐) + 𝐇
𝒍𝒓(𝐷𝑅̅̅̅̅ , ∇𝐐) (5. 11) 

Here, F represents the flow contribution, 𝐇𝒔𝒓 represents the short-range contribution, and 

𝐇𝒍𝒓 represents the long-range contribution [83]. The expressions are –  

𝐅 =
2

3
𝛽𝐀 + 𝛽 [𝐀 ∙ 𝐐 + 𝐐 ∙ 𝐀 −

2

3
(𝐀 ∶ 𝐐)𝐈]

−
1

2
𝛽{(𝐀 ∶ 𝐐)𝐐 + 𝐀 ∙ 𝐐 ∙ 𝐐 + 𝐐 ∙ 𝐀 ∙ 𝐐 + 𝐐 ∙ 𝐐 ∙ 𝐀 − [(𝐐 ∙ 𝐐) ∶ 𝐀]𝐈} (5. 12)

 

𝐇𝐬𝐫 = 6𝐷𝑟̅̅ ̅ [(
𝑈

3
− 1)𝐐 + 𝑈𝐐 ∙ 𝐐 − 𝑈(𝐐 ∶ 𝐐) ∙ (𝐐 +

1

3
𝐈)] (5. 13) 

𝐇𝐥𝐫 =
𝐿1
𝑐𝑘𝑇

∇2𝐐 +
𝐿2
2𝑐𝑘𝑇

{∇(∇ ∙ 𝐐) + [∇(∇ ∙ 𝐐)]𝑻 −
2

3
(𝑡𝑟∇(∇ ∙ 𝐐))𝐈} (5. 14) 

Here, β is a thermodynamic parameter [59]. 𝐷𝑟̅̅ ̅ is the microstructural rotational diffusivity 

which is defined as shown in equation (5.15). [59] 

𝐷𝑟̅̅ ̅(𝐐) = 𝐷𝑟 [1 −
3

2
(𝐐 ∶ 𝐐)]

−2

(5. 15) 

In equation (5.15), 𝐷𝑟 is the pre-averaged rotational diffusivity. It is to be noted that taking 

𝐷𝑟̅̅ ̅ independent of Q results in spurious results for nematic LCs as the tumbling and wagging 

regimes are not predicted [57]. In the above equations, 𝐿𝑖 refer to the Landau coefficients and they 

are related to the Frank’s elasticity coefficients through the relations shown in equation (5.16). 

However, it is to be noted that these coefficients were obtained for the uniaxial phase [59].  

𝐿1 = 
3 ∗ 𝑘22 − 𝑘11 + 𝑘33

6 ∗ 𝑆𝑒𝑞
2  ;  𝐿2 = 

𝑘22 − 𝑘11

𝑆𝑒𝑞
2  (5. 16) 

Here- 𝑘𝑖𝑖 refers to the Frank’s elasticity coefficients and 𝑆𝑒𝑞 is the equilibrium scalar order 

parameter which can be calculated as shown [83] - 



56 

 

𝑆𝑒𝑞  =  0.25 + 0.75√1 −
8

3𝑈
(5. 17) 

Apart from the equations describing the evolution of the orientation, the mass and 

momentum conservation equations are a part of the governing equations and are as shown - 

𝜕𝜌

𝜕𝑡
+ ∇ ∙ (𝜌𝐮) = 0 (5. 18) 

𝜌
𝐷𝐮

𝐷𝑡
= ∇ ∙ 𝛔 + 𝜌𝐟 (5. 19) 

Here,  

• 𝐮 represents the velocity vector 

• 𝛔 represents the Total stress tensor 

• f represents the external body forces.  

The LdG theory has a set of constitutive equations that modify the stress tensor in the 

momentum equations. The stress tensor 𝛔 is defined as the sum of the symmetric component (𝝉𝒔), 

anti-symmetric component (𝝉𝒂) and Ericksen stress term (𝝉𝑬𝒓). The symmetric term 𝝉𝒔 = 𝝉𝒗 + 𝝉𝒆 

has the viscous and elastic terms. The total stress tensor takes the form shown - 

𝛔 =  𝝉𝒗 + 𝝉𝒆 + 𝝉𝒂 + 𝝉𝑬𝒓 (5. 20) 

Individual terms of equation (5.15) are listed in equations  (5.21) - (5.24). 

𝝉𝒗 = 𝜈1𝐀 + 𝜈2 [𝐀 ∙ 𝐐 + 𝐐 ∙ 𝐀 −
2

3
(𝐀:𝐐)𝐈]

+𝜈4{(𝐀:𝐐)𝐐 + 𝐀 ∙ 𝐐 ∙ 𝐐 + 𝐐 ∙ 𝐀 ∙ 𝐐 + 𝐐 ∙ 𝐐 ∙ 𝐀 + [(𝐐:𝐐)𝐀]𝐈} (5. 21)
 

𝝉𝒆  =  𝑐𝑘𝑇 {

−2𝛽

3
𝐇 −  𝛽 [𝐇 ∙ 𝐐 + 𝐐 ∙ 𝐇 −

2

3
(𝐇:𝐐)𝐈]  +

 
𝛽

𝟐
{(𝐇:𝐐)𝐐 + 𝐇 ∙ 𝐐 ∙ 𝐐 + 𝐐 ∙ 𝐇 ∙ 𝐐 + 𝐐 ∙ 𝐐 ∙ 𝐇 + [(𝐐:𝐐)𝐈]} 

} (5. 22) 
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𝝉𝒂  = 𝑐𝑘𝑇{𝐇 ∙ 𝐐 − 𝐐 ∙ 𝐇} (5. 23) 

𝝉𝑬𝒓 = 𝑐𝑘𝑇{𝐿2(∇ ∙ 𝐐 ∙ (∇𝐐)
𝑇) − 𝐿1(∇𝐐: (∇𝐐)

𝑇)} (5. 24) 

In the above equations, the coefficients 𝜐𝑖 are termed as the Landau viscosities and  can be 

related to the Leslie viscosity coefficients using the relations provided in [59].  

5.2.1 Non-dimensional Full Equations 

The non-dimensional equations of the full theory have been presented multiple times 

previously [9], [59], [61] and therefore the derivation is not included in this work. However, since 

the equations are numerically solved, they are shown below for the sake of completeness. 

Considering the flow to have a velocity scale 𝑈 and a length scale 𝐿 the non-dimensional form is 

as shown in equations (5.25) – (5.27). 

The evolution equation – 

𝐐̂ = 𝐅 + (
𝟏

𝐷𝑒
)𝐇𝒔𝒓 + (

𝟏

𝐸𝑟
)𝐇𝑙𝑟 (5. 25) 

In the equations, the following non-dimensional numbers are selected- 

Ericksen number: 𝐸𝑟 =
𝑈𝐿𝑐𝐾𝑇

6𝐿1𝐷𝑟
 ; Deborah number: 𝐷𝑒 =

𝑈

6𝐿𝐷𝑟
 ; Energy ratio: 𝑅 =

𝐸𝑟

𝐷𝑒
 

Reynolds number as 𝑅𝑒 =
𝜌𝑈2

𝑐𝐾𝑇
 

Here 𝜌 as the characteristic density apart from the previously introduced material constants. 

The momentum equations – 

𝑅𝑒 {
𝜕𝐮

𝜕𝑡
+ (𝐮 ∙ ∇)𝐮} = −∇𝑝 + 𝐷𝑒(∇ ∙ 𝝉𝒗) + (∇ ∙ 𝝉𝒆) + (∇ ∙ 𝝉𝒂) +

1

𝑅
(∇ ∙ 𝝉𝑬𝒓) (5. 26) 

In the equations (5.26), the total stress tensor is non-dimensionalized using- 

𝛔∗ = 𝛔 (𝑐𝐾𝑇)⁄ , 𝝂𝟏
∗ =

(𝝂𝟏6𝐷𝑟)
(𝑐𝐾𝑇)⁄ , 𝝂𝟐

∗ =
(𝝂𝟐6𝐷𝑟)

(𝑐𝐾𝑇)⁄ , 𝝂𝟒
∗ =

(𝝂𝟒6𝐷𝑟)
(𝑐𝐾𝑇)⁄ (5. 27) 
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5.2.2 Selection of Flow Scales for Lubrication 

Liquid crystalline phase is a multi-scale system and as the lubrication theory consists of 

simplification of equations based on the length scale the scales of the LCs are discussed. LCs have 

three length scales defined – the external (𝑙𝑒), the flow (𝑙𝑓), and the internal length scales (𝑙𝑖) 

respectively. The time-scales of the system are the external time scale (𝑡𝑒), the flow time scale 

(𝑡𝑓), and the internal time scale (𝑡𝑖) [62], [84]. The different length and time scales are shown 

below- 

𝑙𝑒 = 𝐿 ; 𝑙𝑓 = √
2𝐿1𝐷𝑟
𝑐𝑘𝑇∗𝛾̇

 ; 𝑙𝑖  =  √
𝐿1

3𝑐𝑘𝑇∗
 ;  𝑙𝑖 ≪ 𝑙𝑒 (5. 28) 

𝑡𝑒 =
𝑐𝑘𝑇∗𝐿2

2𝐷𝑟𝐿1
 ;  𝑡𝑓  =  

1

𝛾̇
; 𝑡𝑖  =  

1

𝐷𝑟
;  𝑡𝑖 ≪ 𝑡𝑒 (5. 29) 

In the above equations, 𝛾̇ is the shear rate. As shown in Figure 5.1, the 𝑥 axis is chosen to 

have an order of 𝐿 and as is the case usually in the lubrication one of the other axes has an order 

of δ𝐿 which in the present case is the 𝑦 axis. The primary assumption in the theory is that 𝛿 ≪ 1. 

In the simplified lubrication theory, δ𝐿 is chosen as the length scale while defining the non-

dimensional numbers.  

x 

y 

z 

δ𝐿 

𝐿 

Figure 5-1: Representation of length scales of the system. The length scales along x and z is L and the scale 

along y is 𝛿L 
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5.2.3 Simplified Lubrication Equations 

This section consists of the simplified equations obtained after non-dimensionalization and 

performing scaling analysis. The simplification process is described in Appendix B. The resulting 

equations are as shown in equations (5.30) – (5.34). 

(−
𝜕𝑝

𝜕𝑥
) +

𝜕𝜏12
𝐸

𝜕𝑦
+
𝜕𝜏12

𝑎

𝜕𝑦
+
1

𝑅

𝜕𝜏12
𝐸𝑟

𝜕𝑦
= 0 (5. 30) 

(−
𝜕𝑝

𝜕y
) = 0 (5. 31) 

(
1

𝐸𝑟
)(

𝜕2

𝜕𝑦2
(𝑄11) −

𝐿∗

3

𝜕2

𝜕𝑦2
(𝑄22)) +

(
1

𝐷𝑒
)(

(
𝑈

3
− 1)𝑄11 + 𝑈(𝑄11

2 + 𝑄12
2) −

𝑈(𝑄11
2 + 2𝑄12

2 + 𝑄22
2 + (𝑄11+𝑄22)

2) (𝑄11 +
1

3
)

) =

−
𝜕𝑢

𝜕𝑦
[1 − 3(𝑄11

2 + 𝑄12
2 +𝑄22

2 + 𝑄11𝑄22)]
2
[𝑄12 (1 +

𝛽

3
)  −  𝛽𝑄11𝑄12] (5. 32)

 

(
1

𝐸𝑟
)((1 +

𝐿∗

2
)
𝜕2

𝜕𝑦2
(𝑄12)) +

(
𝟏

𝐷𝑒
)(

(
𝑈

3
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5.3 Numerical Methods 

In this section the implementation of the solver is described. There are two aspects to the 

solution methodology- (1) solution of the full set of equations and (2) solution of the simplified 

equations from scaling analysis. The first stage in the implementation of the simplified theory is 

to only solve the simplified evolution equations using a fixed velocity profile. The complete 

methodology for each solution is provided in the respective sub-sections.  

5.3.1 Solution Procedure for the Full Equations 

In order to validate the solutions obtained from lubrication theory they are compared with 

the results obtained from the full equations. In this section, the setup of the model to obtain the 

solution of the full set of equations on COMSOL Multiphysics® 5.3a is described. The system of 

equations (5.25) – (5.27) is nonlinear and is fully coupled. COMSOL is a commercial Finite 

Element package and it uses the Galerkin Finite Element Method to solve the system of PDEs. 

The equations shown were implemented using the combination of Laminar flow (spf module) and 

the General Form Partial Differential equation solver (General Form pde module). In this sub-

section, the details of the model such as the flow geometry, Mesh, Boundary conditions, Initial 

conditions, and Solver are described.  
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Geometry and Meshing: The objective of the present study is to validate the lubrication theory 

developed in Cartesian coordinate system. Therefore, a rectangular domain is selected as it is the 

simplest choice. Along the similar lines, quadrilateral mesh was selected, and the mesh 

independency study was performed using the standard method by comparing the orientation 

profiles obtained. The final domain was 10 units in length and 1 unit wide. The final mesh 

consisted of 8000 elements and the element quality was uniformly 0.97 using Volume versus 

circumradius as the quality measure.  

Initial condition: The flow field was set to be at rest and the orientation tensor was set to random 

noise and it is said to represent a homogeneous orientation field with superposed infinitesimal 

fluctuations [60]. The initial field for the Q - tensor is as shown in equation  

𝐐 = 𝑆𝑒𝑞 (𝐧𝐧 −
1

3
𝐈) ;   𝐧 = (cos(𝜀) , sin(𝜀) , 0) (5. 35) 

Where ϵ = (π/180)10−4 represents the noise and 𝑆𝑒𝑞 is the equilibrium scalar order parameter 

which can be calculated as shown in equation (5.17) 

Boundary conditions: In the flow module, the inlet and outlet were set to Periodic boundary 

conditions. The top wall was set to sliding wall with no-slip condition and was excited with a 

known velocity. The lower wall was stationary and no-slip conditions were used. The boundary 

condition in the pde module were set as Periodic boundary conditions at the inlet and outlet. The 

top wall and lower wall were given Dirichlet boundary conditions and the value was set to planar 

orientation.  

Solver implementation: The time-stepping was performed using the Backward Differentiation 

Formula (BDF) and the Multifrontal Massive Parallel sparse direct solver (MUMPS) was used to 
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invert the generated matrix. The tolerance of the solver was set as 10−6 and the solution was 

computed till steady state was reached. 

5.3.2 Solution Procedure for the Simplified Lubrication Equations 

The simplified non-dimensional evolution equations of lubrication are as shown in (5.32) 

- (5.34). It is evident that the equations are stationary. Since these equations are simplified by the 

omission of multiple terms the results require validation. The validation can be performed by 

comparison for the case of a fixed velocity profile. In the study, Planar Couette flow was chosen 

as the velocity profile. The system of equations along with the boundary conditions is a Boundary 

Value Problem (BVP) and the solution of the set of equations can be obtained using the MATLAB 

solver bvp5c. bvp5c is a finite-difference implementation of the four-stage Lobatto Illa formula 

and it gives fifth-order accurate solutions. To solve the equations through bvp5c, they are re-

written as a system of first order differential equations. The solver requires an initial guess and it 

was selected equal to the value of the orientation variable at the boundary. Meanwhile the 

derivative of the orientation variables in y was initialized as 0 throughout the domain. Dirichlet 

boundary conditions were implemented and the values are the same as those mentioned in section 

5.3.1. The domain was set to have 100000 elements and the absolute tolerance was set as 10−8. 

The selection of the number of elements was based on the minimum number of elements required 

to satisfy the required tolerance. 

5.3.3 Simulation Parameters 

In the simulations of both the simplified equations and the full equations the values chosen 

are β = 1 and 𝑈 = 4. The value of 𝐿∗ = −1 in the full simulations. In the simplified theory a study 
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was conducted to study different values of  𝐿∗. The full simulations required the additional 

parameters – Landau viscosities that were chosen as ν1
∗ = 1, ν2

∗ = −1 and ν4
∗ = 6 [59]. 

5.4 Results and Discussion 

Using the methodology described in section 5.3, the numerical computations were 

performed. In this section first the results from the validation are presented. It is followed by the 

results of the parametric studies performed on the simplified equations. 

5.4.1 Validation of the Solver 

The validation of the solver is critical in any numerical study and as the thin film 

approximation causes the elimination of terms it is imperative to ensure that the resulting equations 

are still valid and result in physical solutions. In order to validate these simplified equations, the 

results of the orientation obtained are compared with the orientation profile obtained from the 

solution of the complete set of equations. For the sake of completeness, the validation of the 

solution obtained from the complete set of equations is also provided in the following sub-section. 

5.4.1.1 Validation of the Solution Obtained for the Full Equations 

The COMSOL model has been previously implemented and validated in [9], [61] to obtain 

the flow solution of LCs using the LdG theory. In the present study, Planar Couette flow is the 

simulated. From Figure 5-2, it is seen that the velocity profile in the domain resembles the Planar 

Couette flow velocity profile. Figure 5-3 represent the Pressure profile in the domain and it is 

observed that the value of pressure obtained in the domain is of the order 10−3 and the profile is 

independent of x.   
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5.4.1.2 Validation of the Solution Obtained for the Simplified Equations 

The solution from the simplified planar lubrication theory was compared with the solutions 

obtained from the full theory. To confirm that the equations are valid, only the simplified evolution 

equations are simulated by prescribing a velocity field and then by comparing the solution with 

the solution obtained from the simulation of the complete equations. As mentioned previously, 

Planar Couette flow was the velocity profile used in these simulations. The orientation of the LCs 

in the domain is the physical variable of importance and was used for comparison. 

Figure 5-2: Planar Couette flow velocity profile obtained from solution of full equations for the case 

Re=0.0001, Er=1, R=0.1. The image shows the typical linear variation 
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Figure 5-3: Pressure profile obtained from solution of full equations for the Re=0.0001, Er=1, R=0.1 
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Figure 5-4: Comparison of solutions of full and simplified equations at H=1, L=10, Er=1, R=0.1, dudy=1. The 

orientation profiles are significantly different for different solutions 

Figure 5-5: Comparison of solutions of full and simplified equations at H=1, L=10, Er=10, R=1, dudy=1. 

The orientation profiles are significantly different for different solutions 
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Figure 5-6: Comparison of solutions of full and simplified equations at H=0.1, L=10, Er=50, R=1, dudy=1. 

The orientation profiles obtained for both the solutions do not coincide 

Figure 5-7: Comparison of solutions of full and simplified equations at H=0.1, L=10, Er=50, R=1, 

dudy=10. The orientation profiles obtained for both the solutions do not coincide 
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Figure 5-8: Comparison of solutions of full and simplified equations at H=0.01, L=10, Er=10, R=1, 

dudy=10.  The orientation profiles overlap in this case. 

Figure 5-9: Comparison of solutions of full and simplified equations at H=0.01, L=10, Er=10, R=1, 

dudy=100. The orientation profiles overlap in this case. 
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5.4.2 Parametric Studies on the Simplified Equations 

Through the discussion in section 5.4.1.2 it was observed that reduction in the value of H 

results in the orientation profile (θ) from the simplified equations becoming closer to the value 

obtained from the solution of the complete set of equations. It was observed that the value of 

H=0.01 was a suitable gap length to apply the simplified equations. Therefore, parametric studies 

were conducted using the gap length H=0.01 to understand the effect of changes in parameters and 

this subsection contains the obtained results along with the discussion. Before presenting the 

results of the parametric studies it is important to mention the types of solutions that we can expect. 

Since the studies are planar, only the in-plane orientation modes can be observed. The in-plane 

orientation modes are – the elastic state in which the orientation profile is affected largely by the 

anchoring value and the viscous state in which the viscous effects dominate and the orientation 

profile deviates from the value at the boundary [60]. 

5.4.2.1 Effect of the Ericksen number on Orientation 

In this study, the variation of the orientation profile was studied by varying the Ericksen 

number. The value of the Energy ratio remained unchanged throughout the study. Figure 5-10 

shows the results of the study and it was observed that the increase in the value of the Ericksen 

number resulted in an increasing deviation from the boundary value. This observation was 

consistent for all the cases that were attempted while ensuring that the value of 𝑅 was low enough. 

The reason for selection of a low 𝑅 was based on the discussion in [60] and the in-plane viscous 

state was desired. However, the present results show the parabolic profile which is a feature of the 

elasticity driven steady state [83].  
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5.4.2.2 Effect of the Energy ratio on Orientation 

In this study, the variation of the orientation profile was studied by varying the Energy 

ratio. The Energy ratio is the ratio of short-range and long-range elasticity. The value of the 

Ericksen number remain unchanged throughout the study. Figure 5-11 shows the results of the 

study and it was observed that the increase in the value of the Energy ratio does not change the 

deviation from the boundary value. This observation was consistent for all the cases that were 

tested. The constant profile obtained for different R was previously seen for the elasticity driven 

steady state [83]. However, through the simulations it was observed that increasing the value of 𝑅 

beyond a certain value resulted in divergence of the solver and therefore the case where the 

orientation profile dominated by the equilibrium value was not studied. The jump in the deviation 

Figure 5-10: Variation of 𝛉 at R=0.001 with increase in Er showing an increase in deviation from the anchoring 

value 
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for 𝑅 = 102 could be due to the transition from in-plane to out of plane mode. Further increase in 

the value causes solver divergence and it could be due to orientation going to an out of plane mode. 

However, these results are not conclusive and there is a need to perform a study of the order 

parameters to understand the observed behavior.  

 

5.4.3 Study to Determine the Physical Parametric Space 

In the previous set of studies, the effect of various parameters on the variation in the 

orientation profile were studied. However, those studies were performed based on non-

dimensional equations with non-dimensional numbers. Therefore, it is of interest to understand 

how these studies can be linked to physical parameters and constants. In order to keep this section 

brief, the procedure for the analysis is described in the Appendix C. To summarize, the values of 

Figure 5-11: Variation of 𝛉 at Er=100000 for different R at unit shear rate and H=0.01. The 

orientation profile obtained shows that the value of orientation across the domain is constant until a 

transition occurs at R=100 



72 

 

physical constants were changed until the non-dimensional values in the regime of current interest 

were obtained. The findings are summarized in this section. The study was performed using the 

parameters of a lyotropic LC [64]. In this study, attempt is made to link the rotational diffusivity, 

mass fraction and the obtained non-dimensional numbers with the previously conducted 

parametric studies. Figure 5-12 represents the plot of data from Table i, Table ii and Table iii in 

Appendix C. However, the range of 𝐸𝑟 and 𝑅 is restricted which causes no result for δ𝐿 = 10−2 

in the scatter plot. 

 

The key observation is that the above set of parameters will result in the in-plane elastic 

state. The values of rotational diffusivity that were tested was the range seen in literature. From 

the results it can be concluded that δ𝐿 = 10−3 seems to be the optimum scale at which in-plane 

Figure 5-12: Representation of the non-dimensional numbers for different film thickness showing that the 

present theory is applicable to 𝛅𝐋=0.001 (L=1)  
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solutions occur. An increase in thickness is likely to cause out-of-plane solutions and their study 

is beyond the scope of this thesis. 

5.5 Summary 

In this chapter, the LdG theory was simplified using the scaling analysis and the equations 

for lubrication were derived. The derived equations were validated by comparison of the 

orientation profile obtained from the solution obtained from solving the full set of equations 

representing the LdG theory. The study of the validation cases showed that the results from the 

simplified theory approximate the results of the full theory better with decrease in the gap. Once 

the simplified theory is validated it was used to study the effect of different parameters on the 

orientation profile of the LCs. The study of variation in the Ericksen number shows that the 

deviation increases with an increase in the Ericksen number until a maximum value is reached. 

Further increase caused a reduction in deviation and on further increase, solver instability. Through 

the study of the Energy ratio, it was determined that the orientation profile was not significantly 

affected by the value of the Energy ratio. Both the above results also showed that the results lie in 

the Elastic-driven in plane solutions regime. Finally, an attempt was made to link the physical 

constants with the non-dimensional numbers, and it was seen that the most overlapping cases with 

the present regime were obtained for the film thickness of 1 𝑚𝑚 for a 1 𝑚 long domain. 
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Chapter 6: Conclusion 

In this thesis, the work has been directed towards studying LCs in different flow conditions. 

In this chapter, the highlights of each chapter are summarized. It also includes the contributions of 

the research, limitations, and directions for future work. 

6.1 Summary 

In Chapter 3, the goal of studying the Couette flow of Graphene Oxide suspensions in water 

was accomplished. Graphene Oxide suspensions form a discotic nematic LCs and the successful 

implementation of a solver allows the further exploration of its applicability as a lubricant. The 

results from the numerical studies showed the expected shear thinning behavior. The orientation 

profiles obtained at different shear rates showed that at lower shear rates the elastic forces dominate 

the orientation profile of the director and as the shear rate is increased the viscous forces takeover 

and the orientation in bulk of the domain reaches the alignment angle. Further, it was observed 

that there are multiple solution branches that can be obtained depending on the initial guess of the 

solution. Since the Frank’s elastic constants for GO are not available in literature a sensitivity 

analysis was performed to determine the effect of different ratios of the elasticity coefficients. 

In Chapter 4, the goal of implementing an in-house 2-dimensional solver for the flow of 

nematic LCs using LE theory was achieved. The solver was validated using an analytical solution. 

Parametric studies were conducted to further understand the capability of the solver. A study to 

understand the effect of the Ericksen number on the orientation of the LCs showed that the increase 

in 𝐸𝑟 causes the orientation profile to move closer to the flow alignment value. The study served 

as a secondary validation case for the solver. The study at different anchoring angles showed the 

presence of multiple solution branches. The preliminary study of the pressure driven flow with a 
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moving wall was conducted. It was observed that the orientation profile obtained is dependent on 

the local shear rate and the direction of shear gradient. 

In Chapter 5, the goal of simplification of the Landau-de Gennes theory using scaling 

analysis to obtain equations for thin film flows was achieved. The obtained simplified set of 

equations were validated by comparison of with the solution obtained from the complete set of 

equations. Parametric studies were conducted to understand their effect on the orientation profiles 

obtained. These studies involved changes in the balance of short-range elasticity, long range 

elasticity, and viscous forces on the orientation tensor and therefore the orientation. The solution 

from the simplified equations suggested that the results from the currently studied parameters were 

in the Elasticity-driven steady state regime. A study of the physical constants used with the non-

dimensional numbers showed that the most overlapping cases with the present regime were 

obtained for the film thickness of 1 𝑚𝑚 for a 1 𝑚 long domain. 

6.2 Contributions 

The numerical study of Couette flow of GO suspensions in water was performed. GO 

suspension is a discotic nematic LC and as per my knowledge this was the first such 

implementation of a numerical study of GO. In the study, the numerically obtained values of 

alignment viscosity showed agreement with the experimental values. Besides gaining an 

understanding of the GO suspension, the successful implementation on a simple model is a 

stepping stone towards studies of GO in complex geometries and under different flow conditions. 

The development of an in-house solver for 2-dimensional flows of nematic LCs will aid 

the further studies and the solver is capable of handling combination of flow conditions. The 

numerical study of a combination of Couette and pressure driven flow of LCs was performed. 
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Further, the solver opens an avenue to implementing in-house numerical solvers to study the 3-

dimensional flows of nematic LCs.  

The lubrication theory for the tensorial LdG theory was derived and it was shown that the 

results obtained from the simplified theory match those obtained from the solution of the complete 

set of equations. The developed theory is a novel work and there have been no previous 

implementation of scaling analysis with the LdG theory. The new theory allows the quicker 

implementation of studies of thin confined flows of nematic LCs. 

6.3 Limitations 

The limitations of the present work are reported in this subsection. Since there are three 

different chapters with separate methodologies, the limitations are listed under different 

paragraphs. 

• The solution methodology involves an initial guess to be provided. During the studies it 

was observed that obtaining a suitable initial guess for the orientation angle in the domain 

is a challenge. Selection of a guess away from the solution branches results in divergence. 

Further, due to a lack of knowledge about the Frank’s elasticity coefficients of GO, 

obtaining the value of the dimensional value of shear rate is arbitrary. 

• The solver for channel flow of LCs considers the assumption of equal Frank’s elasticity 

coefficients which is not the case in reality. Although, there are studies performed 

previously stating that this assumption is justified, it is still a limitation. Further, in the 

solution procedure setting the value of pressure gradient is not trivial. 

• The main limitation of the work in derivation of simplified equations of lubrication theory 

is that the study is performed for planar cases which results in lack of completeness when 
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it comes to studying the various flow conditions. Also, the lack of coupling of the 

evolution equations with the Navier Stokes equation is a limitation. 

6.4 Future Work 

The future work in the study of LCs can be take multiple directions. The potential options for 

further research in numerical modelling of LCs in confined domains are as follows- 

• Further exploration of GO suspensions and studying its load handling capabilities for 

application as a lubricant.  

• Studying GO suspension LC in different geometries and flow conditions.   

• Using the 2-dimensional Leslie - Ericksen solver to better understand the inertial effects 

on the flows of LC. 

• Extending the 2-dimensional Leslie - Ericksen solver to 3 dimensions for studying complex 

flow profiles and also the flows of cholesteric LCs. 

• Extending the 2-dimensional Leslie - Ericksen solver to simulate free surface flows of LCs. 

A further step could be to explore multiphase flows of LCs. 

• Using the developed Lubrication theory to study the flow of nematic LCs in typical 

lubrication geometries. 

• Extending the Lubrication theory to 3 dimensions and conducting studies for different 

geometries. Also, studies can be performed to gain understanding of the behavior of stress, 

order parameters in thin films of LCs.   
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Appendices 

 

Appendix A has the terms of the momentum equations used in the Chapter 4. 
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Appendix B contains the step by step procedure involved in the simplification of the 

Landau-de Gennes theory to obtain the Lubrication theory. The governing equations for the Navier 

Stokes equations and the evolution equation are already described in the Chapter 5 and will not be 

repeated in this section. It is important to note that the simplification is performed using the scaling 

analysis and under the assumption that the flow is planar and is in the X-Y plane. 

Understanding the scaling analysis and non-dimensionalization is crucial. As mentioned in 

Chapter 5, the length scale along 𝑥 is taken as 𝐿 and the one along 𝑦 is taken as δ𝐿 (knowing that 

𝛿 ≪ 1). During the process of non-dimensionalization the terms along 𝑥 and 𝑦 get non-

dimensionalized differently as will be shown in the following few steps. Since the dominant value 

of velocity will be in the 𝑥 direction let us consider the value 𝑈 (say the maximum velocity of 

shear) as the velocity scale.  

Considering the mass conservation equation first and non dimensionalizing it based on the 

length scales 𝐿 and δ𝐿. Also considering the scales 𝑈 and 𝑉 for non-dimensionalization of 

velocities we obtain- 

𝑈

𝐿

𝜕𝑢∗

𝜕𝑥∗
+
𝑉

𝛿𝐿

𝜕𝑣∗

𝜕𝑦∗
= 0 (B. 1) 

The terms with asterisk are non-dimensional. Also, on balance of scales we get 𝑉 =  δ𝑈. 

Therefore, the final non-dimensionalized mass conservation equation takes the form (asterisk is 

dropped)- 

𝜕𝑢

𝜕𝑥
+
𝜕𝑣

𝜕𝑦
= 0 (B. 2) 
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The time scale was selected as 𝑇 =  𝐿/𝑈. Similar to the non-dimensionalization of the 

mass conservation equation other terms are non- dimensionalized. The implementation of this idea 

on the time derivative and the convection terms in the momentum equation is straightforward and 

is not discussed any further. However, the momentum equation has the divergence of the stress 

tensor and the treatment is non-trivial.  

Non-dimensionalization of terms of the momentum and the evolution equations- 

Starting first with the simplification of the evolution equations. Please note that only during 

this appendix 𝑼 represents the nematic potential. It is not a tensor. Recalling that the evolution 

equation is given by – 

𝐐̂ = 𝐅 + 𝐇𝐬𝐫 + 𝐇𝐥𝐫 (B. 3) 

With the flow contribution given by 

𝐅 =
2𝛽

3
𝐀 +  𝛽 [𝐀 ∙ 𝐐 + 𝐐 ∙ 𝐀 −

2

3
(𝐀:𝐐)𝐈] 

−
𝛽

2
{(𝐀:𝐐)𝐐 + 𝐀 ∙ 𝐐 ∙ 𝐐 + 𝐐 ∙ 𝐀 ∙ 𝐐 + 𝐐 ∙ 𝐐 ∙ 𝐀 + [(𝐐 ∙ 𝐐): 𝐀]𝐈} (B. 4) 

The short-range elasticity is given by- 

𝐇𝐬𝐫 = 6𝐷𝑟̅̅ ̅ [(
𝑼

3
− 1)𝐐 + 𝑼𝐐 ∙ 𝐐 − 𝑼(𝐐 ∶ 𝐐) ∙ (𝐐 +

1

3
𝐈)] (B. 5) 

The long-range elasticity is given by- 

𝐇𝐥𝐫 =
𝐿1
𝜂
∇2𝐐 +

𝐿2
2𝜂
{∇(∇ ∙ 𝐐) + [∇(∇ ∙ 𝐐)]𝑻 −

2

3
𝑡𝑟∇(∇ ∙ 𝐐)} (B. 6) 

The process of non-dimensionalization is similar to that of [59]. However, in this case, the 

derivatives w.r.t y will bring the additional factor of 𝛿 which then would help in the scaling analysis 

and subsequent elimination of terms leading to the simplified equation. 
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The non-dimensionalization terms used in [59] are- 

𝑡∗ = 𝛾̇𝑡, 𝐀∗ = 𝐀 𝛾̇⁄ ,𝐖∗ = 𝐖 𝛾̇⁄ , ∇∗= 𝐿∇, 𝐿∗ =
𝐿2

𝐿1
⁄ (B. 7) 

In the present case 𝛾̇ = 𝑈
𝐿⁄ . However, as mentioned before the derivatives and the terms 

containing both the horizontal and vertical components of velocity are the terms that require 

attention. We know that the terms of A and W have gradients of velocity. To give an example, let 

us consider the term 𝐀12 = 0.5 (
𝜕𝑣

𝜕𝑥
+
𝜕𝑢

𝜕𝑦
).  

Now as per the proposed non-dimensionalization, the term becomes 𝐀12 = (
𝑈
𝐿⁄ )𝐀

∗

𝟏𝟐
 

Looking at the complete term and realizing that the velocity scale 𝑉 =  𝛿𝑈 and the length scale in 

y is 𝛿𝐿. Therefore, we can conclude that order of magnitude of 
𝜕𝑢

𝜕𝑦
 is 𝑈 𝛿𝐿⁄  and the order of 

magnitude of 
𝜕𝑣

𝜕𝑥
 is 𝛿𝑈 𝐿⁄ . Clearly, 

𝜕𝑢

𝜕𝑦
 is of a higher magnitude and therefore the simplified term 

after non-dimensionalization can be written as 𝐀12 =
1

2

𝑈

𝛿𝐿
(
𝜕𝑢

𝜕𝑦
)
∗

. The reason for the retention of 𝛿 

is that it will later allow for the ease of comparison of terms to make the analysis easier. Now, 

individual simplified terms are listed as follows- 

𝐴12 = 𝐴21 = 0.5 ∗
𝜕𝑢

𝜕y
, 𝑊12 = −𝑊21 = 0.5 ∗

𝜕𝑢

𝜕y
 

(𝐀 ∙ 𝐐)11 = 𝐴12𝑄21, (𝐀 ∙ 𝐐)12 = 𝐴12𝑄22, (𝐀 ∙ 𝐐)21 = 𝐴21𝑄11, (𝐀 ∙ 𝐐)22 = 𝐴21𝑄12 

(𝐐 ∙ 𝐀)11 = 𝑄12𝐴21, (𝐐 ∙ 𝐀)12 = 𝑄11𝐴12, (𝐐 ∙ 𝐀)21 = 𝑄22𝐴21, (𝐐 ∙ 𝐀)22 = 𝑄21𝐴12 

(𝐖 ∙ 𝐐)11 = 𝑊12𝑄21, (𝐖 ∙ 𝐐)12 = 𝑊12𝑄22, (𝐖 ∙ 𝐐)21 = 𝑊21𝑄11, (𝐖 ∙ 𝐐)22 = 𝑊21𝑄12 

(𝐐 ∙ 𝐖)11 = 𝑄12𝑊21, (𝐐 ∙ 𝐖)12 = 𝑄11𝑊12, (𝐐 ∙ 𝐖)21 = 𝑄22𝑊21, (𝐐 ∙ 𝐖)22 = 𝑄21𝑊12 

(𝐀 ∙ 𝐐 ∙ 𝐐)11 = 𝐴12(𝑄21𝑄11 + 𝑄22𝑄21), (𝐀 ∙ 𝐐 ∙ 𝐐)12 = 𝐴12(𝑄21𝑄12 + 𝑄22𝑄22), (𝐀 ∙ 𝐐 ∙ 𝐐)21 =

𝐴21(𝑄21𝑄11 + 𝑄22𝑄21), (𝐀 ∙ 𝐐 ∙ 𝐐)22 = 𝐴21(𝑄21𝑄12 + 𝑄22𝑄22) 
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(𝐐 ∙ 𝐀 ∙ 𝐐)11 = 𝑄11𝐴12𝑄21 + 𝑄12𝐴21𝑄11, (𝐐 ∙ 𝐀 ∙ 𝐐)12 = 𝑄11𝐴12𝑄22 + 𝑄12𝐴21𝑄12, (𝐐 ∙ 𝐀 ∙

𝐐)21 = 𝑄21𝐴12𝑄21 + 𝑄22𝐴21𝑄11, (𝐐 ∙ 𝐀 ∙ 𝐐)22 = 𝑄21𝐴12𝑄22 + 𝑄22𝐴21𝑄12 

(𝐐 ∙ 𝐐 ∙ 𝐀)11 = (𝑄11𝑄12 + 𝑄12𝑄22)𝐴21, (𝐐 ∙ 𝐐 ∙ 𝐀)12 = (𝑄11𝑄11 + 𝑄12𝑄21)𝐴12, (𝐐 ∙ 𝐐 ∙ 𝐀)21 =

(𝑄21𝑄12 + 𝑄22𝑄22)𝐴21, (𝐐 ∙ 𝐐 ∙ 𝐀)22 = (𝑄21𝑄11 + 𝑄22𝑄21)𝐴12 

 (𝐀 ∶ 𝐐) = 𝑄12𝐴21 + 𝑄21𝐴12 

((𝐐 ∙ 𝐐) ∶ 𝐀) = (𝑄11𝑄12 + 𝑄12𝑄22)𝐴21 + (𝑄21𝑄11 + 𝑄22𝑄21)𝐴12 (B. 8) 

The terms of 𝐇𝐥𝐫 are due to the combination of gradient and/or divergence of 𝐐 and similar 

process as above is used to simplify them. These terms are listed below- 

 [∇(∇ ∙ 𝐐)]11 =
𝜕2

𝜕𝑥𝜕𝑦
(𝑄12), [∇(∇ ∙ 𝐐)]12 =

𝜕2

𝜕𝑦2
(𝑄12), [∇(∇ ∙ 𝐐)]21 =

𝜕2

𝜕𝑥𝜕𝑦
(𝑄22)

[∇(∇ ∙ 𝐐)]22 =
𝜕2

𝜕𝑦2
(𝑄22)

[∇(∇ ∙ 𝐐)]𝑇11 =
𝜕2

𝜕𝑥𝜕𝑦
(𝑄12), [∇(∇ ∙ 𝐐)]

𝑇
12 =

𝜕2

𝜕𝑥𝜕𝑦
(𝑄22), [∇(∇ ∙ 𝐐)]

𝑇
21 =

𝜕2

𝜕𝑦2
(𝑄12)

 [∇(∇ ∙ 𝐐)]𝑇22 =
𝜕2

𝜕𝑦2
(𝑄22)

[∇2𝐐]11 =
𝜕2

𝜕𝑦2
(𝑄11), [∇

2𝐐]12 =
𝜕2

𝜕𝑦2
(𝑄12), [∇

2𝐐]21 =
𝜕2

𝜕𝑦2
(𝑄21), [∇

2𝐐]22 =
𝜕2

𝜕𝑦2
(𝑄22)

𝑡𝑟∇(∇ ∙ 𝐐) =
𝜕2

𝜕𝑦2
(𝑄22) (B. 9)

 

The terms of 𝐇𝐬𝐫 are a combination of different tensor products which are trivial and are 

not listed here. In [59] the non-dimensionalized evolution equation takes the form (asterisk sign 

indicating the non-dimensional terms is omitted in this equation) – 

𝐐̂ = 𝐅 + (
𝟏

𝐷𝑒
)𝐇𝒔𝒓 + (

𝟏

𝐸𝑟
)𝐇𝑙𝑟 (B. 10) 

For simplification, the following non-dimensional numbers are selected: 

• Ericksen number: 𝐸𝑟 =
𝑈δ𝐿𝑐𝐾𝑇

6𝐿1𝐷𝑟
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• Deborah number: 𝐷𝑒 =
𝑈

6δ𝐿𝐷𝑟
 

• Energy ratio: 𝑅 =
𝐸𝑟

𝐷𝑒
 

Like the non-dimensional numbers of the usual cases, in the present study the length scale 

to determine the non-dimensional numbers is the length important in the calculation of shear rate. 

Note that the Jaumann derivative has the gradient term w.r.t 𝑦. It is also assumed that the 

orientation tensor is steady.  

Using the simplified terms that were listed earlier the final equations for the three evolution 

variables 𝑄11, 𝑄12, and 𝑄22 can be obtained and are written as follows- 

(
1

𝐸𝑟
)(

𝜕2

𝜕𝑦2
(𝑄11) −

𝐿∗

3

𝜕2

𝜕𝑦2
(𝑄22)) +

(
1

𝐷𝑒
)(

(
𝑼

3
− 1)𝑄11 + 𝑼(𝑄11

2 + 𝑄12
2) −

𝑼(𝑄11
2 + 2𝑄12

2 + 𝑄22
2 + (𝑄11+𝑄22)

2) (𝑄11 +
1

3
)

) =

−
𝜕𝑢

𝜕𝑦
[1 − 3(𝑄11

2 + 𝑄12
2 + 𝑄22

2 +𝑄11𝑄22)]
2
[𝑄12 (1 +

𝛽

3
)  −  𝛽𝑄11𝑄12] (B. 11)

 

(
1

𝐸𝑟
)((1 +

𝐿∗

2
)
𝜕2

𝜕𝑦2
(𝑄12)) +

(
1

𝐷𝑒
)(

(
𝑼

3
− 1)𝑄12 + 𝑼(𝑄11𝑄12 + 𝑄12𝑄22) −

𝑼𝑄12(𝑄11
2 + 2𝑄12

2 +𝑄22
2 + (𝑄11+𝑄22)

2)
) =

𝜕𝑢

𝜕𝑦
[1 − 3(𝑄11

2 + 𝑄12
2 + 𝑄22

2 + 𝑄11𝑄22)]
2

[𝑄11 (
1 − 𝛽

2
) − 𝑄22 (

𝛽 + 1

2
) +

𝛽

4
𝑄11

2 +
5𝛽

4
𝑄12

2 +
𝛽

4
𝑄22

2 −
𝛽

3
+
𝛽

4
𝑄11𝑄22] (B. 12)
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(
1

𝐸𝑟
)((1 +

2𝐿∗

3
)
𝜕2

𝜕𝑦2
(𝑄22)) +

(
1

𝐷𝑒
)(

(
𝑼

3
− 1)𝑄22 +𝑼(𝑄11

2 + 𝑄12
2) −

𝑼(𝑄11
2 + 2𝑄12

2 + 𝑄22
2 + (𝑄11+𝑄22)

2) (𝑄22 +
1

3
)

) =

𝜕𝑢

𝜕𝑦
[1 − 3(𝑄11

2 + 𝑄12
2 + 𝑄22

2 + 𝑄11𝑄22)]
2
[𝑄12 (1 −

𝛽

3
) + 𝛽𝑄12𝑄22] (B. 13)

 

Coming to the momentum equations, let us consider the terms of the stress tensor first. The 

viscous, elastic, antisymmetric and the Ericksen stress terms are as follows- 

 𝝉𝒗 = 𝜈1𝐀 + 𝜈2 [𝐀 ∙ 𝐐 + 𝐐 ∙ 𝐀 −
2

3
(𝐀:𝐐)𝐈] +

𝜈4{(𝐀:𝐐)𝐐 + 𝐀 ∙ 𝐐 ∙ 𝐐 + 𝐐 ∙ 𝐀 ∙ 𝐐 + 𝐐 ∙ 𝐐 ∙ 𝐀 + [(𝐐:𝐐)𝐀]𝐈} (B. 14)
 

𝝉𝒆  =  𝑐𝑘𝑇 {

−2𝛽

3
𝐇 −  𝛽 [𝐇 ∙ 𝐐 + 𝐐 ∙ 𝐇 −

2

3
(𝐇:𝐐)𝐈]  +

 
𝛽

𝟐
{(𝐇:𝐐)𝐐 + 𝐇 ∙ 𝐐 ∙ 𝐐 + 𝐐 ∙ 𝐇 ∙ 𝐐 + 𝐐 ∙ 𝐐 ∙ 𝐇 + [(𝐐:𝐐)𝐈]} 

} (B. 15) 

𝝉𝒂  = 𝑐𝑘𝑇{𝐇 ∙ 𝐐 − 𝐐 ∙ 𝐇} (B. 16) 

𝝉𝑬𝒓 = 𝑐𝑘𝑇{𝐿2(∇ ∙ 𝐐 ∙ (∇𝐐)
𝑇) − 𝐿1(∇𝐐: (∇𝐐)

𝑇)} (B. 17) 

The total stress tensor is 

𝛔 =  𝝉𝒗 + 𝝉𝒆 + 𝝉𝒂 + 𝝉𝑬𝒓 (B. 18) 

The term due to elasticity 𝐇 = 𝐇𝒔𝒓 +𝐇𝑙𝑟 is already non-dimensional. The total stress 

tensor can be non-dimensionalized similar methodology as [59]. However, in the simplification 

we have eliminated terms as per equations (B.8) and (B.9). Also, adapting the following terms- 

𝛔∗ = 𝛔 (𝑐𝐾𝑇)⁄ , 𝝂𝟏
∗ =

(𝝂𝟏6𝐷𝑟)
(𝑐𝐾𝑇)⁄ , 𝝂𝟐

∗ =
(𝝂𝟐6𝐷𝑟)

(𝑐𝐾𝑇)⁄ , 𝝂𝟒
∗ =

(𝝂𝟒6𝐷𝑟)
(𝑐𝐾𝑇)⁄ (B. 19) 

At this point, let us consider the momentum equations again. They contain the divergence 

of the stress tensor. Similar to the treatment thus far we can neglect the terms in the divergence of 
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the stress tensor. Since we know that the derivative w.r.t 𝑦 would be much higher than the 

derivative w.r.t 𝑥 we can neglect the derivative terms w.r.t 𝑥. Also δ is retained for the analysis 

going forward. For the time being let us assume that the pressure is non-dimensionalized using a 

scale 𝑃0. This will be revisited after writing the non-dimensionalized momentum equations. 

Choosing the Reynolds number as 𝑅𝑒 =
𝜌𝑈2

𝑐𝐾𝑇
 with 𝜌 as the characteristic density the non-

dimensional form of the momentum equations is as shown (asterisk sign indicating the non-

dimensional terms is omitted in this equation) - 

𝛿3𝑅𝑒 {
𝜕𝑢

𝜕𝑡
+ 𝑢

𝜕𝑢

𝜕𝑥
+ 𝑣

𝜕𝑢

𝜕𝑦
} =

𝛿3𝑃0
𝑐𝐾𝑇

(−
𝜕𝑝

𝜕𝑥
) + 𝛿𝐷𝑒

𝜕𝜏12
𝑣

𝜕𝑦
+
𝜕𝜏12

𝐸

𝜕𝑦
+
𝜕𝜏12

𝑎

𝜕𝑦
+
1

𝑅

𝜕𝜏12
𝐸𝑟

𝜕𝑦
(B. 20) 

𝛿4𝑅𝑒 {
𝜕v

𝜕𝑡
+ u

𝜕v

𝜕𝑥
+ 𝑣

𝜕v

𝜕𝑦
} =

𝛿2𝑃0
𝑐𝐾𝑇

(−
𝜕𝑝

𝜕y
) + 𝛿𝐷𝑒

𝜕𝜏22
𝑣

𝜕𝑦
+
𝜕𝜏22

𝐸

𝜕𝑦
+
𝜕𝜏22

𝑎

𝜕𝑦
+
1

𝑅

𝜕𝜏22
𝐸𝑟

𝜕𝑦
(B. 21) 

The terms can now be neglected based on their orders. However, before the neglection of 

terms the scale for Pressure 𝑃0 has to be selected and based on the previous work done in 

lubrication theory the appropriate choice is 𝑃0 =
𝑐𝐾𝑇

𝛿3
 [67], [68], [85].  

The terms on the LHS can be clearly neglected and after dropping the viscous terms (as 

they are multiplied by 𝛿) the final form of the equations are as follows- 

(−
𝜕𝑝

𝜕𝑥
) +

𝜕𝜏12
𝐸

𝜕𝑦
+
𝜕𝜏12

𝑎

𝜕𝑦
+
1

𝑅

𝜕𝜏12
𝐸𝑟

𝜕𝑦
= 0 (B. 22) 

(−
𝜕𝑝

𝜕y
) = 0 (B. 23) 

This shows that the elastic, anisotropic and Ericksen stress terms are the terms remaining 

from the stress tensor that work in balance with the pressure gradient. Moreover, it is clear that 𝑝 
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is independent of 𝑦. The equation (B. 20) will take a form as shown in (B. 24) only in the case 

where  𝛿𝐷𝑒 ≈ 1. 

(−
𝜕𝑝

𝜕𝑥
) +

𝜕𝜏12
𝑣

𝜕𝑦
+
𝜕𝜏12

𝐸

𝜕𝑦
+
𝜕𝜏12

𝑎

𝜕𝑦
+
1

𝑅

𝜕𝜏12
𝐸𝑟

𝜕𝑦
= 0 (B. 25) 

To conclude, equations (B. 26) – (B. 27), (B. 282), and (B. 29) form the equations of the 

lubrication theory applied to Landau-de Gennes theory.  
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The Appendix C describes the procedure to understand the approach to study the trend in 

the non-dimensional numbers and the resulting regimes that are found. In the numerical studies of 

LCs, it is usually a challenge to link the values of the non-dimensional numbers with the physical 

constants used in the description of those values. Therefore, it is of interest to link the physical 

constants with the obtained values. 

Firstly, the geometry of lubrication needs to be revisited. From Figure 5-1 it is understood 

that the gap is of dimension δ𝐿 as opposed to the large dimension 𝐿. It is assumed that 𝐿 = 1 𝑚. 

This results in δ representing the thickness of the LC film.  

The non-dimensional numbers are - 𝐸𝑟 =
𝑈δ𝐿𝑐𝐾𝑇

6𝐿1𝐷𝑟
 , 𝐷𝑒 =

𝑈

6δ𝐿𝐷𝑟
 and 𝑅 =

δ2𝐿2𝑐𝑘𝑇

𝐿1
  

Apart from the Velocity scale (𝑈) and Length scale (δ𝐿), the physical constants needed in 

the description are 𝑐, 𝑘, 𝑇, 𝐷𝑟, 𝐿1. For this study, 𝑘 = 1.38 ∗ 10−23𝑚2 𝑘𝑔𝑠−2 𝐾−1, 𝑇 = 300 𝐾 

and 𝐿1 = 2 ∗ 10−11. From Doi’s theory, it is known that 𝐷𝑟 ∝
1

𝑐2
 and this relation is maintained. 

However, the constant of proportionality is required to determine the values in order to conduct 

the study. Following the work of [86], the values of the rotational diffusivity for a lyotropic 

calamitic LC can be calculated. For the present calculations the Volume fraction is 16%. The 

length of the LC molecule was chosen as 200 𝑛𝑚 and the thickness was taken as 5 𝑛𝑚.  

Having decided the physical constants or at least their possible magnitudes the next step is 

to compare different thicknesses and velocities. The tables consist of the results which lie in the 

reasonable ranges of values in terms of 𝐸𝑟 and 𝑅. The values also consider the eventual pressure 

scale that would determine the order of magnitude of the pressure in the domain and the values 

higher than 1011 were neglected. Finally, the tables are separated based on the film thickness. 
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Table i: Magnitudes of non-dimensional numbers at 𝛅 = 𝟏𝟎−𝟐 

Dr 𝛅𝑳 U U/𝛅𝑳 Er R Pressure scale 

1.00E+00 1.00E-02 1.00E-02 1.00E+00 8.03E+05 4.82E+06 9.64E+05 

1.00E+01 1.00E-02 1.00E-01 1.00E+01 2.54E+05 1.52E+06 3.05E+05 

1.00E+00 1.00E-02 1.00E-03 1.00E-01 8.03E+04 4.82E+06 9.64E+05 

1.00E+01 1.00E-02 1.00E-02 1.00E+00 2.54E+04 1.52E+06 3.05E+05 

1.00E+02 1.00E-02 1.00E-02 1.00E+00 8.03E+02 4.82E+05 9.64E+04 

1.00E+02 1.00E-02 1.00E-03 1.00E-01 8.03E+01 4.82E+05 9.64E+04 

1.00E+03 1.00E-02 1.00E-02 1.00E+00 2.54E+01 1.52E+05 3.05E+04 

1.00E+03 1.00E-02 1.00E-03 1.00E-01 2.54E+00 1.52E+05 3.05E+04 

 

Table ii: Magnitudes of non-dimensional numbers at 𝜹 = 𝟏𝟎−𝟑 

Dr 𝛅𝑳 U U/𝛅𝑳  Er R Pressure scale 

1.00E+00 1.00E-03 1.00E-01 1.00E+02 8.03E+05 4.82E+04 9.64E+08 

1.00E-01 1.00E-03 1.00E-03 1.00E+00 2.54E+05 1.52E+05 3.05E+09 

1.00E+00 1.00E-03 1.00E-02 1.00E+01 8.03E+04 4.82E+04 9.64E+08 

1.00E+02 1.00E-03 1.00E+00 1.00E+03 8.03E+03 4.82E+03 9.64E+07 

1.00E+00 1.00E-03 1.00E-03 1.00E+00 8.03E+03 4.82E+04 9.64E+08 

1.00E+01 1.00E-03 1.00E-02 1.00E+01 2.54E+03 1.52E+04 3.05E+08 

1.00E+02 1.00E-03 1.00E-01 1.00E+02 8.03E+02 4.82E+03 9.64E+07 

1.00E+03 1.00E-03 1.00E+00 1.00E+03 2.54E+02 1.52E+03 3.05E+07 

1.00E+01 1.00E-03 1.00E-03 1.00E+00 2.54E+02 1.52E+04 3.05E+08 

1.00E+02 1.00E-03 1.00E-02 1.00E+01 8.03E+01 4.82E+03 9.64E+07 

1.00E+03 1.00E-03 1.00E-01 1.00E+02 2.54E+01 1.52E+03 3.05E+07 

1.00E+02 1.00E-03 1.00E-03 1.00E+00 8.03E+00 4.82E+03 9.64E+07 

1.00E+03 1.00E-03 1.00E-02 1.00E+01 2.54E+00 1.52E+03 3.05E+07 

1.00E+03 1.00E-03 1.00E-03 1.00E+00 2.54E-01 1.52E+03 3.05E+07 
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Table iii: Magnitudes of non-dimensional numbers at 𝜹 = 𝟏𝟎−𝟒 

Dr 𝛅𝑳 U U/𝛅𝑳 Er R Pressure scale 

1.00E+02 1.00E-04 1.00E+00 1.00E+04 8.03E+02 4.82E+01 9.64E+10 

1.00E+02 1.00E-04 1.00E-01 1.00E+03 8.03E+01 4.82E+01 9.64E+10 

1.00E+03 1.00E-04 1.00E+00 1.00E+04 2.54E+01 1.52E+01 3.05E+10 

1.00E+02 1.00E-04 1.00E-02 1.00E+02 8.03E+00 4.82E+01 9.64E+10 

1.00E+03 1.00E-04 1.00E-01 1.00E+03 2.54E+00 1.52E+01 3.05E+10 

1.00E+02 1.00E-04 1.00E-03 1.00E+01 8.03E-01 4.82E+01 9.64E+10 

1.00E+03 1.00E-04 1.00E-02 1.00E+02 2.54E-01 1.52E+01 3.05E+10 

1.00E+03 1.00E-04 1.00E-03 1.00E+01 2.54E-02 1.52E+01 3.05E+10 

 

Notes for interpreting the study: 

The value of 𝐷𝑟 is changed which in return changes the number of molecules of the LC. 

The change in number of molecules on the larger scale translates to a change in mass fraction. It 

is known that the reduction of 𝐷𝑟 increases the mass fraction. These changes are carried out at a 

constant aspect ratio.  


