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Abstract

From the microscopic to the macroscopic level, biological life exhibits directed migration in response to environmental conditions. Chemotaxis enables microbes to sense and move towards nutrient-rich regions or to avoid toxic ones. Socio-economic factors drive human populations from rural to urban areas. However, migration affects the quantity and quality of desirable resources. The effect of collective movement is especially significant when in response to the generation of public goods. Microbial communities can, for instance, alter their environment through the secretion of extracellular substances. Some substances provide antibiotic-resistance, others provide access to nutrients or promote motility. However, in all cases the maintenance of such public goods requires costly cooperation and is consequently susceptible to exploitation. The threat of exploitation becomes even more acute with motile individuals as defectors can avoid the consequences of their cheating.

Here, we propose a model to investigate the effects of targeted migration based on the production of ecological public goods and analyze the interplay between social conflicts and migration. In particular, individuals can locate attractive regions by moving towards higher cooperator densities or avoid unattractive regions by moving away from defectors. Both migration patterns not only shape an individual’s immediate environment but also affects the population as a whole. For example, defectors hunting cooperators in search of the public good have a homogenizing effect on population densities. They limit the production of the public good and hence inhibit the growth of the population. In contrast, aggregating cooper-
ators promote the spontaneous formation of heterogeneous density distributions. The positive feedback between cooperator aggregation and public goods production, however, poses analytical and numerical challenges due to its tendency to develop discontinuous distributions. Thus, different modes of directed migration bear the potential to enhance or inhibit the emergence of complex and sometimes dynamic spatial arrangements. Interestingly, whenever patterns emerge in the form of heterogeneous density distributions, cooperation is promoted, on average, population densities rise, and the risk of extinction is reduced.
Lay Summary

The production and maintenance of shared environmental resources such as access to nutrients in microbial communities or potable water in human societies require the cooperation of groups of individuals. However, cooperation is costly and prone to exploitation. If too many individuals follow selfish interests and spoil their environment, the group and possibly the entire population suffers. Nevertheless, many forms of biological life – from humans to microbes – migrate in response to resource availability. Here, we analyze the interplay of the social conflict in public goods production and targeted migration. In particular, we find that aggregation of cooperators can enhance or trigger the spontaneous formation of heterogeneous spatial distributions, which promote cooperation and result in higher population densities. Conversely, attempts to avoid defectors increases the risk of extinction because it tends to homogenize population distributions and lower population densities.
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Table C.1  **Thresholds for pattern formation.** Quantitative comparison of analytical predictions from the dispersion relation and from numerical integration for the onset of pattern formation. For activating directed migration $A_C, R_D$ the threshold marks a lower bound but an upper bound for inhibiting directed migration $A_D, R_C$. Numerical thresholds systematically deviate from analytical predictions by requiring higher (lower) directed migration rates for the onset (suppression) of patterns. This difference is expected to decrease when increasing integration times. Parameters as in Fig. 2.1 but with $D_D = 0.5$ for $A_C, R_D$ and $D_D = 0.7$ for $A_D$ and $R_C$ and $t = 2000$. Initial configuration: homogeneous densities $Q$ perturbed by Gaussian noise with standard deviation 0.01.
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Figure 2.1  **Pattern formation under directed migration.** Snapshots of the density distribution of cooperators (green) and defectors (red) across the periodic $L \times L$ domain after $t = 0, 50, 100, 200, 1000, 2000$ generations. The color brightness indicates the density with coexistence (yellow) and vacant space (black). (A) Spreading defectors spontaneously form and settle in quasi-steady patterns ($R_D = 8$). (B) Chaotic spatio-temporal dynamics unfold for hunting defectors ($A_D = 4$). (C) Aggregating cooperators induce positive feedback: as more cooperator leave scarcely populated areas in favor of highly cooperative locations, the divide between neighbouring areas grows and discontinuities can develop at the interfaces. ($A_C = 1$) **Parameters:** public goods interaction: $b = 1, r = 2.325, d = 1.2, N = 8, c = 1$; diffusion: $D_C = D_D = 0.1$; directed movement: $A_C = A_D = R_C = R_D = 0$, unless otherwise indicated; discretization in space and time: $L = 75, dx = 0.375, dt = 0.01$; noisy Gaussian initial condition: 
\[ u(x, y) = v(x, y) = \frac{1}{5} \cdot \exp[-((x-L/2)^2 + (y-L/2)^2)/16^2]. \]
Figure 3.1  **Spatial dynamics for the four types of directed migration.**
Each of the four panels (A)-(D) shows snapshots of the spatial distributions after $t = 2000$ generations as a function of the multiplication factor $r$ when varying one of the four modes of migration. The bottom row shows the dynamics of purely diffusive migration in the proximity of $r_{\text{Hopf}} \approx 2.365$ as a reference. (A) Aggregating cooperators oppose the effects of diffusion and hence slow down the population expansion. The positive feedback between cooperator densities and aggregation can cause discontinuous distributions and the breakdown of numerical methods. (B) Hunting defectors increase competition in areas where cooperators concentrate. This allows cooperators to escape into unpopulated terrain but also increases the risk of extinction. (C) Fleeing cooperators avoid defectors and hence readily explore vacant space but with the defectors at their tails also tend to spread themselves too thin and risk extinction. (D) Spreading defectors reduce exploitation on cooperator aggregates and consequently promote pattern formation as well as population survival. *Parameters* as in Fig. 2.1 unless otherwise indicated.
Figure 3.2  **Pattern formation under competing forms of directed migration.** (A), (C) Cooperator aggregation results in smooth patterns for small $A_C$, which are suppressed by increasing $A_D$, $R_C$. However, for larger $A_C$ the positive feedback between aggregation and densities of cooperators dominates. This eliminates defectors and gives rise to discontinuous distributions. Consequently, directed migration triggered by defector densities through $A_D$ or $R_C$ no longer matters. (B), (D) Spreading defectors, $R_D$, also promote pattern formation but maintain smooth patterns, while increases in $A_D$, $R_C$ again suppress them. **Parameters:** Multiplication factor $r = 2.4$, $D_D = 0.5 > D_C = 0.1$ to observe smooth patterns for $A_C$; snapshots taken at $t = 2000$; Gaussian initial configuration without noise. Other parameters as in Fig. 2.1.
Effects of directed migration on population densities and frequency of cooperation as compared to unstructured populations. In the absence of directed migration (undirected migration only) homogeneous coexistence results with densities \( Q = (u_{\text{eq}}, v_{\text{eq}}) \). The two panels depict the ratio of the average spatial population density to the population density in unstructured populations, \( r_p = (\bar{u} + \bar{v}) : (u_{\text{eq}} + v_{\text{eq}}) \) (black solid line), and the ratio of the average cooperator frequency to their frequency in unstructured populations, \( r_c = \bar{u} / (\bar{u} + \bar{v}) : u_{\text{eq}} / (u_{\text{eq}} + v_{\text{eq}}) \) (green solid line) for (A) cooperator aggregation, \( A_C \), and (B) spreading defectors, \( R_D \). (A) increasing \( A_C \) gives rise to four dynamical regimes: (i) homogeneity maintained, (ii) formation of smooth patterns, (iii) discontinuities emerge, and (iv) population expansion prevented. (B) increasing \( R_D \) only results in two regimes: (i) homogeneity (ii) formation of smooth patterns. In order to facilitate comparisons of regions (i) and (ii) across panels the large effects of discontinuities in (iii) and (iv) refer to the scale on the right of panel (A). In either case, heterogeneous distributions increase (average) population densities and cooperator frequencies. In (A), once discontinuities develop, populations consist exclusively of cooperators. The decrease in \( r_p \) for large \( A_C \) relates to the fact that populations are unable to expand and hence the ratio depends on the initial configuration. In contrast, \( r_c \) remains unaffected because defectors are absent and cooperators are at the maximum frequency. Parameters as in Fig. 3.2.
Figure C.1  **Dispersion relation for directed migration.** (A) aggregating cooperators, $A_C$, and (D) spreading defectors, $R_D$, have both the potential to cause spatial instabilities through increased migration. In the process, the dominant mode $k_*$ increases with increased aggregating cooperators, $A_C$, and decreases with spreading defectors, $R_D$. In contrast, (C) hunting defectors $A_D$ and (D) fleeing cooperators $R_C$ stabilize the system. **Parameters:** $2.4 = r > r_{\text{Hopf}}$ (such that $\lambda(0) < 0$), as well as $D_C > A_C u_{eq} w_{eq}$ (to ensure $\lambda(k) < 0$ for $k \to \infty$). (A), (D) $D_D = 0.5$, (B),(C) $D_D = 0.7$. Other parameters as in Fig. 2.1.
Figure D.1 **Spatial and temporal dynamics for different types of directed migration.** Each panel illustrates the dynamics for a single type of directed migration as a function of the multiplication factor $r$ in the proximity of $r_{\text{Hopf}}$. The small rectangles depict the cross section of the density distribution through the middle of the square $L \times L$ domain as a function of time from top to bottom. The color brightness indicates the density of cooperation (green) and defection (red) with coexistence (yellow) and vacant space (black). (A) Aggregating cooperators oppose the effects of diffusion and hence slow down the population expansion. The positive feedback between cooperator densities and aggregation can cause discontinuous distributions and the breakdown of numerical methods. (B) Hunting defectors increase competition in areas where cooperators concentrate. This allows cooperators to escape into unpopulated terrain but also increases the risk of extinction. (C) Fleeing cooperators avoid defectors and hence readily explore vacant space but with the defectors at their tails also tend to spread themselves too thin and risk extinction. (D) Spreading defectors again promote pattern formation and thereby support the survival of the population. **Parameters:** same as in Fig. 2.1 but with Gaussian initial condition without noise and $t = 250$. 
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xv
Figure D.2  **Pattern formation and discontinuities for aggregating cooperators** $A_C$. Analytical findings distinguish three domains based on $A_C$ and the multiplication factor $r$: (i) aggregation is sufficiently strong to destabilize the homogeneous equilibrium (grey shaded region, $A_C u_{eq} w_{eq} > D_C$); (ii) unstable modes give rise to pattern formation (red shaded region, Eq. (C.4)); (iii) stable homogeneous coexistence (unshaded region). However, initial conditions significantly impact the emerging dynamics. Heterogeneous initial distributions trigger migration and aggregation of cooperators. Discontinuities emerge within 250 generations from a Gaussian initial distribution when the selection-diffusion system is numerically integrated, above dashed horizontal line. Below the dashed horizontal-line, patterns emerge (in red shaded region) or homogeneous coexistence is regained (in unshaded region) as predicted. For small $r$ heterogeneous distributions are unable to develop and the population goes extinct (left of dashed vertical line).  

*Parameters:* same as in Fig. D.1 except $D_D = 0.5$ to promote smooth patterns.
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Chapter 1

Introduction

Directed migration is a phenomenon commonly observed in nature. Microbial populations such as *Escherichia coli* actively seek areas with higher concentrations of substances, such as amino-acids, through chemotaxis [1] and avoid toxic regions [2]. Birds sense seasonal changes and migrate to more hospitable climes [3]. Socio-economic factors attract people from rural communities to cities [4]. In all cases, individuals migrate to improve their access to resources.

Environmental factors influence the abundance of resources, but some resources such as public goods are produced and maintained by the population itself and require cooperation. Prominent examples are drinking water, clean air or the climate on a global scale [5] as well as the production of extracellular substances to access food [6] or to grant resistance to antibiotics [7, 8] on a microscopic scale. However, cooperation is costly and threatened by non-cooperating defectors [9]. Defectors are free-riders exploiting public goods without contributing themselves and hence the public resources dwindle whenever defection becomes common.

Ecological public goods introduce ecological dynamics into evolutionary games through variable population densities based on the production of the public good [10]. Thus, defectors cause decreases in population densities, which results in smaller interaction group sizes. In sufficiently small groups cooperation may become dominant and the population can recover. This feedback between population
densities and interaction group sizes enables cooperators and defectors to coexist. In particular, this includes the most interesting case where public goods production is crucial for the survival of the population [11]. This represent our baseline scenario here.

In a spatial context, undirected movement introduces rich dynamics including the spontaneous emergence of heterogeneous density distributions resulting in pattern formation and chaotic spatio-temporal dynamics [12]. The pattern formation is driven by Turing instabilities [13], which have also been reported for purely ecological models such as predator-prey or chemotaxis models [14, 15]. Whenever patterns form, populations thrive through an increase in cooperation, raised population density, and reduced risk of extinction. However, spatio-temporal chaos and pattern formation also causes spatial heterogeneity in the abundance and availability of the public good, which naturally leaves some locations more attractive than others.

Through directed migration, cooperators and defectors can improve access to the public good by actively seeking cooperation or reduce exploitation by avoiding defection. Here, we extend the spatial ecological public goods game [12] by incorporating targeted migration in the “selection-diffusion” system, and analyze how directed migration shapes cooperation, and pattern formation, in particular. Based on the stability analysis of the dynamical equations and supported by numerical integration, we derive detailed criteria for pattern formation for the different modes of migration.

Directed migration can trigger, enhance or inhibit the spontaneous emergence of steady, quasi-steady or dynamic heterogeneous density distributions. Somewhat surprisingly, cooperators fleeing from defectors homogenize the density distribution, and endanger the population whenever cooperators spread themselves too thin. In contrast, if defectors avoid each other, cooperators can accumulate and patterns emerge. This allows cooperation to thrive under conditions, in which neither a well-mixed population nor a diffusing migration would survive. As expected, aggregating cooperators also facilitate pattern formation through positive
feedback between cooperator densities and cooperator migration: cooperator aggregation gives rise to steeper gradients of the public good and thus creates even stronger incentives to migrate in towards those locations. However, the positive feedback comes with analytical and numerical challenges due to the potential to give rise to discontinuous distributions. Through the promotion or inhibition of spatial heterogeneity, directed migration is a critical determinant for cooperation, the survival of the population, and conducive to promoting and maintaining diversity of ecosystems.

1.1 Ecological Public Goods

In traditional public goods games $N$ individuals gather in a group and each individual chooses to cooperate and invest into a common pool at a cost $c$, or to defect and shirk the investment. The common pool is multiplied by a factor $r > 1$ and equally divided among all individuals within the group. This results in a payoff of $P_D = n_C \cdot r c / N$ for defectors and $P_C = P_D - (1 - r / N)c$ for cooperators when facing $n_C$ cooperators among the $N - 1$ other group members. For $r < N$ every participant is tempted to withhold their investment because $P_C < P_D$ and hence to forego the benefits of the public good to the detriment of all. Had everyone cooperated the payoff would be $(r - 1)c > 0$. This conflict of interest between the group and the individual constitutes the social dilemma at the heart of public goods interactions [16–18]. Only for $r > N$ these interests align.

In well-mixed populations with normalized densities (frequencies) of cooperators, $u$, and defectors, $v = 1 - u$, both strategies encounter, on average, $n_C = u(N - 1)$ cooperators among their interaction partners in randomly assembled interaction groups. In evolutionary game theory payoffs represent fitness and hence determine the rate of change of the population composition as captured by the replicator dynamics $\partial_t u = u(1 - u)(P_C - P_D)$, where $\partial_t$ denotes the time derivative [19]. Consequently, cooperation dwindles, $\partial_t u < 0$, whenever cooperators obtain lower payoffs in the public goods game than defectors, i.e. if $P_C - P_D = -c(1 - r / N) < 0$. Indeed, for $r < N$ defection dominates and $\partial_t u < 0$ al-
ways holds. Conversely, for \(r > N\) cooperation spreads in the population, \(\partial_t u > 0\).

The replicator equation does not take ecological quantities such as variable population densities into account. In ecological systems, the presence of the public good promotes population growth through improved access to food resources \([6]\) or increased resistance to environmental threats such as antibiotics \([7]\). The interplay between ecological and evolutionary dynamics in such ecological public goods interactions is captured by

\[
\begin{align*}
\partial_t u &= u \left[ w (b + f_C) - d \right], \\
\partial_t v &= v \left[ w (b + f_D) - d \right],
\end{align*}
\]

where \(w = 1 - u - v\) reflects reproductive opportunities that diminish for increasing population densities \([11]\). Selection is based on ecological public goods interactions affecting the birth rates of cooperators and defectors through their average payoffs \(f_C\) and \(f_D\), respectively, while the death rate is constant, \(d\). More specifically, the effective birthrates, \(w(b + f_i)\), are determined by

\[
\begin{align*}
f_D &= r \frac{u}{u + v} \left( 1 - \frac{1 - w^N}{(u + v)N} \right) c, \\
f_C &= f_D - \left( 1 + (r - 1)w^{N-1} - r \frac{1 - w^N}{(u + v)N} \right) c
\end{align*}
\]

plus the baseline birthrate, \(b\), because in the limit \(v \to 1\) the payoff \(f_C\) can become negative, which is biologically not meaningful \([11]\). The ecological dynamics results in variable interaction group sizes with an effective, expected group size of \(S = (u + v)N\). Thus, as long as \(S > r\), defection dominates, the public resource is overexploited and the population density declines. Consequently, interactions occur in smaller groups and returns are split among fewer individuals. For sufficiently small groups, \(S < r\), cooperation becomes favourable again, the population density recovers, \(S\) increases and the cycle continues.

Even in the absence of spatial dimensions, rich dynamics are observed es-
especially under environmental stress, $d > b$, where the survival of the population hinges on the availability of the public good \[10\]. Varying population densities enable the coexistence of cooperators and defectors. More specifically, an interior equilibrium $Q$ undergoes a Hopf-bifurcation \[20\] when increasing the rate of return of the public good, $r$, giving rise to stable and unstable limit cycles \[11\]. For $r < r_{\text{Hopf}}$, $Q$ is unstable, and well-mixed populations are doomed. However, for $r > r_{\text{Hopf}}$, the equilibrium $Q$ allows cooperators and defectors to coexist but the basin of attraction of the equilibrium $Q$ remains limited. More specifically, if cooperators are too rare for the public goods production to offset the death rate $d$, or if defectors abound, the population may still go extinct.

Here we focus on the case were the death rate exceeds the baseline birthrate, $d > b$, such that only the production of the public good can prevent extinction. This scenario can be interpreted as a microbial population in a biocide where the multiplication factor $r$ reflects the effectivity of the public good to oppose the detrimental effect of the toxic environment. The following extensions explore the effects of different modes of motility on the public goods production and survival of the population.

### 1.2 Spatial Ecological Public Goods

The spatial dynamics of ecological public good interactions with undirected (diffusive) migration can be formulated as a selection-diffusion process

\[
\begin{align*}
\partial_t u &= u \left[ w(b + f_C) - d \right] + D_C \nabla^2 u, \\
\partial_t v &= v \left[ w(b + f_D) - d \right] + D_D \nabla^2 v,
\end{align*}
\]

where the diffusion constants $D_C$ and $D_D$ reflect the migration of cooperators and defectors, respectively \[12\]. In spatial settings, undirected migration promotes coexistence of cooperators and defectors even if the coexistence equilibrium $Q$ is unstable. In particular, if defectors run faster than cooperators, $D_D > D_C$, the dy-
namics exhibit Turing instabilities, where cooperators serve as activators and defectors as inhibitors. This enables the population to survive through spontaneous pattern formation. Close to the Hopf-bifurcation with $r < r_{\text{Hopf}}$ ($Q$ unstable), the influence of temporal oscillations gives rise to chaotic spatio-temporal dynamics [21], which facilitate population survival even for equal diffusion rates, $D_D = D_C$. Conversely, for slower diffusion of defectors, $D_D < D_C$, activation through cooperation is no longer tenable, spatial effects disappear and either results in homogeneous coexistence for $r > r_{\text{Hopf}}$ ($Q$ stable) or extinction for $r < r_{\text{Hopf}}$. This implies that attempts of cooperators at outrunning defectors are futile.
Chapter 2

Model

2.1 Selection-Migration Model

Here, we extend the spatial ecological public goods model, Eq. (1.3), by introducing directed migration, which enables cooperators and defectors to bias their movement towards more attractive regions.

\[
\begin{align*}
\frac{\partial u}{\partial t} &= u [w(b + fC) - d] + D_C \nabla^2 u - A_C \nabla \cdot (uw \nabla u) + R_C \nabla \cdot (uw \nabla v) \\
\frac{\partial v}{\partial t} &= v [w(b + fD) - d] + D_D \nabla^2 v - A_D \nabla \cdot (vw \nabla u) + R_D \nabla \cdot (vw \nabla v),
\end{align*}
\]

with \(A_C, A_D, R_C, R_D \geq 0\) and where terms of the form \(-K \nabla \cdot (\phi w \nabla \psi)\) reflect that individuals of type \(\phi\) are attracted to the gradient of type \(\psi\) proportional to reproductive opportunities, \(w\), at a non-negative rate \(K\) (for a detailed microscopic derivation see appendix A). The density of cooperators directly translates into the rate of production of public goods and hence serves as a proxy for its availability and the quality of the environment. For example, the term \(-A_D \nabla \cdot (vw \nabla u)\) reflects hunting defectors in search of public goods that are attracted to higher densities of cooperators at a rate \(A_D\). Note that the negative sign indicates movement toward higher densities. Similarly, \(-A_C \nabla \cdot (uw \nabla u)\) represents aggregating...
cooperators that are attracted to their kind. In contrast, the density of defectors serves as a proxy to avoid exploitation and reduce competition. Instead of directly sensing the density of defectors their excretions from public goods consumption could reflect the poor quality of the environment. Thus, \( R_C \nabla \cdot (uw \nabla v) \) reflects fleeing cooperators that avoid higher densities of defectors at a rate \( R_C \), whereas \( R_D \nabla \cdot (vw \nabla v) \) refers to spreading defectors that steer clear of their kind.

Rich dynamics unfold under directed migration as showcased in Fig. 2.1, ranging from the spontaneous formation of quasi-stable or stable patterns (Fig. 2.1A) and ever-changing, chaotic spatio-temporal dynamics (Fig. 2.1B) to cooperators aggregating under a self-reinforcing migration response (positive feedback, Fig. 2.1C).
Figure 2.1: Pattern formation under directed migration. Snapshots of the density distribution of cooperators (green) and defectors (red) across the periodic $L \times L$ domain after $t = 0, 50, 100, 200, 1000, 2000$ generations. The color brightness indicates the density with coexistence (yellow) and vacant space (black). (A) Spreading defectors spontaneously form and settle in quasi-steady patterns ($R_D = 8$). (B) Chaotic spatio-temporal dynamics unfold for hunting defectors ($A_D = 4$). (C) Aggregating cooperators induce positive feedback: as more cooperator leave scarcely populated areas in favor of highly cooperative locations, the divide between neighbouring areas grows and discontinuities can develop at the interfaces. ($A_C = 1$)

Parameters: public goods interaction: $b = 1, r = 2.325, d = 1.2, N = 8, c = 1$; diffusion: $D_C = D_D = 0.1$; directed movement: $A_C = A_D = R_C = R_D = 0$, unless otherwise indicated; discretization in space and time: $L = 75, dx = 0.375, dt = 0.01$; noisy Gaussian initial condition: $u(x,y) = v(x,y) = 1/5 \cdot \exp[-((x-L/2)^2 + (y-L/2)^2)/16^2]$. 
Chapter 3

Results

An overview of the long-term effects of the four types of directed migration on spatial ecological public goods interactions is summarized in Fig. 3.1. Each type has distinct effects on pattern formation and population survival. For $r < r_{\text{Hopf}}$, aggregating cooperators, $A_C$, (see Fig. 3.1A) and spreading defectors, $R_D$, (see Fig. 3.1D) increase the chances of survival by promoting spontaneous formation of heterogeneous density distributions. For aggregating cooperators, this process is facilitated by a slower rate of expansion. In particular, aggregating cooperators directly oppose the effects of cooperator diffusion $D_C$ and can even bring population expansion to a halt (see supplement, Fig. D.1A). In fact, sufficiently high $A_C$ triggers a positive feedback between cooperator densities (or public goods production) and aggregation, which pose analytical and numerical challenges discussed below. In contrast, hunting defectors, $A_D$, increase competition in areas where cooperators aggregate (see Fig. 3.1C) and fleeing cooperators, $R_C$, explore space to avoid exploitation (see Fig. 3.1B). In both cases cooperator densities and hence the concentration of the public good are evened out. This suppresses pattern formation and renders the population more prone to extinction through global temporal fluctuations. For $r > r_{\text{Hopf}}$, coexistence of cooperators and defectors in well-mixed populations is stable and the spatial patterns tend to fade away. The only exception is the aggregation of cooperators, which may prevent expansion.
Figure 3.1: Spatial dynamics for the four types of directed migration.

Each of the four panels (A)-(D) shows snapshots of the spatial distributions after $t = 2000$ generations as a function of the multiplication factor $r$ when varying one of the four modes of migration. The bottom row shows the dynamics of purely diffusive migration in the proximity of $r_{\text{Hopf}} \approx 2.365$ as a reference. (A) Aggregating cooperators oppose the effects of diffusion and hence slow down the population expansion. The positive feedback between cooperator densities and aggregation can cause discontinuous distributions and the breakdown of numerical methods. (B) Hunting defectors increase competition in areas where cooperators concentrate. This allows cooperators to escape into unpopulated terrain but also increases the risk of extinction. (C) Fleeing cooperators avoid defectors and hence readily explore vacant space but with the defectors at their tails also tend to spread themselves too thin and risk extinction. (D) Spreading defectors reduce exploitation on cooperator aggregates and consequently promote pattern formation as well as population survival. Parameters as in Fig. 2.1 unless otherwise indicated.
and hence colonization of empty territory.

### 3.1 Emerging Patterns

Public goods production and population survival are both crucially linked to the spontaneous emergence of spatial patterns. Here we derive necessary conditions for the onset of pattern formation. An analytical understanding of the pattern formation process is obtained by considering homogeneous population densities reflecting the coexistence equilibrium \( Q \) of the well-mixed population dynamics, Eq. (1.1). A small perturbation \( p(t, x, y) = \varepsilon \exp(ik(x + y) - t) \) of mode \( k \), where \( k = 0 \) reflects the temporal mode and \( k > 0 \) spatial modes, may get amplified by the dynamics and give rise to the emergence of heterogeneous density distributions, also called Turing patterns [13]. The linearized dynamics in the vicinity of \( Q = (u_{eq}, v_{eq}, w_{eq}) \) is given by

\[
\begin{pmatrix}
\frac{\partial \tilde{u}}{\partial t} \\
\frac{\partial \tilde{v}}{\partial t}
\end{pmatrix} = 
\left( J_I + k^2 J_S \right) \cdot 
\begin{pmatrix}
\tilde{u} \\
\tilde{v}
\end{pmatrix},
\]

(3.1)

where \( \tilde{u} = u - u_{eq}, \tilde{v} = v - v_{eq} \) and \( J_I, J_S \) represent the Jacobians from public goods interactions and spatial migration (directed and undirected), respectively:

\[
J_I = 
\begin{bmatrix}
    a_{CC} & a_{CD} \\
    a_{DC} & a_{DD}
\end{bmatrix} = 
\begin{bmatrix}
    -u_{eq} d/w_{eq} + u_{eq} w_{eq} \partial_u f_C & -u_{eq} d/w_{eq} + u_{eq} w_{eq} \partial_v f_C \\
    -v_{eq} d/w_{eq} + v_{eq} w_{eq} \partial_u f_D & -v_{eq} d/w_{eq} + v_{eq} w_{eq} \partial_v f_D
\end{bmatrix},
\]

(3.2a)

\[
J_S = 
\begin{bmatrix}
    s_{CC} & s_{CD} \\
    s_{DC} & s_{DD}
\end{bmatrix} = 
2 \cdot 
\begin{bmatrix}
    A_C u_{eq} w_{eq} - D_C & -R_C u_{eq} w_{eq} \\
    A_D v_{eq} w_{eq} & -R_D v_{eq} w_{eq} - D_D
\end{bmatrix}.
\]

(3.2b)

The largest eigenvalue (real part) of \( J_I + k^2 J_S \) is a function of \( k \) and is called the dispersion relation \( \lambda(k) \) (see appendix C.1). Modes with \( \lambda(k) > 0 \) are unstable indicating the potential for spatial patterns to emerge. If the spatial Jacobian \( J_S \) admits eigenvalues with positive real parts then \( \lambda(k) > 0 \) holds for all sufficiently large \( k \), i.e. all spatial perturbations of sufficiently high frequency are unstable.
This is not meaningful in natural systems. In order to ensure \( \lambda (k) < 0 \) for \( k \to \infty \), the condition \( \det(J_S) > 0 \) or, more precisely, \( D_C > A_C u_{eq} w_{eq} \) is required, which means that at the homogeneous equilibrium, the effects of diffusion (undirected migration) need to outweigh effects of cooperator aggregation.

In spite of the above restrictions, intermediate modes can nevertheless become unstable through a combination of selection and migration. A necessary condition for pattern formation is

\[
-a_{DD}(A_C u_{eq} w_{eq} - D_C) - a_{DC} R_C u_{eq} w_{eq} > -a_{CD} A_D v_{eq} w_{eq} + a_{CC} (R_D v_{eq} w_{eq} - D_D),
\]

(3.3)

see appendix C.2 for details. Consequently, faster aggregating cooperators or spreading defectors (increased \( A_C, R_D \)) or slower undirected cooperator migration (decreased \( D_C \)) promote the development of heterogeneous patterns by actively or passively promoting cooperator aggregation. In contrast, faster directed migration of defectors towards cooperation or of cooperators away from defection (increased \( A_D, R_C \)) as well as slower undirected defector migration (decreased \( D_D \)) all increase exploitation of the public good, reduce the efficacy of cooperator aggregation and hence suppress pattern formation. Fig. 3.2 depicts the competing effects of activating and inhibiting forms of directed migration. The most unstable mode determines the characteristic length scale of the emerging spatial patterns (see appendix C.1).

Hunting defectors, \( A_D \), and fleeing cooperators, \( R_C \), exhibit similar homogenizing effects. In contrast, significant qualitative differences arise in the promotion of pattern formation due to aggregating cooperators, \( A_C \), and spreading defectors, \( R_D \), in the sense that aggregating cooperators have the potential to fully suppress defection. In this case neither increases in \( A_D \) nor in \( R_C \) are capable of counteracting the positive feedback induced by \( A_C \) to recover coexistence.
Figure 3.2: Pattern formation under competing forms of directed migration. (A), (C) Cooperator aggregation results in smooth patterns for small $A_C$, which are suppressed by increasing $A_D$, $R_C$. However, for larger $A_C$ the positive feedback between aggregation and densities of cooperators dominates. This eliminates defectors and gives rise to discontinuous distributions. Consequently, directed migration triggered by defector densities through $A_D$ or $R_C$ no longer matters. (B), (D) Spreading defectors, $R_D$, also promote pattern formation but maintain smooth patterns, while increases in $A_D$, $R_C$ again suppress them. Parameters: Multiplication factor $r = 2.4$, $D_D = 0.5 > D_C = 0.1$ to observe smooth patterns for $A_C$; snapshots taken at $t = 2000$; Gaussian initial configuration without noise. Other parameters as in Fig. 2.1.
3.2 Aggregating Cooperators

The positive feedback between cooperator densities and cooperator migration is intrinsic to aggregating cooperators. Regions of higher cooperator densities attract cooperators, which further increases their densities and, more importantly, the gradient along the periphery. As a result the region exerts an even stronger attraction to the extent that the population remains localized and unable to explore the available space. The potential of aggregating cooperators to give rise to discontinuous distributions through positive feedback lies at the core of the necessary condition that diffusion must outweigh aggregation at the homogeneous equilibrium: $D_C > A_C u_{eq} w_{eq}$. However, this condition is conservative and no longer sufficient for heterogeneous distributions. The gradient in cooperator densities, $\nabla u$, promotes further aggregation of cooperators despite being limited by reproductive opportunities, $w$, see Eq. (2.1). As a consequence the gradient further increases and discontinuities in the density distribution can develop. Interestingly, this effect turns out to be strong enough to completely suppress defection (c.f. Fig. 3.2). However, increasing gradients require finer discretization to numerically integrate the selection-migration dynamics, Eq. (2.1), and hence the emerging distributions depend on the discretization. The manifestation of discontinuous distributions becomes increasingly likely for larger values of $A_C$ (see Fig. D.2 in supplement) but can also be triggered by pattern formation or large gradients in initial distributions. Increased and differing diffusion rates, $D_D > D_C$, or spreading defectors, $R_D$, lower the threshold for pattern formation and are additionally required to reliably observe smooth patterns through aggregating cooperators, $A_C$.

3.3 Social Dynamics

Directed migration not only promotes or inhibits spontaneous pattern formation but also affects the frequency of cooperators as well as the population density and hence the survival of the population. Whenever patterns develop, cooperation is promoted and population densities consequently rise, see Fig. 3.3.
Figure 3.3: Effects of directed migration on population densities and frequency of cooperation as compared to unstructured populations. In the absence of directed migration (undirected migration only) homogeneous coexistence results with densities $Q = (u_{eq}, v_{eq})$. The two panels depict the ratio of the average spatial population density to the population density in unstructured populations, $r_p = \frac{\bar{u} + \bar{v}}{(u_{eq} + v_{eq})}$ (black solid line), and the ratio of the average cooperator frequency to their frequency in unstructured populations, $r_c = \frac{\bar{u}}{(\bar{u} + \bar{v})}$ (green solid line) for (A) cooperators aggregation, $A_C$, and (B) spreading defectors, $R_D$. (A) increasing $A_C$ gives rise to four dynamical regimes: (i) homogeneity maintained, (ii) formation of smooth patterns, (iii) discontinuities emerge, and (iv) population expansion prevented. (B) increasing $R_D$ only results in two regimes: (i) homogeneity (ii) formation of smooth patterns. In order to facilitate comparisons of regions (i) and (ii) across panels the large effects of discontinuities in (iii) and (iv) refer to the scale on the right of panel (A). In either case, heterogeneous distributions increase (average) population densities and cooperator frequencies. In (A), once discontinuities develop, populations consist exclusively of cooperators. The decrease in $r_p$ for large $A_C$ relates to the fact that populations are unable to expand and hence the ratio depends on the initial configuration. In contrast, $r_c$ remains unaffected because defectors are absent and cooperators are at the maximum frequency. Parameters as in Fig. 3.2.
This effect extends to multiplication factors below $r_{\text{Hopf}}$, which cannot sustain unstructured populations. In this domain, undirected migration is capable of inducing spatial heterogeneity for $D_D > D_C$ and thereby promotes the survival of the population. Aggregating cooperators, $A_C$, and spreading defectors, $R_D$, further promote pattern formation and population survival even under conditions such as $D_C \geq D_D$, where undirected migration alone is unable to support the population, c.f. Eq. (3.3) and Fig. 3.1A, D. Moreover, the positive feedback of aggregating cooperators coupled with limited reproductive opportunities, offers the intriguing prospect that defectors can potentially get crowded out and driven to extinction, see Fig. 3.1A and Fig. 3.3A.
Chapter 4

Discussion

Cooperation is doomed in traditional public goods games – as paraphrased by Hardin’s “Tragedy of the Commons” [9]. In contrast, in ecological public goods interactions cooperators and defectors can coexist through the feedback between variable population densities and interaction group sizes [10] even if the reproductive performance and survival of the population hinges on the availability of public goods.

The introduction of continuous spatial dimensions allows population densities and social composition to vary across the domain. For undirected migration the ratio between the rates of cooperator and defector migration is crucial [12]. For $D_C > D_D$, the population either settles in a homogeneous state with densities corresponding to the well-mixed coexistence equilibrium $Q$, if it is stable ($r > r_{\text{Hopf}}$), or goes extinct if $Q$ is unstable ($r < r_{\text{Hopf}}$). In either case, attempts of cooperators at avoiding exploitation by outrunning defectors are futile. For $D_C = D_D$, chaotic spatio-temporal dynamics enable the population to survive for $r$ slightly below $r_{\text{Hopf}}$ [21]. However, for $D_C < D_D$ cooperation is promoted through Turing instabilities that result in quasi-stable or dynamical patterns that increase cooperator frequency, overall population density, and enhance population survival.

Through undirected migration heterogenous density distributions of cooperators and defectors spontaneously arise. Consequently the abundance of public
goods varies across space and renders some regions more attractive than others. This provides a natural incentive for directed migration – either to avoid poor areas or to seek out better ones. For example, chemotactic bacteria aggregate in patches in response to excreted attractants [22] or try to escape oxidative stress [2]. Instead of explicitly modelling the concentration of public goods and its waste products to assess the quality of the environment, we use the density of cooperators and defectors as proxies for the availability of public goods and the degree of exploitation, respectively. Thus, seeking cooperation and avoiding defection allows individuals to increase their access to public goods and improve their reproductive potential. Interestingly, even though the two migration patterns appear very similar, they may actually trigger movements in opposite directions. For example, cooperators that seek their kind aggregate at the centre of cooperative areas. The resulting increase in public goods also benefits defectors in that same location and may attract more defectors, which increases competition and exploitation. In contrast, cooperators that avoid defectors tend to migrate towards the periphery of cooperative areas and thereby effectively counteract cooperator aggregation. Analogous arguments apply to defectors seeking cooperators or avoiding their kind, respectively, but with opposite effects. More specifically, spreading defectors indirectly support cooperator aggregation by creating (temporary) refuges with low exploitation.

As a consequence, directed migration can both enhance as well as inhibit pattern formation. More specifically, aggregating cooperators or spreading defectors both promote or even trigger pattern formation. In particular, this extends into unfavourable parameter regions that otherwise result in extinction, such as when cooperators outpace defector, $D_C \geq D_D$, or small multiplication factors $r$, see Fig. 3.1A,D. Conversely, fleeing cooperators and hunting defectors suppress pattern formation by levelling out population densities. For $r < r_{\text{Hopf}}$ this increases the risk of extinction. The complementary effects of the different modes of directed migration are captured in Eq. (3.3), which provides an analytical threshold for the onset of pattern formation. Regardless of whether spatial heterogeneities arise through directed or undirected migration, they invariably increase both the
average frequency of cooperators as well as the average density of populations as compared to unstructured populations, see Fig. 3.3, and thus improves the odds of population survival.

Traditionally the effects of spatial structure in evolutionary games have been investigated based on lattices or more general network structures [23, 24]. Such discrete spatial arrangements are capable of supporting cooperation because they enable cooperators to form clusters and thereby reduce exploitation by defectors. This effect is further enhanced by success-driven migration [25]. In contrast, in our setup space is continuous and the state of the population represented by density distributions of cooperators and defectors. This difference is crucial and renders cooperation even more challenging because, in general, the density of defectors may become arbitrarily small but never and nowhere zero within finite times. As a consequence cooperators are always subject to exploitation by defectors. In fact, in the absence of ecological dynamics and constant population densities cooperators invariably disappear (if \( r < N \)) or, conversely, take over (if \( r > N \)), just as in well-mixed populations.

Notably, the only exception to this rule refers to the aggregation of cooperators because this mode of directed migration can trigger a positive feedback between densities and migration of cooperators: increases in density due to cooperator aggregation result in steeper gradients, which heightens the attraction and hence further increases their density. As a result, cooperator densities may not only remain localized but also eliminate defectors. However, this positive feedback results in analytical and numerical challenges because it gives rise to discontinuous distributions. Yet, those challenges are common among models incorporating aggregation. For example, the Keller-Segel chemotaxis model predicts infinite population densities after finite times [26–29]. Even though a mathematical artifact, those singularities are associated with the inherent feedback between chemotaxis and the secretion of chemical attractants [15].

Nevertheless, the most striking feature of directed migration is the potential of aggregating cooperators to crowd out and eliminate defectors altogether, see
Unfortunately this intriguing phenomenon is linked to the positive feedback that gives rise to discontinuous distributions and hence eludes further analysis based on the present framework, Eq. (2.1). Somewhat surprisingly, the reduced aggregation rate due to a lack of reproductive opportunities, represented by the term $w \nabla u$, turns out to be insufficient to maintain smooth numerical solutions.

Motility plays an important role in biofilms. Microbes excrete extracellular substances to generate and maintain this protective film. Free-riders benefit from the protection without contributing, which gives rise to the public goods dilemma. Experiments indicate that not only the inherent social conflict plays a vital role in the effective secretion of biofilms [30] but also the microbes motility [31–33]. Biofilms are no longer generated when deactivating the movement apparatus through deliberate mutations [34]. When specifically targeting the ability to chemotact, biofilm production significantly varies across microbes and experimental setups [31]. This sensitivity of public goods production in response to different types of migration is reflected in our model.

The complex interplay between ecological public goods and motility shapes population densities and distributions as well as their social composition. Not only does migration affect the production of the public good but some public goods also alter the motility of their producers. For example biofilms increase viscosity and reduce the motility of microbes or even segregate populations [35]. Conversely, *Paenibacillus* collectively lubricate hard surfaces to enhance population expansion [36]. Either scenario creates intriguing opportunities for novel feedback mechanisms where migration not only shapes the production and availability of the public good but where the public good represents the very infrastructure needed to stay put or migrate more efficiently.
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Appendix A

Derivation of Directed Migration Terms

The directed migration terms $\pm K \nabla \cdot (w \phi \nabla \psi)$ in Eq. (2.1) can be derived as the continuum limit of an intuitive difference equation. For simplicity and accessibility we restrict the detailed derivation to a single spatial dimension with periodic boundary conditions and then outline extensions to higher dimensions.

A.1 Difference Equation

Let $\phi^t_f$ be the normalized density of strategy $\phi$ at time $t$ found at focal site $f$. The attraction of strategy $\phi = u$ (or $v$) to cooperators $u$ is determined by:

(i) If the cooperator density $u^t_f$ at the focal site $f$ is higher than at adjacent sites $u^t_{f \pm h}$, a proportion of type $\phi^t_{f \pm h}$ migrates to the focal site. This migration is moderated by the reproductive opportunities at the focal site, $w^t_f$.

(ii) Conversely, if densities of cooperators are higher at adjacent sites $u^t_{f \pm h}$, a proportion of type $\phi^t_f$ migrates from the focal site to the adjacent site(s), again subject to the respective reproductive opportunities $w^t_{f \pm h}$.

(iii) The sensitivity to density differences may be different for cooperators and
defectors. The parameters $A_C$ and $A_D$ determine their respective migration rate.

The difference in cooperator densities at the focal and adjacent sites determines the direction of the flux of strategy $\phi_f^t$ at the focal site $f$. This conditionality is conveniently captured by the indicator $1_{\{a<b\}}$, which evaluates to 1 if $a < b$ and to 0 otherwise. Thus, the net migration for strategy $\phi_f^t$ at the focal site between time $t$ and $t + \Delta t$ due to attraction to cooperators is given by:

$$\phi_f^{t+\Delta t} - \phi_f^t = A \cdot \left( \sum_{i \in \{f+h,f-h\}} (u_f^t - u_i^t) \cdot \left( 1_{\{u_f^t < u_i^t\}} w_f^i \phi_f^t + 1_{\{u_f^t \geq u_i^t\}} w_f^i \phi_f^t \right) \right),$$

(A.1)

where $A$ refers to the strength of attraction with $A = A_C$ for $\phi = u$ and $A = A_D$ for $\phi = v$, respectively. An analogous argument yields the net migration due to the repulsion from defectors:

$$\phi_f^{t+\Delta t} - \phi_f^t = -R \cdot \left( \sum_{i \in \{f+h,f-h\}} (v_f^t - v_i^t) \cdot \left( 1_{\{u_f^t < u_i^t\}} w_f^i \phi_f^t + 1_{\{u_f^t \geq u_i^t\}} w_f^i \phi_f^t \right) \right),$$

(A.2)

where $R$ indicates the strength of repulsion with $R = R_C$ for $\phi = u$ and $R = R_D$ for $\phi = v$, respectively.

### A.2 Continuum Limit

In the continuum limit we let the spatial distance between adjacent sites, $h$, and the time increment, $\Delta t$, approach zero. Let us first focus on the right hand side of
Eq. (A.1). Taylor expansion yields

\[ u_{f \pm h} \approx u_f \pm h \cdot u'_f + h^2/2 \cdot u''_f, \]
\[ \phi_{f \pm h} \approx \phi_f \pm h \cdot \phi'_f, \]
\[ w_{f \pm h} \approx w_f \pm h \cdot w'_f, \]

where \( ' \)'s indicate spatial derivatives and the superscript \( t \) for the time has been omitted. Using

\[ u_f - u_{f \pm h} \approx h \cdot (\mp u'_f - h/2 \cdot u''_f), \]
\[ w_{f \pm h} \phi_f \approx w_f \phi_f \pm hw'_f \phi_f, \]
\[ w_f \phi_{f \pm h} \approx w_f \phi_f \pm hw_f \phi'_f, \]

the summation in Eq. (A.1) runs over

\[ h \cdot (\mp u'_f - h/2 \cdot u''_f) \cdot \left( 1_{\{u_f < u_{f \pm h}\}} (w_f \phi_f \pm hw'_f \phi_f) + 1_{\{u_f \geq u_{f \pm h}\}} (w_f \phi_f \pm hw_f \phi'_f) \right). \]

Note that \( w_f \phi_f \) appears in the two complementary indicators and hence simplifies to

\[ \mp hu'_f w_f \phi_f - h^2 \cdot \left( \frac{1}{2} u''_f w_f \phi_f + 1_{\{u_f < u_{f \pm h}\}} u'_f w'_f \phi_f + 1_{\{u_f \geq u_{f \pm h}\}} u'_f w_f \phi'_f \right). \]

Adding contributions from \( f \pm h \) cancels terms of order \( h \) and yields

\[ -h^2 \cdot \left( u''_f w_f \phi_f + u'_f \cdot \sum_{i \in \{f+h,f-h\}} 1_{\{u_f < u_i\}} w'_f \phi_f + 1_{\{u_f \geq u_i\}} w_f \phi'_f \right). \quad (A.3) \]

Note that the terms in parentheses in Eq. (A.3) resemble \( u''_f w_f \phi_f + u'_f (w'_f \phi_f + w_f \phi'_f) = (w_f \phi_f u'_f)' \) when disregarding the sum and indicators. If \( u_f \) is on a slope, e.g. \( u_{f-h} < u_f < u_{f+h} \) it is easy to see that equality holds. However, if the cooperator density is at a local maximum or minimum at the focal site \( f \), i.e.
\[ u_{f-h} < u_f > u_{f+h} \text{ or } u_{f-h} > u_f < u_{f+h}, \] then one of the terms \( w'_f \phi_f \) or \( w_f \phi'_f \) cancels while the other is doubled. Nevertheless the resulting error is negligible because both terms are multiplied by \( u'_f \) which is \( \approx 0 \) in the vicinity of an extremum.

Using Taylor expansion of the left-hand-side of Eq. (A.1), \( \phi_f^{t+\Delta t} - \phi_f^t \approx \Delta t \cdot \partial_t \phi_f \) and an analogous calculation for Eq. (A.2) yields

\[
\begin{align*}
\partial_t \phi &= -A \partial_x (\phi w \cdot \partial_x u), \\
\partial_t \phi &= +R \partial_x (\phi w \cdot \partial_x v),
\end{align*}
\]

(A.4a)

in the limit \( h \to 0 \text{ and } \Delta t \to 0 \) with \( h^2/\Delta t \to 1 \).

In higher spatial dimensions the above derivation applies to each spatial dimension separately and yields

\[
\partial_t \phi = \mp K (\partial_x (\phi w \partial_x \psi) + \partial_y (\phi w \partial_y \psi)) = \mp K \nabla \cdot (\phi w \nabla \psi)
\]

(A.5)

for two dimensions.
Appendix B

Derivation of Spatial Jacobian

The non-trivial steady state of the ODE dynamics $Q = (u_{eq}, v_{eq}, w_{eq})$ with $u_{eq} + v_{eq} + w_{eq} = 1, u_{eq}, v_{eq}, w_{eq} \in (0, 1)$ is excited by a small oscillatory perturbation $u_1 = v_1 = e^{i(k(x+y))} - t$ using the ansatz $u = u_{eq} + \varepsilon u_1$ and $v = v_{eq} + \varepsilon v_1$ and $\varepsilon$ small. The parameter $k = \frac{\pi}{L} k'$ relates to the wavelength when $k'$ is the wavenumber. The symmetry of the ansatz with respect to the two spatial dimensions $x$ and $y$ simplifies the migration terms $-\nabla \cdot (\phi w \nabla \psi) = -\partial_x (\phi w \partial_x \psi) - \partial_y (\phi w \partial_y \psi) = -2 \partial_x (\phi w \partial_x \psi)$.

One can observe by utilizing the aforementioned perturbation approach,

$$-\partial_x (u \cdot w \partial_x u) = -\partial_x ((u_{eq} + \varepsilon u_1)(w_{eq} - \varepsilon u_1 - \varepsilon v_1)\partial_x (u_{eq} + \varepsilon u_1))$$
$$= -ik \cdot \partial_x (u_{eq} w_{eq} \varepsilon u_1) + O(\varepsilon^2)$$
$$= k^2 \cdot u_{eq} w_{eq} \varepsilon u_1 + O(\varepsilon^2),$$

$$-\partial_x (v \cdot w \partial_x u) = -\partial_x ((v_{eq} + \varepsilon v_1)(w_{eq} - \varepsilon u_1 - \varepsilon v_1)\partial_x (u_{eq} + \varepsilon u_1))$$
$$= -ik \cdot \partial_x (v_{eq} w_{eq} \varepsilon u_1) + O(\varepsilon^2)$$
$$= k^2 \cdot v_{eq} w_{eq} \varepsilon u_1 + O(\varepsilon^2).$$
Analogously, we find that

\[
\begin{align*}
\partial_t (u \cdot w \partial_x v) &= -k^2 \cdot u_{eq} w_{eq} \varepsilon v_1 + O(\varepsilon^2), \\
\partial_t (v \cdot w \partial_x v) &= -k^2 \cdot v_{eq} w_{eq} \varepsilon v_1 + O(\varepsilon^2).
\end{align*}
\]

Based on the spatial symmetry \( \nabla^2 \phi = \partial_{xx} \phi + \partial_{yy} \phi = 2 \partial_{xx} \phi \), the effects of diffusion can similarly be derived

\[
\begin{align*}
D_C \cdot \partial_{xx} u &= D_C \cdot \partial_{xx} (u_{eq} + \varepsilon u_1) = D_C (ik) \varepsilon u_1 = -D_C k^2 \varepsilon u_1, \\
D_D \cdot \partial_{xx} v &= D_D \cdot \partial_{xx} (v_{eq} + \varepsilon v_1) = D_D (ik) \varepsilon v_1 = -D_D k^2 \varepsilon v_1.
\end{align*}
\]

At the equilibrium \( Q \), the spatial Jacobian \( J_S \) summarizes the linearized contributions

\[
J_S = 2 \cdot \begin{bmatrix}
A_C u_{eq} w_{eq} - D_C & -R_C u_{eq} w_{eq} \\
A_D v_{eq} w_{eq} & -R_D v_{eq} w_{eq} - D_D
\end{bmatrix}.
\]

Further, let \( J_I \) denote the Jacobian of the species interactions. This Jacobian has been analyzed by Wakano et al. (see supplementary of [12]) and takes the form

\[
J_I = \begin{bmatrix}
-d + u w \partial_u f_C & d - u w \partial_v f_C \\
-d + v w \partial_u f_D & d - v w \partial_v f_D
\end{bmatrix}.
\]

In proximity of the homogeneous steady state, the combined dynamics of the selection-migration system are approximated by

\[
\partial_t \begin{bmatrix}
\hat{u} \\
\hat{v}
\end{bmatrix} \approx (J_I + k^2 J_S) \cdot \begin{bmatrix}
\hat{u} \\
\hat{v}
\end{bmatrix}.
\]

with the adjusted coordinates \( \hat{u} = u - u_{eq} \) and \( \hat{v} = v - v_{eq} \).
Appendix C

Pattern Formation

C.1 Dispersion Relation

Homogeneous coexistence with a density distribution according to the well-mixed equilibrium $Q$ (see Eq. (1.1)) is a trivial steady state of the selection–migration dynamics, Eq. (2.1). However, even if $Q$ is stable, the homogenous distribution may not be stable to spatial perturbations. Eq. (3.1) reflects the spatial dynamics in the vicinity of $Q$ in response to a small perturbation $\varepsilon \exp(ik(x+y)-t)$ with amplitude $\varepsilon \ll 1$ and mode $k$. The largest real part of the eigenvalues of $J_I+k^2 \cdot J_S$ (c.f. Eq. (3.2)) is a function of $k$ and called the dispersion relation, $\lambda(k)$. Any mode with $\lambda(k) > 0$ is amplified, while those with $\lambda(k) < 0$ are dampened. If $\lambda(k) < 0 \forall k$ the homogenous state is stable.

The most unstable mode $k_*$ is given by $\max \lambda(k) = \lambda(k_*) > 0$ and is particularly important because it dominates all other unstable modes due to its exponential amplification. The characteristic length of the resulting spatial pattern is inversely proportional to $k_*$. Note that $\lambda(0) > 0$ iff $Q$ is unstable, i.e. for $r < r_{\text{Hopf}}$, and hence $k = 0$ is referred to as the temporal mode because it only triggers changes over time. If $\lambda(0) > 0$ and $\lambda(k_*) > 0$ for some $k_* > 0$, temporal and spatial instabilities interfere and can result in dynamical patterns. For $k_* \to \infty$, the emerging patterns have a characteristic length of 0, which implies that no spa-
Table C.1: Thresholds for pattern formation. Quantitative comparison of analytical predictions from the dispersion relation and from numerical integration for the onset of pattern formation. For activating directed migration $A_C$, $R_D$ the threshold marks a lower bound but an upper bound for inhibiting directed migration $A_D$, $R_C$. Numerical thresholds systematically deviate from analytical predictions by requiring higher (lower) directed migration rates for the onset (suppression) of patterns. This difference is expected to decrease when increasing integration times. Parameters as in Fig. 2.1 but with $D_D = 0.5$ for $A_C$, $R_D$ and $D_D = 0.7$ for $A_D$ and $R_C$ and $t = 2000$. Initial configuration: homogeneous densities $Q$ perturbed by Gaussian noise with standard deviation 0.01.

<table>
<thead>
<tr>
<th></th>
<th>min $A_C$</th>
<th>max $A_D$</th>
<th>max $R_C$</th>
<th>min $R_D$</th>
</tr>
</thead>
<tbody>
<tr>
<td>analytics</td>
<td>0.24</td>
<td>0.81</td>
<td>0.74</td>
<td>1.09</td>
</tr>
<tr>
<td>numerics</td>
<td>0.26</td>
<td>0.76</td>
<td>0.68</td>
<td>1.2</td>
</tr>
</tbody>
</table>

The impact of separate increases in migration rates $A_C, A_D, R_C, R_D$ on the dispersion relation is illustrated in Fig. C.1. Increasing cooperator aggregation, $A_C$, and spreading of defectors, $R_D$, increases $\lambda(k)$ and renders intermediate modes unstable. The dominant mode $k_*$ increases with $A_C$, which reduces the characteristic length of patterns. Conversely, increasing $R_D$ decreases $k_*$ and increases the characteristic length scale. In contrast, increasing cooperator flight, $R_C$, and hunting by defectors, $A_D$, reduces $\lambda(k)$ and eliminates unstable modes. The thresholds for pattern formation predicted by the dispersion relation agree well with numerical integration, see Table C.1.
Figure C.1: Dispersion relation for directed migration. (A) aggregating cooperators, $A_C$, and (D) spreading defectors, $R_D$, have both the potential to cause spatial instabilities through increased migration. In the process, the dominant mode $k$, increases with increased aggregating cooperators, $A_C$, and decreases with spreading defectors, $R_D$. In contrast, (C) hunting defectors $A_D$ and (D) fleeing cooperators $R_C$ stabilize the system. Parameters: $2.4 = r > r_{\text{Hopf}}$ (such that $\lambda(0) < 0$), as well as $D_C > A_C u_{\text{eq}} w_{\text{eq}}$ (to ensure $\lambda(k) < 0$ for $k \to \infty$). (A), (D) $D_D = 0.5$, (B),(C) $D_D = 0.7$. Other parameters as in Fig. 2.1.
C.2 Necessary Criteria

Turing [13] famously derived the necessary criteria for pattern formation in reaction-diffusion systems. Thereafter, Segel and Jackson [37] refined Turing’s work to determine requirements on the diffusion rates which facilitate pattern formation in activator–inhibitor systems. Wakano et al. [12] translated these requirements into the context of cooperation in spatial public goods games. Here we extend the latter analysis to the selection-migration model which includes directed migration.

Pattern formation is driven by the interplay of activators (cooperators) and inhibitors (defectors). Close to the equilibrium $Q$ this implies that an increase in cooperation triggers an increase in cooperator and defector densities, while an increase in defection results in a decrease of both types. Consequently, $a_{CC} > 0$, $a_{DC} > 0$ and $a_{CD} < 0$, $a_{DD} < 0$ in the Jacobian $J_I$, see Eq. (3.2a). In addition, we require that $Q$ is stable, which translates to

$$\text{tr}(J_I) = a_{CC} + a_{DD} < 0$$  \hspace{1cm} (C.1)
$$\text{det}(J_I) = a_{CC}a_{DD} - a_{CD}a_{DC} > 0.$$  \hspace{1cm} (C.2)

An equivalent requirement is $r > r_{\text{Hopf}}$ with $r$ sufficiently close to $r_{\text{Hopf}}$ to ensure that $Q$ is a focus and the activator–inhibitor relation of cooperators and defectors is maintained. From the stability of $Q$ follows that the temporal mode is stable, $\lambda(0) < 0$. Additionally, we require $\lambda(k) < 0$ for $k \to \infty$ and thus that the entries of the Jacobian $J_S$, see Eq. (3.2b), satisfy $s_{CC} < 0$, $s_{CD} < 0$ and $s_{DC} > 0$, $s_{DD} < 0$ or, equivalently, $D_C > A_C u_{eq} w_{eq}$.

Since $\text{tr}(J_I + k^2J_S) = a_{CC} + a_{DD} + k^2(s_{CC} + s_{DD}) < 0$ the stability condition for the homogeneous distribution with densities according to $Q$ reduces to $\text{det}(J_I + k^2J_S) > 0$. More specifically,

$$\text{det}(J_I + k^2J_S) = (a_{CC} + k^2s_{CC})(a_{DD} + k^2s_{DD}) - (a_{CD} + k^2s_{CD})(a_{DC} + k^2s_{DC})$$
$$= \text{det}(J_I) + k^4 \text{det}(J_S) + k^2P,$$
with $P = a_{CCsDD} + a_{DDsCC} - a_{CDsDC} - a_{DCsCD}$. Since $\det(J_I) > 0$ and $\det(J_S) > 0$ intermediate modes can only become unstable if $P < 0$, which requires

$$\begin{align*}
(-a_{DD})(A_C u_{eq} w_{eq} - D_C) - a_{DC} R_C u_{eq} w_{eq} > (-a_{CD}) A_D v_{eq} w_{eq} + a_{CC} (-R_D v_{eq} w_{eq} - D_D).
\end{align*}$$

Thus, the activating effects of cooperator migration must exceed the inhibitory effect of defector migration. Consequently, pattern formation can be promoted by increasing aggregation rates of cooperators, $A_C$, spreading of defectors, $R_D$, or diffusion of defectors, $D_D$, as well as by reducing hunting rates of defectors, $A_D$, fleeing of cooperators, $R_C$, or diffusion of cooperators, $D_C$. The reverse suppresses patterns and stabilizes homogeneous distributions.

While Eq. (C.3) is a necessary condition it is not sufficient because, in addition, $\det(J_I + k^2 J_S) < 0$ must hold at its minimum, $k_*$, which is given by

$$k_*^2 = -\frac{P}{2 \det(J_S)}.$$  

At $k_*$ the stability condition $\det(J_I + k^2 J_S) < 0$ simplifies to

$$P < -2 \sqrt{\det(J_I) \det(J_S)}.$$  \hspace{1cm} (C.4)

Effectively, this increases the threshold for pattern formation of Eq. (C.3) by adding $\sqrt{\det(J_I) \det(J_S)}$ to the right hand side. The factor 2 cancels with the factor 2 found in the individual components of $J_S$, Eq. (3.2b).

Unfortunately, however, the magnitude of this increase sensitively depends on game parameters as well as migration rates and thus largely eludes intuitive interpretations. Nevertheless, for the impact of migration we have

$$\det(J_S) = (D_C - A_C u_{eq} w_{eq})(R_D v_{eq} w_{eq} + D_D) + u_{eq} v_{eq} w_{eq}^2 A_D R_C,$$  \hspace{1cm} (C.5)
which means that increases in directed and undirected migration rates all increase the threshold with the exception of increases in cooperator aggregation, $A_C$. 
Appendix D

Supplementary Figures
Temporal change over 250 generations
Spacial extension: $L = 75$

Figure D.1: Spatial and temporal dynamics for different types of directed migration. Each panel illustrates the dynamics for a single type of directed migration as a function of the multiplication factor $r$ in the proximity of $r_{\text{Hopf}}$. The small rectangles depict the cross section of the density distribution through the middle of the square $L \times L$ domain as a function of time from top to bottom. The color brightness indicates the density of cooperation (green) and defection (red) with coexistence (yellow) and vacant space (black). (A) Aggregating cooperators oppose the effects of diffusion and hence slow down the population expansion. The positive feedback between cooperator densities and aggregation can cause discontinuous distributions and the breakdown of numerical methods. (B) Hunting defectors increase competition in areas where cooperators concentrate. This allows cooperators to escape into unpopulated terrain but also increases the risk of extinction. (C) Fleeing cooperators avoid defectors and hence readily explore vacant space but with the defectors at their tails also tend to spread themselves too thin and risk extinction. (D) Spreading defectors again promote pattern formation and thereby support the survival of the population.

Parameters: same as in Fig. 2.1 but with Gaussian initial condition without noise and $t = 250$. 
Figure D.2: Pattern formation and discontinuities for aggregating cooperators $A_C$. Analytical findings distinguish three domains based on $A_C$ and the multiplication factor $r$: (i) aggregation is sufficiently strong to destabilize the homogeneous equilibrium (grey shaded region, $A_C u_{eq} w_{eq} > D_C$); (ii) unstable modes give rise to pattern formation (red shaded region, Eq. (C.4)); (iii) stable homogeneous coexistence (unshaded region). However, initial conditions significantly impact the emerging dynamics. Heterogeneous initial distributions trigger migration and aggregation of cooperators. Discontinuities emerge within 250 generations from a Gaussian initial distribution when the selection-diffusion system is numerically integrated, above dashed horizontal line. Below the dashed horizontal-line, patterns emerge (in red shaded region) or homogeneous coexistence is regained (in unshaded region) as predicted. For small $r$ heterogeneous distributions are unable to develop and the population goes extinct (left of dashed vertical line). Parameters: same as in Fig. D.1, except $D_D = 0.5$ to promote smooth patterns.
Appendix E

Numerical Integration

E.1 Setup of Numerical Solver

We simulate the partial differential equation using a forward Euler integration with both, no-flux as well as periodic boundary conditions. The visualizations here were created under periodic boundaries. For simulations, we use for increased accuracy a spatial discretization based on central differences and the discrete Laplace operator but alternative implementations based on the difference equations \( \nabla^2 \) were tested for validation.

The utilized Gaussian shaped initial configurations with

\[
u_0(x,y) = v_0(x,y) = 1/5 \cdot \exp \left( -\left( \frac{x-L/2}{16} \right)^2 - \left( \frac{y-L/2}{16} \right)^2 \right)
\]

on a \( L \times L \) square domain with \( L = 75 \). We note that this initial configuration remains symmetric until approximation errors take effect. Within the dynamic domain below \( r_{\text{Hopf}} \) symmetry-breaking commonly occurs after 1000 − 10000 generations. To reduce the required computations and observe evolutionary effects, the system is initialized with an additional uniform noise \([0,0.05]\).
E.2 Discontinuous Distributions

We observe a positive feedback when cooperators actively seek each other. This positive feedback can result in the development of discontinuous population structures. The migration term, which models aggregating cooperators, is structurally similar to the one of the Burgers equation \[38\] as well as chemotaxis model of Keller-Segel type \[29\] in two dimensions. The inviscid Burger’s equation models the propagation of shock waves, and the Keller-Segel model describes the distribution of microorganism in search of nutrients. Both models pose numerical challenges: the Burger’s equation by generating discontinuous interfaces when a shock wave travels, the chemotaxis model by accumulating infinite population densities in finite time. The loss of existence and/or regularity with its numerical implications is subject of contemporary research in the field of nonlinear partial differential equation \[39\]. The observation of discontinuous population structures in our numerical simulations is therefore not unexpected. Even with an increase in spatial or temporal resolution, these discontinuous and discretization-dependent distributions remain. To contain the development of discontinuities, we introduce undirected migration to our proposed selection-migration model. Undirected migration does not only have practical relevance but also opposes the development of the aforementioned discontinuities by smoothing the population densities in space. This allows the integration of the selection-migration system for aggregating cooperators in a large parameter domain.
The proposed selection-migration model can be extended to facilitate experiments and obtain further evolutionary insights.

Microbes and animals have evolved various movement apparata and sensorics to adapt to the diversity, which is exhibited by biological systems. Refined models could, for instance, describe the chemical distributions, which is involved in chemotaxis. Naturally, these chemicals diffuse over time but they can also be actively consumed or altered by the population. Experiments could profit, in particular, from an explicit descriptions. Frequently, chemical distributions can be measured quick, and hence hypotheses more easily be falsified.

The proposed model can also be advanced by taking evolutionary effects into account. Naturally, the introduced migration rates change through mutations and are selected based on their payoff. For instance, it is reasonable to assume that the offspring of aggregating cooperators and hunting defectors benefits from the increased availability of public goods by seeking cooperation. This type of analysis could further motivate differing migration rates for cooperators and defectors. There is also the possibility for an evolutionary arms-race between the two types – in which cooperators try to evolve faster escape mechanisms to avoid defection and defectors become more capable to detect the signal of cooperators.