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Abstract

The electrical power distribution system was originally designed for one way power flow. With the

addition of renewable energy sources on the electrical grid, bidirectional power flow is now oc-

curring and is causing previously unseen fluctuations in voltage. This, in addition to an increasing

power demand from utility users, is decreasing grid stability and increasing the chance of cascad-

ing blackouts. The distribution system needs to be monitored in real time so that minor issues

relating to grid stability can be noted and fixed before they cascade into system failure.

A micro phasor measurement unit (µPMU) is a device that is able to monitor the distribution

system in real time. When placed at a node, it is capable of measuring the voltage phasor at the

node and all incident current phasors to the node. However, the high cost of these devices, in

addition to the communication infrastructure that would be needed, makes it unfeasible to place

them at every node on a feeder. However, it is also not necessary to place them on every node since,

if the line impedance is known, the surrounding node voltage values can be accurately calculated.

Therefore, this thesis proposes an algorithm that optimally places µPMUs on distribution net-

works for complete observability. This algorithm is based on a greedy algorithm which has many

benefits such as fast computation time and high reliability. High reliability occurs when most of

the distribution system is being monitored even in the event of a µPMU failure. The algorithm

was tested on standard IEEE distribution feeders: 13-node, 33-node, 34-node, 37-node and 123-

node. The results presented include the number of µPMUs needed for complete observability,

computation time, and a measure of the reliability.
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Lay Summary

The number of renewable energy sources connected to the electrical grid are limited since too many

can result in frequent power outages. Real time monitoring of the distribution system, the part of

the power system that brings power into homes and businesses, is needed in order to see and fix

issues before they cascade into a blackout. The key goal of this research was to enable a way to

monitor the distribution system utilizing existing technology and be as economical as possible. A

micro phasor measurement unit (µPMU) is a device capable of monitoring the distribution system

in real time, however it is expensive to implement. Therefore, the contribution of this thesis is the

development of an algorithm that places µPMUs in a way that minimizes how many is needed

while still achieving a high reliability, which occurs if most of the system is still monitored when

a µPMU fails.
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Chapter 1

Introduction

1.1 Motivation

Climate change is an increasingly concerning topic that has been gaining attention worldwide

due to the adverse effects on public health and the environment. This attention has culminated

in a yearly conference held by the United Nations Framework Convention on Climate Change

(UNFCCC). The most recent notable conference took place in 2015 and was held in Paris, France.

The outcome of this conference was the Paris Agreement. This agreement has the cooperation of

over 190 countries who’s planned contributions aims for a goal of keeping global temperature rise

below two degrees Celsius [1]. Each country determined which contributions, called Nationally

Determined Contributions (NDCs), they would make. Canada’s submitted NDC has a target of

30% emission reduction below 2005 levels by 2030 [2].

In 2015, fossil fuels made up 73% of Canada’s Total Primary Energy Supply (TPES) [3].

TPES is calculated by the following: Production + Imports - Exports + Stock changes. Canada’s

proposed NDC consists of two main parts: pricing carbon pollution and expanding the use of clean

electricity and low-carbon fuels [2]. In order to make these changes, traditional coal units will

be phased-out and an upgrade to the existing electricity grid will occur. This includes smart grid

technologies and increasing the sources of clean power.
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1.1.1 Power System Overview

Power systems are comprised of four main parts: generation, transmission system, distribution

system, homes and businesses. Firstly, power is generated and the most common way to generate

power is by burning fossil fuels [4]. Next, the generated power flows along the transmission system

to the distribution system. The transmission and distribution systems compose the delivery part of

the power system. Lastly, power flows from the distribution system to customer sites, which are

homes and businesses. This is illustrated in Figure 1.1 below.

Figure 1.1: A typical power system.

1.1.2 The Problem

The distribution system was originally designed to carry power one way from transmission systems

to homes and businesses. The addition of renewable energy sources in the distribution system is

now causing bidirectional power flow to occur. For example, solar panels on top of homes will

generate power when the sun is shining. If this generated power exceeds what is needed for the

home at that time, it will flow to the distribution system. When this occurs, generator speed will

decrease as there is more capacity than demand and therefore it will not need to produce as much

power. When a system contains a high number of renewable energy devices, fewer generators

would be needed in terms of power demand. However, generators play an important role.
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Generators can store a lot of energy in their rotating generator rotor, therefore they have a lot

of inertia. Essentially, if the generator’s input ceased to produce any power, the generator would

continue producing some electricity until their stored energy depletes. Inertia slows the rate of

frequency decline when a fault or failure on the system occurs and is a very important component

on the power system. This slowing of frequency decline allows operators to find a solution before

other components, ones that cannot operate at a lower frequency, trip offline. Solar and wind power

contain virtually no inertia. Therefore, if a power system contains a high penetration of renewable

energy sources, frequency would decline rapidly during these events which would lead to a higher

blackout occurrence.

The second issue is that power demand from utility users has been increasing due to the in-

creasing number of electronic devices being used and operated. These changes have been causing

loads to change very quickly [5], leading to an increasingly unstable grid [6].

Due to these challenges, there is currently a limit to the number of renewable energy sources

that can be connected to the grid. A study was done by the National Renewable Energy Laboratory

(NREL) on the Eastern Interconnection power system. They found that this power system could

accommodate a maximum of 30% renewable supply capacity (of the total supply) on the grid as

it is currently operated [7]. This value needs to be increased in order to reduce the amount of

greenhouse gases being generated and, in turn, combat climate change.

1.1.3 The Solution

In order to allow a higher penetration of renewable energy sources, real-time monitoring of the

distribution system needs to be implemented. With real-time measurements, issues that arise can

be rectified immediately before it cascades into system failure. As an example, having real-time

information could have prevented the 2003 great north eastern blackout in Canada and the United

States [8].

Furthermore, a better understanding of the distribution system could be formulated and highly

advanced control strategies could be put into place. This would allow the power system to accom-
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modate a much higher number of renewable energy sources.

1.2 Phasor Measurement Units

Phasor Measurement Units (PMUs) are highly accurate measurement devices that produce GPS

time stamped measurements of both voltage phasors and current phasors. This allows them to

synchronize measurements from distant locations, giving a real-time picture of the complete power

system [9]. Due to this synchronization ability, they are one of the most important devices in

power system monitoring and control [10]. PMUs were invented in the mid 1980s [11] and have

been used in transmission systems since the mid 1990s [12]. Recently, there has been increased

interest in placing these devices at the distribution level. However, the voltage angle differences

between locations on distribution systems are up to two orders of magnitude smaller than those on

transmission networks [13]. Therefore, a much more accurate PMU is required.

A Micro Phasor Measurement Unit (µPMU) is such a device that is able to discern between

the small voltage angle differences on distribution networks. Currently, there is only one µPMU

commercially available and it is made by a company called Power Standards Lab (PSL) [14]. Their

µPMUs have an amplitude resolution of 0.0002% of full scale and an angle resolution of 0.001

degrees, which is sufficient for the distribution system.

Placing µPMUs on the distribution system can provide multiple benefits such as improved

monitoring, protection and control [15]. Some of the benefits are highlighted below [16]:

1. It can provide a real-time snapshot of the distribution system which would enable a faster

response if any issues arise.

2. If a fault were to occur, the data from the µPMUs could be analyzed to potentially prevent

faults from occurring again in the future.

3. If a power outage were to occur, the location of where the power outage will be known

immediately. This would enable utilities to restore power faster.

Note that in literature, the term PMU is used for either the transmission system or the distri-
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bution system whereas µPMU refers to just the distribution system. Therefore, throughout this

thesis, PMU will be used generally to mean transmission level or distribution level PMU while

µPMU will refer solely to distribution level µPMUs.

1.3 Necessity of Placement Algorithm

µPMUs are expensive devices. One unit from PSL costs approximately $8000 CAD. In addition,

the communication infrastructure that would need to be implemented could have a cost signifi-

cantly greater than the µPMU cost [17], making it unfeasible to place them on every node in a

network. Fortunately, it is not necessary to place µPMUs at every node. If the line impedance

is known, the voltages of the surrounding nodes can be calculated. Therefore, an optimization

algorithm can be used to optimally place a minimum number of µPMUs on distribution networks.

Note that the terms node and bus are used interchangeably throughout this thesis.

1.3.1 Distribution vs. Transmission Systems

Placement algorithms should be optimized for either the transmission system or the distribution

system [18]. The key difference between them is their topologies: distribution systems are radial

while transmission systems are meshed. This can be seen when comparing a distribution feeder,

such as the IEEE 13-node as seen in Figure 1.2, and a transmission feeder, the IEEE 14-node as

seen in Figure 1.3.

Figure 1.2: 13-node radial IEEE distribution test feeder.
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Figure 1.3: 14-node meshed IEEE transmission test feeder.

The other noticeable difference is the number of nodes for each network. Real world distribu-

tion networks are comprised of tens to hundreds of thousands of buses while transmission systems

range between a few hundred to thousands of buses [19]. Due to this factor, computation time is

a much more important factor to consider for distribution systems. Many placement algorithms

previously used for transmission systems will be far too computationally expensive for distribution

systems. Additionally, specific placement goals may be different for transmission systems due to

their topology. For example, on transmission systems one goal could be to place PMUs in such a

way that complete observability occurs even in the event of a PMU failure, such as in [20]. Due

to the radial nature of distribution systems, this goal is not feasible as the number of PMUs that

would be needed would increase drastically, making the cost unfeasible. Complete observability is

defined in this thesis in Section 2.2. Lastly, distribution systems typically contain switches, which

need to be accounted for in the placement algorithm.

To summarize, PMU placement strategies should be optimized for the distribution grid due to

the three following reasons:

• Computation time: distribution systems have tens of thousands to hundreds of thousands

more nodes than transmission systems.

• Topology: distributions systems are radial and this factor can be used to decrease computa-

tion time.

6



• Switches: distribution systems contain switches which need to be accounted for in the place-

ment algorithm.

1.4 Thesis Contributions

This thesis proposes a novel µPMU placement algorithm that outperforms others in similar works

while considering four factors in order to make it robust and reliable. These factors are listed below

and explained in more detail in Section 2.2:

1. Computation time: The aim was to keep this as low as possible in order to be feasible for

real world distribution networks with many nodes.

2. Redundancy: The aim was to have at least 90% of a network observed in the event of one

µPMU failure.

3. Simplicity: The aim was to have a simple, single input that would make it easy to implement

in the real world.

4. Network Reconfiguration: The distribution system typically contains switches which can

change its topology if the status of the switches change. The aim was to place the µPMUs

in such a way that complete observability is achieved for all configurations.

This combination of factors has not been considered together for the placement problem on the

distribution system. Previous works have only focused on one or two of these items. Therefore,

the contributions of this thesis are as follows:

• A fast, easy to implement µPMU placement algorithm that optimally places a minimum or

near minimum number of these devices on distribution systems

• This algorithm will include the possibility of network reconfiguration and will keep its full

observability in all cases

• This algorithm will be highly reliable - i.e. if a µPMU fails, most buses will still be observed
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1.5 Thesis Outline

This thesis consists of five chapters and is briefly described below.

• Chapter 1 introduces the thesis. It explains the motivation, introduces PMUs/µPMUs, ex-

plains the necessity of optimized placement algorithms for distribution systems and states

the contribution of the thesis.

• Chapter 2 explains some background information and overviews the literature that solved

the µPMU placement problem for complete observability of the distribution system. The

background topics are: connectivity matrix, observability, redundancy, network reconfigu-

ration and optimization algorithms. For the review of previous works, it highlights their

algorithm’s advantages, disadvantages and limitations.

• Chapter 3 presents the proposed µPMU placement algorithm. It states what assumptions

were used, how network reconfiguration was considered, and explains the proposed algo-

rithm step by step.

• Chapter 4 shows where the µPMUs are placed for different IEEE distribution test feeders:

13-node, 33-node, 34-node, 37-node and 123-node. It compares the results of the proposed

algorithm with the results of the works outlined in the literature review. It also presents a

redundancy analysis which shows the reliability of the system if one or more µPMUs were

to fail.

• Chapter 5 concludes the thesis and discusses future work.
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Chapter 2

Literature Review

2.1 Overview

This chapter is comprised of two main sections. The first section, Section 2.2, explains the back-

ground concepts: connectivity matrix, observability, redundancy, network reconfiguration and op-

timization algorithms. In the second section, Section 2.3, a review is completed for existing opti-

mization algorithms that were used to place µPMUs for complete observability of the distribution

system. These optimization algorithms are as follows: integer programming, exhaustive search

method, simulated annealing, graph theory, greedy algorithm.

2.2 Background

This section describes what a connectivity matrix is, the topics of observability and redundancy,

what network reconfiguration is and why it is important to consider, as well as introduce optimiza-

tion algorithms. These important topics are imperative for understanding certain aspects of the

literature review as well as the proposed solution later in the thesis.

2.2.1 Connectivity Matrix

The connectivity matrix is the binary admittance matrix of a power system network and essentially

shows which buses are connected to one another. Usually denoted as matrix A, its formal definition
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is defined in (2.1), where i and j describe buses:

A(i, j) =


1, if i = j

1, if bus i and bus j are connected

0, otherwise

(2.1)

Example 2.1

A simple 4-node network, as shown below in Figure 2.1, would have a connectivity matrix as

shown in (2.2). The rows and columns are numbered as 1, 2, 3 and 4 which correspond to the

numbered nodes of the network. Therefore, since node 1 is connected to node 2, there is a “1” in

the A(1,2) and A(2,1) spot. Note that there are always “1’s” on the diagonal of the A matrix, this

is described in its formal definition above in (2.1).

It can be seen that the number of nodes in a system determines the size of the matrix. For

example, a 4-node network would correspond to a 4x4 connectivity matrix and a 13-node network

would correspond to a 13x13 connectivity matrix.

Figure 2.1: Example 4-node network.

A =



1 2 3 4

1 1 1 0 0

2 1 1 1 1

3 0 1 1 0

4 0 1 0 1


(2.2)
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2.2.2 Observability

With regards to µPMU placement, observability refers to the number of measurements known

on a network. For example, complete observability occurs when every node voltage phasor and

line current phasor is either measured by a µPMU or can be directly calculated using neighboring

measured values. Incomplete observability occurs when these conditions are not met. The focus

in this thesis is placing µPMUs such that the complete observability condition is met.

Observability can be determined using either numerical methods or topology based algorithms.

Numerical methods use the information or gain matrix and the network is completely observed if

the matrix has full rank [21]. If a matrix has full rank, its rows/columns are linearly independent

from each other. Topology based algorithms use graph theory and it is the more popular method

to check for observability. That is because the only information required is network connectivity,

measurement type, and location. The system is said to be observable if a full rank spanning tree

can be achieved [22].

Example 2.2

Referring back to the 4-node example in Figure 2.1, if a µPMU were to be placed at node 2,

complete observability would be achieved. By measuring the voltage at node 2 and all currents

flowing into and out of node 2, and assuming the line impedance is known, the voltages at nodes

1, 3, and 4 can be accurately calculated.

2.2.3 Redundancy

Redundancy of a system is related to the reliability of the system. It can be calculated using two

indices as proposed in [23]: Bus Observability Index (BOI) and System Observability Redundancy

Index (SORI). The BOI (βi) for each node is the number of µPMUs measuring each node. SORI

(γ) adds all BOI values as seen in (2.3). For this equation, i corresponds to the node number and n

is the total number of nodes for the given distribution network.
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γ =
n

∑
i=1

βi (2.3)

If a µPMU placement set has a high SORI value, it will be measuring more nodes in the event of

a µPMU failure. Therefore, the µPMU placement set is said to be reliable. This will be explained

more in the following example.

Example 2.3

An example illustrating the importance of having high redundancy is shown below. In Figure 2.2

below, there is a completely observed 7-node network. If the µPMU located on bus 2 or bus 6

failed, only one node would be unobserved (nodes 1 and 7, respectively). If the µPMU on bus 4

failed, then two nodes would be unobserved (nodes 4 and 5). Therefore, in the worst-case scenario

for this particular µPMU placement set, two nodes would be unobserved if a µPMU were to fail.

The best-case scenario is only one node would be unobserved.

Figure 2.2: Example µPMU placement for a 7-node system.

Now, view Figure 2.3 below. The µPMUs are placed differently, however, complete observ-

ability is still achieved and the number of µPMUs used are the same. If a µPMU were to fail at

bus 1 or bus 7, two nodes would be unobserved (nodes 1 & 2 and nodes 6 & 7, respectively). If the

µPMU located at bus 4 were to fail, three nodes would be unobserved (nodes 3, 4 and 5). For this

placement set, the worse-case scenario is three unobserved nodes in the case of a µPMU failure.

Alternatively, the best-case scenario would see two nodes unobserved. Clearly, the placement set

in Figure 2.2 is preferable to the one in Figure 2.3.
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Figure 2.3: Example µPMU placement for a 7-node system.

This preference can also be determined by comparing the SORI values. The SORI value for

the placement set in Figure 2.2 is 10 and the SORI value for Figure 2.3’s placement is 7. Since

a higher SORI value corresponds to a higher system reliability, it can again be concluded that the

µPMU placement depicted in Figure 2.2 is preferable.

2.2.4 Network Reconfiguration

Switches are common on distribution systems. They are there to reduce power losses and improve

power quality [24] by opening and closing them at key times. Therefore, network reconfiguration

refers to the changing configurations that occur when switches change their status from open to

closed, or vice versa. If a system had two switches for example, it would have four configurations:

• Configuration 1: switch 1 - open, switch 2 - open

• Configuration 2: switch 1 - open, switch 2 - closed

• Configuration 3: switch 1 - closed, switch 2 - open

• Configuration 4: switch 1 - closed, switch 2 - closed

As the number of switches increases, so does the complexity of the number of configurations.

This factor is important to consider because a µPMU placement set may achieve complete

observability for one configuration, but not another. Therefore, µPMUs need to be placed in such

a way that complete observability is achieved regardless of the switch(es) status.
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Example 2.4

In order to visualize this, a simple example is shown below in Figure 2.4. It is the same placement

from Figure 2.3, but this time there is a switch. When the switch is closed, complete observability

is achieved. However, if the switch is open, there is no way to observe node 3.

Figure 2.4: Example µPMU placement for a 7-node system with a switch.

If the switch had been considered, the µPMUs would likely have been placed as in Figure 2.5,

which is the same placement from Figure 2.2 but now includes the switch. It can be seen that

regardless of the status of the switch, complete observability is always achieved.

Figure 2.5: Example µPMU placement for a 7-node system with a switch.

2.2.5 Optimization Algorithms

Optimization algorithms can be used to place a minimum number of PMUs optimally on the net-

work. The algorithms can be classified as deterministic or stochastic. Deterministic algorithms

follow a strict path. In essence, each time the program is run, the algorithm will follow the exact

same steps each time. On the other hand, stochastic algorithms tend to have some randomness and

may take a slightly different path when the program is run.
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The PMU placement problem typically uses stochastic algorithms, which can further be broken

down into heuristic and metaheuristic [25]. Heuristic and metaheuristic algorithms were proposed

in the early 1970’s to overcome problems such as risk of divergence and difficulties passing over

local optimal solutions [26]. Heuristic algorithms can either produce a good approximation or an

exact solution, depending on the algorithm itself [21]. Typically, an algorithm will either provide

a good approximate solution reasonably fast or it produces a global optimum solution and is com-

putationally expensive. Metaheuristic algorithms can be defined the same as heuristics, however,

they generally perform better [25].

2.3 Previous µPMU Placement Methods

This review focuses on papers that placed µPMUs for complete observability of distribution net-

works. The optimization algorithms used in these papers were: integer programming, exhaustive

search method, simulated annealing, graph theory, and greedy algorithm. These algorithms will be

explained and the papers will be analyzed to highlight the advantages, disadvantages, and limita-

tions of the methods where present.

2.3.1 Integer Programming

Integer programming is the most popular method to place PMUs on a network. This is due to the

fact it guarantees finding the minimum number of PMUs needed for any network. It is defined as

a mathematical programming method that finds the maximum or minimum of a linear objective

under linear constraints [25]. The disadvantages of this method are its high computation time and

there is no way to include preferred places to place the µPMUs. For example, if a µPMU is placed

at an end node, it is only able to observe that node and one other. Therefore, it is better to place

them elsewhere in order to optimize the use of µPMUs and achieve a higher redundancy.

This problem can be formulated using (2.4) below.
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min
n

∑
i

wixi

subject to: f (x) = A.x >= b

(2.4)

The variable wi is the cost of a µPMU installed at bus i and the total number of buses is n.

Typically, it is assumed that the cost is the same at any location. b is a vector and it relates to

the redundancy of the system. Essentially, it would be a desired BOI vector as described earlier.

This can be used to meet a certain redundancy requirement for the system, however it is usually

assumed to be a vector of ones. x is a binary decision variable vector and is defined in (2.5) below:

xi =

1, if a µPMU is located at bus i

0, otherwise
(2.5)

Three papers used integer programming to place µPMUs: [19], [27], and [28].

In [19], they formulated the µPMU placement problem based on a few assumptions:

1. µPMUs have unlimited channels

2. Each node has communication available

3. The cost to install a µPMU is the same for any node, i.e. wi is just a vector of ones

4. b was also chosen to be a vector of ones

The goal of their paper was to reduce the computation time. In order to do this, they separated

the test feeders into primary and secondary networks. The primary network is chosen first and in

their example, they chose the path containing the largest number of consecutively connected buses.

The rest of the buses form the secondary network. They would solve the primary network first to

be completely observable while ignoring the secondary network. Then, the secondary network can

be solved. There is a reduced number of buses to consider when solving the secondary network as

some will be observed from the primary network µPMU placement, decreasing computation time.
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They tested their method on IEEE feeders: 13-node, 34-node and 123-node. In their results,

they were able to achieve a 19% faster computation time for the 13-node network, 51% for the 34-

node network and 60% for the 123-node network when compared to the classic integer program-

ming method. However, although they achieved a faster computation time, they did not achieve

the minimal µPMU case. Another issue with this method is the way they described how to choose

a primary network. There can be multiple choices for the primary network and a different choice

could lead to even more µPMUs needed for complete observability of the system. Finally, as

it is not possible to include preferred nodes to place µPMUs on for integer programming, many

µPMUs were placed on end nodes. When µPMUs are placed on end nodes, it leads to a much

lower SORI value and therefore a less robust and less reliable system. Their µPMU placement for

the IEEE 34-node feeder can be seen in Figure 2.6 below.

Figure 2.6: IEEE 34-node µPMU placement results from [19].

In [27], they used integer programming in order to place µPMUs on distribution systems.
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However, the focus on this paper was network reconfiguration. They explained that a change in

network configuration can have a large impact on optimal PMU placement.

Similar to [19], they decided to keep b from (2.4) as a vector of ones. After some analysis,

they came to an inequality which they applied and closed all switches in order to achieve complete

observability for all configurations. Then, (2.4) will become (2.6) below.

min
n

∑
k=1

wkxk

subject to: f (x) = A.x ≥ b

(2.6)

Where A is the connectivity matrix and is described in (2.7) below.

Akl =


r, if k = l

1, if bus k is connected to bus j i

0, otherwise

(2.7)

They essentially transform the constraints of all configurations into one general form they solve.

The detriment of this method is that it overcomplicates the problem and does not lead to a minimal

µPMU case. They tested their method on IEEE networks: RBTS-2 and 33-node. Their system and

placement method for the 33-node feeder can be seen in Figure 2.7 below. Note that µPMUs were

again placed on end nodes. For this network, if a µPMU were placed on node 2, the µPMUs from

nodes 1, 3 and 19 could all be removed while still achieving complete observability.
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Figure 2.7: IEEE 33-node µPMU placement results from [27].

In [28], their focus was mainly on µPMU placement for incomplete observability, using state

estimation to estimate the remaining values. However, they did include placement for complete

observability in one of their cases therefore it was included in this literature review. As the topic of

19



model order reduction or state estimation is not relevant to this thesis, it will not be described. A

standard integer programming method was used to place the µPMUs. They tested their method on

IEEE 34-node and 123-node test feeders. Their placement results for the IEEE 34-node feeder can

be seen below in Figure 2.8. They did not achieve the minimal case for this feeder, but did achieve

minimal results for the 123-node feeder. Again, it can be seen that µPMUs were placed on end

nodes, corresponding to a lower SORI value.

Figure 2.8: IEEE 34-node µPMU placement results from [28].

To summarize, the integer programming method of solving the µPMU placement problem has

the disadvantage of typically placing µPMUs on end nodes. This corresponds to a lower SORI

value and therefore lower system reliability. Furthermore, none of the papers described were able

to achieve consistently minimal results.
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2.3.2 Exhaustive Search Method

The exhaustive search method evaluates all possible options and combinations in order to find

the global optimum [29]. Similar to integer programming, it finds the minimal case for µPMU

placement. Unlike integer programming, because all possible µPMU placement configurations

are found, it is able to find a placement set with a high redundancy. However, due to its exhaustive

nature, it is too computationally expensive for large networks [30].

Two papers used an exhaustive type search method and both were written by the same authors:

[29] and [13].

In [29], they tried to reduce the computation time of the exhaustive search method. To do

this, they first reduced the search space by removing certain nodes as possible µPMU placement

locations. The first type of nodes removed were end nodes. As stated in the integer programming

section, this is not a desirable location for µPMU placement because it is only able to observe itself

and one other node. The second type of nodes they removed from the search space were the nodes

connected to end nodes. The reason for this is such: in order to observe the end nodes without

placing a µPMU there, there would have to be a µPMU placed at the node connected to it.

Next, they attempted to narrow the search range for how many µPMUs would be needed in

order to achieve complete observability of a distribution network. They used (2.8) to do this. The

variable N is the number of buses and NUB
P is the theoretical “upper bound” or maximum number

of µPMUs that would be needed.

NUB
P =

N
2

(2.8)

Due to their preprogramming steps, some µPMUs would already be assigned to the nodes that

are connected to end nodes. Therefore, NUB
P can be further broken down into (2.9) as seen below.

NUB
P = Npre +Nunobs (2.9)

Once these preprogramming steps have been completed, their exhaustive algorithm can be run.
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The algorithm can be summarized in the following steps:

1. Start searching with the number of µPMUs equal to the midpoint of a lower search bound

and the upper search bound described above. This midpoint value is the test point. The lower

search bound starts at 0.

2. For the test point, all combinations are generated and tested.

3. If one of the combinations can make the system completely observed, the test point becomes

the upper limit. If it doesn’t, the test point becomes the lower limit. This continues until the

difference between the upper and lower limit is one.

4. The final result, number of µPMUs needed, is the last upper limit.

Occasionally, multiple solutions with the same minimal number of µPMUs are found. In this

case, the optimum solution would be the one with the highest SORI value.

They tested their algorithm on three IEEE feeders: 13-node, 34-node and 37-node. Their place-

ment result for the 34-node feeder can be observed in Figure 2.9. They were able to achieve the

minimal µPMU case for all networks they tested. Although they did achieve a faster computation

time than the standard exhaustive algorithm, this method is still not feasible for even a slightly

larger network such as the IEEE 123-node network.
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Figure 2.9: IEEE 34-node µPMU placement results from [29].

Example 2.5

This example will work through the exhaustive algorithm steps for the IEEE 123-node network in

order to highlight the extensive computation time that would be needed.

This network would have an original theoretical upper-bound of 123/2 = 61.5 which would be

rounded up to 62. The number of end nodes is 46, therefore 46 µPMUs would be placed on the

nodes connected to those end nodes. The lower search bound will start with 0 and the upper bound

is 62−46 = 16. The test point will be the middle of the bound which is 8.

To summarize, at this point 46 µPMUs have been placed, and a further 46 are end nodes.

Therefore, the remaining nodes in the search space has been reduced to 123−46−46= 31 possible

places.

The test point, 8, will find every combination of places in those 31 spaces. Using (2.10) below,

which is a standard formula to calculate the number of possible combinations without repetition,
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the number of combinations can be found.

Cn,k =
n!

k!(n− k)!
(2.10)

In our case, n is 31 and k is 8. This calculation comes out to be 7,888,725. Therefore, over

7 million different placement configurations would be tried and tested to see if complete observ-

ability occurs. This is a staggering number and it is just the first iteration. After testing these

combinations, the number 8 would either become the new upper limit or the new lower limit,

and another iteration would be done. Testing these possible combinations would require exten-

sive computation time, which would only increase as the network size increases. Therefore, this

method is not feasible to use for µPMU placement.

In [13], which is written by the same authors as [29], they supply another exhaustive search

algorithm that has the same preprogramming steps. The only difference this algorithm has is in

steps 1 and 3. In step 1, the test point is the upper bound, instead of it being the middle number.

In step 3, after each iteration, the upper bound is decreased by one. The end result is the same for

both papers.

2.3.3 Simulated Annealing

This method is inspired from annealing in metallurgy and is operated by trying random variations

of the current solution [30]. It is faster than exhaustive search as all combinations are not tried

[29]. The disadvantage of this method is its aim is to find a good approximation, not an optimal

solution [6]. Therefore, the minimal µPMU case may not be achieved and it would be possible for

µPMUs to be placed on end nodes (unless customization were done to prevent this).

The same paper that used the exhaustive search method also explored simulated annealing [29].

They applied the same pre-programming steps in order to reduce computation time. Afterwards,

they applied their simulated annealing algorithm. The steps to the simulated annealing algorithm

are summarized below:

1. The test point is chosen as the midpoint between a lower bound and an upper bound. The

24



lower bound starts at 0 and the upper bound starts as half the total number of buses as

described in (2.8).

2. Then, generate a random placement set with the number of µPMUs equal to the test point.

3. Move one of the µPMUs to a space not occupied by a µPMU. These locations exclude end

buses and those connected to end buses.

4. If complete observability is achieved, the lower bound is changed to equal the test point. If

complete observability is not achieved, go to step 3. If incomplete observability occurs after

several µPMU moves, then the upper bound is changed to equal the test point.

5. This continues until the difference between the upper and lower limits is equal to 1.

Note that this method is a little more complex than the summarized steps listed and the full

method can be read in [29].

Again, minimal results were achieved using this customized simulated annealing algorithm.

The µPMU placement set result was identical to that of their customized exhaustive one. How-

ever, although this method should yield faster results than exhaustive, the results section in [29]

show that this algorithm was much slower than their customized exhaustive method. In fact, their

exhaustive algorithm yielded results about 91% faster than the simulated annealing algorithm.

2.3.4 Graph Theory

Graph theory converts the network into a graph where the buses become vertices and the distribu-

tion lines become edges [31].

In [31], they approached the optimal µPMU placement problem in a graph theoretical way.

Some terminology is described below:

• Pendant vertex: end node

• Cut vertex: all other nodes
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Their proposed method to place µPMUs occurs in two stages. Stage 1 can be summarized

below in one step:

1. Highlight pendant vertices and place µPMUs at the cut vertices connected to the pendant

vertices.

Stage 2 is summarized in two steps below.

1. Find and group the unobserved vertices into groups of no more than 3.

2. Install one µPMU per group which makes that group observable.

They tested their algorithm on standard IEEE test feeders: 13-node, 34-node, and 37-node. At

first glance, it appears this method is extremely fast, provides minimal results, and provides a high

redundancy. However, they did not consider network reconfiguration and, upon further inspection,

this method may not be able to consistently provide the minimal µPMU case. If there is a larger

and more complex network, such as the 123-node, depending on how the unobserved nodes are

grouped, different non-optimal results may occur. Their placement result for the 34-node can be

seen below in Figure 2.10.
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Figure 2.10: IEEE 34-node µPMU placement results from [31].

2.3.5 Greedy Algorithm

This algorithm always takes the best immediate solution [15], hence the term “greedy.” It is gen-

erally fast, easy to implement and is adaptable [21]. The disadvantage to this method is it pro-

vides a good approximation, and not a minimal µPMU placement case. The advantage to this

method, other than fast computation time, is it places µPMUs in such a way that high redundancy

is achieved.

The two papers that used the greedy algorithm to place µPMUs were [32] and [24] and they

were written by the same authors.

Additionally, these two papers and [27] were the only papers that considered network recon-

figuration. They used ant colony optimization to solve the network reconfiguration problem and a

greedy algorithm to optimally place µPMUs. Their goal was to see the effect of network recon-

figuration on µPMU placement. They tested their algorithm on the base case, which assumed no
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switches were on the network, as well as different network configurations.

Their greedy algorithm can be described in the following steps:

1. Place a µPMU at a bus that can observe the highest number of buses that do not contain a

µPMU.

2. Is complete observability achieved? If complete observability is not achieved, go to step 1.

If complete observability is achieved, end program.

They tested their method on the IEEE 33-node feeder. Unfortunately, they did not achieve

a minimal µPMU placement result for even the base configuration. Furthermore, the number of

µPMUs needed increased for each different network reconfiguration. The placement result for

the base case can be seen below in Figure 2.11. Their result would still be completely observable

even if the µPMU at node 23 were removed. Note that due to the inherent nature of the greedy

algorithm, no µPMUs were placed on end nodes.
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Figure 2.11: IEEE 33-node µPMU placement results from [32].
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2.4 Summary

Integer programming methods have the advantage of being able to find the global optimum, which

in this case refers to the minimal µPMU case. However, their high computation time and typically

low redundancy solutions make them a less feasible choice to solve the optimal µPMU placement

problem for distribution systems. On the other hand, exhaustive algorithms provide a high redun-

dancy solution while still achieving a minimal µPMU case. However, their extensive computation

time is simply not feasible for larger networks, even with some preprogramming steps.

Graph theory and greedy algorithms are both good candidates for solving the µPMU problem.

However, they would need to be customized in order to provide or consistently provide the minimal

µPMU solution.

Lastly, network reconfiguration was not considered in most papers, even though this is an

important factor to consider since distribution networks can be reconfigured. The ones that did,

vastly overcomplicated the problem and the results were solutions that did not provide the minimal

µPMU case.

These findings are summarized in Table 2.1 below. The bolded cells depict a favorable charac-

teristic.

Table 2.1: Binary Comparison Summary of Review Algorithms

Minimum µPMUs on High Consider network

Method µPMU case? end nodes? computation? reconfiguration?

Integer Programming [19] no yes yes no

Integer Programming [27] no yes yes yes

Integer Programming [28] no yes yes no

Exhaustive Search [29], [13] yes no yes no

Simulated Annealing [29] yes no yes no

Graph Theory [31] yes no no no

Greedy Algorithm [32], [24] no no no yes
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In conclusion, there has yet to be an algorithm that is simple to implement, have a computation

time low enough that is feasible to use in the real world, is highly redundant, considers network

reconfiguration and produces consistently minimal results.
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Chapter 3

Proposed Hybrid Greedy µPMU Placement

Algorithm

3.1 Overview

This chapter will explain the proposed placement algorithm, which is a hybrid greedy algorithm.

In Section 3.2, the assumptions that were used in the placement algorithm are reviewed. In Sec-

tion 3.3, an explanation of how network reconfiguration was considered is provided. Following

this, Section 3.4 provides detail for the proposed algorithm. Finally, Section 3.5 summarizes the

chapter.

3.2 Assumptions

The following assumptions were used to create the proposed algorithm. They are listed as follows:

1. Distribution networks are balanced. Therefore, only one phase was considered.

2. µPMUs have unlimited channels. That means if a µPMU were placed at a node, it would be

able to measure the voltage phasor of that node and an unlimited number of current phasors

incident to the node.
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3. Line impedances are known. Knowing the line impedances allows for the calculation of

surrounding node voltage values.

4. It costs the same to place a µPMU anywhere on the network.

5. Switches are ideal components. Therefore, if a switch was closed, the two nodes immedi-

ately before and after it would “merge” into one node.

These assumptions are consistent with the other works discussed in Chapter 2.

3.3 Network Reconfiguration

As explained in Section 2.2, network reconfiguration is a very important factor to consider. In

order to take this factor into account, a straightforward solution is proposed. It was assumed that

the worst-case scenario was in effect: all switches were “open”. This way, even when the switches

were closed, complete observability is still achieved. This idea is best illustrated with an example,

which will be an expansion from the Network Reconfiguration section in Section 2.2.

Example 3.1

Figure 3.1 below depicts a 7-node feeder with one switch. Taking the worst-case scenario, this

switch is assumed to be open. In order to achieve complete observability of this network, three

µPMUs are needed. Since the switch is open, the only way to observe nodes 4 and 5 would be to

place a µPMU at either node 4 or node 5. The best placement would be to place the µPMU at node

4 as a higher SORI value would be achieved when the switch is closed. The other two µPMUs

can be placed at nodes 2 and 6 in order to achieve the minimal case with the highest redundancy.

There are other placement options for those two µPMUs, however they would achieve a lower

SORI value.
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Figure 3.1: Simple 7-node network with a switch.

This placement can be seen below in Figure 3.2. Now, if the switch is open or closed, complete

observability is achieved.

Figure 3.2: Simple 7-node network with a switch.

3.4 Hybrid Greedy µPMU Placement Algorithm

The goal of the proposed algorithm was to achieve the combined benefits of the previous literature

which can be summarized as follows:

• Completely observed network with minimum or near minimum number of µPMUs

• Computationally inexpensive

• High SORI value

• Achieve complete observability under any configuration

• Simple input: connectivity matrix
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Note that if the minimum number of µPMUs is not achieved for a particular network using the

proposed algorithm, it is only off by a difference of one µPMU and the trade-off is a much higher

reliability. This will be explained in Section 4.4.

The proposed algorithm is a hybrid greedy algorithm with one input: the connectivity matrix.

This connectivity matrix is built with all switches set to the “open” position in order to take into

account network reconfiguration. The greedy algorithm was chosen as it is computationally inex-

pensive, easily adaptable, and it inherently places µPMUs in such a way that a high SORI value is

achieved. The algorithm outputs the number of µPMUs needed for a given network and on which

nodes to place them.

This hybrid greedy algorithm is comprised of five parts: pre-greedy algorithm, greedy algo-

rithm, configuration 1, configuration 2, and final solution.

3.4.1 Pre-greedy Algorithm

In general, greedy algorithms are a computationally inexpensive method to place µPMUs. How-

ever, due to the fact that distribution networks can have hundreds of thousands of buses, it is

important to decrease the computation time as much as possible in order to find a solution in a

reasonable amount of time for real-world networks. Therefore, a pre-greedy algorithm step was

taken.

This pre-greedy algorithm step simply identifies end nodes and places µPMUs on the nodes

connected to end nodes, similar to what was done in [29] and [31]. By placing µPMUs at the

nodes connected to end nodes, a higher SORI value is achieved and the system is more reliable.

As the connectivity matrix is the sole input to the customized greedy algorithm, end nodes

and nodes connected to end nodes must be identified from that matrix. This can be done in the

following steps:

1. Find the columns in the connectivity matrix that have only two 1’s in it.

2. Look at the rows of the columns from step 1.
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3. Find the row number that is not the same as the column number and has a “1” located there.

This row number will correspond to the node that is connected to the end node.

To illustrate these steps, an example is used.

Example 3.2

This example is based on a 7-node network as seen in Figure 3.3. It’s corresponding connectivity

matrix can be seen in (3.1).

In the first step, we need to identify the end nodes. If we look at the connectivity matrix, we

can see the only columns that contain two 1’s are columns 1, 5, and 7. This directly corresponds

to the end nodes as they are numbered in Figure 3.3.

Next, the nodes connected to end nodes can be identified. Let us focus on the first end node,

node 1. We will look at column 1 of (3.1) and isolate the rows that contain 1’s. Now, we find the

row number that is not the same as the column number, which is column 1, and has a “1” located

there. This corresponds to row 2. Therefore, node 2 is connected to node 1 and node 1 is an end

node. Now that we have identified this, we can place a µPMU on node 2.

These same steps can be done for end nodes 5 and 7 which would correspond to placing µPMUs

at nodes 4 and 6.

Figure 3.3: 7-node radial network.
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A =



1 2 3 4 5 6 7

1 1 1 0 0 0 0 0

2 1 1 1 0 0 1 0

3 0 1 1 1 0 0 0

4 0 0 1 1 1 0 0

5 0 0 0 1 1 0 0

6 0 1 0 0 0 1 1

7 0 0 0 0 0 1 1



(3.1)

The µPMUs that are placed during the pre-greedy algorithm portion will be fixed µPMUs and

will not move during configuration 1 and 2 of the proposed algorithm. This is because the µPMUs

need to be here in order to observe the end nodes.

3.4.2 Greedy Algorithm

Once the µPMUs have been placed on the nodes connected to the end nodes, the greedy algorithm

portion runs. The steps to this part of the algorithm are summarized below and an example follows

to further explain the steps.

1. Determine the number of nodes a µPMU could observe if it was placed there. If that node

already has a µPMU there, or it is an end node, a “0” goes here.

2. Place the µPMU at the node that will observe the highest number of nodes.

3. Continue step 2 until complete observability has been achieved.

To understand these steps, a 9-node network has been created as seen in Figure 3.4. This net-

work has no switches and contains three µPMUs that were placed from the pre-greedy algorithm

part.
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Figure 3.4: Simple 9-node radial network.

In step 1, the algorithm determines how many nodes a µPMU could observe if it were placed

there. The result is a vector of values as given by (3.2). Note that the column numbers refer to

node numbers, similar to the connectivity matrix. For example, if a µPMU were to be placed at

node 3, it would be able to observe three nodes: node 2, node 3, and node 4.

O =

( 1 2 3 4 5 6 7 8 9

0 0 3 3 3 0 0 0 0

)
(3.2)

In step 2, the µPMU is placed at the node that can observe the highest number of nodes and

does not currently have a µPMU on it. According to this vector, a µPMU should be placed at

either node 3, node 4 or node 5. Due to the way the algorithm runs, a µPMU will be placed at the

first node it “encounters” which would be node 3.

In step 3, the algorithm will check to see if complete observability has been achieved. To do

this, another matrix is used. This matrix can be defined in (3.3) below. Essentially, if a µPMU is

located on a node, that column of the B matrix will be identical to the column in the connectivity

matrix. Otherwise, the column will only have “0’s” in it.

B(:, j) =

A(:, j), if µPMU is placed at node j

0, otherwise
(3.3)

The specific “B” matrix for this example, after the µPMU has been placed at node 3, can be

seen in (3.4).
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B =



1 2 3 4 5 6 7 8 9

1 0 1 0 0 0 0 0 0 0

2 0 1 1 0 0 0 0 1 0

3 0 1 1 0 0 0 0 0 0

4 0 0 1 0 0 0 0 0 0

5 0 0 0 0 0 1 0 0 0

6 0 0 0 0 0 1 0 0 0

7 0 0 0 0 0 1 0 0 0

8 0 1 0 0 0 0 0 1 0

9 0 0 0 0 0 0 0 1 0



(3.4)

In order to see if complete observability has been achieved, the rows are checked one by one. If

there is at least one “1” in every row, the system is completely observed. In this example, complete

observability is achieved after placing a µPMU at node 3

Note that the same result would have been achieved if a µPMU were placed at nodes 4 or 5

instead of node 3. Complete observability would have been achieved for all three cases and the

SORI value would have also been the same, due to each node being able to observe 3 nodes if a

µPMU were placed there.

Once complete observability has been achieved, the greedy algorithm part of the proposed

algorithm finishes. The µPMUs placed during the greedy algorithm stage are unfixed. This means

that they may be shifted during the configuration 1 and 2 portions of this algorithm.

After the greedy algorithm step, there can be more µPMUs placed than are needed. The table

below compares how many µPMUs are placed after the greedy algorithm part finishes with the

minimal number case. The minimal number case was found using an integer programming method.
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Table 3.1: Greedy Algorithm µPMU Placement

IEEE test feeder # of µPMUs (greedy) # of µPMUs (integer)

13-node 5 5

33-node 12 11

34-node 13 12

37-node 12 12

123-node 47 47

These values are very close. However, some customization was done in order to closer match

the minimum case for all networks as well as make the algorithm more robust.

3.4.3 Configuration 1

This part of the algorithm, called configuration 1, starts with the placement results from the pre-

greedy and greedy algorithm parts. The next steps can be described as follows:

1. Remove an unfixed µPMU

2. If complete observability is still achieved, save this configuration. If not, place the µPMU

back.

3. Continue steps 1 and 2 until all unfixed µPMUs have been systematically removed and tested

for complete observability.

Referring back to the example in Figure 3.4, the only unfixed µPMU is the one that was placed

at node 3 during the greedy algorithm part. In this case, when removed, complete observability

would not occur. Therefore, it would be placed back and this part of the algorithm would end.

3.4.4 Configuration 2

This part of the algorithm is called configuration 2 and it also takes the results from the pre-greedy

and greedy algorithm parts. The steps for this part of the algorithm can be outlined as follows:
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1. Place a µPMU on a node that would observe the largest number of nodes, is not an end

node, and does not already contain a µPMU. The µPMU placed here will be referred to as

“µPMU A”.

2. Remove the µPMU that was observing the node that now has “µPMU A” on it. Note that

the µPMU must be unfixed in order to remove it. If the only µPMU(s) observing that node

is/are fixed, none will be removed.

3. Remove a different unfixed µPMU and check for observability.

4. If this configuration achieves complete observability, then it is saved and the algorithm goes

back to step 1.

5. If this configuration does not achieve complete observability, place the unfixed µPMU back

and go to step 3. This will continue until all µPMUs have been systematically removed and

the system checked for complete observability.

6. If all free nodes (that are not end nodes) have had a µPMU placed on it (from step 1) and

other unfixed µPMUs systematically removed and checked for observability, the algorithm

ends.

Note that configuration 2 is very similar to configuration 1, the only difference is it tries shifting

an unfixed µPMU before systematically trying to remove them.

To explain these steps further, an example is provided below.

Example 3.3

The IEEE 34-node network is explored in this example. After the pre-greedy and greedy algorithm

part of the algorithm runs, the placement result can be seen in Figure 3.5 below. Thirteen µPMUs

were placed, however, we know from the integer programming result shown in Table 3.1 that only

twelve µPMUs are needed for complete observability.
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Figure 3.5: IEEE 34-node µPMU placement after greedy algorithm part runs.

For step 1 to occur, it would look at the “O” vector for this network as seen in (3.5) and (3.6).

Note that the vector was split into two equations due to its length for the purposes of this thesis.

Again, the column numbers refer to the node numbers. Then, during step 1, it would place a

µPMU at a free node that would be able to observe the highest number of nodes and the µPMU(s)

observing that node is/are not fixed µPMU(s).

O1 =

( 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18

0 0 3 0 0 0 3 3 0 3 0 0 0 0 3 3 0 0

)
(3.5)
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O2 =

( 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34

3 4 0 0 0 0 0 3 3 0 0 3 0 0 0 0

)
(3.6)

In this case, node 20 has the highest number of nodes it could observe if a µPMU were placed

there. However, from Figure 3.5, it can be seen that the two µPMUs observing node 20 are fixed

µPMUs (because they are connected to end nodes). Therefore, a µPMU will not be placed here.

Next, it would look at the second-best case, a node that could observe three nodes if a µPMU were

placed there. The first node it would check is node 3. However, similar to node 20, it is only being

observed by fixed µPMUs. Therefore, it would look to the next node which is node 7. In this case,

a µPMU will be placed here as the µPMU observing node 7 is not fixed.

In step 2, the µPMU that was observing node 7 will be removed. Referring to Figure 3.5, it can

be seen that the µPMU that was observing node 7 is located at node 6. Note that this is effectively

shifting the µPMU from node 6 to node 7.

Now, starting in step 3, an unfixed µPMU will be removed and observability will be tested. The

first unfixed µPMU (that is not the one we just shifted), is the µPMU located at node 9. Therefore,

this µPMU will be removed and the observability of this placement will be tested. After checking

the observability, it is found that complete observability is still achieved when the µPMU from

node 9 is removed.

Therefore, in step 4, this configuration will be saved, and the algorithm will try to repeat to see

if even more µPMUs can be removed. In this test case, it is not possible as this is the minimum

µPMU case.

In step 5, if complete observability was not achieved, the µPMU would be placed back onto

node 9, and the next unfixed µPMU would be removed.

In step 6, the algorithm would look to see if every unfixed µPMU has been shifted. So far,

only one µPMU has been shifted. Therefore, the algorithm will be repeated from step 1 until every

unfixed µPMU has been effectively shifted.
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3.4.5 Final Solution

Now, there are two configurations which have been saved from the configuration 1 and configura-

tion 2 parts of this algorithm. Therefore, the last part of this algorithm will choose the configuration

that has the smaller number of µPMUs.

The algorithm can be summarized in Figure 3.5 below.
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Figure 3.6: Flow diagram of the hybrid greedy algorithm.
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3.5 Summary

The proposed hybrid greedy algorithm optimally places µPMUs on a given distribution network

while considering network reconfiguration. It is computationally fast and it is easy to implement

as the only input needed is the connectivity matrix. This algorithm inherently places µPMUs in

such a way that a high SORI value is achieved because it focuses on placing µPMUs at the buses

that can observe the highest number of nodes.
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Chapter 4

Results and Analysis

4.1 Overview

In this chapter, the results of the proposed algorithm will be reviewed. First, in Section 4.2, the

placement results from the proposed algorithm are shown and explained. Next, in Section 4.3,

the results of the proposed algorithm are compared with the results from the previous works from

Section 2.3. In Section 4.4, the proposed placement’s reliability was tested in the event that 1, 2,

and 3 µPMUs failed. Finally, Section 4.5 summarizes the chapter and highlights the key findings.

4.2 Placement Results

This section reviews the µPMU placement from the proposed algorithm for the following IEEE

distribution test feeders: 13-node, 33-node, 34-node, 37-node and 123-node.

4.2.1 IEEE 13-node network

The IEEE 13-node feeder was the smallest feeder tested. It is comprised of thirteen buses and one

switch. Since this algorithm takes into account network reconfiguration, the switch was assumed

to be open. In order to have complete observability of the system under any configuration, six

µPMUs would be needed, as seen below in Figure 4.1.
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Figure 4.1: Proposed hybrid greedy µPMU placement on IEEE 13-node feeder with switch
open.

Previous literary works, explained in Section 2.3, assumed the switch was closed, which is

considered normal operation. If the switch is closed, only five µPMUs are needed which can be

seen in Figure 4.2 below.

Figure 4.2: Proposed hybrid greedy µPMU placement on IEEE 13-node feeder with switch
closed.

4.2.2 IEEE 33-node network

The IEEE 33-node feeder is comprised of 33 nodes and no switches. The hybrid greedy algorithm

placed twelve µPMUs in order to achieve complete observability, as seen below in Figure 4.3.
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Figure 4.3: Proposed hybrid greedy µPMU placement for IEEE 33-node feeder.

However, according to integer programming, only 11 µPMUs are needed for the minimal case.

Integer programming would place the µPMUs as seen in Figure 4.4 below.
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Figure 4.4: Integer programming µPMU placement for IEEE 33-node feeder.

The proposed algorithm was unable to achieve this minimal µPMU placement configuration

due to its greedy aspect. During the greedy algorithm part of the proposed algorithm, the first

µPMU will be placed on node 6 as it will be able to observe four nodes. After the µPMU on node
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6 is placed, the rest of the µPMUs are placed accordingly in order to achieve complete observabil-

ity. Now, in order to achieve the minimal case seen in Figure 4.4, multiple µPMUs would have to

be shifted simultaneously before the excess µPMU can be removed. Currently, the proposed al-

gorithm only shifts one µPMU at a time during configuration 2. However, although the minimum

case is not achieved, there is a tradeoff which makes the proposed placement configuration a more

desirable option. This is explained in Section 4.4.

4.2.3 IEEE 34-node network

This IEEE network has 34 nodes and no switches. The placement for this feeder can be seen below

in Figure 4.5. Only twelve µPMUs were placed for complete observability, which is the minimal

case.

Figure 4.5: Proposed hybrid greedy µPMU placement for IEEE 34-node feeder.
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4.2.4 IEEE 37-node network

The IEEE 37-node network is composed of 37 nodes and no switches. The µPMU placement from

the hybrid greedy algorithm can be seen in Figure 4.6 below. Again, it was found that only twelve

µPMUs were needed for complete observability of the system, which is consistent with the results

from the integer programming method.

Figure 4.6: Proposed hybrid greedy µPMU placement for IEEE 37-node feeder.

4.2.5 IEEE 123-node network

This network was both the largest and most complex network tested. It is comprised of 123 nodes

and twelve switches. It takes 47 µPMUs to achieve complete observability when taking into ac-

count network reconfiguration, as seen in Figure 4.5. Note that some nodes located on the “out-

side” of the network, nodes 124 to 129, would not be observed if the switches were open which

was assumed to be okay. Again, this assumption is consistent with the previous works. When the
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switches are closed, nodes 124 to 129 are observed.
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Figure 4.7: Proposed hybrid greedy µPMU placement for IEEE 123-node feeder.
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4.2.6 Results Summary

The results from the proposed hybrid greedy µPMU placement algorithm are summarized in Ta-

ble 4.1 below. Note that this algorithm is extremely fast, even for the larger 123-node network.

The algorithm was run with MATLAB version R2017a on a MacBook Pro which has an Intel Core

i5 processor with a speed of 2.3 GHz.

Table 4.1: Results of the Proposed Hybrid Greedy µPMU Placement Algorithm

Test Feeder Number of µPMUs Computation Time (s) SORI

13-node 5 0.0003 20

33-node 12 0.009 39

34-node 12 0.002 42

37-node 12 0.002 47

123-node 47 0.04 168

4.3 Comparisons to Past Works

The proposed algorithm and previous works were compared on three factors. The first factor was

the number of µPMUs needed for complete observability of the distribution networks tested. This

can be seen in Table 4.2 below. The values on the table were taken from the results section in the

sources listed. Each paper did not test for every network, therefore there is not a value in every

space. The proposed algorithm placed either the same, or lower, number of µPMUs for the same

networks.
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Table 4.2: Number of µPMUs placed

Method 13-node 33-node 34-node 37-node 123-node

Integer Programming [19] 6 13 49

Integer Programming [27] 17

Integer Programming [28] 13 47

Exhaustive Search Method [29], [13] 5 12 12

Simulated Annealing [29] 5 12 12

Graph Theory [31] 5 12 12

Greedy Algorithm [32], [24] 14

Proposed Hybrid Greedy Algorithm 5 12 12 12 47

The second factor that was compared was the computation time, which can be seen in Table 4.3

below. Again, these values were taken from the results section of the respective papers. Some of

the previous works did not include the computation time, therefore it is not listed on the table.

Note that this is simply for interest, it is hard to directly compare computation times as different

computers were used as well as different MATLAB versions. However, it can be seen that the

proposed algorithm was much faster than the other works listed.

Table 4.3: Computation Time (s) for µPMU Placement

Method 13-node 33-node 34-node 37-node 123-node

Integer Programming [19] 0.0354 0.0413 0.208

Exhaustive Search Method [29] 0.016 0.295 0.303

Exhaustive Search Method [13] 0.09 0.35 0.34

Simulated Annealing [29] 0.035 3.543 4.418

Proposed Hybrid Greedy Algorithm 0.0003 0.009 0.002 0.002 0.04

The last factor compared was the SORI value, seen in table Table 4.4 below. This value is very
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important as a higher SORI value correlates to a more reliable system. Only two papers included

the SORI calculation in their results, [29] and [13]. The rest of the values were calculated using

a MATLAB program with their recorded placement results. Again, it can be seen that the SORI

values from the proposed algorithm either match or exceed the ones from other works, excluding

the ones for the 33-node feeder. The previous works who tested their placement method on the

IEEE 33-node feeder, placed a much higher number of µPMUs. Therefore, they would be able to

achieve a higher SORI value.

Table 4.4: SORI Values

Method 13-node 33-node 34-node 37-node 123-node

Integer Programming [19] 16 40 147

Integer Programming [27] 51

Integer Programming [28] 36 135

Exhaustive Search Method [29], [13] 20 42 47

Simulated Annealing [29] 20 42 47

Graph Theory [31] 20 42 47

Greedy Algorithm [32], [24] 44

Proposed Hybrid Greedy Algorithm 20 39 42 47 168

4.4 Redundancy Analysis

Two different analyses were done to see the effects of one, two, and three µPMU failures.

4.4.1 Percent Coverage

The first analysis was done to view how much of the network would be covered, as a percentage,

in three different cases: one µPMU fails, two µPMUs fail, three µPMUs fail. The steps of this

calculation are summarized below:

1. Find every possible combination of µPMU or µPMUs failure(s).
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2. Calculate how many nodes would be unobserved for each scenario.

3. Calculate the percent coverage for the best and worst-case scenarios.

To further explain this, a walkthrough will be done for the IEEE 13-node network. For a visual,

we will reuse Figure 4.2, which can now be viewed in Figure 4.8 below.

Figure 4.8: Proposed hybrid greedy µPMU placement on IEEE 13-node feeder with switch
closed.

In step one, we will find every possible combination for one µPMU failure. The total number

of combinations can be calculated using (2.10). In the case of one µPMU failure, there are only

five possible scenarios:

1. µPMU at node 3 fails

2. µPMU at node 4 fails

3. µPMU at node 5 fails

4. µPMU at node 8 fails

5. µPMU at node 9 fails

In step two, we will see how many nodes become unobserved if each scenario occurs. For

example, if the µPMU at node 3 were to fail, only node 2 becomes unobserved. These results can

be seen in (4.1) below. Note the column numbers refer to the node that the µPMU failed on. To
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summarize, only one node becomes unobserved if the µPMU at node 3, 4, or 5 were to fail and

two nodes become unobserved if the µPMU at node 8 or 9 were to fail.

U =

( 3 4 5 8 9

1 1 1 2 2

)
(4.1)

In step three, the percent coverage is calculated. Referring to (4.1), we can see that the best-

case scenario occurs when only one node is unobserved while the worst-case scenario occurs when

two nodes become unobserved. The percent coverage can be calculated using (4.2) below, where

n represents the total number of nodes in the network and U represents the number of unobserved

nodes.

Coverage(%) =
n−U

n
∗100% (4.2)

The results for all networks and cases are summarized in Table 4.5 below. Generally speaking,

as the number of nodes in the system increases, so does the percent coverage. This makes sense

because of the radial structure of distribution systems and the hybrid greedy process: if any µPMU

were to fail, the total coverage would be much higher on a higher node system. Therefore, if a

large distribution network was considered, it would be assumed that these results would be further

improved.
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Table 4.5: Percent observability coverage in the event of µPMU failure

1 µPMU fail 2 µPMU fail 3 µPMU fail

Best Case Worst Case Best Case Worst Case Best Case Worst Case

13-node 91.76 83.33 83.33 58.33 67.67 41.67

33-node 96.67 87.88 93.94 78.79 87.88 69.70

34-node 97.06 88.24 94.12 79.41 88.24 70.59

37-node 97.30 91.89 97.30 81.08 94.59 72.97

123-node 99.19 95.93 98.37 92.68 97.56 90.24

4.4.2 Percent Unobserved Nodes

The second analysis done is related to the first. Essentially, if one µPMU were to fail, what is

the percent chance that only one node is unobserved? Multiple nodes? This was tested for the

same three cases as the first analysis: one µPMU fails, two µPMUs fail, three µPMUs fail. This

calculation can be summarized in one step below:

1. From the U vector, calculate the percent chance that 1, 2, 3, and 4+ nodes will be unobserved

for each case: one µPMU fails, two µPMUs fail, three µPMUs fail.

To illustrate this, we will again look at the 13-node network. The U vector was already found

for the case of one µPMU failure, seen in (4.1). In that U vector, there is a 3/5 chance that only one

node will be unobserved while there is a 2/5 chance that two nodes will be unobserved. Converting

this value to a percent, that translates to 60% and 40% respectively. The same process was used

for each network and the three different cases.

The three tables below summarize these results.
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Table 4.6: Percent probability of unobserved nodes in the case of 1 µPMU failure

Number of Unobserved Nodes

1 node 2 nodes 3 nodes 4+ nodes

13-node 60 40 0 0

33-node 25 33.33 33.33 8.33

34-node 33.33 25 33.33 8.33

37-node 25 33.33 25 16.67

123-node 38.29 40.43 17.02 4.26

Table 4.7: Percent probability of unobserved nodes in the case of 2 µPMU failures

Number of Unobserved Nodes

1 node 2 nodes 3 nodes 4+ nodes

13-node 0 10 80 10

33-node 0 3.03 15.15 81.82

34-node 0 4.55 18.18 77.27

37-node 4.55 9.09 21.21 65.15

123-node 0 13.6 31.36 55.04
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Table 4.8: Percent probability of unobserved nodes in the case of 3 µPMU failures

Number of Unobserved Nodes

1 node 2 nodes 3 nodes 4+ nodes

13-node 0 0 0 100

33-node 0 0 0 100

34-node 0 0 0 100

37-node 0 0.91 5 94.09

123-node 0 0 4.43 95.57

It can be seen that these numbers are not predictable because it is highly dependent on the

specific topology of each distribution network as well as where the µPMUs are placed. This

further illustrates why a high SORI value is extremely important.

4.4.3 Special IEEE 33-node Case

In Section 4.2, the placement results for the IEEE 33-node feeder were proven to be non-minimal.

One extra µPMU was placed using the proposed algorithm when compared to the minimum case.

However, as previously stated, there is a tradeoff that makes this placement configuration prefer-

able. These benefits will be illustrated by comparing the redundancy analysis between the proposed

algorithm and the minimum case. Note the SORI value for the proposed algorithm is 39 and the

minimum case is 34.

Percent Coverage

First, the percent coverage was analyzed and compared between the proposed algorithm and the

minimum case. This can be seen in Table 4.9 below.
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Table 4.9: Percent observability coverage for the 33-node feeder in the event of µPMU
failure

1 µPMU fail 2 µPMU fail 3 µPMU fail

Best Case Worst Case Best Case Worst Case Best Case Worst Case

Proposed 96.97 87.88 93.94 78.79 87.88 69.70

Minimum 93.94 87.88 84.85 78.79 75.76 69.70

The worst-case percent coverage is identical between the two different placement configura-

tions. However, the best-case scenario is worse for the minimum case and decreases rapidly from

the first µPMU fail to three µPMU failures as compared to the proposed case.

Percent Unobserved Nodes

To further illustrate the benefits of the proposed algorithm over the minimal case, an analysis was

done to look at the percentage of unobserved nodes. Firstly, the case of one µPMU failure was

tested and the results of this analysis can be seen in Table 4.10 below.

Table 4.10: Percent probability of unobserved nodes in the case of 1 µPMU failure

Number of Unobserved Nodes

1 node 2 nodes 3 nodes 4+ nodes

Proposed 25 33.33 33.33 8.33

Minimum 0 18.18 72.73 9.09

The different distribution of these percentages clearly highlights how the proposed algorithm

is much more reliable than the minimum case. In the event of one µPMU failure, there is a 0%

chance of only one node being unobserved for the minimum case while the proposed algorithm

has a 25% chance of that occurring. To summarize the minimum case, in the event that one µPMU

fails, there is a high probability of 3 nodes being unobserved. Comparatively, for the proposed

algorithm, it is fairly equally likely that either one, two, or three nodes will be unobserved.
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The case of two µPMU failures can be seen in Table 4.11.

Table 4.11: Percent probability of unobserved nodes in the case of 1 µPMU failure

Number of Unobserved Nodes

1 node 2 nodes 3 nodes 4+ nodes

Proposed 0 3.03 15.15 81.82

Minimum 0 0 0 100

To summarize the minimum placement configuration, in the event that two µPMUs fail, at

least four nodes will be unobserved. Comparatively for the proposed algorithm, there is a high

probability of at least four nodes being unobserved. However, there is still a chance that only two

or three nodes will be unobserved.

The case for three µPMU failures can be seen in Table 4.12, however it will not be explained

as it is redundant.

Table 4.12: Percent probability of unobserved nodes in the case of 1 µPMU failure

Number of Unobserved Nodes

1 node 2 nodes 3 nodes 4+ nodes

Proposed 0 0 0 100

Minimum 0 0 0 100

4.5 Summary

The proposed hybrid greedy algorithm places a minimum or near minimum number of µPMUs

for a given distribution network with a low computation time. It provides either the same or better

results than those in previous literary works in terms of computation time, SORI value and number

of µPMUs needed.

Due to the inherent greedy nature of the algorithm, it automatically places µPMUs in such a
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way that a high SORI value is achieved, which leads to a highly reliable system. This was analyzed

by testing the percent coverage of the system and how many nodes would be unobserved if one,

two, or three µPMUs failed.
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Chapter 5

Conclusion

5.1 Overview

This chapter will summarize the thesis in Section 5.2 and talk about future work in this area in

Section 5.3.

5.2 Summary

The proposed greedy algorithm is a very computationally inexpensive method to place µPMUs

on distribution systems. Computation speed is extremely important as real-world distribution net-

works can be comprised of hundreds of thousands of buses. The greedy aspects of the algorithm

inherently place µPMUs in such a way that a high SORI value is achieved, meaning the system is

able to observe most nodes even in the event of a µPMU failure. Lastly, the proposed algorithm

was able to achieve the minimal case for all networks except one, the IEEE 33-node network. For

this particular network, only one extra µPMU was place when compared to the minimum case and

the trade-off was a much higher reliability. Lastly, the customized greedy algorithm outperformed

the proposed algorithms in previous literature.
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5.3 Future Work

There are two main areas that can be focused on for future work on the distribution system. The

first would continue research in the area of µPMU placement for complete observability and the

second research area would be in µPMU placement for incomplete observability.

5.3.1 Complete Observability

To continue research in this area, a more complex µPMU failure analysis could be done. A goal for

this analysis would determine a target SORI value for any given distribution system. Additionally,

a cost analysis could be explored. This analysis would compare the cost of placing µPMUs in

different locations as well as the total cost for different placement configurations. Lastly, future

work in this area should consider unbalanced networks and limited µPMU channels.

5.3.2 Incomplete Observability

Future work in this area would research µPMU placement for incomplete observability. For in-

complete observability, state estimation would need to be implemented in order to estimate the

values that are not being observed. Therefore, work could be done to develop a highly accurate

state estimation technique. Then, one could see what happens to the accuracy if there is a µPMU

failure or other kind of failure. One could also determine how many µPMUs one would need in

order to achieve a specific accuracy.
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Appendix A

MATLAB Code for Hybrid Greedy

Placement Algorithm

1 c l c

2

3 M = xls read ( ’ / Users / b r i t t n e y k e r n s / Dropbox / From FD1 / IEEE Test Feeders / t e s t . x l sx ’ ,5 ) ;

4 n = max(M( : ) ) ; % Number o f buses i n the system

5 A = zeros ( n ) ; % I n i t i a l i z i n g b inary admit tance mat r i x

6

7 % Creat ing the b inary admit tance mat r i x (A)

8 f o r i = 1 : s ize (M, 1 )

9 f o r j = 1 : ( s i ze (M, 2 )−2)

10 r = 1 ;

11 whi le j + r < s ize (M, 2 )

12 i f M( i , j ) > 0 && (M( i , j + r ) < 0 | | isnan (M( i , j + r ) ) == 1) && M( i , j + r +1) > 0

13 A(M( i , j ) , M( i , j + r +1) ) = 1 ;

14 A(M( i , j + r +1) , M( i , j ) ) = 1 ;

15 break

16 e l s e i f M( i , j ) > 0 && M( i , j + r ) == 0

17 break

18 end

19 r = r +1;

20 end

21 end

22 end

23
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24 f o r j = 1 : s ize (M, 2 )

25 f o r i = 1 : ( s i ze (M, 1 )−2)

26 r = 1 ;

27 whi le i + r < s ize (M, 1 )

28 i f M( i , j ) > 0 && (M( i +r , j ) < 0 | | isnan (M( i +r , j ) ) == 1) && M( i + r +1 , j ) > 0

29 A(M( i , j ) , M( i + r +1 , j ) ) = 1 ;

30 A(M( i + r +1 , j ) , M( i , j ) ) = 1 ;

31 break

32 e l s e i f M( i , j ) > 0 && M( i +r , j ) == 0

33 break

34 end

35 r = r +1;

36 end

37 end

38 end

39

40 f o r i = 1 : n

41 f o r j = 1 : n

42 i f i == j

43 A( i , j ) = 1 ;

44 end

45 end

46 end

47

48 % Beginning the Hybr id Greedy Placement A lgor i thm

49 t i c

50

51 % Find ing how many buses are observable a t each node ( i f you place a PMU there )

52 D = zeros (1 , n ) ;

53 f o r j = 1 : n

54 D(1 , j ) = sum(A ( : , j ) ) ;

55 end

56

57 % Find ing the maximum # of observable buses

58 Dmax = max(D) ;

59

60 % I n i t i a l i z i n g o b s e r v a b i t l i t y mat r i x (B) and PMU placement vec to r (E)

61 E = zeros (1 , n ) ;

62 B = zeros ( n ) ;

63 r = ones ( n ) ;

64
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65 f o r s = 0 : (Dmax−2)

66 whi le 1

67 f l a g = 0;

68 f o r q = 1: n

69 r = zeros (1 , n ) ;

70 f o r j = 1 : n

71 i f D(1 , j ) == (Dmax−s )

72 f o r i = 1 : n

73 i f A( i , j ) == 1 && sum(B( i , : ) ) == 0

74 r (1 , j ) = r (1 , j ) + 1 ;

75 end

76 end

77 end

78 end

79 i f sum( r ) == 0

80 f l a g = 1;

81 break

82 end

83 i f r (1 , q ) == max( r )

84 E(1 , q ) = 1 ;

85 end

86 f o r j = 1 : n

87 f o r i = 1 : n

88 % Plac ing PMU at according nodes

89 i f E(1 , j ) == 1 && A( i , j ) == 1

90 B( i , j ) = 1 ;

91 end

92 end

93 end

94 end

95 i f f l a g == 1

96 break

97 end

98 end

99 end

100

101 G = B;

102 F = E;

103

104 f o r i = 1 : s ize (M, 1 )

105 f o r j = 1 : s ize (M, 2 )
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106 i f M( i , j ) > 0 && E(1 ,M( i , j ) ) == 1 % Find ing where a PMU i s placed i n order to move i t

107 % Moving PMU to the r i g h t

108 i f j <= ( s ize (M, 2 )−2) && M( i , j +2) > 0 && E(1 ,M( i , j +2) ) == 0 % Move PMU r i g h t one space i f i t s

f r ee

109 F(1 ,M( i , j +2) ) = 1 ;

110 F(1 ,M( i , j ) ) = 0 ;

111 G( : ,M( i , j ) ) = 0 ;

112 G( : ,M( i , j +2) ) = A ( : ,M( i , j +2) ) ;

113 f o r k = j : ( s i ze (M, 2 )−2)

114 r = 1 ;

115 whi le k+ r < s ize (M, 2 )

116 i f M( i , k+ r ) < 0 && M( i , k+ r +1) > 0 && E(1 ,M( i , k+ r +1) ) == 1

117 % Removing PMU from system

118 G( : ,M( i , k+ r +1) ) = 0 ; % Removes next r i g h t h o r i z o n t a l l y spaced PMU

119 F(1 ,M( i , k+ r +1) ) = 0 ;

120 % Checking f o r o b s e r v a b i l i t y

121 C = any (G, 2 ) ;

122 i f any (C == 0) == 0 % i t i s observable

123 B = G;

124 E = F ;

125 f l a g = 1;

126 break

127 else

128 f l a g = 1;

129 break

130 end

131 end

132 i f f l a g == 1

133 break

134 end

135 r = r +1;

136 end

137 F = E;

138 G = B;

139 end

140 end

141 i f j <= ( s ize (M, 2 )−2) && M( i , j +2) > 0 && E(1 ,M( i , j +2) ) == 0 % Move PMU r i g h t one space i f i t s

f r ee

142 F(1 ,M( i , j +2) ) = 1 ;

143 F(1 ,M( i , j ) ) = 0 ;

144 G( : ,M( i , j ) ) = 0 ;
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145 G( : ,M( i , j +2) ) = A ( : ,M( i , j +2) ) ;

146 f o r k = j :−1:3

147 r = 1 ;

148 whi le k−r > 1

149 i f M( i , k−r ) < 0 && M( i , k−r−1) > 0 && E(1 ,M( i , k−r−1) ) == 1

150 % Removing PMU from system

151 G( : ,M( i , k−r−1) ) = 0 ; % Removes next l e f t h o r i z o n t a l l y spaced PMU

152 F(1 ,M( i , k−r−1) ) = 0 ;

153 % Checking f o r o b s e r v a b i l i t y

154 C = any (G, 2 ) ;

155 i f any (C == 0) == 0 % i t i s observable

156 B = G;

157 E = F ;

158 f l a g = 1;

159 break

160 else

161 f l a g = 1;

162 break

163 end

164 end

165 i f f l a g == 1

166 break

167 end

168 r = r +1;

169 end

170 F = E;

171 G = B;

172 end

173 end

174 % Moving PMU to the l e f t

175 i f j >= 3 && j <= s ize (M, 2 ) && M( i , j −2) > 0 && E(1 ,M( i , j −2) ) == 0 % Move PMU l e f t one space i f

i t s f r ee

176 F(1 ,M( i , j −2) ) = 1 ;

177 F(1 ,M( i , j ) ) = 0 ;

178 G( : ,M( i , j ) ) = 0 ;

179 G( : ,M( i , j −2) ) = A ( : ,M( i , j −2) ) ;

180 f o r k = j : ( s i ze (M, 2 )−2)

181 r = 1 ;

182 whi le k+ r < s ize (M, 2 )

183 i f M( i , k+ r ) < 0 && M( i , k+ r +1) > 0 && E(1 ,M( i , k+ r +1) ) == 1

184 % Removing PMU from system
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185 G( : ,M( i , k+ r +1) ) = 0 ; % Removes next r i g h t h o r i z o n t a l l y spaced PMU

186 F(1 ,M( i , k+ r +1) ) = 0 ;

187 % Checking f o r o b s e r v a b i l i t y

188 C = any (G, 2 ) ;

189 i f any (C == 0) == 0 % i t i s observable

190 B = G;

191 E = F ;

192 f l a g = 1;

193 break

194 else

195 f l a g = 1;

196 break

197 end

198 end

199 i f f l a g == 1

200 break

201 end

202 r = r +1;

203 end

204 F = E;

205 G = B;

206 end

207 end

208 i f j >= 3 && j <= s ize (M, 2 ) && M( i , j −2) > 0 && E(1 ,M( i , j −2) ) == 0 % Move PMU l e f t one space i f

i t s f r ee

209 F(1 ,M( i , j −2) ) = 1 ;

210 F(1 ,M( i , j ) ) = 0 ;

211 G( : ,M( i , j ) ) = 0 ;

212 G( : ,M( i , j −2) ) = A ( : ,M( i , j −2) ) ;

213 f o r k = j :−1:3

214 r = 1 ;

215 whi le k−r > 1

216 i f M( i , k−r ) < 0 && M( i , k−r−1) > 0 && E(1 ,M( i , k−r−1) ) == 1

217 % Removing PMU from system

218 G( : ,M( i , k−r−1) ) = 0 ; % Removes next l e f t h o r i z o n t a l l y spaced PMU

219 F(1 ,M( i , k−r−1) ) = 0 ;

220 % Checking f o r o b s e r v a b i l i t y

221 C = any (G, 2 ) ;

222 i f any (C == 0) == 0 % i t i s observable

223 B = G;

224 E = F ;
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225 f l a g = 1;

226 break

227 else

228 f l a g = 1;

229 break

230 end

231 end

232 i f f l a g == 1

233 break

234 end

235 r = r +1;

236 end

237 F = E;

238 G = B;

239 end

240 end

241 % Moving PMU down

242 i f i <= ( s ize (M, 1 )−2) && M( i +2 , j ) > 0 && E(1 ,M( i +2 , j ) ) == 0 % Move PMU down one space i f i t ’ s

f r ee

243 F(1 ,M( i +2 , j ) ) = 1 ;

244 F(1 ,M( i , j ) ) = 0 ;

245 G( : ,M( i , j ) ) = 0 ;

246 G( : ,M( i +2 , j ) ) = A ( : ,M( i +2 , j ) ) ;

247 f l a g = 0;

248 f o r k = i :−1:3

249 r = 1 ;

250 whi le k−r > 1

251 i f M( k−r , j ) < 0 && M( k−r−1, j ) > 0 && E(1 ,M( k−r−1, j ) ) == 1

252 % Removing PMU from system

253 G( : ,M( k−r−1, j ) ) = 0 ; % Removes next PMU loca ted upwards

254 F ( : ,M( k−r−1, j ) ) = 0 ;

255 % Checking f o r o b s e r v a b i l i t y

256 C = any (G, 2 ) ;

257 i f any (C == 0) == 0 % i t i s observable

258 B = G;

259 E = F ;

260 f l a g = 1;

261 break

262 else

263 f l a g = 1;

264 break
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265 end

266 end

267 i f f l a g == 1

268 break

269 end

270 r = r +1;

271 end

272 F = E;

273 G = B;

274 end

275 end

276 i f i <= ( s ize (M, 1 )−2) && M( i +2 , j ) > 0 && E(1 ,M( i +2 , j ) ) == 0 % Move PMU down one space i f i t ’ s

f r ee

277 F(1 ,M( i +2 , j ) ) = 1 ;

278 F(1 ,M( i , j ) ) = 0 ;

279 G( : ,M( i , j ) ) = 0 ;

280 G( : ,M( i +2 , j ) ) = A ( : ,M( i +2 , j ) ) ;

281 f l a g = 0;

282 f o r k = i : ( s i ze (M, 1 )−2)

283 r = 1 ;

284 whi le k+ r < s ize (M, 1 )

285 i f M( k+r , j ) < 0 && M( k+ r +1 , j ) > 0 && E(1 ,M( k+ r +1 , j ) ) == 1

286 % Removing PMU from system

287 G( : ,M( k+ r +1 , j ) ) = 0 ; % Removes next PMU loca ted downwards

288 F ( : ,M( k+ r +1 , j ) ) = 0 ;

289 % Checking f o r o b s e r v a b i l i t y

290 C = any (G, 2 ) ;

291 i f any (C == 0) == 0 % i t i s observable

292 B = G;

293 E = F ;

294 f l a g = 1;

295 break

296 else

297 f l a g = 1;

298 break

299 end

300 end

301 i f f l a g == 1

302 break

303 end

304 r = r +1;
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305 end

306 F = E;

307 G = B;

308 end

309 end

310 % Moving PMU up

311 i f i > 2 && M( i −2, j ) > 0 && E(1 ,M( i −2, j ) ) == 0 % Move PMU up one space i f i t ’ s f r ee

312 F(1 ,M( i −2, j ) ) = 1 ;

313 F(1 ,M( i , j ) ) = 0 ;

314 G( : ,M( i , j ) ) = 0 ;

315 G( : ,M( i −2, j ) ) = A ( : ,M( i −2, j ) ) ;

316 f l a g = 0;

317 f o r k = i :−1:3

318 r = 1 ;

319 whi le k−r > 1

320 i f M( k−r , j ) < 0 && M( k−r−1, j ) > 0 && E(1 ,M( k−r−1, j ) ) == 1

321 % Removing PMU from system

322 G( : ,M( k−r−1, j ) ) = 0 ; % Removes next PMU loca ted upwards

323 F ( : ,M( k−r−1, j ) ) = 0 ;

324 % Checking f o r o b s e r v a b i l i t y

325 C = any (G, 2 ) ;

326 i f any (C == 0) == 0 % i t i s observable

327 B = G;

328 E = F ;

329 f l a g = 1;

330 break

331 else

332 f l a g = 1;

333 break

334 end

335 end

336 i f f l a g == 1

337 break

338 end

339 r = r +1;

340 end

341 F = E;

342 G = B;

343 end

344 end

345 i f i > 2 && M( i −2, j ) > 0 && E(1 ,M( i −2, j ) ) == 0 % Move PMU up one space i f i t ’ s f r ee
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346 F(1 ,M( i −2, j ) ) = 1 ;

347 F(1 ,M( i , j ) ) = 0 ;

348 G( : ,M( i , j ) ) = 0 ;

349 G( : ,M( i −2, j ) ) = A ( : ,M( i −2, j ) ) ;

350 f l a g = 0;

351 f o r k = i : ( s i ze (M, 1 )−2)

352 r = 1 ;

353 whi le k+ r < s ize (M, 1 )

354 i f M( k+r , j ) < 0 && M( k+ r +1 , j ) > 0 && E(1 ,M( k+ r +1 , j ) ) == 1

355 % Removing PMU from system

356 G( : ,M( k+ r +1 , j ) ) = 0 ; % Removes next PMU loca ted downwards

357 F ( : ,M( k+ r +1 , j ) ) = 0 ;

358 % Checking f o r o b s e r v a b i l i t y

359 C = any (G, 2 ) ;

360 i f any (C == 0) == 0 % i t i s observable

361 B = G;

362 E = F ;

363 f l a g = 1;

364 break

365 else

366 f l a g = 1;

367 break

368 end

369 end

370 i f f l a g == 1

371 break

372 end

373 r = r +1;

374 end

375 F = E;

376 G = B;

377 end

378 end

379 end

380 end

381 end

382

383 toc

384

385 F = zeros (1 ,sum(E) ) ;

386 j = 1 ;
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387

388 f o r i = 1 : n

389 i f E(1 , i ) == 1

390 F(1 , j ) = i ;

391 j = j + 1 ;

392 end

393 end

394

395 C = any (B, 2 ) ;

396 i f any (C == 0) == 0

397 disp ( ’ This system i s observable . ’ )

398 else

399 disp ( ’ This system i s not observable . ’ )

400 end

401

402 disp (sum(E) )

403 disp (F )
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