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## Abstract

Nuclei around doubly magic ${ }^{132} \mathrm{Sn}$ are of particular interest in nuclear structure as well as nuclear astrophysics. Their properties provide important input for the $r$-process as waiting-point nuclei. For example, their shell structure and half-lives affect the shape of the second $r$-process abundance peak at A $\sim 130$. In terms of nuclear structure, the evolution of single-particle levels near shell closures is ideal for testing the current nuclear models far from stability.

There have been two studies on the decay of ${ }^{129} \mathrm{Cd}$, however, the level schemes of ${ }^{129}$ In have large discrepancies. Also, many of the spins of the excited states remain unclear. Therefore, the main purpose of the present study is to resolve the disagreements in the reported level schemes and to determine the properties of the energy states.

The experiment was performed at the ISAC facility of TRIUMF, Canada. A 480 MeV proton beam, which was accelerated by the main cyclotron at TRIUMF, was impinged on an uranium carbide target to produce radioactive isotopes. ${ }^{129} \mathrm{Cd}$ was extracted using the Ion Guide Laser Ion Source (IG-LIS). $\gamma$-rays following the decays of ${ }^{129} \mathrm{Cd}$ were detected with the GRIFFIN spectrometer comprising of 16 high-purity germanium ( HPGe ) clover type detectors, along with the $\beta$-particles detected with SCEPTAR. The high statistics and the high sensitivity of the detectors allowed us to perform detailed and precise spectroscopy.

A theoretical calculation was conducted using the shell model code NuShellX @MSU, employing the realistic residual interaction model jj45pna.

The results of the analysis, including 29 new transitions and 5 new excited states, will be discussed and compared to the theoretical calculations.

## Lay Summary

One of the ultimate goals in this work is to understand how the building blocks of the visible matter, namely protons and neutrons, form various nuclear species. Due to the complexity of the nuclear interactions, theoretical predictions are still imperfect in many aspects. Therefore, experimental studies are essential to approach this problem of the origin of matter. Furthermore, this study is also related to how the heavy elements, such as gold, uranium, and so on, are synthesized in the universe through explosive events in the cosmos. Understanding the physics of nuclear matter will help us pin down the exact location and scenario of the production of such elements around us.

The method of this study is to produce radioactive nuclear species which do not exist in nature and observe how they decay using various radiation detectors.
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## Chapter 1

## Introduction

The nuclei around doubly magic ${ }^{132} \mathrm{Sn}$ have been a topic of investigation in order to study the validity and limits of the nuclear shell model, since ${ }^{132} \mathrm{Sn}$ is the heaviest nucleus far from stability which has closed shells for both protons and neutrons. Therefore, the nuclei in this region are expected to provide us with valuable information on the evolution of the shell structure. Furthermore, these shell closures are responsible for the second abundance peak of the astrophysical rapid neutron capture process ( $r$-process) at $A \sim 130$. The experimental information of these nuclei can have large impact on the $r$-process abundance calculations.

### 1.1 The Shell Model

The characteristics of the nuclear force is that, aside from a very short-range repulsive core, it is principally attractive, rather short range, saturates, and chargeindependent [1]. The nucleus is a quantum-mechanical many-body system and in order to describe a nucleus using nucleon (proton and neutron) degrees of freedom, the wave functions of the nucleus need to be expressed in terms of those for individual nucleons [2]. Using such single-particle basis, the many-body eigenvalue problem to be solved is:

$$
\begin{equation*}
H \Psi_{\alpha}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{2}, \cdots, \boldsymbol{r}_{A}\right)=E_{\alpha} \Psi_{\alpha}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{2}, \cdots, \boldsymbol{r}_{A}\right), \tag{1.1}
\end{equation*}
$$

where $E_{\alpha}$ is the energy of the state with wave function $\Psi_{\alpha}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{2}, \cdots, \boldsymbol{r}_{A}\right)$. The Hamiltonian consists of a sum of kinetic energy of each nucleon and two-body interaction:

$$
\begin{equation*}
H=T+V=\sum_{i=1}^{A} \frac{p_{i}^{2}}{2 m_{i}}+\sum_{i>k=1}^{A} V_{i k}\left(\boldsymbol{r}_{i}-\boldsymbol{r}_{k}\right) . \tag{1.2}
\end{equation*}
$$

The second term can be expressed in terms of a central potential and a residual interaction:

$$
\begin{align*}
H & =\sum_{i=1}^{A} \frac{p_{i}^{2}}{2 m_{i}}+\sum_{i=1}^{A} U_{i}\left(\boldsymbol{r}_{i}\right)+\left\{\sum_{i>k=1}^{A} V_{i k}\left(\boldsymbol{r}_{i}-\boldsymbol{r}_{k}\right)-\sum_{i=1}^{A} U_{i}\left(\boldsymbol{r}_{i}\right)\right\}  \tag{1.3}\\
& =T+U(r)+H_{\text {resid }} . \tag{1.4}
\end{align*}
$$

### 1.1.1 Independent Particle Model

The "independent particle model" can be applied when the residual interaction is ignored. In this approximation, the nuclear Hamiltonian Eq. 1.3 is a sum of singleparticle terms:

$$
\begin{equation*}
H=\sum_{i=1}^{A} \frac{p_{i}^{2}}{2 m_{i}}+\sum_{i=1}^{A} U_{i}\left(\boldsymbol{r}_{i}\right) . \tag{1.5}
\end{equation*}
$$

## Harmonic Oscillator Potential

One of the simple attractive potential models is the harmonic oscillator potential:

$$
\begin{equation*}
U(r)=\frac{1}{2} m \omega^{2}|\boldsymbol{r}|^{2}=\frac{1}{2} m \omega\left(x^{2}+y^{2}+z^{2}\right) . \tag{1.6}
\end{equation*}
$$

This is a central potential and creates bound states of nucleons. The schrödinger equation for the Hamiltonian with this harmonic oscillator potential can be solved by separating the wave function into the radial part and angular part:

$$
\begin{equation*}
\Psi=R(r) \cdot \chi(\theta, \phi) \tag{1.7}
\end{equation*}
$$

and the radial wave function is [3]

$$
\begin{align*}
R_{n_{r} l}(r)= & \sqrt{\frac{2^{l-n_{r}+2}\left(2 l+2 n_{r}+1\right)!!}{\sqrt{\pi}\left(n_{r}\right)!b^{2 l+3}[(2 l+1)!!]^{2}}} r^{l+1} e^{-r^{2} / 2 b^{2}} \\
& \times \sum_{k=0}^{n_{r}} \frac{(-1)^{k} 2^{k} n_{r}!(2 l+1)!!}{k!\left(n_{r}-k\right)!(2 l+2 k+1)!!}(r / b)^{2 k}, \tag{1.8}
\end{align*}
$$

where $n_{r}=0,1,2, \cdots$ is the radial quantum number, which indicates the number of times the radial wave functions cross the $r$ axis, $l$ is the index for spherical harmonic functions $Y_{l, m}(\theta, \phi)$ with $-l \leq m \leq l$, and

$$
\begin{equation*}
b=\sqrt{\frac{\hbar}{m \omega}} . \tag{1.9}
\end{equation*}
$$

The resulting energy eigenvalues are

$$
\begin{equation*}
E=\hbar \omega\left(N+\frac{3}{2}\right) \quad \text { where } \quad N=2 n_{r}+l \tag{1.10}
\end{equation*}
$$

This harmonic oscillator potential leads to a shell structure of energy state characterized by $N$, the major-shell harmonic oscillator quantum number. The shell gaps appear when the total number of states are $2,8,20,40,70, \cdots$. However, these shell closures differ from the empirical nuclear magic numbers, which are $2,8,20,28,50, \cdots$. This is due to the fact that the nucleons in the nuclear interior should experience interactions in all directions, hence no net force. Therefore the central part of the nuclear potential should be approximately constant.

A possible correction to this harmonic oscillator potential is to add an attractive term $l^{2}$. This term increases with the orbital angular momentum of the particle and high angular momentum particles, whose wave functions are localized at larger radii, feel a stronger attractive interaction that lowers their energies [1]. A WoodsSaxon potential:

$$
\begin{equation*}
U(r)=\frac{U_{0}}{1+e^{\frac{r-R_{0} a^{1 / 3}}{a}}}, \tag{1.11}
\end{equation*}
$$

has a flatter bottom than the harmonic oscillator and also produces effects similar to an $l^{2}$ term. For this Wood-Saxon potential, only numerical solutions are avail-
able. Nevertheless, with such corrections, the empirical magic numbers are still not reproduced correctly.

## Spin-Orbit Coupling

Although the harmonic oscillator potential is a reasonable starting point for reproducing the structure of single-particle states in nuclei, since the first few shell closures are reproduced with this potential, further corrections have to be introduced. Mayer [4] and Haxel, Jensen, and Suess [5] suggested that the magic numbers may be explained by introducing a spin-orbit force, therefore the potential term of the single-particle Hamiltonian now takes on the form:

$$
\begin{equation*}
U(r)=\frac{1}{2} m \omega^{2} r^{2}+a \boldsymbol{s} \cdot \boldsymbol{l} \tag{1.12}
\end{equation*}
$$

where the parameter $a$ depends on the nucleon number $A$. Here the $l^{2}$ term is omitted for simplicity, but it is necessary to reproduce the empirical nuclear magic numbers. With this spin-orbit coupling term, the single-particle energy ( $\mathrm{Eq} \cdot 1.10$ ) becomes

$$
E_{N l j}=\left(N+\frac{3}{2}\right) \hbar \omega \begin{cases}+\frac{1}{2} a l & \text { for } j=l+\frac{1}{2}  \tag{1.13}\\ -\frac{1}{2} a(l+1) & \text { for } j=l-\frac{1}{2}\end{cases}
$$

With a spin-orbit component, the force felt by a given particle differs according to whether the single-particle state has $j=j_{>} \equiv l+\frac{1}{2}$ or $j=j_{<} \equiv l-\frac{1}{2}$. Since the parallel alignment of an intrinsic spin and an orbital angular momentum is favoured, $a<0$ and a single-particle state with $j_{>}$is lowered in energy. With this correction and the $l^{2}$ term, as shown in Fig. 1.1, the magic numbers are correctly reproduced using the harmonic oscillator potential.

### 1.1.2 Interacting Shell Model

The discussion in this section is mainly based on Ref. [2].
Although the independent particle model can account for nuclear properties such as shell structures, for more precise information, it is necessary to include the residual interaction, which is ignored in the independent particle model. Since


Figure 1.1: Comparison of single-particle energies based on the (modified) simple harmonic oscillator (S.H.O.) potential. The energy levels at the left are the harmonic oscillator potential without any modification, the ones in the middle are with an $l^{2}$ term, and the ones at the right are with an $l^{2}$ and spin-orbit $(\boldsymbol{l} \cdot \boldsymbol{s})$ terms. The figure was taken from Ref.[1]
the independent particle states are reasonably good approximations, the residual interaction may be viewed as introducing configuration mixing among such states. Therefore the wave functions are made of linear combinations of these independent particle states.

Since the many-particle space which consists of different products of the singleparticle states is infinite in dimension, for the purpose of practical calculation, the Hilbert space has to be truncated to a finite one by using techniques such as the Hartree-Fock approach. Furthermore, selecting the active space based on the shell structure of the single-particle states, calculations may be carried out in a relatively small part of the complete space. This approach is called interacting shell model.

There are three steps to be carried out in order to perform the calculations: the choice of a single-particle basis, the selection of an active space, and the derivation of an effective iteration.

## Selection of the Shell-Model Space

In the spherical shell model, each nucleon has an intrinsic spin $s$ and occupies a state of definite orbital angular momentum $\boldsymbol{l}$. When $A$ nucleons are put into singleparticle state, the many-body basis states are formed by coupling the single-particle states together to form states with definite total angular momentum $\boldsymbol{J}$ and isospin $T$.

In the $L S$-coupling scheme, the orbital angular momentum $l_{i}$ and the intrinsic $\operatorname{spin} \boldsymbol{s}_{i}$ of each nucleon is first coupled separately to total orbital angular momentum $L$ and total intrinsic spin $S$ :

$$
\begin{equation*}
\boldsymbol{L}=\sum_{i=1}^{A} \boldsymbol{l}_{i}, \quad \boldsymbol{S}=\sum_{i=1}^{A} \boldsymbol{s}_{i} . \tag{1.14}
\end{equation*}
$$

Therefore the total angular momentum $\boldsymbol{J}$ is

$$
\begin{equation*}
\boldsymbol{J}=\boldsymbol{L}+\boldsymbol{S} . \tag{1.15}
\end{equation*}
$$

Alternatively, the orbital angular momentum and the intrinsic spin of each nucleon
may be coupled together first to form the nucleon spin $\boldsymbol{j}_{i}$

$$
\begin{equation*}
\boldsymbol{j}_{i}=\boldsymbol{l}_{i}+\boldsymbol{s}_{i} \tag{1.16}
\end{equation*}
$$

then the nuclear spin is

$$
\begin{equation*}
\boldsymbol{J}=\sum_{i=1}^{A} \boldsymbol{j}_{i} \tag{1.17}
\end{equation*}
$$

This is called the $j j$-coupling scheme.
In a spherical basis, the Hamiltonian is invariant under a rotation and $J$ is a good quantum number. Isospin $T$ is also a constant of motion as long as symmetrybreaking effects due to electromagnetic interaction are ignored. Hamiltonian matrix elements between different $J$ and $T$ values vanish. Furthermore, the Hamiltonian matrix in the complete shell-model space appears in a block-diagonal form according to their $(J, T)$ values. Therefore, the calculation can be carried out separately within a specific $(J, T)$ subspace and this reduces the size of the Hilbert space of the calculation.

In order to truncate the Hilbert space, the nucleons are divided into two groups, core nucleons and valence nucleons. Also, the single-particle states are separated into core states, active states, and empty states. For investigation of low-lying states, only nucleons near the Fermi surface are directly involved. The rest of the nucleons can be assumed to form an inert core, which is not excited. Contributions from the core nucleons cannot be ignored but can be accounted for in the definition of single-particle energies of the valence nucleons.

There are single-particle states much above the Fermi energy and if the interest is confined to the low-lying states, such high energy single-particle states are always expected to be empty.

## Effective Hamiltonian

In order for the shell model Hamiltonian to be in a manageable size for a calculation, we need to find an effective Hamiltonian such that the effect of the singleparticle states which are ignored in the calculation may be accounted for in an efficient manner. Mathematically this means a transformation from the infinitedimensional space, specified by all the Hartree-Fock single-particle states, for ex-
ample, to a finite, truncated shell-model space. The effective Hamiltonian may be written in the form of

$$
\begin{equation*}
H_{\mathrm{eff}}=H_{0}+V_{\mathrm{eff}}, \tag{1.18}
\end{equation*}
$$

where $H_{0}$ is the one-body Hamiltonian and $V_{\text {eff }}$ is the effective two-body interaction. However, there is no reason to rule out three-body and higher order terms. In fact, three-body interactions have to be taken into account and their influence is a topic of current investigations [6-8]. However, in real shell model calculations they are accounted for by emulating their effects by modifications to the two-body matrix elements.

Let $P$ be an operator which projects out the active part of the space from the complete many-body space and be $Q$ an operator which projects out the rest of the Hilbert space. Then $P$ and $Q$ satisfy

$$
\begin{gather*}
P+Q=1  \tag{1.19}\\
P^{2}=P, \quad Q^{2}=Q \tag{1.20}
\end{gather*}
$$

and

$$
\begin{equation*}
P Q=Q P=0 . \tag{1.21}
\end{equation*}
$$

By operating $P$ and $Q$ we obtain

$$
\begin{equation*}
P\left\{H_{0}+V+V \frac{1}{E-Q H} Q V\right\} P \Psi=E P \Psi . \tag{1.22}
\end{equation*}
$$

The derivation is shown in detail in Ref. [2]. Since the Hamiltonian in the complete Hilbert space is $H=H_{0}+V$, where $H_{0}$ is a one-body operator and $V$ is a two-body potential, we identify that

$$
\begin{equation*}
V_{\mathrm{eff}}=V+V \frac{1}{E-Q H} Q V=V+V Q \frac{1}{E-H_{0}-Q V} Q V . \tag{1.23}
\end{equation*}
$$

Since the expectation value of the residual interaction $V$ are smaller than those for $H_{0}$ and also expected to be smaller than $E-H_{0}$, by expanding the operator
$\left(E-H_{0}+Q V\right)^{-1}$ in powers of $\left(E-H_{0}\right)^{-1} Q V$,

$$
\begin{equation*}
V Q \frac{1}{E-H_{0}-Q V} Q V=V Q \sum_{n=1}^{\infty}\left(\frac{1}{E-H_{0}} Q V\right)^{n} . \tag{1.24}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
V_{\mathrm{eff}}=V+V Q \sum_{n=1}^{\infty}\left(\frac{1}{E-H_{0}} Q V\right)^{n} . \tag{1.25}
\end{equation*}
$$

Although there is no known proof that the series is actually convergent, the effective interaction to roughly second order has been shown to give shell-model results that are in good agreement with various experimental data [2]. This procedure to find the effective interaction in a shell-model space is known as a renormalization procedure.

## Two-Body Matrix Element (TBME) and Shell Model Calculation

Once the residual interaction is described by an effective interaction, which is small enough to be treated in perturbation theory, the matrix elements of the interaction can be expressed by a linear combination of two-body matrix elements (TBME) [9]:

$$
\begin{array}{r}
\left\langle\psi_{A}\right| V_{\mathrm{eff}}\left|\psi_{A^{\prime}}^{\prime}\right\rangle=\sum_{\substack{i, j, k, l \\
J, T}} C_{A, A^{\prime}}^{i j k, J T}\langle i j J T| V_{\mathrm{eff}}|k l J T\rangle,  \tag{1.26}\\
\quad(i \leq j, k \leq l, i \leq k, \text { and } j \leq l \text { when } i=k)
\end{array}
$$

where $i, j, k, l$ are the labels of single-particle orbits and $|i j J T\rangle$ and $|k l J T\rangle$ are antisymmetrized normalized two-body states coupled to the total angular momentum $J$ and isospin $T$. By evaluating these TBME of $V_{\text {eff }}$ between the single-particle eigenstates of $H_{0}(\mathrm{Eq} 1.18)$, the eigenvalues and eigenvectors of this matrix expressed by Eq. 1.26 are obtained.

For example, if the shell model Hamiltonian is given by

$$
\begin{align*}
H & =\sum_{i=1}^{N_{s p s}} \varepsilon_{i} n_{i}+\sum_{i j k l}^{N_{s p s}} v_{i j, k l} a_{i}^{\dagger} a_{j}^{\dagger} a_{l} a_{k}  \tag{1.27}\\
& =\sum_{i=1}^{N_{s p s}} \varepsilon_{i} n_{i}+\sum_{i j k l}^{N_{s p s}}\langle i j J T| V_{\mathrm{eff}}|k l J T\rangle a_{i}^{\dagger} a_{j}^{\dagger} a_{l} a_{k}, \tag{1.28}
\end{align*}
$$

where $N_{s p s}$ corresponds to the model space, $\varepsilon_{i}$ is the single-particle energies determined from the experimental values, $a^{\dagger}$ and $a$ are creation operators and annihilation operators, respectively. The Hamiltonian is expressed as

$$
H=\left[\begin{array}{cccc}
\left\langle\Phi_{1}\right| H\left|\Phi_{1}\right\rangle & \left\langle\Phi_{1}\right| H\left|\Phi_{2}\right\rangle & \left\langle\Phi_{1}\right| H\left|\Phi_{3}\right\rangle & \cdots  \tag{1.29}\\
\left\langle\Phi_{2}\right| H\left|\Phi_{1}\right\rangle & \left\langle\Phi_{2}\right| H\left|\Phi_{2}\right\rangle & \left\langle\Phi_{2}\right| H\left|\Phi_{3}\right\rangle & \\
\left\langle\Phi_{3}\right| H\left|\Phi_{1}\right\rangle & \left\langle\Phi_{3}\right| H\left|\Phi_{2}\right\rangle & \left\langle\Phi_{3}\right| H\left|\Phi_{3}\right\rangle & \\
\vdots & & & \ddots
\end{array}\right],
$$

where $\left|\Phi_{1}\right\rangle,\left|\Phi_{2}\right\rangle,\left|\Phi_{3}\right\rangle, \cdots$ are the Slater determinants. Solving this eigenvalue problem:

$$
\begin{equation*}
H \Psi=E \Psi \tag{1.30}
\end{equation*}
$$

is equivalent to diagonalizing the Hamiltonian matrix(1.29):

$$
\left[\begin{array}{cccc}
\left\langle\Phi_{1}\right| H\left|\Phi_{1}\right\rangle & \left\langle\Phi_{1}\right| H\left|\Phi_{2}\right\rangle & \left\langle\Phi_{1}\right| H\left|\Phi_{3}\right\rangle & \cdots  \tag{1.31}\\
\left\langle\Phi_{2}\right| H\left|\Phi_{1}\right\rangle & \left\langle\Phi_{2}\right| H\left|\Phi_{2}\right\rangle & \left\langle\Phi_{2}\right| H\left|\Phi_{3}\right\rangle & \\
\left\langle\Phi_{3}\right| H\left|\Phi_{1}\right\rangle & \left\langle\Phi_{3}\right| H\left|\Phi_{2}\right\rangle & \left\langle\Phi_{3}\right| H\left|\Phi_{3}\right\rangle & \\
\vdots & & & \ddots
\end{array}\right]\left[\begin{array}{c}
c_{1} \\
c_{2} \\
c_{3} \\
\vdots
\end{array}\right]=E\left[\begin{array}{c}
c_{1} \\
c_{2} \\
c_{3} \\
\vdots
\end{array}\right],
$$

and the eigen wave function $|\Psi\rangle$ is

$$
\begin{equation*}
|\Psi\rangle=c_{1}\left|\Phi_{1}\right\rangle+c_{2}\left|\Phi_{2}\right\rangle+c_{3}\left|\Phi_{3}\right\rangle+\cdots, \tag{1.32}
\end{equation*}
$$

where $c_{1}, c_{2}, c_{3}, \cdots$ are the probability amplitudes [10].


Figure 1.2: Nuclear chart which shows the classical shell closures and one possible $r$-process path. The figure is taken from Ref.[6].

### 1.2 Rapid Neutron Capture Process ( $r$-process)

In this section, the synthesis of heavy elements, especially the rapid neutron capture process ( $r$-process), which is one of the main processes responsible for such elements, is discussed. The topic of the current study, ${ }^{129} \mathrm{Cd}$ is one of the isotopes related to the formation of the $r$-process second abundance peak, which is closely related to the shell closures at $Z=50$ and $N=82$ (Fig. 1.2 and 1.3). Since any astrophysical consideration is beyond the scope of the current thesis, only a general overview of the $r$-process is given.


Figure 1.3: $r$-process abundance pattern. The blue points show the abundance pattern where there are contributions from $r$-process, whereas the red points show the abundance pattern where only $r$-process has contributions. Figure courtesy of I. Dillmann, based on Ref.[11]

## Nucleosynthesis up to Iron

Cosmological nucleosynthesis starts shortly after Big Bang, in which hydrogen, helium, and lithium isotopes are produced. After the formation of stars, up to nuclei with intermediate mass up to iron are formed through fusion reactions in the core burning processes inside the stars. The main source of iron peak nuclei around $A \approx 56$ are explosive events such as Type IA supernovae, where fusion reactions along $N=Z$ occur up to ${ }^{56} \mathrm{Ni}$ which decays into ${ }^{56} \mathrm{Fe}$.

Nuclei beyond iron cannot be formed through nuclear fusion since the nuclear binding energy peaks at iron. Heavier nuclei are formed through neutron capture and successive $\beta$-decays, about half each in a slow $(s)$ and rapid $(r)$ neutron capture process. While most of the $s$-process and its astrophysical sites are understood, the
astrophysical site of the $r$-process is still unknown.

## Mechanism of $r$-process

With the existence of seed nuclei such as iron in a very hot and neutron-rich environment ( $T \gtrsim 10^{9} \mathrm{~K}, N_{n} \gtrsim 10^{20} \mathrm{~cm}^{-3}$ ) [12], the nuclei start to capture neutrons and to equilibrate the reactions:

$$
\begin{equation*}
(A, Z)+n \rightleftarrows(A+1, Z)+\gamma, \tag{1.33}
\end{equation*}
$$

on a very fast timescale. Such situations are achieved in massive stars ( $M>8 M_{\odot}$ ) close to the forming neutron star during the core collapse supernova, or in neutron star mergers [12, 13]. This shifts the nuclei away from the valley of $\beta$-stability to the neutron rich side. However, there is a limit of the number of neutrons that can be attached to a certain nucleus, which is defined as the neutron separation energy $S_{n}$ :

$$
\begin{equation*}
S_{n}=B(Z, A+1)-B(Z, A), \tag{1.34}
\end{equation*}
$$

where $B(Z, A)$ is the binding energy of the nucleus $(Z, A)$. When $S_{n}$ is zero (the dashed line on the neutron-rich side in Fig .1.2) or negative, the neutron is not bound. The addition of neutrons could stop even before the neutron-drip line ( $S_{n}=0$ ) is reached due to the balance of neutron capture and photodisintegration reactions under the given astrophysical conditions (temperature and neutron density). After capturing neutrons, the nuclei have to wait for the $\beta$-decays to occur $\left(t_{1 / 2} \simeq 10^{-1}-10^{-2} \mathrm{~s}\right)$ (for $\beta$-decay see Section 2.1.1). This "waiting point" can be approximately described by the canonical $r$-process (CAR) model. This model relies on the assumptions that the neutron density $N_{n}$ remains constant over the whole timescale $\tau$, and $N_{n}$ is high enough so that the $(n, \gamma)$ reaction on the neutronrich nuclei happens faster than their $\beta$-decays $\left(N_{n} \gtrsim 10^{20} \mathrm{~cm}^{-3}\right)$. In addition, the photo-disintegrations $(\gamma, n)$ are also expected to happen faster than the $\beta$-decays. This means that the temperature of the environment $T$ is high $\left(T \gtrsim 10^{9} \mathrm{~K}\right)$. Under these conditions, starting from pure ${ }^{56} \mathrm{Fe}$, the evolution of the abundances can be
expressed in the form:

$$
\begin{equation*}
\frac{\mathrm{d} N(Z, A)}{\mathrm{d} t}=\lambda_{\gamma, n}^{Z, A+1} N(Z, A+1)-\langle\sigma v\rangle_{Z, A} N(Z, A) N_{n}, \tag{1.35}
\end{equation*}
$$

where $N(Z, A)$ is the number density of nucleus $(Z, A), \lambda_{\gamma, n}$ is the rate of photodisintegration, and $\langle\sigma v\rangle$ is the cross section of neutron capture averaged over Maxwell-Boltzmann velocity distribution. If the equilibrium (1.33) holds for the whole timescale $\tau$ for all the isotopes heavier than iron, the following equation holds:

$$
\begin{align*}
\frac{N(Z, A+1)}{N(Z, A)} & =\frac{\langle\sigma v\rangle_{Z, A}}{\lambda_{\gamma, n}^{Z, A+1}} N_{n}  \tag{1.36}\\
& =\frac{G^{*}(Z, A+1)}{2 G^{*}(Z, A)}\left(\frac{2 \pi \hbar^{2} N_{A}}{m k T}\right)^{3 / 2} N_{n} \exp \left[\frac{S_{n}(Z, A+1)}{k T}\right], \tag{1.37}
\end{align*}
$$

where $N_{A}$ is the Avogadro number, and the reduced mass $m$ is approximated by the nucleon mass $m_{n}$ for the heavy nuclei. The partition function $G^{*}$ is defined as

$$
\begin{equation*}
G^{*}=\left(2 J^{0}+1\right) G, \tag{1.38}
\end{equation*}
$$

where $J^{0}$ is the ground state nuclear spin of the nucleus of interest, and $G$ represents the temperature-dependent normalized partition function:

$$
\begin{equation*}
G=G_{I}(T)=\sum_{\mu} \frac{\left(2 J_{I}^{\mu}+1\right)}{\left(2 J_{I}^{0}+1\right)} \exp \left(-\frac{\varepsilon_{I}^{\mu}}{k T}\right) . \tag{1.39}
\end{equation*}
$$

For a given $N_{n}$ and $T$, Eq.(1.37) indicates the abundance of a element $Z$ concentrated on its isotope with a neutron separation energy $S_{n}(Z, A)$ approaching the value

$$
\begin{equation*}
S_{a}^{0}[\mathrm{MeV}]=\left(34.075-\log N_{n}\left[\mathrm{~cm}^{-3}\right]+\frac{3}{2} \log T_{9}\right) \frac{T_{9}}{5.04}, \tag{1.40}
\end{equation*}
$$

where $T_{9}$ is the temperature in the unit of $10^{9} \mathrm{~K}$ [14]. Finally, this process is either stopped by the lack of free neutrons or by spontaneous or neutron-induced fission of the synthesized heavy nuclei. The process is called the rapid neutron capture process ( $r$-process) because it is assumed that during the build-up of heavy
elements, the neutron capture rates are much greater than the $\beta^{-}$-decay rates [12].

## Possible Sites of $r$-process

The astrophysical sites for the $r$-process are still a topic of investigations. According to the thermodynamical conditions, they can be classified in low-entropy and high-entropy sites. Low-entropy sites include the decompression of cold neutron star material, prompt explosion of ONeMg cores and jets from accretion disks. The neutrino-driven wind from the nascent neutron star in a core-collapse supernova is classified as a high-entropy environment [15]. In addition to this, the multi-messenger observations prompted by the detection of the binary neutron star merger event GW170817[13] suggest that the observed kilonova/macronova is powered by the radioactive decay of $r$-process nuclei synthesized in the ejecta of the binary neutron star merger [16].

### 1.3 Previous Investigation on ${ }^{129} \mathbf{C d}$ and ${ }^{129} \mathbf{I n}$

## $\beta$-decaying States in ${ }^{129} \mathbf{C d}$

There are two known $\beta$-decaying states in ${ }^{129} \mathrm{Cd}$, which are the $11 / 2^{-}$state and the $3 / 2^{+}$state. These spin assignment was confirmed by Yordanov et al. with laser spectroscopy [17]. Although Ref.[18-20] suggested $11 / 2^{-}$as the ground state and an excited $3 / 2^{+} \beta$-decaying isomer, there has been no experimental evidence to support this assignment. The configuration of the neutron single-particle levels and the effect of the proton-neutron interaction decide the order of these states (Fig. 1.4).

Previously, three experiments for the half-lives of the two $\beta$-decaying states in ${ }^{129} \mathrm{Cd}$ have been reported. Arndt et al. [21] proposed the half-lives of 104(6) ms for the $11 / 2^{-}$state and $242(8) \mathrm{ms}$ for the $3 / 2^{+}$state, respectively, by measuring the $\beta$-delayed neutrons. These values are based on the Diploma thesis of O. Arndt, which, however, has not been published. The next measurement was done by Taprogge et al. [22] and the reported values were 155(3) ms for the $11 / 2^{-}$ and $148(8) \mathrm{ms} 3 / 2^{+}$, respectively, which do not agree with the previous measurement within the uncertainties. Finally, another measurement was done by Dun-


Ground state \& 1st excited state (isomeric)
Figure 1.4: Possible configurations of the single-particle levels of proton (left) and neutron (right) in ${ }_{48}^{129} \mathrm{Cd}_{81}$.
lop et al. with the GRIFFIN spectrometer [23] using the same dataset as the current study, which resulted in the half-lives of $147(3) \mathrm{ms}$ for the $11 / 2^{-}$state and $157(8) \mathrm{ms}$ for the $3 / 2^{+}$state. The measurements reported in Ref.[22, 23] used the $\beta-\gamma$-gating method. These values are in agreement with the results by Taprogge et al. [22] within $2 \sigma$ for the $11 / 2^{-}$and $1 \sigma$ for the $3 / 2^{+}$state, respectively, which have surperseded the half-lives reported by Arndt et al.

## Decay Spectroscopy of ${ }^{129} \mathbf{C d}$

So far, there have been two studies on the decay of ${ }^{129} \mathrm{Cd}$, one of which was the experiment performed at the CERN On-Line Isotope Mass Separator (ISOLDE) facility, reported in Ref.[21]. In this study, more than $50 \gamma$-ray transitions following the $\beta$-decay of ${ }^{129} \mathrm{Cd}$ were observed, confirming the placement of the $17 / 2^{-}$isomeric state with a half-life of $8.5(5) \mu \mathrm{s}$ at 1687 keV reported by Genevey et al. [24] and the $\beta$-decaying $1 / 2^{-}$isomer reported in Ref.[25-27]. The level scheme is shown in Fig.1.5. This $1 / 2^{-}$isomeric state was also confirmed by a new mass measurement with the TITAN facility at TRIUMF-ISAC, reporting the excitation energy of 444 (15) keV , which is in agreement with the previous result [27]. The most recent decay spectroscopy of ${ }^{129} \mathrm{Cd}$ before the current study was carried out by Taprogge et al.[22] at the Radioactive Isotope Beam Factory (RIBF) at the RIKEN Nishina Center (Japan). This study expanded the level scheme of ${ }^{129}$ In reported in

Ref.[21] with 31 newly observed transitions, resulting in establishing 27 new excited states (Figs 1.6-1.8). At the same time, out of 53 transitions, 19 placements of them, and 14 excited states reported in Ref.[21], 12 transitions, 11 placements, and 11 excited states, respectively, were not confirmed in Ref.[22]. In addition, the $\beta$-feeding intensities and $\log f t$ values were reported in Ref.[22] for the first time.


Figure 1.5: Level scheme of ${ }^{129}$ In populated by the $\beta$-decays of ${ }^{129} \mathrm{Cd}$, based on Ref.[21]. The figure was taken from ENSDF in Ref.[28].


Figure 1.6: Level scheme of ${ }^{129}$ In populated by the $\beta$-decays of the $11 / 2^{-}$ state in ${ }^{129} \mathrm{Cd}$, based on Ref.[22]. The figure was taken from ENSDF in Ref.[28].


Figure 1.7: Part of the level scheme of ${ }^{129}$ In populated by the $\beta$-decays of the $3 / 2^{+}$state in ${ }^{129} \mathrm{Cd}$, based on Ref.[22]. The figure was taken from ENSDF in Ref.[28].


Figure 1.8: The other part of the level scheme of ${ }^{129}$ In populated by the $\beta$ decays of the $3 / 2^{+}$state in ${ }^{129} \mathrm{Cd}$, based on Ref.[22]. The figure was taken from ENSDF in Ref.[28].

## Chapter 2

## Decay Spectroscopy

In this chapter, the basic of decay spectroscopy and the relevant experimental techniques are discussed.

### 2.1 Radioactive Decay

A nuclear (many-body) system can go through different decay processes including $\beta$-decay, $\gamma$-decay, $\alpha$-decay, spontaneous fission, and so on, depending on the number of protons and neutrons. In this section, the decay processes relevant to the current study, namely $\beta$-decay and $\gamma$-decay, are discussed.

### 2.1.1 $\beta$-decay

In this section, the theory of $\beta$-decay is discussed based on Ref. [29].
$\beta$-decay consists of the following three decay processes:

$$
\begin{array}{rll}
{ }_{Z}^{A} X_{N} & \rightarrow & { }_{Z+1}^{A} X_{N-1}+e^{-}+\bar{v}_{e} \quad\left(\beta^{-} \text {-decay }\right) \\
{ }_{Z}^{A} X_{N} & \rightarrow & { }_{Z-1}^{A} X_{N+1}+e^{+}+v_{e} \quad\left(\beta^{+} \text {-decay }\right) \\
e^{-}+{ }_{Z}^{A} X_{N} & \rightarrow & { }_{Z-1}^{A} X_{N+1}+v_{e} \quad \text { (electron capture) } . \tag{2.3}
\end{array}
$$

Here $Z$ and $N$ denote the number of protons and neutrons, respectively, and $A=$ $Z+N$. These decays are driven by the weak interaction and they occur if the decay is energetically allowed. In the case of the $\beta$-decay of ${ }_{48}^{129} \mathrm{Cd}$ to ${ }_{49}^{129} \mathrm{In}$, this is $\beta^{-}$-
decay.
In oder to describe $\beta$-decays, let us first introduce the Pauli spin matrices and the ladder operators:

$$
\begin{align*}
& \boldsymbol{\sigma}_{x} \equiv \boldsymbol{\sigma}_{1}=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right),  \tag{2.4}\\
& \boldsymbol{\sigma}_{y} \equiv \boldsymbol{\sigma}_{2}=\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right),  \tag{2.5}\\
& \boldsymbol{\sigma}_{z} \equiv \boldsymbol{\sigma}_{3}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right),  \tag{2.6}\\
& \boldsymbol{\sigma}^{ \pm}=\frac{1}{2}\left(\boldsymbol{\sigma}_{1} \pm i \boldsymbol{\sigma}_{2}\right) . \tag{2.7}
\end{align*}
$$

Similarly, we define the isospin matrices and the isospin ladder operators, which are numerically identical to the Pauli spin matrices:

$$
\begin{align*}
& \boldsymbol{\tau}_{x} \equiv \boldsymbol{\tau}_{1}=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right),  \tag{2.8}\\
& \boldsymbol{\tau}_{y} \equiv \boldsymbol{\tau}_{2}=\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right),  \tag{2.9}\\
& \boldsymbol{\tau}_{z} \equiv \boldsymbol{\tau}_{3}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right),  \tag{2.10}\\
& \boldsymbol{\tau}^{ \pm}=\frac{1}{2}\left(\boldsymbol{\tau}_{1} \pm i \boldsymbol{\tau}_{2}\right) . \tag{2.11}
\end{align*}
$$

## Allowed nuclear $\beta$-decay

There are two types of allowed $\beta$-decays, classified by the coupling of the spins of the leptons which are emitted from the $\beta$-decay. When the spins of the leptons ( $e^{-}$and $\bar{v}_{e}$ for $\beta^{-}$-decay, and $e^{+}$and $v_{e}$ for $\beta^{+}$-decay) are coupled to total spin 0 (singlet state), this is called Fermi decay. If the spins of the lepton are coupled to total spin 1 (triplet state), this is known as Gamow-Teller (GT) decay. In allowed nuclear $\beta$-decays, the leptons do not carry any orbital angular momentum and the conversion of a proton (neutron) into a neutron (proton) can be expressed using the
isospin ladder operators:

$$
\begin{align*}
\boldsymbol{\tau}^{-}|n\rangle & =|p\rangle,  \tag{2.12}\\
\boldsymbol{\tau}^{+}|n\rangle & =0,  \tag{2.13}\\
\boldsymbol{\tau}^{-}|p\rangle & =0,  \tag{2.14}\\
\boldsymbol{\tau}^{+}|p\rangle & =|n\rangle . \tag{2.15}
\end{align*}
$$

These hold true since the $u$ and $d$ quarks can be represented as the following vectors [29]:

$$
\begin{align*}
|u\rangle & =\binom{0}{1},  \tag{2.16}\\
|d\rangle & =\binom{1}{0} . \tag{2.1.}
\end{align*}
$$

Therefore, the operators for the two allowed $\beta^{-}$-decay can be written as:

$$
\begin{gather*}
\sum_{i=1}^{A} \boldsymbol{\tau}^{-}(i) \equiv \boldsymbol{T}^{-} \quad \text { for Fermi decay }  \tag{2.18}\\
\sum_{i=1}^{A} \overrightarrow{\boldsymbol{\sigma}}(i) \boldsymbol{\tau}^{-}(i) \equiv \boldsymbol{Y}^{-} \quad \text { for Gamow-Teller decay } \tag{2.19}
\end{gather*}
$$

where $A$ denotes the mass number of the nucleus. The summation runs over all the nucleons. The operators for the $\beta^{+}$-decay are obtained by replacing $\tau^{-}$with $\boldsymbol{\tau}^{+}$, $\boldsymbol{T}^{-}$with $\boldsymbol{T}^{+}$, and $\boldsymbol{Y}^{-}$with $\boldsymbol{Y}^{+}$.

## Decay Rates for Allowed Transitions

In order to calculate the decay rates for the allowed transitions, let us introduce the probability of transition $P_{f i}$ from an initial state $|i\rangle$ to a final state $|f\rangle$. $P_{f i}$ is calculated via the scattering matrix $S_{f i}$, defined in time-dependent perturbation theory. The perturbation series for the time-evolution operator is defined as [30]:

$$
\begin{equation*}
\hat{U}\left(t, t_{0}\right)=\sum_{n=0}^{\infty} \frac{1}{n!}(-i)^{n} \int_{t_{0}}^{t} \mathrm{~d} t_{1} \cdots \int_{t_{0}}^{t} \mathrm{~d} t_{n} T\left(\hat{H}_{1}\left(t_{1}\right) \cdots \hat{H}_{1}\left(t_{n}\right)\right), \tag{2.20}
\end{equation*}
$$

where $\hat{H}_{1}$ is the perturbation part of the Hamiltonian of the system and $T\left(\hat{H}_{1}\left(t_{1}\right) \cdots \hat{H}_{1}\left(t_{n}\right)\right)$ is the time-ordered product of $\hat{H}_{1}\left(t_{i_{1}}\right), \hat{H}_{1}\left(t_{i_{2}}\right), \cdots, \hat{H}_{1}\left(t_{n_{n}}\right)$. With this time-evolution operator, $S_{f i}$ is expressed as

$$
\begin{align*}
S_{f i}= & \lim _{t_{2} \rightarrow+\infty t_{1} \rightarrow-\infty} \lim _{n}\langle f| \hat{U}\left(t_{2}, t_{1}\right)|i\rangle  \tag{2.21}\\
= & \sum_{n} \frac{(-i)^{n}}{n!}\langle f| \int_{-\infty}^{+\infty} \mathrm{d}^{4} x_{1} \mathrm{~d}^{4} x_{2} \cdots \mathrm{~d}^{4} x_{n} T\left(\hat{\mathcal{H}}\left(x_{1}\right), \hat{\mathcal{H}}\left(x_{2}\right), \cdots, \hat{\mathcal{H}}\left(x_{n}\right)\right)|i\rangle \\
= & \delta_{f i}-i\langle f| \int_{-\infty}^{+\infty} \mathrm{d}^{4} x \hat{\mathcal{H}}(x)|i\rangle-\frac{1}{2}\langle f| \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \mathrm{d}^{4} x_{1} \mathrm{~d}^{4} x_{2} T\left(\hat{\mathcal{H}}\left(x_{1}\right), \hat{\mathcal{H}}\left(x_{2}\right)\right)|i\rangle \\
& +\cdots, \tag{2.22}
\end{align*}
$$

where $|f\rangle$ and $|i\rangle$ are the final state and the initial state, individually, and $\hat{\mathcal{H}}$ is the Hamiltonian density. Let $|\Psi(t)\rangle$ denote the time-dependent state vector and the relation between $|\Psi(t)\rangle$ and $|i\rangle$ is

$$
\begin{equation*}
\lim _{t \rightarrow-\infty}|\Psi(t)\rangle=|i\rangle . \tag{2.23}
\end{equation*}
$$

With this $S_{f i}$, the probability of transition $P_{f i}$ is written as

$$
\begin{equation*}
P_{f i}=S_{f i}^{*} S_{f i} . \tag{2.24}
\end{equation*}
$$

Since four-momentum is conserved for all processes,

$$
\begin{equation*}
(2 \pi)^{4} \delta^{4}\left(\sum \mathrm{p}_{f}-\sum \mathrm{p}_{i}\right) \equiv(2 \pi)^{3} \delta^{3}\left(\sum \vec{p}_{f}-\sum \vec{p}_{i}\right) 2 \pi \delta\left(E_{f}-E_{i}\right) \tag{2.25}
\end{equation*}
$$

where $p_{f}$ and $p_{i}$ denote energy-momentum four-vectors of the particles involved. By using this, if we define the T matrix as

$$
\begin{equation*}
S_{f i}=\delta_{f i}+(2 \pi)^{4} \delta^{4}\left(\sum \mathrm{p}_{f}-\sum \mathrm{p}_{i}\right) i T_{f i} \tag{2.26}
\end{equation*}
$$

If we compare this with the series expansion of the $S$ matrix, in first order perturbation theory, we have

$$
\begin{align*}
(2 \pi)^{4} \delta^{4}\left(\sum \mathrm{p}_{f}-\sum \mathrm{p}_{i}\right) T_{f i} & =-\langle f| \int \mathrm{d}^{4} x \mathcal{H}(x)|i\rangle  \tag{2.27}\\
& =-(2 \pi)^{4} \delta^{4}\left(\sum \mathrm{p}_{f}-\sum \mathrm{p}_{i}\right) M_{f i}
\end{align*}
$$

We see that in first order perturbation theory, the matrix element $M_{f i}$ of the Hamiltonian operator in momentum space and $T_{f i}$ differ only in their signs.

Let $V$ be the interaction volume and $t$ be the duration of the interaction, we obtain the following result [29]:

$$
\begin{equation*}
P_{f i}=(2 \pi)^{4} \delta^{4}\left(\sum \mathrm{p}_{f}-\sum \mathrm{p}_{i}\right) V t\left|T_{f i}\right|^{2} \tag{2.28}
\end{equation*}
$$

By dividing this by $V$ and $t$, we obtain a transition rate $d W_{f i} / d t$ per particle in the initial state:

$$
\begin{equation*}
\frac{d W_{f i}}{d t}=(2 \pi)^{4} \delta^{4}\left(\sum \mathrm{p}_{f}-\sum \mathrm{p}_{i}\right)\left|T_{f i}\right|^{2} \tag{2.29}
\end{equation*}
$$

Since all appropriate final states consistent with four-momentum conservation have to be taken into account and every particle of the final state contributes a phasespace factor $d^{3} p /(2 \pi)^{3}$, by integrating over the momentum $\vec{p}$, we obtain the decay rate

$$
\begin{equation*}
\frac{d W}{d t}=(2 \pi)^{4} \sum_{f} \int \delta^{4}\left(\sum \mathrm{p}_{f}-\sum \mathrm{p}_{i}\right) \prod_{f} \frac{d^{3} p_{f}}{(2 \pi)^{3}}\left|T_{f i}\right|^{2} \tag{2.30}
\end{equation*}
$$

If the matrix element $T_{f i}$ is independent of the kinematics, it may be removed from the integral and Eq. 2.30 becomes

$$
\begin{equation*}
\frac{d W}{d t}=\rho \cdot|\bar{T}|^{2}=\rho \cdot|\bar{M}|^{2}, \tag{2.31}
\end{equation*}
$$

where $\bar{T}$ and $\bar{M}$ are the spin-averaged matrix elements and $\rho$ is

$$
\begin{equation*}
\rho=(2 \pi)^{4} \sum_{\text {spins }} \int \delta^{4}\left(\sum \mathrm{p}_{f}-\mathrm{p}_{i}\right) \prod_{f} \frac{d^{3} p_{f}}{(2 \pi)^{3}} . \tag{2.32}
\end{equation*}
$$

The assumption that the T matrix is independent of the kinematics is more or less satisfied in nuclear $\beta$-decay [29]. This assumption leads to the allowed transitions
and we have

$$
\begin{gather*}
|\bar{T}|^{2}=G_{\beta}^{2}\left[B_{F}(f)+B_{G T}(f)\right]  \tag{2.33}\\
\rho=\frac{1}{(2 \pi)^{5}} \int d^{3} p_{f} d^{3} p_{e} d^{3} p_{\bar{v}} \delta^{3}\left(\overrightarrow{p_{f}}+\overrightarrow{p_{e}}+\overrightarrow{p_{\bar{v}}}\right) \delta\left(E_{i}-E_{f}-E_{f}^{\mathrm{kin}}-E_{e}-E_{\bar{v}}\right) \tag{2.34}
\end{gather*}
$$

where $G_{\beta}$ is the interaction constant

$$
\begin{equation*}
G_{\beta}=1.008 \cdot 10^{-5} m_{p}^{-2} \quad\left(m_{p} \text { is the mass of the proton }\right) \tag{2.35}
\end{equation*}
$$

and $B_{F}^{ \pm}$and $B_{G T}^{ \pm}$are the reduced transition probability for Fermi decay and GamowTeller decay, individually:

$$
\begin{align*}
B_{F}^{ \pm} & =\frac{\left.\left|\left\langle N_{f}\right|\right| T^{ \pm}| | N_{i}\right\rangle\left.\right|^{2}}{2 J_{i}+1}  \tag{2.36}\\
B_{G T}^{ \pm} & =\frac{\left.c_{A}^{2}\left|\left\langle N_{f}\right|\right| Y^{ \pm}| | N_{i}\right\rangle\left.\right|^{2}}{2 J_{i}+1} \tag{2.37}
\end{align*}
$$

(The factor $c_{A}$ is the renormalization of the weak interaction in the GT decay)

If we define the decay energy $\Delta_{f}=E_{i}-E_{f}$, neglect the kinetic energy of the final nucleus $E_{f}^{\text {kin }}$, and integrate over $\overrightarrow{p_{f}}$, the quantity $\rho$ can be calculated and we obtain:

$$
\begin{array}{r}
\rho=\int d \rho=\frac{1}{(2 \pi)^{3}} \int_{m_{e}}^{\Delta_{f}} p_{e} E_{e}\left(\Delta_{f}-E_{e}\right)^{2} d E_{e} \\
d \rho=\frac{1}{(2 \pi)^{3}} p_{e} E_{e}\left(\Delta_{f}-E_{e}\right)^{2} d E_{e} \tag{2.39}
\end{array}
$$

Therefore, for the total decay rate $d W_{f} / d t$ to the final state $f$, we have

$$
\begin{equation*}
\frac{d W_{f}}{d t}=\frac{G_{\beta}^{2}}{2 \pi^{3}}\left[B_{F}(f)+B_{G T}(f)\right] \int_{m_{e}}^{\Delta_{f}} p_{e} E_{e}\left(\Delta_{f}-E_{e}\right)^{2} d E_{e} \tag{2.40}
\end{equation*}
$$

or

$$
\begin{equation*}
\frac{d W_{f}}{d t d E_{e}}=\frac{G_{\beta}^{2}}{2 \pi^{3}} p_{e} E_{e}\left(\Delta_{f}-E_{e}\right)^{2}\left[B_{F}(f)+B_{G T}(f)\right] \tag{2.41}
\end{equation*}
$$

However, this calculation does not generate realistic results since we have neglected the Coulomb interaction between nuclei and electrons. In order to correct
this, the following correction factor is introduced:

$$
\begin{equation*}
F\left(Z, E_{e}\right)=\left|\psi(0)_{\text {with }} / \psi(0)_{\text {without }}\right|^{2} \tag{2.42}
\end{equation*}
$$

where $\psi(0)_{\text {with }}$ is the electron wave function evaluated at the position of the nucleus taking into account Coulomb interaction for an extended nucleus, and $\psi(0)_{\text {without }}$ is the corresponding value when the Coulomb interaction is not taken into account. This correction factor $F(Z, E)$ is known as the Fermi function. For non-relativistic electrons in the field of a pointlike nucleus, it has an analytic form:

$$
\begin{equation*}
F_{N R}(Z, E)=\frac{2 \pi \eta}{1-e^{-2 \pi \eta}} \tag{2.43}
\end{equation*}
$$

where

$$
\begin{equation*}
\eta= \pm \frac{Z e^{2}}{v_{e}} \quad \text { for } \beta^{\mp} \text {-decay } \tag{2.44}
\end{equation*}
$$

and $v_{e}$ is the velocity of the emitted electron (positron) at infinity.
For heavy nuclei (large $Z$ ), $F(Z, E)$ must be calculated by solving the relativistic Dirac equation with the Coulomb potential for an extended nucleus. $d \rho$ is modified to take into account the Fermi function and we have:

$$
\begin{equation*}
d \rho=\frac{1}{2 \pi^{3}} F(Z, E)\left(\Delta_{f}-E_{e}\right)^{2} p_{e} E_{e} d E_{e} . \tag{2.45}
\end{equation*}
$$

Thus we obtain the decay rate of allowed transitions per electron-energy interval

$$
\begin{equation*}
\frac{d W}{d t d E_{e}}=\frac{G_{\beta}^{2}}{2 \pi^{3}} F(Z, E) p_{e} E_{e}\left(\Delta_{f}-E_{e}\right)^{2}\left[B_{F}+B_{G T}\right], \tag{2.46}
\end{equation*}
$$

and by integrating over the electron energy:

$$
\begin{equation*}
\frac{d W}{d t}=\int_{m_{E}}^{\Delta_{f}} \frac{d W}{d t d E_{e}} d E_{e}=\frac{G_{\beta}^{2} m_{e}^{5}}{2 \pi^{3}} f\left[B_{F}+B_{G T}\right], \tag{2.47}
\end{equation*}
$$

where

$$
\begin{equation*}
f \equiv \frac{1}{m_{e}^{5}} \int_{m_{e}}^{\Delta_{f}} F(Z, E) p_{e} E_{e}\left(\Delta_{f}-E_{e}\right)^{2} d E_{e} \tag{2.48}
\end{equation*}
$$

This Fermi integral $f$ is tabulated by Gove and Martin [31]. The relation between
the decay rate and the partial half-life $t_{1 / 2}$ is given by

$$
\begin{equation*}
t_{1 / 2}=[d W / d t]^{-1} \ln 2 \tag{2.49}
\end{equation*}
$$

Therefore we have

$$
\begin{equation*}
f t_{1 / 2}=\frac{2 \pi^{3} \ln 2}{G_{\beta}^{2} m_{e}^{5}} \frac{1}{\left[B_{F}+B_{G T}\right]} \equiv \frac{4 \pi D}{\left[B_{F}+B_{G T}\right]} \tag{2.50}
\end{equation*}
$$

where $t_{1 / 2}$ is the partial half-life for a transition to a given level $E_{f}$ of the daughter nucleus. Eq. 2.50 ) is the so-called $f t$ value. The total half-life $T_{1 / 2}$ for allowed $\beta$ decay to the daughter nucleus is given by summing over all final states $E_{f}$ involved in the $\beta$-decay

$$
\begin{equation*}
T_{1 / 2}^{-1}=\sum f_{f} \frac{B_{F}\left(E_{f}\right)+B_{G T}\left(E_{f}\right)}{4 \pi D} \tag{2.51}
\end{equation*}
$$

## Forbidden Transitions

In the decay of an extended object such as an atomic nucleus, transitions in which one or both leptons carry orbital angular momentum can occur. Such transitions are termed forbidden. The term forbidden expresses the fact that transitions with transfer of orbital angular momentum have a strongly reduced decay rate. This reduction in the decay rate is due to the fact that a transition with lepton orbital angular momentum $l$ corresponds to the $l$ th order in a multipole expansion of the lepton wave function with expansion parameter $R q$, where $R$ is the radius of the nucleus and $q$ is the momentum transferred between the nucleus and the leptons [29].

For unique forbidden transitions, where only a single multipole component and only one transition operator contribute, there is a correspondence between $f_{n} t_{1 / 2}$ and the reduced transition strength $B_{n}$ :

$$
\begin{equation*}
f_{n} t_{1 / 2}=\frac{2 \pi^{3} \ln 2}{G_{\beta}^{2} m_{e}^{5} B_{n}} \tag{2.52}
\end{equation*}
$$

Table 2.1: Selection Rules for $\beta$-Decays

| Fermi |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| GT |  |  |  |  |
| Type | $L$ | $\Delta J$ | $\Delta J$ | $\Delta \pi$ |
| Allowed | 0 | 0 | $(0), 1$ | No |
| First Forbidden | 1 | $(0), 1$ | $0,1,2$ | Yes |
| Second Forbidden | 2 | $(1), 2$ | 2,3 | No |
| Third Forbidden | 3 | $(2), 3$ | 3,4 | Yes |

Table 2.2: Type of $\beta$-Decays and Typical $\log f t$ Values [29]

| Type | $\Delta J$ | $\log f t$ (typical) |
| :---: | :---: | :--- |
| Superallowed (Fermi + Gamow-Teller) | 0 | $\approx 3$ |
| Allowed (Gamow-Teller) | $0,1\left(\right.$ not $\left.0^{+} \rightarrow 0^{+}\right)$ | $\approx 4-6$ |
| First Forbidden | $0,1,2$ | $\approx 6-9$ |
| Second Forbidden | 2,3 | $\approx 11-13$ |
| Third Forbidden | 3,4 | $\approx 18$ |

## Selection Rules and $\log f t$ Values

For allowed $\beta$-decays and forbidden $\beta$-decays discussed above, the selection rules are shown in Table 2.1 and typical $\log f t$ values are shown in Table 2.2. The values are taken from Ref.[29].

### 2.1.2 $\gamma$-decay

Most decays from one nucleus to another as well as nuclear reactions leave the final nucleus in an excited state. These excited states typically decay rapidly to the ground state through the emission of one or more $\gamma$ rays, which are photons of electromagnetic radiation [32].

## Reduced Transition probabilities for $\gamma$-decay

The interaction of the electromagnetic field with the nucleus can be expressed through the following operator [3]:

$$
\begin{equation*}
\mathcal{O}=\sum_{\lambda, \mu}\left[\mathcal{O}(E \lambda)_{\mu}+\mathcal{O}(M \lambda)_{\mu}\right], \tag{2.53}
\end{equation*}
$$

where $\mathcal{O}(E \lambda)_{\mu}$ and $\mathcal{O}(M \lambda)_{\mu}$ are the electric and magnetic multipole operators, respectively, with tensor rank $\lambda$ :

$$
\begin{align*}
\mathcal{O}(E \lambda) & =r^{\lambda} Y_{\lambda \mu}(\hat{r}) e_{t_{z}} e,  \tag{2.54}\\
\mathcal{O}(M \lambda) & =\left[\vec{l} \frac{2 g_{t_{z}}^{l}}{\lambda+1}+\vec{s} g_{t_{z}}^{s}\right] \vec{\nabla}\left[r^{\lambda} Y_{\lambda \mu}(\hat{r})\right] \mu_{N}, \tag{2.55}
\end{align*}
$$

where $Y_{\lambda \mu}$ are the spherical harmonics and $e_{t_{z}}$ are the electric charges for the proton and neutron in units of $e$. For the free-nucleon charge, $e_{p}=1$ and $e_{n}=0$ for the proton and neutron, respectively.

For a given $E$ or $M$ operator of rank $\lambda$, the electromagnetic transition rate $W_{M_{i}, M_{f}, \mu}$ is given by

$$
\begin{equation*}
\left.W_{M_{i}, M_{f}, \mu}=\left(\frac{8 \pi(\lambda+1)}{\lambda[(2 \lambda+1)!!]^{2}}\right)\left(\frac{k^{2 \lambda+1}}{\hbar}\right)\left|\left\langle J_{f} M_{f}\right| \mathcal{O}(\lambda)_{\mu}\right| J_{i} M_{i}\right\rangle\left.\right|^{2}, \tag{2.56}
\end{equation*}
$$

where $k$ is the wave-number for the electromagnetic transition of energy $E_{\gamma}$ given by:

$$
\begin{equation*}
k=\frac{E_{\gamma}}{\hbar c}=\frac{E_{\gamma}}{197 \mathrm{MeV} \mathrm{fm}} \tag{2.57}
\end{equation*}
$$

By averaging over the $M_{i}$ states and summing over $M_{f}$ and $\mu$, the total rate for a specific set of states and a given operator is obtained:

$$
\begin{align*}
W_{i, f, \lambda} & =\frac{1}{\left(2 J_{i}+1\right)} \sum_{M_{i}, M_{f}, \mu} W_{M_{i}, M_{f}, \mu}  \tag{2.58}\\
& =\left(\frac{8 \pi(\lambda+1)}{\lambda[(2 \lambda+1)!!]^{2}}\right)\left(\frac{k^{2 \lambda+1}}{\hbar}\right) \frac{\left.\left|\left\langle J_{f}\right|\right| \mathcal{O}(\lambda)| | J_{i}\right\rangle\left.\right|^{2}}{\left(2 J_{i}+1\right)} . \tag{2.59}
\end{align*}
$$

The last factor in Eq. 2.59 is known as a reduced transition probability $B$ :

$$
\begin{equation*}
B(i \rightarrow f)=\frac{\left.\left|\left\langle J_{f}\right|\right| \mathcal{O}(\lambda)| | J_{i}\right\rangle\left.\right|^{2}}{\left(2 J_{i}+1\right)} . \tag{2.60}
\end{equation*}
$$

## Weisskopf Units for $\gamma$ Decay

In order to judge the relative strength of a transition, the reduced transition probability is often given in Weisskopf units. The Weisskopf unit is an oversimplified estimate of the reduced transition probability for a single-particle and dependence upon mass. By convention it is defined by [3]:

$$
\begin{gather*}
B_{W}(E \lambda)=\left(\frac{1}{4 \pi}\right)\left[\frac{3}{(3+\lambda)}\right]^{2}\left(1.2 A^{1 / 3}\right)^{2 \lambda} e^{2} \mathrm{fm}^{2 \lambda},  \tag{2.61}\\
B_{W}(M \lambda)=\left(\frac{10}{\pi}\right)\left[\frac{3}{(3+\lambda)}\right]^{2}\left(1.2 A^{1 / 3}\right)^{2 \lambda-2} \mu_{N}^{2} \mathrm{fm}^{2 \lambda-2} . \tag{2.62}
\end{gather*}
$$

## Angular Momentum and Parity Selection Rules

An electromagnetic transition between an initial nuclear state $i$ and a final nuclear state $f$ can take place only if the emitted $\gamma$ ray carries away an angular momentum $\vec{l}$ such that

$$
\begin{equation*}
\overrightarrow{J_{f}}=\overrightarrow{J_{i}}+\vec{l} . \tag{2.63}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
\left|J_{i}-J_{f}\right| \leq l \leq J_{I}+J_{f} \quad(\text { where } J=|\vec{J}|) . \tag{2.64}
\end{equation*}
$$

Since the photon has an intrinsic spin of $1, l=0 \gamma$ transitions are forbidden.
The electromagnetic interaction conserves parity, and the elements of the operators for $E \lambda$ (Eq. 2.54) and $M \lambda$ (Eq. 2.55) can be classified according to their transformation under parity change [3]:

$$
\begin{equation*}
P \circlearrowleft P^{-1}=\pi_{\mathcal{O}} \mathcal{O} \tag{2.65}
\end{equation*}
$$

where

$$
\begin{array}{ll}
\pi_{\cup}=(-1)^{\lambda} & \text { for } Y_{\lambda}, \\
\pi_{\mathcal{O}}=-1 & \text { for vectors } \vec{r}, \vec{\nabla}, \text { and } \vec{p}, \\
\pi_{\mathcal{O}}=+1 & \text { for pseudo vectors } \vec{l}=\vec{r} \times \vec{p} \text { and } \vec{\sigma} .
\end{array}
$$

For a given matrix element

$$
\begin{equation*}
\left\langle\Psi_{f}\right| \mathcal{O}\left|\Psi_{i}\right\rangle=\left\langle\Psi_{f}\right| P^{-1} P \mathcal{O} P^{-1} P\left|\Psi_{i}\right\rangle=\pi_{i} \pi_{f} \pi_{\mathcal{O}}\left\langle\Psi_{f}\right| \mathcal{O}\left|\Psi_{i}\right\rangle, \tag{2.66}
\end{equation*}
$$

and the matrix element vanishes unless $\pi_{i} \pi_{f} \pi_{0}=+1$. Therefore

$$
\begin{align*}
& \pi_{i} \pi_{f}=+1 \text { for } M 1, E 2, M 3, E 4, \cdots,  \tag{2.67}\\
& \pi_{i} \pi_{f}=-1 \text { for } E 1, M 2, E 3, M 4, \cdots . \tag{2.68}
\end{align*}
$$

### 2.2 Radiation Detection

In this section, the principles of radiation detection are discussed. There are various types of radiation in nature such as $\alpha$-radiation, $\beta$-radiation, $\gamma$-radiation, and neutrons. In this study, however, the crucial types of radiation are $\beta^{-}$-particles emitted following $\beta^{-}$-decays and $\gamma$-rays emitted from the decay of the excited states of a nucleus. Therefore, the focus on this section is the two types of radiation and their detection. The discussion in this section is based on Ref.[33].

### 2.2.1 Radiation Interaction with Matter

In order to detect radiation, they have to interact with the matter, namely the material of the detectors. Different types of radiation interact with matter in different ways.

## Interaction of $\beta$-particles

$\beta$-particles, namely electron and positrons, are charged particles and they interact with matter through Coulomb forces. An incident electron can lose its energy by interacting with the orbital electrons of atoms as well as with the positively charged
nucleus. In addition to this, a positron annihilates with one of the orbital electrons at the end of its track, resulting in an emission of two $511 \mathrm{keV} \gamma$-rays in opposite directions.

The specific energy loss due to ionization and excitation for fast electrons may be described by the Bethe formula:

$$
\begin{array}{r}
-\left(\frac{d E}{d x}\right)_{c}=\frac{2 \pi e^{4} N Z}{m_{0} v^{2}}\left(\ln \frac{m_{0} v^{2} E}{2 I^{2}\left(1-\beta^{2}\right)}-(\ln 2)\left(2 \sqrt{1-\beta^{2}}-1+\beta^{2}\right)\right. \\
\left.+\left(1-\beta^{2}\right)+\frac{1}{8}\left(1-\sqrt{1-\beta^{2}}\right)^{2}\right), \tag{2.70}
\end{array}
$$

where $v$ is the velocity of the primary particle, $N$ and $Z$ are the number density and atomic number of the absorber atoms, $m_{0}$ is the electron rest mass, $e$ is the electronic charge, and $\beta \equiv v / c$. The parameter $I$ represents the average excitation and ionization potential of the absorber. The subscript $c$ on the left hand side denotes that this is a collisional process. An electron can also lose its energy by radiative processes called bremsstrahlung, whose specific energy loss is

$$
\begin{equation*}
-\left(\frac{d E}{d x}\right)_{r}=\frac{N \cdot E \cdot Z(Z+1) e^{4}}{137 m_{0}^{2} c^{4}}\left(4 \ln \frac{2 E}{m_{0} c^{2}}-\frac{4}{3}\right) \tag{2.71}
\end{equation*}
$$

where the subscript $r$ denotes that this is a radiative process. This happens when a charged particle decelerates (accelerates) and corresponds to the deflections of the electron by interactions with the material of the detector.

## Interaction of $\gamma$-rays

A $\gamma$-ray is electromagnetic radiation arising from the transitions between states in atomic nuclei. In measurements of $\gamma$-ray, three types of interaction play an important role: photoelectric absorption, Compton scattering, and pair production. They lead to the partial or complete transfer of the $\gamma$-ray photon energy to electron energy.

In the photoelectric absorption process, a photon interacts with an absorber atom and an energetic photoelectron is ejected by the atom from one of its bound


Figure 2.1: Sketch of Compton scattering process. An incident $\gamma$-ray with the energy of $h v$ is scattered by an electron and deflected through an angle $\theta$ with respect to its original direction. $\theta$ can be any angle. The figure was taken from Ref.[33].
shells. The energy of the photoelectron $E_{e^{-}}$is given by

$$
\begin{equation*}
E_{e^{-}}=h v-E_{\mathrm{b}}, \tag{2.72}
\end{equation*}
$$

where $E_{\mathrm{b}}$ is the binding energy of the photoelectron in its initial shell. The photoelectric process is the predominant mode of interaction in the lower energy region compared to the other two processes. The probability of the photoelectric interaction of the photon with the material of the detector is approximately proportional to:

$$
\begin{equation*}
\tau \propto \frac{Z^{n}}{E_{\gamma}^{3.5}} \tag{2.73}
\end{equation*}
$$

where $\tau$ is the photoelectric mass attenuation coefficient, $Z$ is the element number of the material, and $E_{\gamma}$ is the energy of the incident $\gamma$-ray. $n$ varies between 4 and 5 depending on the energy region of the $\gamma$-ray.

Compton scattering is a scattering process between the incident $\gamma$-ray photon and an electron in the absorbing material. In this process, the incoming $\gamma$-ray photon is deflected through the scattering with an electron and transfers a portion of its energy to the electron. The schematics of the process is shown in Fig. 2.1.

The relation between the energy transfer and scattering angle is given by

$$
\begin{equation*}
h v-h v^{\prime}=h v\left(1-\frac{1}{1+\frac{h v}{m_{0} c^{2}}(1-\cos \theta)}\right), \tag{2.74}
\end{equation*}
$$

where $m_{0} c^{2}$ is the rest-mass of an electron.
If the energy of the $\gamma$-ray is larger than twice the rest-mass of an electron (511 $\mathrm{keV} \times 2$ ), the pair production process is energetically possible. In practice, the probability of this process is very low until the energy of the $\gamma$-ray approaches several MeV (see Fig. 2.2). Therefore this process is predominant in the high energy region above 6 MeV . In this process, the $\gamma$-ray photon disappears and is replaced by an electron-positron pair. If the energy of the $\gamma$-ray is more than required to create a electron-positron pair, the excess energy goes into the kinetic energy of electron and positron. Since the positron annihilates in the material after slowing down, the secondary products of this process are two annihilation photons with the energy of 511 keV emitted in the opposite direction.

The sum of the probabilities of occurrence of these three processes per unit path length in the absorber is called the "linear attenuation coefficient". Fig. 2.2 shows the linear attenuation coefficient for a NaI crystal as a function of the $\gamma$-ray energy.


Figure 2.2: Linear attenuation coefficient of NaI as a function of incident $\gamma$ ray energy. The contributions from photoelectric absorption, Compton scattering, and pair production are also shown. The figure is taken from Ref.[34].

## Chapter 3

## Experiment

### 3.1 Isotope Production

In this section, a method of isotope production relevant to this study, which is the Isotope Separation On-Line (ISOL) technique, is discussed. There are two major unstable isotope production methods, which are the in-flight fragmentation technique and the ISOL technique, and TRIUMF's ISAC facility employs the ISOL technique. The in-flight fragmentation technique is used at facilities such as GSI in Germany, NSCL in the United States, and RIBF at RIKEN in Japan. On the other hand, facilities such as ISOLDE at CERN and TRIUMF in Canada use the ISOL technique for isotope production.

### 3.1.1 TRIUMF ISAC Facility

The TRIUMF ISAC facility is one of the world class facilities for low energy nuclear physics using radioactive beams. The primary beam for isotope production is the 480 MeV proton beam accelerated by the world largest cyclotron. This proton beam impinges on a production target, in this experiment a uranium carbide $\left(\mathrm{UC}_{x}\right)$ target was used, and through secondary reactions including fission, spallation and fragmentation, various isotopes are produced. Different ionization methods can be used to extract and transport the isotope. The ionized isotopes are reaccelerated using high-voltage electrodes and after going through the mass separator, the radioactive beams are delivered to the experimental facilities. The schematics of the


Figure 3.1: The schematics of the TRIUMF ISAC facility. The GRIFFIN spectrometer has replaced the $8 \pi$ spectrometer and is now located at the neighbouring beam line (not shown in this picture). The figure was taken from Ref. [35].

ISAC facility is shown in Fig. 3.1

### 3.1.2 Ion Source: IG-LIS

In general, the products of the reactions in the target which are caused by the primary proton beam result in the production of various isotopes. However, most of the nuclear physics experiments require a pure beam which consists of an isotope of interest. The first step of the purification is done at the time of the extraction of isotopes using an ion source. There are different types of ion sources available at the ISAC facility, such as surface ion sources, the Force Electron Beam Induced Arc Discharge (FEBIAD) ion source, and the resonance-ionization laser ion-sources (TRILIS and IG-LIS). In the current study, Ion Guide - Laser Ion Source (IG-


Figure 3.2: The schematics of the Ion Guide - Laser Ion Source (IG-LIS). See section 3.1.2 for details. The figure was taken from Ref. [36].

LIS) [36] was used for extraction and purification of the beam. In the IG-LIS, after the initial production and diffusion of isotopes from the target, the surfaceionized species are repelled with an electrostatic electrode. Only neutral atoms can pass the repeller electrode, and the isotope of interest is ionized by the elementselective multi-step laser excitation. The ionized isotopes are confined and transported towards the high-voltage extraction field by a radio frequency quadrupole. The schematics of the system is shown in Fig. 3.2. The wavelengths of the laser excitation are characteristic to the respective element. Therefore, the isotope of interest can be ionized with highly selectivity. The laser excitation scheme for cadmium is shown in Fig. 3.3

### 3.1.3 Radioactive Beam

The isotope of interest ${ }^{129} \mathrm{Cd}$ was produced with the method described in Section 3.1. The beam of ${ }^{129} \mathrm{Cd}$, which consists of both the ground state and the isomeric state was delivered to the GRIFFIN spectrometer with a intensity of $\sim 120 \mathrm{pps}$. The data was collected approximately for 13 hours. For a few runs, the laser in IG-LIS (see Section 3.1.2) was blocked in order to facilitate the identification of the peaks in the $\gamma$-ray spectra that originate only from surface-ionized species such as In and


Figure 3.3: Element-selective multi-step laser excitation scheme for cadmium. Figure courtesy of J. Lassen.

Cs. In the "laser on" spectra, also the peaks of from the decay of ${ }^{129} \mathrm{Cd}$ become visible.

### 3.2 Experimental Setup

In this experiment, the beam of ${ }^{129} \mathrm{Cd}$ was implanted on the moving tape collector, which was surrounded by the $\beta$-tagger SCEPTAR. SCEPTAR was located at the centre of the HPGe detectors array GRIFFIN. In order to suppress high-energetic bremsstrahlung, SCEPTAR was surrounded by a 20 mm thick Delrin absorber. This setup enables us to conduct a $\beta-\gamma$ correlation analysis, which is discussed
further in Chapter 4 .

### 3.2.1 The GRIFFIN Spectrometer and Ancillary Detectors

The Gamma-Ray Infrastructure For Fundamental Investigations of Nuclei (GRIFFIN) Spectrometer is a high efficiency $\gamma$-ray spectrometer at the TRIUMF's ISAC facility, newly commissioned in 2014. This spectrometer is primarily designed for decay spectroscopy of unstable nuclei [37].

### 3.2.2 HPGe Clover Detectors Array

The heart of the GRIFFIN spectrometer is the array of 16 high volume high-purity Ge (HPGe) clover detectors. They cover almost all the $4 \pi$ solid angle and achieve high $\gamma$-ray detection efficiency. Each clover detector is segmented into four crystals of HPGe and its fine angular resolution is suitable for $\gamma-\gamma$ angular correlation analysis. These four n-type HPGe crystals are housed together in a cryostat, forming a close-packed "clover" arrangement (Fig. 3.4).

The average energy resolution at 122.0 keV and 1332.5 keV for all 64 crystal is $1.12(6) \mathrm{keV}$ and $1.89(6) \mathrm{keV}$, respectively [38]. The dominant interaction process for $\gamma$-rays with the energy of a few hundreds keV up $\sim 7 \mathrm{MeV}$ in germanium is Compton scattering (see Section 2.2.1). In a Compton scattering event, it is possible that a $\gamma$-ray deposits part of its energy in several neighbouring crystals. Such energy depositions are time correlated, therefore the full $\gamma$-ray energy may be recovered by summing these individual events. This procedure is called "add-back" and the clover detectors can be operated in the add-back mode in addition to the single crystal mode, where such summing is not done.

In the most recent upgrade, the bismuth germanate (BGO) scintillator shields were installed to each HPGe detector in order to suppress Compton scattering signals caused by the scattered $\gamma$-rays escaping from the detector.

### 3.2.3 Ancillary Detectors

The GRIFFIN array may be combined with various types of ancillary detectors for different purpose, such as $\beta-\gamma$ coincidence analysis, neutron detection, fast timing, and internal conversion electron detection. In this section, only those ancillary


Figure 3.4: 3D model of a GRIFFIN HPGe clover. The figure was taken from Ref.[38]
detectors that were relevant to the current study are explained.

## SCEPTAR

The Scintillating Electron Positron Tagging ARray (SCEPTAR) is used to detect $\beta$-particles emitted from $\beta$-decay events. It was built as an ancillary detector for GRIFFIN's predecessor, the $8 \pi$ spectrometer. The detector consists of 20 plastic scintillators and is located in the vacuum chamber at the centre of the GRIFFIN HPGe detectors array (Fig.3.5). In order to suppress bremsstrahlung $\gamma$-rays, the detectors are covered by Delrin absorber. The thickness of the absorber is 10 mm or 20 mm , depending on the energies of $\gamma$-rays of interest. For the ${ }^{129} \mathrm{Cd}$ decay spectroscopy, a Delrin absorber of 20 mm thickness was used.


Figure 3.5: The upstream hemisphere of SCEPTAR and the east hemisphere of the GRIFFIN HPGe array without the BGO shields. The figure was taken from Ref.[37].

## Moving Tape Collector

The beam is implanted on the moving tape collector located at the centre of the detector array. The tape is usually operated in a cycle mode (see Section 4.6.1 for the cycle types in this experiment), which consists of background, implantation, and decay part. After a cycle the used part of the tape is transported behind a lead shield so that the following measurements are not affected by the decay products.

### 3.2.4 Data Acquisition (DAQ) System

The GRIFFIN DAQ system consists of custom-designed hardware and firmware which were designed to achieve high-rate data processing with high precision. Each HPGe crystal can operate at a count of rate up to 50 kHz and its reliability
is compatible for precision measurements such as Fermi super-allowed $\beta$-decays which requires a measurement of half-life and branching ratio to better than $0.05 \%$ [39]. The signals of the radiation interacting with the detectors are first amplified by the preamplifier provided for each crystal and then digitized by the GRIF-16 module. The digitized signals are collected from each crystal by a GRIF-C module and after filtering, stored in the storage disk. The interface with the GRIFFIN electronics modules is based on the MIDAS (Maximum Integrated Data Acquisition System) system developed at Paul Scherrer Institute (PSI), Switzerland and TRIUMF, which can write experimental data to disk efficiently in the MIDAS file format [40].

## Chapter 4

## Data Analysis and Results

In this chapter, the data analysis procedure is explained in detail and the results are discussed.

### 4.1 Event Construction

### 4.1.1 Data Sorting and Event Construction

The MIDAS file is sorted into a .root file using the analysis software package GRSISort [41] based on ROOT. GRSISort produces two types of . root files which are the FragmentTree and AnalysisTree. The FragmentTree is a collection of time-ordered hits and it also contains basic information of the detector system. On the other hand, AnalysisTree is a collection of hits sorted into physics events. A physics event is defined as a group of hits within a certain coincidence time window, and those hits are expected to originate from the same physical process. The length of the time window is set to $2 \mu \mathrm{~s}$ by default but can be modified if necessary.

### 4.2 Calibration

The first step of the analysis is various calibrations of the detectors. Through this procedure, the correct energy gain and efficiency of the HPGe clover detector array is obtained.

### 4.2.1 HPGe GRIFFIN Array Energy Calibration

Initially the gain matching of the HPGe detectors was conducted crystal by crystal using standard calibration sources such as ${ }^{56} \mathrm{Co},{ }^{60} \mathrm{Co},{ }^{133} \mathrm{Ba}$, and ${ }^{152} \mathrm{Eu}$. However it is known that the energy gain of each crystal deviates as a function of time. Therefore, it is necessary to perform fine gain matching at reasonably short time intervals. In this analysis the gain matching was done roughly on a day-by-day basis using well-known $\gamma$-ray transitions [28] of ${ }^{129} \mathrm{Sn}$, which are present in the online data.

### 4.2.2 HPGe GRIFFIN Array Efficiency Calibration

In order to determine $\gamma$-ray intensities, the energy dependence of the $\gamma$-ray detection efficiency has to be determined. Unlike the energy gains, this does not deviate over time unless detector channels fail during the experiment, and therefore the source runs at the beginning of the experiment were used for the efficiency calibration. The $\gamma$-ray sources used for this calibration are listed in Table 4.1. In order to obtain the correct detection efficiency, several corrections have to be applied and they are discussed below.

## Summing Effect Correction

When multiple $\gamma$-rays are emitted from the same decay event, it is possible that more than one $\gamma$-ray deposits energy in the same crystal of the detector. If such event is detected as one hit, its energy is registered as the sum of the deposited energy and it is impossible to reconstruct their original energies. The following method is one of the ways to estimate such summing effects.

It is known that the angular correlation of the $\gamma$-rays emitted in the same decay cascade is the same at $0^{\circ}$ and $180^{\circ}$ since the angular correlation $W(\theta)$ has the following form:

$$
\begin{equation*}
W(\theta)=A_{0}\left[1+a_{22} P_{2}(\cos \theta)+a_{44} P_{4}(\cos \theta)+\cdots\right], \tag{4.1}
\end{equation*}
$$

where $\theta$ is the angle between the two $\gamma$-rays, $P_{n}(\cos \theta)$ is the $n^{\text {th }}$ order Legendre polynomial, and $A_{0}, a_{22}, a_{44}, \cdots$ are some constants that can be calculated. There-


Figure 4.1: Example of the gain matching of HPGe crystals with calibration sources ${ }^{152} \mathrm{Eu}$ and ${ }^{56} \mathrm{Co}$. Only the first 8 crystals are shown for example. The $x$-axis shows the bin number of the uncalibrated energy histogram and the $y$-axis shows the calibrated energy. The " + " marker of each point in the plot does not correspond to the size of the error.


Figure 4.2: Example of the gain matching of HPGe crystals with known peaks from the decay of ${ }^{129} \mathrm{Sn}$ in the experimental data. Only the first 8 crystals are shown for example. The $x$-axis shows the energy with the source calibration $(E)$ and the $y$-axis shows the calibrated energy $\left(E^{\prime}\right)$. The " + " marker of each point in the plot does not correspond to the size of the error. From the linear fitting functions shown in the figure, it can be observed that some of the offsets of the energy gain have non-zero deviation from the original energy calibration.

Table 4.1: Isotopes and transitions used for $\gamma$-ray efficiency calibration. The intensities were taken from Ref.[28].

| Source | Energy [keV] | Intensity per 100 Decays [\%] |
| :---: | :---: | :---: |
| ${ }^{152} \mathrm{Eu}$ | 121.7 | 28.5(5) |
|  | 244.6 | 7.55(4) |
|  | 344.2 | 26.5(2) |
|  | 411.1 | 2.23(1) |
|  | 778.9 | 12.93(8) |
|  | 867.3 | 4.23(3) |
|  | 964.0 | 14.51(7) |
|  | 1085.8 | 10.11(5) |
|  | 1112.0 | 13.67(8) |
|  | 1408.0 | 20.87(9) |
| ${ }^{133} \mathrm{Ba}$ | 53.1 | 2.14(3) |
|  | 80.9 | 32.9(3) |
|  | 276.3 | 7.16(5) |
|  | 302.8 | 18.3(1) |
|  | 383.8 | 8.94(6) |
| ${ }^{56} \mathrm{Co}$ | 846.7 | 99.9399(1) |
|  | 1037.8 | 14.05(4) |
|  | 1238.2 | 66.4(1) |
|  | 1360.2 | 4.28(1) |
|  | 1771.2 | 15.41(6) |
|  | 2015.2 | 3.01(1) |
|  | 2034.7 | 16.97(4) |
|  | 2598.5 | 1.03(1) |
|  | 3009.6 | 3.20(1) |
|  | 3253.5 | 7.92(2) |
|  | 3203.7 | 1.875(2) |

fore, the probability of the two $\gamma$-rays entering the same crystal of the detector should also be the same as those $\gamma$-rays entering the crystals located at $180^{\circ}$ with respect to the decay point. The GRIFFIN array has $4 \times 16=64$ crystals and the number of crystal pairs separated by $180^{\circ}$ is also 64 . By measuring the number of counts in coincidence with each $\gamma$-ray listed in Table 4.1 for each $180^{\circ}$ crystal pair (with removal of time random coincidences), the summing effect can be estimated.

## HPGe Deadtime Correction

Every time a detector detects a hit, the corresponding channel becomes inactive due to the signal processing and it does not accept another hit for a certain amount of time. In the latest DAQ system, the length of the deadtime is programmed to be $1.2 \mu \mathrm{~s}$ so that the deadtime can be uniform for any energy of $\gamma$-rays. However, this was not yet implemented at the time of this experiment. Therefore, the deadtime was obtained by plotting the time interval of two consecutive $\gamma$-rays for each crystal (Fig. 4.3) and it was measured to be $7.5 \mu \mathrm{~s}$. In addition to this, it is possible that hits get rejected for other reasons such as the memory buffer on the GRIF-16 module being full. Such deadtime period is recorded in the 14-bit deadtime word of each event. Furthermore, even though hits are processed the data can be lost due to network limitations, for example. The sum of all these deadtime and data loss is the deadtime that has to be taken into account.

## Efficiency Curve

Once the corrections are applied, the $\gamma$-ray detection efficiency is obtained with the following formula.

$$
\begin{equation*}
\text { Efficiency }=\frac{N_{\gamma}}{t \cdot A \cdot I_{\gamma}}, \tag{4.2}
\end{equation*}
$$

where $N_{\gamma}$ is the number of counts of each $\gamma$-ray above background with the summing effect corrected, $t$ is the livetime of the detector (Livetime $=$ Runtime Deadtime), $A$ is the activity of the calibration source at the time of the efficiency measurement, and $I_{\gamma}$ is the intensity of the $\gamma$-ray per 100 decays.

The fitting function for the $\gamma$ detection efficiency is [42]

$$
\begin{align*}
\ln \left(\varepsilon_{\gamma}\right)= & c_{0}+c_{1} \ln \left(E_{\gamma}\right)+c_{2}\left(\ln \left(E_{\gamma}\right)\right)^{2}+c_{3}\left(\ln \left(E_{\gamma}\right)\right)^{3}+  \tag{4.3}\\
& c_{4}\left(\ln \left(E_{\gamma}\right)\right)^{4}+c_{5}\left(\ln \left(E_{\gamma}\right)\right)^{5}, \tag{4.4}
\end{align*}
$$

where $\varepsilon_{\gamma}$ is the intrinsic $\gamma$-detection efficiency, $E_{\gamma}$ is the energy of each $\gamma$-ray used for the efficiency calibration, and $c_{n}(n=1, \cdots, 5)$ are the fitting parameters. The GRIFFIN array is equipped with 64 HPGe crystals ( 16 clover detectors). However, the experimental data was collected with one or two crystals disabled due to the technical issues during the run, and the efficiency curve was scaled to 62 and 63


Figure 4.3: Time difference of two consecutive hits in the same crystal. The $x$-axis is the time difference and the $y$-axis corresponds to each crystal. Large statistics around 0 on the $x$-axis is assumed to be pile-up events due to the strong source. Except for the channel 31, the minimum time difference is $7.5 \mu \mathrm{~s}$.
crystals. The resulting efficiency curves are shown in Fig.4.4.

### 4.2.3 SCEPTAR Energy Calibration

SCEPTAR does not have a sufficient energy resolution to conduct electron spectroscopy, however, it works as a $\beta$-tagger and is important to discriminate $\beta$ particles following $\beta$-decays from background electrons. In order to achieve this, the energy gains of each channel of SCEPTAR were matched so that the energy threshold is the same for each scintillator (Fig. 4.5) and then the threshold was set at the lowest edge of the distribution of the $\beta$-particles correlated to the $\beta$-decays (Fig. 4.6).


Figure 4.4: GRIFFIN HPGe array $\gamma$-ray detection efficiency curves. The blue and red lines show the efficiency curves for 62 HPGe crystals and 63 HPGe crystals, respectively.

### 4.3 Coincidence Analysis

One of the main purposes of the decay spectroscopy is to construct the level scheme of the isotope of interest. Unless isomeric states with sufficiently longer half-lives than the time resolution of the detector ( $\sim 10 \mathrm{~ns}$ for HPGe detectors) exist, all the $\gamma$-rays in a cascade are assumed to be emitted promptly and simultaneously, following the $\beta$-decay. Therefore, by observing which $\gamma$-rays are detected at the same time, i.e. in coincidence, information on the level structure can be obtained.

### 4.3.1 Timing Gates

In order to define "coincidence", proper timing gates have to be determined. This can be achieved by constructing a histogram that shows the time difference of two consecutive hits (Fig 4.7). $\gamma$-rays within this timing window of $1.8 \mu \mathrm{~s}$ around $t=0$


Figure 4.5: The $x$-axis shows the channel number of SCEPTAR and the $y$ axis shows the gain-matched energy in arbitrary unit. Since the data collected by SCEPTAR is only used for $\beta$-tagging of the $\gamma$-rays, the energy of the $\beta$-particles has to be gain-matched but does not have to be accurate.
are expected to be correlated. In ${ }^{129}$ In there is one $\mu \mathrm{s}$-isomer known so far: the lifetime of the $17 / 2^{-}$isomer at 1688 keV was measured to be 10.7 (1) $\mu$ s (see Section 4.4.3). In order to remove the time random coincidence events, $\gamma$-rays that are outside of the time window are scaled and subtracted from the events inside the time window.

A similar timing gate is applied to the $\beta-\gamma$ correlation and this can be useful to discriminate the $\gamma$-rays originate from $\beta$-decay events from time-random background $\gamma$-rays. As opposed to the $\gamma-\gamma$ time difference, the $\beta-\gamma$ time difference is not symmetric around $x=0$ as shown in Fig.4.8. This is because $\gamma$-rays that are correlated to $\beta$-particles are emitted following $\beta$-decays. By imposing such timing constraint on $\beta-\gamma$ timing, a strong suppression of background $\gamma$-rays can be


Figure 4.6: The figure shows the projection of Fig 4.5 on to the energy axis. The dashed line shows the threshold which distinguishes the $\beta$-particles following the $\beta$-decays from the background electrons.
achieved.

### 4.3.2 $\quad \gamma-\gamma$ Coincidence Matrix

With proper timing gates as discussed before, one can construct matrices (2Dhistograms) that show $\gamma$-rays in coincidence following $\beta$-decays. Such matrices are constructed by plotting the energy of one $\gamma$-ray on one axis and the energy of other $\gamma$-rays on the other axis. $\gamma$-rays that are in coincidence can be observed as a peak along the $z$-axis on the matrix. The diagonal lines are scattered events, where a $\gamma$-ray does not deposit all of its energy in one crystal and travels into an other crystal. The matrices are symmetric with respect to the $y=x$ line but built in a way that there is no self-coincidence or double-counting.

Typical usage of the matrices is to project a part of the matrix which corresponds to a certain $\gamma$-ray energy onto one axis with Compton background subtrac-


Figure 4.7: Timing difference between $\gamma$-ray hits within the same event. The $\gamma-\gamma$ coincidence timing gate and background (time random) timing gate are shown in the figure.
tion, which are represented by the neighbouring part of the matrix and scaled to the background component of the gate region. See Fig. 4.10 for an example. In addition to this, ROOT offers a library TSpect rum 2 which can detect coincidence peaks directly from the 2D histogram without being affected by the time-random coincidences (Fig 4.11). However, such coincidences still need to be verified by other means.

### 4.4 Level Scheme of ${ }^{129} \mathrm{In}$

Using the coincidence matrices explained in the section 4.3.2, as well as the $\beta$ gated single $\gamma$-ray spectrum with a subtraction of ${ }^{129} \mathrm{Sn}$ transitions, which is explained in detail in the following Section 4.5 and shown in Fig. 4.12, 93 transitions including 29 new transitions and 5 new excited states were identified and placed


Figure 4.8: Timing difference between $\beta$ and $\gamma$-ray hits within the same event. The $\beta-\gamma$ timing gate is defined as shown in the figure.
in the level scheme of ${ }^{129} \mathrm{In}$, which is shown in Fig 4.13. For all of the analysis except for the $17 / 2^{-}$isomeric state, a $1.8 \mu$ s coincidence time window was used (Fig 4.7).

### 4.4.1 $11 / 2^{+}, 13 / 2^{+}$, and $17 / 2^{-}$states

The decay scheme of the $17 / 2^{-}$isomer at 1688 keV was established by Genevey et al. [24] and is also confirmed in this experiment by coincidence analysis. Therefore the four $\gamma$-ray transitions following the decays of $17 / 2^{-}$isomer were used as a starting point of constructing the level scheme. This establishes excited states of $11 / 2^{+}$at 995 keV and $13 / 2^{+}$at 1354 keV .

By gating on $\gamma$-ray transitions, starting with the 994.8 keV transition from the $11 / 2^{+}$state to the $9 / 2^{+}$ground state as well as $\gamma$-rays in coincidence with the 994.8 keV transition, excited states at $1693,2015,2085,2589$ and 3151 keV are


Figure 4.9: $\beta$-gated $\gamma$ - $\gamma$ coincidence matrix. The axes of the original figure extends up to 6 MeV but in this figure it only shows up to 2 MeV for visibility of the vertical, horizontal, and diagonal lines.
established. This result agrees with the analysis by Taprogge et al. [22] and the details on how the levels are established is discussed in the literature.

As for the excited states at 2277 and 2551 keV , although the 598.9 and 862.8 keV , and the 588.7 and 872.9 keV transitions were observed in coincidence in the study by Taprogge et al.[22], the order of those transitions could not be determined and the excited states were proposed at 2551 and 2561 keV tentatively. In the current study, the 922.4 keV transition in coincidence with the 872.9 keV transition was newly observed and the sum of the energies of the 334.0 and 588.7 keV transitions is 922.4 keV . Therefore, this suggests a new excited state at 2277 keV . A transition with 274.7 keV in coincidence with the 598.9 and 588.7 keV transitions also supports the placement of the new excited state.


Figure 4.10: This shows a example of a projection of the 994.8 keV transition on the $\beta$-gated $\gamma-\gamma$ coincidence matrix. The region enclosed by the dashed line represents the energy gate on the 994.8 keV transition and the region enclosed by the dotted line represents the Compton background which is to be scaled and subtracted from the projection.

A number of transitions in coincidence with the 994.8 keV transition such as the $1515.5,1546.0,1610.4,2155.5,2918.6$, and 2971.5 keV transitions are found to be feeding the $11 / 2^{+}$state at 995 keV . Correspondingly, ground state $\gamma$-ray transitions with $2510.5,2541.5,2605.8,3150.5,3913.9$ and 3966.2 keV are observed and this establishes three new excited states at 2510,2541 and 2606 keV .

### 4.4.2 Excited States Feeding the $1 / 2^{-}$Isomeric State

Excited states which have decay branches feeding the $1 / 2^{-}$isomeric state are confirmed to agree with the analysis by Taprogge et al.[22], while one new excited state is established and a few transitions were in disagreement.

The transition that connects the 3967 keV state and the 1762 keV state were reported in Ref.[22], however, we do not see any evidence for the transition. Also, the


Figure 4.11: $\beta$-gated $\gamma$ - $\gamma$ coincidence matrix processed using TSpect rum 2 class. The background is smoothed and the peaks are deconvoluted. The red triangles show the coincidence peaks detected by the TSpect rum 2 algorithm.
ground state transition with $1555.2 \mathrm{keV} \gamma$-ray which had been previously reported [22] was not placed in the level scheme in this analysis. Although a transition with a $1555.4 \mathrm{keV} \gamma$-ray was identified as one of the transitions in ${ }^{129} \mathrm{In}$, due to the lack of information on transitions in coincidence, the position of the transition could not be determined.

A new excited state was established at 2135 keV based on the 579.9, 1051.5, $1684.2 \mathrm{keV} \gamma$-rays in coincidence with the 1835.5 keV transition. Due to the fact that the 1051.5 keV transition is in coincidence with the $631.7 \mathrm{keV} \gamma$-ray and not with the 137.1 nor $768.8 \mathrm{keV} \gamma$-rays, this transition is placed at the top of the 631.7 keV transition.


Figure 4.12: $\beta$-gated single $\gamma$-ray spectrum with ${ }^{129} \mathrm{Sn}$ transitions subtracted (for details see Section 4.5).


Figure 4.13: Level Scheme of ${ }^{129} \mathrm{In}$. Red arrows and lines indicate newly observed transitions and excited states. Blue lines indicate isomeric states.

### 4.4.3 Half-Life of the $17 / 2^{-}$Isomeric State

The presence of the $17 / 2^{-}$isomer was first reported by Genevey et al. to be 8.5(5) $\mu \mathrm{s}$ [24] and adopted in ENSDF [28]. The half-life has been measured in several other studies to be $11(1) \mu \mathrm{s}[43,44], 2.2(3) \mu \mathrm{s}$ [45], and $11.2(2) \mu \mathrm{s}$ [46]. Although Ref. [43, 44] and Ref. [46] reported consistent values, it is worthwhile to investigate the half-life in this study. In order to determine the half-life of the $17 / 2^{-}$ isomer, the number of counts of $\beta$-gated $\gamma$-rays are used. The $\gamma$-rays of interest are the $334.0,358.9,994.8$, and 1354.2 keV transitions following the decay of the $17 / 2^{-}$isomer. The decay of these four $\gamma$-rays are visible in Fig. 4.14. The half-life of this isomer is expected to be around $10 \mu \mathrm{~s}$, therefore the time window of the event construction was set to be $50 \mu \mathrm{~s}$ (see Section 4.1.1 for the event construction method). Fig. 4.15 shows histograms of the number of counts of the four $\gamma$-rays following the $\beta$-decays. They are plotted by gating on each energy of the $\gamma$-rays with time-random background subtraction on the 2D histogram that shows the $\beta-\gamma$ time difference.

By taking the weighted average of the half-lives obtained from the four $\gamma$-rays shown in Fig. 4.15, the half-life of the $17 / 2^{-}$isomeric state is determined to be $10.7(1) \mu \mathrm{s}$. This value is consistent with the half-life reported in Ref. [43, 44], however, it is not consistent with the half-lives reported in Ref. [24, 45, 46] within their given uncertainties.

### 4.5 Determination of Relative $\gamma$-ray Intensities

Intensities of $\gamma$-rays relative to the 994.8 keV transition were determined for 115 transitions, with 22 transitions not placed in the level scheme. For most of the transitions, the $\beta$-gated single $\gamma$-ray spectrum with the subtraction of the grand daughter isotope ( ${ }^{129} \mathrm{Sn}$ ) transitions was used to determine the intensities. The detail of the subtraction is discussed in Section 4.5, For the transitions that are close to each other in energy or too weak to fit in the single $\gamma$-ray spectrum, projections of the coincidence matrix were used to determine the intensities.

For the 137.1 keV transition, the intensity was corrected for the internal conversion using the conversion coefficient calculator BrIcc v2.3S [47] assuming an $M 1$ transition. The calculated conversion coefficient was $\alpha_{\text {tot }}=0.211(3)$, which


Figure 4.14: Difference in timestamp of $\beta$-particles and $\gamma$-rays within the 50 $\mu \mathrm{s}$ event construction time window. The $y$-axis goes only up to $15 \mu \mathrm{~s}$ for visibility. The lines extending along the $y$-axis indicate the existence of isomers. The unlabelled vertical lines in the figure are due to isomers of the daughter nucleus ${ }^{129} \mathrm{Sn}$. The prominent line at $y=0$ is due to prompt $\gamma$-rays and Compton background.
contributes to the $\gamma$-ray intensity with $1.19(1) \%$.

## Subtraction of the Grand-daughter Isotope ${ }^{129} \mathbf{S n}$ Transitions

As explained in the section 3.2.3, the beam is implanted on the moving tape collector in a cycle mode, which consists of background, implantation, and decay parts. Since the half-life of ${ }^{129} \mathrm{Cd}\left(T_{1 / 2} \sim 150 \mathrm{~ms}\right)$ is a few times smaller than that of ${ }^{129}$ In ( $T_{1 / 2} \sim 600 \mathrm{~ms}$ for the ground state and $T_{1 / 2} \sim 1 \mathrm{~s}$ for the $1 / 2^{-} \beta$-decaying isomeric state), it is expected that the most of the decays that happen in the decay part of the beam implantation are dominated by the decay of ${ }^{129} \mathrm{In}$. This can also be seen in the fit of the cycle structure shown in Fig.4.18. Therefore, if the decay part of the cycle is subtracted from the implantation part of the cycle with an ap-


Figure 4.15: The half-life of the $17 / 2^{-}$isomer fitted to the time difference of the timestamps of $\beta$-particles and $\gamma$-rays gated on 334.0, 358.9, 994.8, and 1354.2 keV transitions.
propriate amount of scaling, the contribution from the transitions in ${ }^{129} \mathrm{Sn}$ can be removed from the $\gamma$-ray spectrum.


Figure 4.16: Comparison between a raw $\beta$-gated single $\gamma$-ray spectrum (blue) and the ${ }^{129} \mathrm{Sn}$ transitions subtracted $\beta$-gated single $\gamma$-ray spectrum (red). The raw spectrum (blue) is scaled down to the ${ }^{129} \mathrm{Sn}$ transitions subtracted spectrum (red) for comparison.

Table 4.2: Relative $\gamma$-ray Intensities of ${ }^{129}$ In. The star symbols denote transitions that are identified as ${ }^{129}$ In but could not be placed in the level scheme. The $I_{\gamma}^{\text {lit }}$ values were taken from Ref. [22].

| $E_{\gamma}[\mathrm{keV}]$ | $I_{\gamma}[\%]$ | $I_{\gamma}^{\text {lit }}[\%]$ | $E_{i}[\mathrm{keV}]$ | $E_{f}[\mathrm{keV}]$ | $J_{i}^{\pi}$ | $J_{f}^{\pi}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| $136.8^{\mathrm{a}}$ | $5.8(4)$ | $4.7(6)$ | 1220 | 1083 | $\left(5 / 2^{-}\right)$ | $\left(3 / 2^{-}\right)$ |
| 273.9 | $0.55(9)$ |  | 2551 | 2277 |  |  |
| 298.5 | $1.1(1)$ |  | 2060 | 1762 |  |  |
| 326.6 | $3.2(3)$ |  | 2088 | 1762 |  |  |
| Continued on next page |  |  |  |  |  |  |
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| $E_{\gamma}[\mathrm{keV}]$ | $I_{\gamma}[\%]$ | $I_{\gamma}^{\mathrm{lit}}[\%]$ | $E_{i}[\mathrm{keV}]$ | $E_{f}[\mathrm{keV}]$ | $J_{i}^{\pi}$ | $J_{f}^{\pi}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| 333.7 | $17.2(8)$ | $19.9(12)$ | 1688 | 1354 | $17 / 2^{-}$ | $13 / 2^{+}$ |
| 338.7 | $5.4(5)$ | $6.5(7)$ | 1693 | 1354 |  | $13 / 2^{+}$ |
| 358.8 | $59.3(15)$ | $57.4(30)$ | 1354 | 995 | $13 / 2^{+}$ | $11 / 2^{+}$ |
| 392.0 | $1.5(2)$ | $1.4(7)$ | 2085 | 1693 |  |  |
| 400.5 | $7.2(4)$ | $6.3(6)$ | 1620 | 1220 |  | $\left(5 / 2^{-}\right)$ |
| 439.7 | $4.8(4)$ | $2.7(3)$ | 2060 | 1620 |  |  |
| 471.7 | $4.7(3)$ | $1.5(8)$ | 1555 | 1083 |  | $\left(3 / 2^{-}\right)$ |
| 504.5 | $1.6(2)$ | $2.1(2)$ | 2589 | 2085 |  |  |
| 537.4 | $4.5(3)$ | $2.8(8)$ | 1620 | 1083 |  | $\left(3 / 2^{-}\right)$ |
| 541.6 | $16.1(8)$ | $14.5(10)$ | 1762 | 1220 |  | $\left(5 / 2^{-}\right)$ |
| 561.5 | $9.1(7)$ | $8.5(8)$ | 3151 | 2589 | $\left(13 / 2^{-}\right)$ |  |
| 588.7 | $4.4(3)$ | $3.2(4)$ | 2277 | 1688 |  | $17 / 2^{-}$ |
| 598.9 | $4.6(3)$ | $2.8(4)$ | 3151 | 2551 | $\left(13 / 2^{-}\right)$ |  |
| 631.9 | $28.0(14)$ | $21.0(12)$ | 1083 | 451 | $\left(3 / 2^{-}\right)$ | $1 / 2^{-}$ |
| 730.4 | $7.5(6)$ | $6.2(7)$ | 2085 | 1354 |  | $13 / 2^{+}$ |
| 752.6 | $0.53(9)$ | $1.4(12)$ | 3185 | 2432 |  |  |
| 768.8 | $38.5(20)$ | $43.8(40)$ | 1220 | 451 | $\left(5 / 2^{-}\right)$ | $1 / 2^{-}$ |
| 840.2 | $5.4(3)$ | $10.8(9)$ | 2060 | 1220 |  | $5 / 2^{-}$ |
| 861.7 | $0.6(1)$ |  | 2217 | 1354 |  | $13 / 2^{+}$ |
| 862.8 | $4.2(3)$ | $3.8(4)$ | 2551 | 1688 |  | $17 / 2^{-}$ |
| 872.9 | $3.6(3)$ | $3.6(5)$ | 3151 | 2277 | $\left(13 / 2^{-}\right)$ |  |
| 890.9 | $0.65(5)$ | $1.4(12)$ | 2447 | 1555 |  |  |
| 914.7 | $0.6(1)$ | $1.4(12)$ | 3348 | 2432 | $\left(5 / 2^{+}\right)$ |  |
| 922.4 | $2.8(2)$ |  | 2277 | 1354 |  | $13 / 2^{+}$ |
| 967.0 | $4.9(3)$ | $6.2(7)$ | 3185 | 2217 | $\left(5 / 2^{+}\right)$ |  |
| 994.8 | $100.0(40)$ | $100.0(51)$ | 995 | 0 | $11 / 2^{+}$ | $9 / 2^{+}$ |
| 1020.0 | $10.3(6)$ | $10.1(8)$ | 2015 | 995 |  | $9 / 2^{+}$ |
| $1040.6^{*}$ | $2.3(2)$ |  |  |  |  |  |
| 1040.8 | $0.6(1)$ | $2.3(5)$ | 3185 | 2144 | $\left(5 / 2^{+}\right)$ |  |
|  |  |  |  |  |  | 9 |
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| $E_{\gamma}[\mathrm{keV}]$ | $I_{\gamma}[\%]$ | $I_{\gamma}^{\mathrm{lit}}[\%]$ | $E_{i}[\mathrm{keV}]$ | $E_{f}[\mathrm{keV}]$ | $J_{i}^{\pi}$ | $J_{f}^{\pi}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| 1051.8 | $0.6(2)$ |  | 2135 | 1083 |  | $\left(3 / 2^{-}\right)$ |
| 1065.0 | $7.3(4)$ | $8.5(7)$ | 3151 | 2085 | $\left(13 / 2^{-}\right)$ |  |
| 1095.9 | $2.6(2)$ | $6.7(7)$ | 3185 | 2088 | $\left(5 / 2^{+}\right)$ |  |
| 1103.7 | $2.9(2)$ | $2.5(13)$ | 1555 | 451 |  | $1 / 2^{-}$ |
| 1123.9 | $2.0(2)$ | $2.5(13)$ | 3185 | 2060 | $\left(5 / 2^{+}\right)$ |  |
| 1130.6 | $2.4(3)$ | $3.4(9)$ | 3348 | 2217 | $\left(5 / 2^{+}\right)$ |  |
| 1134.9 | $6.0(4)$ | $6.8(7)$ | 3151 | 2015 | $\left(13 / 2^{-}\right)$ |  |
| $1170.1^{*}$ | $1.1(1)$ |  |  |  |  |  |
| 1203.7 | $0.2(1)$ | $1.4(12)$ | 3185 | 2144 | $\left(5 / 2^{+}\right)$ |  |
| 1221.5 | $2.5(2)$ | $6.3(9)$ | 2217 | 995 |  | $11 / 2^{+}$ |
| 1226.8 | $1.4(2)$ | $3.6(27)$ | 2447 | 1220 |  | $\left(3 / 2^{-}\right)$ |
| 1234.5 | $5.8(4)$ | $7.7(11)$ | 2589 | 1354 |  | $13 / 2^{+}$ |
| 1259.7 | $0.7(1)$ | $1.4(5)$ | 3348 | 2088 | $\left(5 / 2^{+}\right)$ |  |
| $1273.9^{*}$ | $0.8(1)$ |  |  |  |  |  |
| 1287.3 | $6.4(4)$ | $7.0(7)$ | 3348 | 2060 | $\left(5 / 2^{+}\right)$ |  |
| 1354.2 | $17.0(6)$ | $20.5(12)$ | 1354 | 0 | $13 / 2^{+}$ | $9 / 2^{+}$ |
| 1363.8 | $1.3(2)$ | $1.0(5)$ | 2447 | 1083 |  |  |
| $1387.0^{*}$ | $0.8(1)$ |  |  |  |  |  |
| $1396.5^{*}$ | $3.2(4)$ | $3.0(15)$ |  |  |  |  |
| 1423.0 | $17.4(10)$ | $16.9(10)$ | 3185 | 1762 | $\left(5 / 2^{+}\right)$ |  |
| 1458.0 | $1.5(2)$ | $1.4(1.2)$ | 3151 | 1693 | $\left(13 / 2^{-}\right)$ |  |
| 1462.6 | $8.6(5)$ | $12.2(12)$ | 3151 | 1688 | $\left(13 / 2^{-}\right)$ | $17 / 2^{-}$ |
| $1500.4^{*}$ | $3.7(3)$ | $4.4(5)$ |  |  |  |  |
| 1515.5 | $1.0(1)$ |  | 2510 | 995 |  | $11 / 2^{+}$ |
| 1524.3 | $2.6(2)$ | $2.3(4)$ | 3971 | 2447 |  |  |
| $1538.0^{*}$ | $0.4(1)$ |  |  |  |  |  |
| 1546.1 | $0.6(1)$ |  | 2541 | 995 |  | $11 / 2^{+}$ |
| $1555.4^{*}$ | $2.7(3)$ | $1.3(4)$ |  |  |  |  |
| $1561.1^{*}$ | $5.3(4)$ | $2.7(11)$ |  |  |  |  |
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| $E_{\gamma}[\mathrm{keV}]$ | $I_{\gamma}[\%]$ | $I_{\gamma}^{\text {lit }}[\%]$ | $E_{i}[\mathrm{keV}]$ | $E_{f}[\mathrm{keV}]$ | $J_{i}^{\pi}$ | $J_{f}^{\pi}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| 1586.4 | $7.2(5)$ | $8.3(3)$ | 3348 | 1762 | $\left(5 / 2^{+}\right)$ |  |
| 1610.4 | $0.9(1)$ |  | 2606 | 995 |  | $11 / 2^{+}$ |
| 1635.5 | $1.7(2)$ |  | 4082 | 2447 |  |  |
| $1659.9^{*}$ | $0.7(1)$ |  |  |  |  |  |
| 1684.0 | $2.2(2)$ |  | 2135 | 451 |  | $1 / 2^{-}$ |
| $1690.0^{*}$ | $5.4(4)$ | $4.5(5)$ |  |  |  |  |
| 1743.8 | $0.4(1)$ | $1.2(6)$ | 3889 | 2144 |  |  |
| 1761.5 | $16.0(9)$ | $16.4(12)$ | 1762 | 0 |  | $9 / 2^{+}$ |
| 1796.6 | $28.5(17)$ | $26.4(15)$ | 3151 | 1354 | $\left(13 / 2^{-}\right)$ | $13 / 2^{+}$ |
| 1835.8 | $1.6(1)$ |  | 3971 | 2135 |  |  |
| $1889.9^{*}$ | $3.3(2)$ | $5.0(6)$ |  |  |  |  |
| 1940.2 | $1.4(2)$ | $0.6(4)$ | 3702 | 1762 |  |  |
| $1964.4^{*}$ | $1.2(2)$ |  |  |  |  |  |
| $2001.0^{*}$ | $3.4(3)$ | $5.3(12)$ |  |  |  |  |
| 2059.6 | $0.3(1)$ |  | 2060 | 0 |  | $9 / 2^{+}$ |
| 2088.0 | $5.9(4)$ | $8.1(9)$ | 2088 | 0 |  | $9 / 2^{+}$ |
| 2127.7 | $1.7(2)$ | $1.4(7)$ | 3889 | 1762 |  |  |
| 2143.5 | $1.7(2)$ | $1.4(7)$ | 2144 | 0 |  | $9 / 2^{+}$ |
| 2155.5 | $8.0(5)$ | $6.4(8)$ | 3151 | 995 | $\left(13 / 2^{-}\right)$ | $9 / 2^{+}$ |
| 2216.2 | $7.4(5)$ |  | 2217 | 0 |  | $9 / 2^{+}$ |
| 2267.8 | $0.7(1)$ |  | 3889 | 1620 |  |  |
| $2295.8^{*}$ | $1.7(1)$ | $1.3(4)$ |  |  |  |  |
| 2352.2 | $1.1(2)$ |  | 3348 | 995 | $\left(5 / 2^{+}\right)$ | $11 / 2^{+}$ |
| 2357.1 | $1.0(2)$ | $1.5(7)$ | 4119 | 1762 |  |  |
| $2388.0^{*}$ | $0.8(1)$ |  |  |  |  |  |
| 2415.7 | $1.2(2)$ |  | 3971 | 1220 |  | $\left(5 / 2^{-}\right)$ |
| 2432.1 | $1.4(2)$ | $5.3(6)$ | 2432 | 0 |  | $9 / 2^{+}$ |
| 2460.7 | $4.4(3)$ | $3.8(8)$ | 4082 | 1620 |  |  |
| $2498.8^{*}$ | $0.7(1)$ |  |  |  |  |  |
|  |  |  |  |  |  |  |
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| $E_{\gamma}[\mathrm{keV}]$ | $I_{\gamma}[\%]$ | $I_{\gamma}^{\text {lit }}[\%]$ | $E_{i}[\mathrm{keV}]$ | $E_{f}[\mathrm{keV}]$ | $J_{i}^{\pi}$ | $J_{f}^{\pi}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| 2510.3 | $0.5(1)$ |  | 2510 | 0 |  | $9 / 2^{+}$ |
| $2521.2^{*}$ | $1.0(4)$ |  |  |  |  |  |
| 2527.0 | $0.7(3)$ |  | 4082 | 1555 |  |  |
| 2541.1 | $1.0(1)$ |  | 2154 | 0 |  | $9 / 2^{+}$ |
| 2605.7 | $0.4(1)$ |  | 2606 | 0 |  | $9 / 2^{+}$ |
| 2619.9 | $1.4(1)$ |  | 3702 | 1083 |  | $\left(3 / 2^{-}\right)$ |
| 2669.4 | $1.1(3)$ |  | 3889 | 1220 |  | $\left(5 / 2^{-}\right)$ |
| $2880.7^{*}$ | $2.4(2)$ | $4.3(10)$ |  |  |  |  |
| 2919.0 | $0.5(1)$ |  | 3914 | 995 |  | $11 / 2^{+}$ |
| 2971.7 | $0.8(1)$ |  | 3967 | 995 |  | $11 / 2^{+}$ |
| 2999.6 | $0.5(1)$ |  | 4082 | 1083 |  | $\left(3 / 2^{-}\right)$ |
| $3024.1^{*}$ | $0.4(1)$ |  |  |  |  |  |
| 3150.9 | $0.60(8)$ |  | 3151 | 0 | $\left(13 / 2^{-}\right)$ | $9 / 2^{+}$ |
| 3184.6 | $4.4(6)$ | $3.3(10)$ | 3185 | 0 | $\left(5 / 2^{+}\right)$ | $9 / 2^{+}$ |
| 3285.8 | $1.0(1)$ | $1.3(4)$ | 3286 | 0 |  | $9 / 2^{+}$ |
| 3347.8 | $2.0(2)$ | $1.4(6)$ | 3348 | 0 | $\left(5 / 2^{+}\right)$ | $9 / 2^{+}$ |
| $3385.1^{*}$ | $0.7(1)$ |  |  |  |  |  |
| 3487.5 | $2.5(3)$ | $1.4(6)$ | 3488 | 0 |  | $9 / 2^{+}$ |
| 3701.8 | $10.3(8)$ | $4.7(17)$ | 3702 | 0 |  | $9 / 2^{+}$ |
| 3888.6 | $1.5(2)$ | $1.1(7)$ | 3889 | 0 |  | $9 / 2^{+}$ |
| 3913.9 | $5.3(4)$ | $2.7(5)$ | 3914 | 0 |  | $9 / 2^{+}$ |
| 3966.2 | $6.1(4)$ | $5.0(12)$ | 3966 | 0 |  | $9 / 2^{+}$ |
| $3977.3^{*}$ | $0.9(1)$ |  |  |  |  |  |
| 4118.6 | $4.1(4)$ | $1.7(5)$ | 4119 | 0 |  | $9 / 2^{+}$ |

${ }^{\text {a }}$ Intensity corrected for internal conversion using BrIcc v2.3S [47].

Table 4.3: Types of tape cycle

| Tape Cycle |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Run No. | Tape Move [s] | Background [s] | Implant [s] | Decay [s] |
| $04516-04521$ | Continuous |  |  |  |
| $04529-04541$ | 1 | 0.5 | 0.6 | 0.75 |
| $04652-04656$ | 1 | 0 | 10 | 1.3 |

### 4.6 Determination of $\beta$-feeding Intensities and $\log f t$ Values

In Section 4.5 the relative $\gamma$-ray transition intensities are determined. However, absolute $\gamma$-ray transition intensities are necessary to determine $\beta$-feeding intensities and $\log f t$ values. In this section, the procedure to obtain the absolute $\gamma$-ray transition intensities and $\log f t$ values is explained.

### 4.6.1 Fit of the Beam Implantation Cycle

In order to determine the absolute $\gamma$-ray transition intensities, the number of observed $\beta$-particles from the decay of ${ }^{129} \mathrm{Cd}$ has to be determined. As long as the $\gamma$-ray transition intensities come from the $\beta$-gated spectrum, the obtained absolute $\gamma$-ray transition intensities are independent of the $\beta$ detection efficiency. In this experiment, there are three types of tape cycle, which are shown in Table 4.3. For the fit, runs 04529-04541 were used with a tape cycle consisting of 1 s of tape move, 0.5 s of background measurement, 0.6 s of beam implantation, and 0.75 s of decay part (no beam implantation).

The fit was performed using a program developed by Jorge Agramunt Ros (IFIC, Valencia), which was originally intended to be used for half-life fits in BELEN experiments. The key parameters in this fit were the structure of the cycle, decay branch, its branching ratio, half-lives of the $\beta$-decaying states of each isotope, beam implantation rate, and background. The decay branch is shown in the schematics in Fig 4.17.

In this fit, excited states which decay via $\gamma$-ray emission were not considered and it is assumed that the $\beta$-decay directly populates $\beta$-decaying states in its daugh-


Figure 4.17: Decay chain model starting from ${ }^{129} \mathrm{Cd}$. The excited states which do not decay via $\beta$-decay have been omitted. This model allows one state to populate both $\beta$-decaying states in the daughter nucleus. This is because in reality, the excited states populated by the $\beta$-decays can populate both $\beta$-decaying states.
ter nucleus. This is because the excited states of each nucleus that are not shown in Fig. 4.17 decay by emitting $\gamma$-rays promptly or with negligible half-lives compared to the $\beta$-decay half-lives and populate the $\beta$-decaying states. Therefore this assumption that the $\beta$-decays populate the $\beta$-decaying states of the daughter nucleus does not affect the results of the fit.
${ }^{129}$ In and ${ }^{129} \mathrm{Sn}$ each have two $\beta$-decaying states (ground state and first excited state). For ${ }^{129}$ In, the half-lives were fixed to the value taken from NNDC [28], which are $T_{1 / 2}=611 \mathrm{~ms}$ for the ground state and $T_{1 / 2}=1.23 \mathrm{~s}$ for the $\beta$-decaying isomeric state. For the half-lives of ${ }^{129} \mathrm{Sn}$, since the programs only allows the $9 / 2^{+}\left(1 / 2^{-}\right)$state in ${ }^{129}$ In to populate the $11 / 2^{-}\left(3 / 2^{+}\right)$state in ${ }^{129} \mathrm{Sn}$, which is not the case in reality, the weighted averages of the two half-lives were used according to the branching ratio to each $\beta$-decaying state reported by Gausemel et al. [26].

The fit program uses Bateman equations in order to fit the $\beta$-decay chains which spans several succeeding generations. The details of the equations are discussed in Appendix A

For the half-life of ${ }^{129} \mathrm{Cd}$, although the analysis of the same data set reported $147(3) \mathrm{ms}$ for the $11 / 2^{-}$state and $157(8) \mathrm{ms}$ for the $3 / 2^{+}$state in ${ }^{129} \mathrm{Cd}$ [23], in the current fit, the mixed half-life of $154(2) \mathrm{ms}$ reported in Ref.[22] was used for


Figure 4.18: Fit of the number of $\beta$-particles detected by SCEPTAR in the whole beam cycle (top) and the quality of the fit (bottom). The dashed blue and red lines correspond to the ground state ( $T_{1 / 2}=611 \mathrm{~ms}$ ) and the $1 / 2^{-}$isomeric state $\left(T_{1 / 2}=1.23 \mathrm{~s}\right)$ in ${ }^{129} \mathrm{In}$, respectively. The dashdotted lines show the two $\beta$-decaying states in ${ }^{129} \mathrm{Sn}$ with averaged half-lives based on Ref.[26] (see text).
the following reason. This fit treats the two half-lives of the $\beta$-decaying states in ${ }^{129} \mathrm{Cd}$ as one half-life and the reported half-life of $154(2) \mathrm{ms}$ was obtained in the same manner.

The fit resulted in $1.346(8) \times 10^{6}$ of ${ }^{129} \mathrm{Cd}$ decays and $77(4) \%(23(4) \%)$ of them end up in the $9 / 2^{+}$ground state ( $1 / 2^{-} \beta$-decaying isomeric state) of ${ }^{129} \mathrm{In}$, whose half life is $611 \mathrm{~ms}(1.23 \mathrm{~s})$. The correlation of the number of decays of ${ }^{129} \mathrm{Cd}$ and the $\beta$-decay branching ratio of ${ }^{129}$ In are shown in Fig 4.19 and Fig. 4.20, which result in a systematic uncertainty for the branching ratio. The overall uncertainties are calculated to be the square root of the squared sum of the systematic uncertainties and the statistical uncertainties from the fit. That is, the uncertainty of the number of $\beta$ particles $\left(\sigma_{\beta}\right)$ and the $\beta$-decay branching ratio $\left(\sigma_{\mathrm{BR}_{\beta}}\right)$ are

$$
\begin{align*}
\sigma_{\beta} & =\sqrt{\sigma_{\beta, \mathrm{sys}^{2}}+\sigma_{\beta, \mathrm{stat}^{2}}},  \tag{4.5}\\
\sigma_{\mathrm{BR}_{\beta}} & =\sqrt{\sigma_{\mathrm{BR}_{\beta}, \mathrm{sys}^{2}}{ }^{2}+\sigma_{\mathrm{BR}_{\beta}, \mathrm{stat}^{2}} .} \tag{4.6}
\end{align*}
$$

Based on this information, the absolute intensities of the $\gamma$-ray transitions are obtained via

$$
\begin{equation*}
I_{\gamma}^{a b s .}=\frac{N_{\beta-\gamma}}{\varepsilon_{\gamma} \cdot N_{\beta}}, \tag{4.7}
\end{equation*}
$$

where $N_{\beta-\gamma}$ is the number of the $\beta$-gated $\gamma$-ray transitions, $\varepsilon_{\gamma}$ is the $\gamma$-ray detection efficiency, and $N_{\beta}$ is the number of $\beta$-particles obtained from the fit. This way, the absolute $\gamma$-ray intensity can be obtained independent of the $\beta$-particle detection efficiency.

### 4.6.2 The Decay ${ }^{129} \mathbf{C d} \rightarrow{ }^{129}$ In

As discussed in Section 1.3, both the ground state and the first excited state of ${ }^{129} \mathrm{Cd}$ decay via $\beta$-decay, and the ordering of the $11 / 2^{-}$and $3 / 2^{+}$states has not been experimentally confirmed. In addition to this, those two $\beta$-decaying states have similar half-lives as reported in the previous studies [22, 23]. Therefore the discrimination of the origin of the $\beta$-decay is difficult. However, it is necessary to identify which states are fed by the $\beta$-decays of the $11 / 2^{-}$and $3 / 2^{+}$states in order to determine the $\beta$-feeding intensities and $\log f t$ values. The $\beta$-feeding intensities


Figure 4.19: Correlation between the ${ }^{129} \mathrm{Cd}$ half-life and the number of decays. The yellow band corresponds to the systematic error on the number of decays.
and $\log f t$ values of each state are shown in the Table 4.4.

## Decay of the $11 / 2^{-}$State in ${ }^{129} \mathbf{C d}$

Except for the direct transition to the ground state, transitions from the 3151 keV state go through the $13 / 2^{+}$state at 1354 keV or the $11 / 2^{+}$state at 995 keV . Considering the strong $\beta$-feeding to the state at 3151 keV (Fig. 4.4) and the most intense transition with a $1796.6 \mathrm{keV} \gamma$-ray to the $13 / 2^{+}$state at 1354 keV , it can be inferred that the state at 3151 keV is populated by the $\beta$-decay of the $11 / 2^{-}$state in ${ }^{129} \mathrm{Cd}$. Based on the analysis by Taprogge et al. [22], nearly all of the $11 / 2^{-}$ decays proceed via the 994.8 keV and 1354.2 keV transitions or directly populate the $9 / 2^{+}$ground state. It is likely that the weak ground state transition from the state at 3151 keV , newly confirmed by the current analysis, is taken into account as a direct $\beta$-feeding to the $9 / 2^{+}$ground-state in their analysis. Therefore, it is most likely that this 3151 keV state and other states populated by the decay of the 3151


Figure 4.20: Correlation between the ${ }^{129} \mathrm{Cd}$ half-life and the $\beta$-decay branching ratio of the $1 / 2^{-}$state in ${ }^{129} \mathrm{In}$. The yellow band corresponds to the systematic error on the $\beta$-decay branching ratio of the $1 / 2^{-}$state in ${ }^{129}$ In.
keV state are populated only by the $\beta$-decay of the $11 / 2^{-}$state.
For the states at 2510,2541 , and 2606 keV , both ground-state transitions and the population of the state at 995 keV are observed. This suggests that these excited states are also populated by the $\beta$-decay of the $11 / 2^{-}$state.

In the previous investigation by Taprogge et al. [22], the states at 3914 and 3967 keV were assumed to be populated by the $\beta$-decay of the $3 / 2^{+}$state. However, our analysis confirmed the population of the state at 995 keV from those states and this results in the same decay pattern as observed for the states at 2510,2541 , and 2606 keV . Moreover, the $\log f t$ values of $\sim 5$ [22] suggest that the $\beta$-decays that populate these states are either allowed or first-forbidden decay. Therefore, it is inferred that the states at 3914 and 3967 keV are populated by the allowed $\beta$-decay of the $11 / 2^{-}$state.

Decay of the $3 / 2^{+}$State in ${ }^{129} \mathbf{C d}$
Two states at 3185 and 3348 keV that are strongly populated by the $\beta$-decay have a very similar decay pattern. A significant fraction of their decay branches populate the $1 / 2^{-} \beta$-decaying states through the intermediate states. Since the $\beta$-decay of the $11 / 2^{-}$state in ${ }^{129} \mathrm{Cd}$ either proceeds via the 994.8 and 1354.2 keV transitions or directly populates the $9 / 2^{+}$ground state of ${ }^{129} \mathrm{In}$, it is likely that these two states are populated by the $\beta$-decays of $3 / 2^{+}$state. Other states whose decays mostly bypass the $11 / 2^{+}$state at 995 keV in a similar manner to the 3185 and 3348 keV states, including high-energy direct ground-state transitions, can also be expected to be populated by the $\beta$-decays of the $3 / 2^{+}$state. The excited states at 3971 and 4082 keV do not decay via ground-state transitions, however, considering the fact that all the transitions starting from 3971 and 4082 keV states feed $1 / 2^{-} \beta$ decaying state, it is likely that these states are populated by the $3 / 2^{+}$state in ${ }^{129} \mathrm{Cd}$.

## $\beta$-decay to the $9 / 2^{+}\left(1 / 2^{-}\right)$State and Pandemonium Effect

Since the total number of $\beta$-decays of ${ }^{129} \mathrm{Cd}$, the number of decays ending up in the $9 / 2^{+}\left(1 / 2^{-}\right)$state in ${ }^{129} \mathrm{In}$, and the absolute $\gamma$-ray intensities are obtained, the upper limits of the $\beta$-feeding intensity to the $9 / 2^{+}\left(1 / 2^{-}\right)$state can be obtained. There are several reasons why only upper limits can be obtained. Firstly, it is possible that there are high-energy $\gamma$-ray transitions which the detectors cannot capture due to the low efficiency in the high-energy region. Also, if the intensity of a transition is too small to be distinguished from the background fluctuations, such transitions can not be observed. This effect is known as "Pandemonium Effect".

The resulting upper limits of the $\beta$-feeding intensities to the $9 / 2^{+}$ground state and the $1 / 2^{-}$isomeric state are $28 \%$ and $7 \%$, respectively.

## $\beta$-feeding Intensities and $\log f t$ Values

Based on the previous discussion, the excited state at 3151 keV , the states populated by the decays of the 3151 keV state, and the states at 3914 and 3966 keV are populated by the $\beta$-decays of the $11 / 2^{-}$state in ${ }^{129} \mathrm{Cd}$. All the other states are assumed to be populated by the $\beta$-decays of the $3 / 2^{+}$state in ${ }^{129} \mathrm{Cd}$.

The absolute intensities of the $994.9,1354.2,2510.5,2541.5,2605.8,3150.5$,
3913.9 , and 3966.2 keV transitions sum up to $36(1) \%$, and the $\beta$-feeding intensity to the $9 / 2^{+}$ground state including the "Pandemonium Effect" is $24(4) \%$. The sum of these two intensities subtracted by the absolute intensities of the 861.7, 1221.5, and 2352.2 keV transitions, which populates the 995 and 1354 keV states, amounts to $59(4) \%$. This means that out of all the $\beta$-decay of ${ }^{129} \mathrm{Cd}$ observed, $59(4) \%$ is from the $11 / 2^{-}$state. Consequently, the $\beta$-decays of the $3 / 2^{+}$state amounts to 41(4)\%.

With this information, $\beta$-feeding intensities from each $\beta$-decaying state in ${ }^{129} \mathrm{Cd}$ can be determined. Once the $\beta$-feeding intensities are determined, $\log f t$ values of each state are obtained using the program LOGFT[48]. The Q -value of the $\beta$-decay $Q_{\beta}=9330(200) \mathrm{keV}$ was taken from Ref.[49]. Also, according to the calculation reported in Ref.[20], it was assumed that the $11 / 2^{-}$state is the ground state of ${ }^{129} \mathrm{Cd}$ and the $3 / 2^{+}$state is placed around 300 keV above the ground state. The resulting $\beta$-feeding intensities and $\log f t$ values are shown in Table 4.4.

Table 4.4: $\beta$-decay feeding intensities to each excited state and their $\log f t$ values. "lit" are the values from Ref.[22] to compare to the current analysis. The third and fourth columns are the total observed $\beta$-feeding intensities, the fifth and sixth columns (the seventh and eighth columns) from the left are the $\beta$-feeding intensities in the $\beta$-decay of $3 / 2^{+}\left(11 / 2^{-}\right)$state in ${ }^{129} \mathrm{Cd}$. Out of all the observed $\beta$-decays of ${ }^{129} \mathrm{Cd}, 59(4) \%$ is from the $11 / 2^{-}$state and $41(4) \%$ is from the $3 / 2^{+}$state (see Section 4.6.2). The $\log f t$ values are calculated based on the $\beta$-feeding intensities for each $\beta$-decaying state.

| $\begin{aligned} & E_{x} \\ & (\mathrm{keV}) \end{aligned}$ | $I^{\pi}$ | $\begin{aligned} & I_{\beta^{\prime}}^{\mathrm{Iit}} \\ & (\%) \end{aligned}$ | $\begin{aligned} & I_{\beta^{-}} \\ & (\%) \end{aligned}$ | $3 / 2^{+}$ |  | 11/2- |  | $\log f t^{\text {lit }}$ | $\log f t$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | $I_{\beta^{-}}^{\mathrm{itt}}$ <br> (\%) | $I_{\beta-}$ <br> (\%) | $I_{\beta-}^{\mathrm{lit}_{-}^{\prime}}$ <br> (\%) | $I_{\beta-}$ <br> (\%) |  |  |
| 0 | 9/2 ${ }^{+}$ | <14 | <28 |  |  | <28 | $<48$ | $>5.3$ | $>5.0$ |
| 451 | $1 / 2^{-}$ | <9 | $<7$ | $<18$ | $<19$ |  |  | $>5.4$ | $>5.4$ |
| 995 | 11/2+ | 6.5(20) | 5.3(14) |  |  | 13(4) | 8.9(24) | 5.4(1) | 5.7(1) |
| 1083 | (3/2-) | 3.6(6) | 2.2(5) | 7(1) | 5(1) |  |  | 5.7(1) | 5.7(1) |
| 1220 | (5/2-) | 3.0(17) | 1.1(3) | 6(4) | 2.8(10) |  |  | 5.7(6) | 6.0(1) |
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| $\begin{aligned} & E_{x} \\ & (\mathrm{keV}) \end{aligned}$ | $I^{\pi}$ | $\begin{aligned} & I_{\beta^{1 \mathrm{t}}} \\ & (\%) \end{aligned}$ | $I_{\beta^{-}}$(\%) | $3 / 2^{+}$ |  | 11/2- |  | $\log f t^{\text {lit }}$ | $\log f t$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | $I_{\beta^{-}}^{\mathrm{lit}}$ <br> (\%) | $I_{\beta^{-}}$ <br> (\%) | $I_{\beta-}^{\mathrm{lit}_{-}}$ <br> (\%) | $I_{\beta^{-}}$ <br> (\%) |  |  |
| 1354 | $13 / 2^{+}$ | 3.2(12) | 2.6(11) |  |  | 8(3) | 4.3(19) | 5.5(2) | 5.72(2) |
| 1555 |  | $<1.0$ | 1.1(3) | $<2$ | 2.9(8) |  |  | >6.1 | 5.9(1) |
| 1621 |  | 1.2(4) | 0.4(2) | 2(1) | 1.1(6) |  |  | 6.1(2) | 6.3(3) |
| 1688 | 17/2- | <0.4 | $<0.3$ |  |  | $<1$ | <0.6 | >6.3 | $>6.4$ |
| 1693 |  | 0.7(6) | 0.2(2) |  |  | 1(1) | 0.43(39) | 6.3(5) | 6.7(5) |
| 1762 |  | 0.5(10) | $<0.1$ | 2(2) | $<0.2$ |  |  | 6.0(5) | >6.8 |
| 2015 |  | 1.1(3) | 1.1(2) |  |  | 2(1) | 1.9(4) | 5.9(2) | 5.8(1) |
| 2060 |  | 1.3(6) | 0.9(2) | 3(1) | 2.2(6) |  |  | 5.8(2) | 5.9(1) |
| 2085 |  | $<0.1$ | $<0.2$ |  |  | $<1$ | $<0.4$ | $>6.2$ | $>6.5$ |
| 2088 |  | $<0.4$ | 1.6(1) | $<1$ | 4.0(6) |  |  | $>6.2$ | 5.6(1) |
| 2135 |  |  | 0.5(1) |  | 1.3(3) |  |  |  | 6.1(1) |
| 2143 |  |  | 0.10(8) |  | 0.26(22) |  |  |  | 6.8(4) |
| 2217 |  | 1.4(6) | 0.8(2) |  |  | 3(1) | 1.4(4) | 5.7(2) | 5.9(1) |
| 2277 |  |  | 0.8(1) |  |  |  | 1.4(3) |  | 5.9(1) |
| 2433 |  | $<1.1$ | $<0.1$ | $<2$ | $<0.3$ |  |  | >5.9 | >6.6 |
| 2446 |  | 1.3(11) |  | 3(2) |  |  |  | 5.7(3) |  |
| 2510 |  |  | 0.42(6) |  |  |  | 0.7(1) |  | 6.2(1) |
| 2541 |  |  | 0.45(7) |  |  |  | 0.7(1) |  | 6.1(1) |
| 2551 |  | $<0.5$ | $<0.2$ |  |  | $<1$ | $<0.3$ | $>6.1$ | $>6.5$ |
| 2589 |  | <1.2 | $<0.2$ |  |  | $<2$ | $<0.3$ | $>5.8$ | $>6.4$ |
| 2606 |  |  | 0.3(1) |  |  |  | 0.6(1) |  | 6.2(1) |
| 3151 | (13/2-) | 25.3(8) | 21.7(6) |  |  | 52(5) | 36(3) | 4.2(1) | 4.30 (8) |
| 3185 | $\left(5 / 2^{+}\right)$ | 13.3(8) | 9.2(4) | 26(3) | 22(2) |  |  | 4.5(1) | 4.61(9) |
| 3286 |  | 0.4(1) | 0.29 (5) | 1(1) | 0.7(1) |  |  | 5.9(5) | 6.0(1) |
| 3348 | (5/2+) | 8.6(9) | 5.9(2) | 17(2) | 14(1) |  |  | 4.7(1) | 4.75(9) |
| 3488 |  | 0.7(2) | 0.62(8) | 1(1) | 1.5(2) |  |  | 5.8(5) | 5.6(1) |
| 3702 |  | 1.6(6) | 3.6(2) | 3(1) | 9(1) |  |  | 5.3(2) | 4.8(1) |
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| $\begin{aligned} & E_{x} \\ & (\mathrm{keV}) \end{aligned}$ | $I^{\pi}$ | $\begin{aligned} & I_{\beta^{\mathrm{It}}} \\ & (\%) \end{aligned}$ | $\begin{aligned} & I_{\beta-} \\ & (\%) \end{aligned}$ | $3 / 2^{+}$ |  | 11/2- |  | $\log f t^{\text {lit }}$ | $\log f t$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | $I_{\beta^{-}}^{\text {lit }}$ <br> (\%) | $I_{\beta^{-}}$ <br> (\%) | $\begin{aligned} & I_{\beta-}^{\mathrm{ift}} \\ & (\%) \end{aligned}$ | $I_{\beta^{-}}$ <br> (\%) |  |  |
| 3889 |  | $1.2(4)$ | 1.5(1) | 2(1) | 3.8(5) |  |  | 5.4(2) | 5.1(1) |
| 3914 |  | 0.9(2) | 1.6(1) | 2(1) |  |  | 2.7(3) | 5.4(2) | 5.16(9) |
| 3966 |  | 1.9(4) | 1.9(1) | 4(1) |  |  | 3.2(3) | 5.1(1) | 5.07(9) |
| 3971 |  | 0.7(1) | 1.5(1) |  | 3.8(5) |  |  |  | 5.1(1) |
| 4082 |  | 2.3(13) | 2.5(1) |  | 6.3(8) |  |  |  | 4.8(1) |
| 4119 |  | 1.0(3) | 1.2(1) | 2(1) | 3.0(4) |  |  | 5.3(2) | 5.1(1) |

## Chapter 5

## Discussion

### 5.1 Shell Model Calculation

There have been several shell-model (SM) calculations reported for ${ }^{129}$ In. In Ref.[24], a realistic effective interaction derived from the CD-Bonn nucleon-nucleon (NN) potential was employed. In this calculation, the doubly magic ${ }^{132} \mathrm{Sn}$ was considered to be a closed core. Neutron holes occupy the five levels of the 50-82 shell $\left(1 g_{7 / 2}, 1 d_{5 / 2}, 2 s_{1 / 2}, 1 d_{3 / 2}\right.$, and $\left.0 h_{11 / 2}\right)$ and the proton hole is assumed to occupy the four levels of the $28-50$ shell $\left(1 p_{1 / 2}, 1 p_{3 / 2}, 0 f_{5 / 2}\right.$, and $\left.0 g_{9 / 2}\right)$. Calculated excitation energies of 1295,1300 , and 1540 keV were obtained for the $11 / 2^{+}, 13 / 2^{+}$, and $17 / 2^{-}$levels (Fig. 5.1). In Ref.[22] another calculation is shown, employing an empirically optimized two-body interaction based on the one used in Ref.[24] and $1 p_{3 / 2}$ and $1 p_{1 / 2}$ proton single-hole energies from Refs.[27, 50]. The multipole part of the interaction was modified for a constant description of $46 \leq Z \leq 50$, $N \leq 82$ nuclei [50, 51].

The most recent SM calculation was done by Wang et al.[20], employing the extended pairing-plus-quadrupole-quadrupole model combined with monopole corrections (EPQQM) model, where the paring and quadrupole forces describe the short and long range parts of the interaction. While the pairing and quadrupole terms take care of the main smooth part of the structure properties, the monopole terms play important roles for the shell evolution and often are responsible for explaining animalous behaviours in spectra and transitions [52]. In this calculation,
the EPQQM model for nuclei having one or two protons and/or neutrons less than ${ }^{132} \mathrm{Sn}$ [53] was used, with two matrix elements for protons modified from zero to

$$
\begin{align*}
& \left\langle p_{1 / 2}, g_{9 / 2}, J=4\right| V\left|p_{1 / 2}, g_{9 / 2}, J=4\right\rangle=0.32  \tag{5.1}\\
& \left\langle p_{1 / 2}, g_{9 / 2}, J=5\right| V\left|p_{1 / 2}, g_{9 / 2}, J=5\right\rangle=-0.22 \tag{5.2}
\end{align*}
$$

The two monopole correction terms

$$
\begin{align*}
& M 1=k_{m c}\left(v h_{11 / 2}, v f_{7 / 2}\right)=0.52 \mathrm{MeV}  \tag{5.3}\\
& M 2=k_{m c}\left(\pi g_{9 / 2}, v h_{11 / 2}\right)=-0.40 \mathrm{MeV} \tag{5.4}
\end{align*}
$$

were introduced into the Hamiltonian. In ${ }^{129} \mathrm{Cd}$, this $M 2$ term pushes down the $11 / 2^{-}$state with the configuration of $\pi g_{9 / 2}^{-2} v h_{11 / 2}^{-1}$ due to the enhanced monopole attraction between the $\pi g_{9 / 2}$ and the $v h_{11 / 2}$ orbits, resulting in predicting the $11 / 2^{-}$ state to be the ground state.

In the current study, we used the shell-model code NuShellX@MSU[54]. The interaction jj 45 pna was employed, in which the residual two-body interaction is derived from the CD-Bonn nucleon-nucleon interaction through the $G$ matrix renormalization method [55] with single-particle energies adjusted to the ${ }^{132} \mathrm{Sn}$ region [56]. The model space is the same as in the first two calculations mentioned above, which are $1 g_{7 / 2}, 1 d_{5 / 2}, 2 s_{1 / 2}, 1 d_{3 / 2}$, and $0 h_{11 / 2}$ for the neutron holes and $1 p_{1 / 2}$, $1 p_{3 / 2}, 0 f_{5 / 2}$, and $0 g_{9 / 2}$ for the proton hole.

Fig. 5.1 shows a comparison between the experimentally observed excited states in ${ }^{129}$ In and several SM calculations. For the current calculation, if there are levels with the same spin and parity, only the first ones are shown. Above the energy shown in the figure, the level density rapidly increases. Therefore, it is difficult to compare the results of the experiment and the calculations. The high spin isomers at 1630 keV with the tentative spin assignment of $23 / 2^{-}$and at 1911 keV with the tentative spin assignment of $29 / 2^{+}$are taken from Ref.[24].

As shown in Fig.5.1, the current calculation does not reproduce several experimental properties of ${ }^{129} \mathrm{In}$. Firstly, the excitation energy of the first excited state $1 / 2^{-}$is underestimated by $\sim 300 \mathrm{keV}$ while the calculations by Wang et al. [20] and Taprogge et al. [22] are in a rather good agreement. Although the order of the


Figure 5.1: The comparison between the experimentally observed excited states and the Shell-model calculations of ${ }^{129} \mathrm{In}$. "jj45pna" is the current calculation, "Wang et al" is from Ref.[20], "Taprogge et al" is from Ref.[22], and "Genevey et al." is from Ref.[24] (see text for detail). The experimental values for the excited states at 1630 keV and 1911 keV are also taken from Ref.[24]. Some of the excitation energies in "Wang et al." were not presented in Ref.[20], therefore they were read from the figure.
$3 / 2^{-}$and $5 / 2^{-}$states are reproduced correctly, the position of these states does not agree with the experiment. The energy difference of the $3 / 2^{-}$state between the present calculation and the work presented by Wang et al. [20] is about 800 keV , whereas Taprogge et al. [22] presented the excitation energies which are in a good agreement with the experimental values. The order of the $17 / 2^{-}$isomer and $23 / 2^{-}$isomer [24] has also shown the dependency on the models of the residual interaction.

Our calculation suggests that the $9 / 2^{+}$ground state has the main configuration of $\pi g_{9 / 2}^{-1} v h_{11 / 2}^{-2}$ mixed with $\sim 10 \%$ of the $\pi g_{9 / 2}^{-1} v d_{3 / 2}^{-2}$ configuration. The contribution of this configuration is about $10 \%$ lower than the value reported by Wang et al. [20]. The first excited $1 / 2^{-}$state at 451 keV was reported to have the main
configuration of $\pi p_{1 / 2}^{-1} v h_{11 / 2}^{-2}$ [20], and our calculation shows that the main configuration is $\pi p_{1 / 2}^{-1} v h_{11 / 2}^{-2}$, with a $\sim 15 \%$ mixture of the $\pi p_{1 / 2}^{-1} v d_{3 / 2}^{-2}$ configuration. Wang et al.[20] suggested that the $3 / 2^{-}$and $5 / 2^{-}$states are single-particle like states with the configurations $\pi p_{3 / 2}^{-1} v h_{11 / 2}^{-2}$ and $\pi d_{5 / 2}^{-1} v h_{11 / 2}^{-2}$, respectively. However, while our calculation agrees with the configuration for the $3 / 2^{-}$state, for the $5 / 2^{-}$state it suggested $\sim 40 \%$ of the $\pi g_{9 / 2}^{-1} v\left(d_{3 / 2}^{-1} h_{11 / 2}^{-1}\right)$ configuration.

The two positive parity states $11 / 2^{+}$and $13 / 2^{+}$at 995 keV and 1354 keV , respectively, are reported to have the $\pi g_{9 / 2}^{-1} v h_{11 / 2}^{-2}$ configuration [22]. The current shell-model calculation indicates that while this is the case for the $11 / 2^{+}$state, the $13 / 2^{+}$state has non-negligible contributions from several other configurations.

### 5.2 Decay Properties of ${ }^{129} \mathrm{Cd}$

### 5.2.1 Gamow-Teller (GT) Decays

As shown in Table.4.4, the level at 3151 keV with the tentative spin assignment of $13 / 2^{-}$receives a strong $\beta$-decay feeding. The $\log f t$ value of $4.30(8)$ indicates that this is an allowed GT decay. It is likely that this state is populated by the $\beta$-decay of the $11 / 2^{-}$state in ${ }^{129} \mathrm{Cd}$, whose main configuration is $\pi g_{9 / 2}^{-2} v h_{11 / 2}^{-1}$ [20]. Wang et al. 20] suggested the configuration $\pi p_{1 / 2}^{-1} v h_{11 / 2}^{-2}$ for this $13 / 2^{-}$state, however, since the only GT decay which populates excited states in ${ }^{129}$ In is the $v 0 g_{7 / 2} \rightarrow$ $\pi 0 g_{9 / 2}$ GT single-particle transition, the configuration of $\pi g_{9 / 2}^{-1} v\left(g_{7 / 2}^{-1} h_{11 / 2}^{-1}\right)$ should be assigned to this state [22]. Our calculation shows the $13 / 2^{-}$state with the corresponding configuration at 2390 keV .

There are two other strongly $\beta$-populated excited states at 3185 keV and 3348 keV with the tentative spin assignments of $\left(5 / 2^{+}\right)$. The corresponding $\log f t$ values are $4.61(9)$ and $4.75(9)$, respectively. It is expected that these states are populated by the decay of the $3 / 2^{+}$state in ${ }^{129} \mathrm{Cd}$, whose main configuration is $\pi g_{9 / 2}^{-2} v d_{3 / 2}^{-1}$. For the same reason as the $\left(13 / 2^{-}\right)$state at 3150 keV , the $v 0 g_{7 / 2} \rightarrow \pi 0 g_{9 / 2}$ GT single-particle transition is expected to populate these states, and the main configuration of $\pi g_{9 / 2}^{-1} v\left(g_{7 / 2}^{-1} d_{3 / 2}^{-1}\right)$ may be assigned to these states to form $5 / 2^{+}$states [22].

### 5.2.2 First-Forbidden (ff) Decays

The excited states at 995 keV and 1354 keV with the spin assignments of $11 / 2^{+}$ and $13 / 2^{+}$, respectively, are expected to have large contribution from the configuration of $\pi g_{9 / 2}^{-1} v h_{11 / 2}^{-2}$ (see Section 5.1). The $\log f t$ values of these states are 5.7(1) and 5.72(2), respectively. This indicates that these states are likely populated via the ff transition $v 0 h_{11 / 2} \rightarrow \pi g_{9 / 2}$ from the $11 / 2^{-}$state in ${ }^{129} \mathrm{Cd}$. The $9 / 2^{+}$ground state $(\log f t>5.0)$ is expected to receive $\beta$-feeding from the same type of ff transition [22].

For the $1 / 2^{-}$state at 451 keV , our study shows a $\log f t>5.4$, and it is likely that this state is populated via the ff transition $v d_{3 / 2} \rightarrow \pi p_{1 / 2}$. This is consistent with the results of our SM calculation. Similarly, the $\left(3 / 2^{-}\right)$state at 1083 keV with the $\log f t$ value of $5.7(1)$ is expected to be populated via the ff transition $v d_{3 / 2} \rightarrow \pi p_{3 / 2}$. Taprogge et al. [22] suggested that the $\left(5 / 2^{-}\right)$state at 1220 keV is populated through the ff transition $v d_{3 / 2} \rightarrow \pi f_{5 / 2}$ and the decay pattern supports this argument. However, the results of our SM calculation as well as Wang et al. [20] do not agree with this.

## Chapter 6

## Conclusion

In this thesis, new results of the $\beta$-decay of ${ }^{129} \mathrm{Cd}$ as well as the properties of the excited states in ${ }^{129}$ In were reported. The dominant fraction of the $\beta$-decays happen via the GT decay $v 0 g_{7 / 2} \rightarrow \pi 0 g_{9 / 2}$ which populates the excited states at 3151,3185 , and 3348 keV . This is in agreement with the previous study [22]. In addition to this, we observed non-negligible contributions from ff transitions such as $v 0 h_{11 / 2} \rightarrow \pi g_{9 / 2}, v d_{3 / 2} \rightarrow \pi p_{1 / 2}$, and $v d_{3 / 2} \rightarrow \pi p_{3 / 2}$. However, the mechanism which populates the $\left(5 / 2^{-}\right)$state at 1220 keV remain inconclusive in our study, as opposed to the results discussed in Ref.[22], where it was suggested to be the ff transition $v d_{3 / 2} \rightarrow \pi f_{5 / 2}$.

In terms of the ${ }^{129}$ In levels, we have newly established $29 \gamma$-ray transitions and 5 excited states, with some corrections to the previously reported level scheme in Ref. [22], demonstrating the great sensitivity of the GRIFFIN spectrometer. In general, the level scheme, as well as the $\gamma$-ray intensities and $\beta$-feeding intensities are in a good agreement with Ref.[22].

A shell-model calculation was done with the shell-model code NuShellX@ MSU using the realistic residual interaction model jj45pna and compared to the experimental results. There has been no reported shell-model calculation for ${ }^{129}$ In using a residual interaction based on the CD-Bonn renormalized $G$-matrix. Our calculation falls short in reproducing the energy levels of the low-lying states in ${ }^{129}$ In, which are better reproduced in the shell model calculations in Refs. [20, 22, 24]. These previous calculations were, however, fine-tuned in their single-particle
energies and interactions to better reproduce the experimental results. While it was beyond the scope of this work to fine tune our shell model calculations, they were still useful in providing insights into the underlying single-particle nature of the low-lying states in ${ }^{129} \mathrm{In}$.

As a suggestion for the future work, more detailed spectroscopic information on ${ }^{129} \mathrm{Cd}$ will contribute to the understanding of ${ }^{129} \mathrm{In}$, since there is no experimental information on the order of the two $\beta$-decaying states: $3 / 2^{+}$and $11 / 2^{-}$. In order to achieve this, a mass spectrometry combined with a collinear laser spectroscopy would be an excellent method.
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## Appendix A

## Production of Radioactivity and Series of Decays

The discussion in this chapter is partially based on Chapter 6 in Ref.[32].

## A. 1 Bateman Equation

Let us label the generation of radioactive nuclei with $1,2,3, \cdots$ where $1,2,3, \cdots$ denotes the parent nucleus, the daughter nucleus, the grand-daughter nucleus, and so on, respectively. With the initial condition on the number of nuclei:

$$
\begin{align*}
N_{1}(t=0) & =N_{0}  \tag{A.1}\\
N_{i}(t=0) & =0 \quad(i=2,3,4, \cdots) \tag{A.2}
\end{align*}
$$

the differential equations

$$
\begin{align*}
\frac{d N_{1}}{d t} & =-\lambda_{1} N_{1}  \tag{A.3}\\
\frac{d N_{i}}{d t} & =-\lambda_{i-1} N_{i-1}-\lambda_{i} N_{i} \quad(i=2,3,4, \cdots) \tag{A.4}
\end{align*}
$$

where $\lambda_{i}$ is the decay constant of $i$-th generation of radioactive nucleus, have the solution

$$
\begin{equation*}
N_{n}(t)=\frac{N_{0}}{\lambda_{n}} \sum_{i=1}^{n} c_{i} e^{-\lambda_{i} t} \quad(n=1,2,3, \cdots) \tag{A.5}
\end{equation*}
$$

where

$$
\begin{equation*}
c_{m}=\frac{\prod_{i=1}^{n} \lambda_{i}}{\prod_{i=1, i \neq m}^{n}\left(\lambda_{i}-\lambda_{m}\right)} . \tag{A.6}
\end{equation*}
$$

Hence the activity of the $n$-th generation radioactive nucleus $\mathcal{A}_{n}(t)$ is

$$
\begin{align*}
\mathcal{A}_{n}(t) & =\lambda_{n} N_{n}(t) \\
& =N_{0} \sum_{i=1}^{n} c_{i} e^{-\lambda_{i} t} . \tag{A.7}
\end{align*}
$$

## A. 2 Bateman Equations for Production of Radioactivity

In order to fit the beam implantation (production) part of the decay curve, the production of radioactivity has to be taken into account. Here we assume that the production rate $R$ is constant over time.

First let us consider the differential equation for the parent nucleus. Since the production rate of this nucleus is $R$, the differential equation is

$$
\begin{equation*}
\frac{d N_{1}(t)}{d t}=R-\lambda_{1} N_{1}(t) \tag{A.8}
\end{equation*}
$$

and the solution is

$$
\begin{equation*}
N_{1}(t)=\frac{R}{\lambda_{1}}\left(1-e^{-\lambda_{1} t}\right) \tag{A.9}
\end{equation*}
$$

under the condition $N_{1}(t=0)=0$.
The differential equations for the $i$-th generation of nucleus is the same as Eq A. 4 and by modifying the solution A.7, we obtain the solution for the activity of the $n$-th generation nucleus $\mathcal{A}_{n}^{\prime}(t)$

$$
\begin{equation*}
\mathcal{A}_{n}^{\prime}(t)=R\left(1+\sum_{i=1}^{n} c_{i}^{\prime} e^{-\lambda_{i} t}\right) \quad(n=1,2,3, \cdots) \tag{A.10}
\end{equation*}
$$

where

$$
\begin{equation*}
c_{m}^{\prime}=\frac{\prod_{i=1, i \neq m}^{n} \lambda_{i}}{\prod_{i=1, i \neq m}^{n}\left(\lambda_{m}-\lambda_{i}\right)} . \tag{A.11}
\end{equation*}
$$

