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Abstract

Several communication technologies including IEEE 802.15.4g, world-wide interoper-
ability for microwave access (WiMAX), and power line communication (PLC) have
been suggested for smart grid implementation. As the successful arrival of smart grid
traffic within their latency requirement is essential for the correct operation of the
power grid, we focus on the optimization of different features of these communication
technologies and also the development of aspects of an efficient network architecture
such that the reliability requirement associated with smart grid traffic can best be
assured.

We first investigate an optimized configuration of WiMAX features, in particu-
lar, the choice of frame duration, type-of-service to traffic mapping and uplink and
downlink allocations, under what we call the “profile configuration”. We also devise
inter-class and intra-class scheduling solutions in order to prioritize time-critical traf-
fic within both base station and customer premises equipments. We then evaluate the
performance of the developed WiMAX profile configuration and scheduling scheme
through our newly developed WiGrid (WiMAX for Smart Grid) module. From the
performed simulations, we conclude that the proposed configurations for the WiMAX
features can ensure the satisfaction of the reliability requirement.

Next, we design advanced metering infrastructures (AMIs) based on the charac-
teristics of the PLC and the IEEE 802.15.4g technologies. We use intermediary data

collectors, known as data acquisition points (DAPs), in order to efficiently collect
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Abstract

traffic from smart meters and forward them to the utility control center. We for-
mulate an optimization platform for efficiently placing DAPs on top of the existing
utility poles or transformers, in such a way that the required reliability for smart
grid traffic is ensured and also the installation cost is minimized. In order to ad-
dress the QoS requirements, we derive the latency based on the characteristics of
the medium access control schemes of each of these technologies. Since finding the
optimal DAP locations is an integer programming problem and NP-hard, we develop
several heuristic algorithms for efficiently placing DAPs within large-scale scenarios.
We observe that the DAP placement algorithms, proposed here for large-scale sce-
narios, return near-optimal results within a much shorter time, than that of the IBM

CPLEX software for small scenarios.

v



Lay Summary

Continuous monitoring, control and protection of the power grid elements is only
possible when a two-way information flow between the utility control centres and
intelligent grid devices is realized. Different wired and wireless communication tech-
nologies including power line communication (PLC), worldwide interoperability for
microwave access (WiMAX) and smart utility network (SUN) technologies have been
suggested for providing the communication infrastructure in different parts of the
smart grid. In this thesis, we investigate the optimized configuration of these tech-
nologies for smart grid implementation such that quality of service requirements,
namely latency and reliability, can best be maintained and at the same time, a cost-
efficient infrastructure is designed. We apply our optimization solutions on realistic
examples of smart grid infrastructures, and through numerical results, we show that
the latency and reliability requirements are maintained. We show that our algorithms
can provide near-optimal solutions, in terms of energy consumption and installation
cost, despite their low computational complexity, which makes them powerful and

efficient tools for planning reliable large-scale smart grid communication networks.
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O Expected number of packet retransmissions at node =

T Transition matrix of Markov chain

Tk Frame duration

Ty Antenna height of the BS

T Transmission interval

T, Network lifetime

Tq. (p) Queuing delay at node x for traffic priority p

T Required reliability

0.(k) Probability that node = senses the channel as idle at slot k

u UC location

Wi Size of backoff window in CSMA /CA sensing stage m

x; Binary variable indicating whether a DAP is installed on pole

or transformer j

Yij Binary variable indicating whether SM 1 is directly connected
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Notation

to pole or transformer j

Calculated impedance for the ¢’th unit of the two-port PLC network
Load impedance of a PLC receiver device

Source impedance of a PLC transmitter device

Binary variable indicating whether SM i’ is an ancestor of SM i
Probability that node x senses the channel at slot &, in sensing

stage m, and in transmission attempt ¢
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Chapter 1

Introduction

The notion of smart grid is a vision of the future electric power grid that integrates
pervasive sensing and control systems to support distributed generation and storage,
dynamic and automatic optimization of grid variables, dynamic pricing and customer
choices and other advanced functionalities. This vision is tightly coupled with the de-
ployment of a ubiquitous communications infrastructure that enables these function-
alities. Since smart grids and the underlying smart gird communication infrastructure
will eventually be complex systems of systems, recent standardization efforts under-
taken by the U.S. National Institute of Standards and Technology (NIST) [1] and
within the IEEE Project 2030 [2] have focused on architectural and reference models.
For example, the IEEE 2030 reference architecture for smart grid communications in-
cludes home area networks (HANSs) at the customer side, which collect the traffic from
the smart electronic devices at home, neighbourhood area networks (NANs), which
realize the smart grid last mile (SGLM) communication network and collect the traf-
fic from smart meters (SMs) and transmit them to the local data acquisition points
(DAPs), field area networks (FANSs), which are responsible for providing the com-
munication infrastructure within the distribution network, and wide area networks
(WANSs) in the transmission domain, which provide the backhaul communication and
inter-connect different utilities and substations with each other, cf. [3, Chapter 1]. A
simple illustration of this hierarchical architecture is shown in Figure 1.1. In this fig-

ure, we can see another component, which is called advanced metering infrastructure
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Figure 1.1: Hierarchical architecture of SGCNs.

(AMI). AMI is responsible for monitoring, controlling and protecting the automated
devices located in the last mile part of the power grid network. Its main task is to
transport the SM traffic to the data acquisition points through the neighbourhood
area network and then transmit the aggregated traffic to the utility control center
through the wide area network.

These architectural considerations are technology agnostic, and different wired
and wireless technologies (often based on existing standards) compete for use in the
different smart grid communication network (SGCN) domains, cf. [3, Chapter 5.
Worldwide interoperability for microwave access (WiMAX), smart utility network
(SUN) and power line communication (PLC) are important communication tech-

nologies that have widely been considered and deployed in support of smart grid
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applications. The selection of an appropriate communication technology depends on
a number of criteria among which the required network coverage and the types of data
traffic with their quality of service (QoS) requirements are among the most impor-
tant. These requirements are specific to the smart grid domain. For instance, HANs
cover shorter links compared to FANs and WANSs, and scheduling automated devices
at home is not as critical as the monitoring, control and protection traffic that occurs
in FANs, where incorrect or delayed information can cause major disruptions. Also,
environmental characteristics such as user density, which can impact the required net-
work capacity, and network accessibility, considering that some technologies might
be unavailable in certain areas, affect the choice of technology.

WiMAX is a 4th generation broadband wireless technology and based on the
[EEE 802.16 series of standards. Its features are consistent with the communication
and QoS requirements occurring in FAN and WAN implementations. In particular,
WiMAX offers long-range coverage, high data rate, and helps to meet the diverse
service requirements from smart grid applications through its available set of service
types as will be described in Section 1.4.1. On the other hand, SUN is a short-range
low-cost technology, based on the IEEE 802.15.4g standard, that provides low data
rate and can be used for device to device communication within HANs or NANsS.
Among the wired technologies, PLC is a cost-efficient solution as it uses the existing
power line infrastructure. Depending on the application requirements and the type
of the PLC technology (narrowband or broadband) that is considered, PLC can be
used for providing the communication infrastructure within different parts of the grid,
including HANs, NANs, or AMIs [4].

For the successful operation of the power grid, the data traffic should be received

at the destination within the required latency. Hence, it is essential to design the
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underlying communication infrastructure such that the satisfaction of the QoS re-
quirements namely latency and reliability! can best be ensured for different types of
smart grid traffic2. On the other hand, many communication technologies are not
primarily designed for smart grid implementation. In other words, SGCNs have their
own specifications which are different from the regular Internet or mobile broadband
(MBB) applications. For example, the ratio of the uplink (UL) to the downlink (DL)
traffic is much higher in SGCNs and providing the network coverage is mandatory
while in other types of applications, it is highly recommended. Accordingly, commu-
nication technologies should be configured differently from the case where they used
for the implementations of MBB or internet applications.

To this end, NIST priority action plan (PAP) 2 provides a general guideline for
assessing different wireless standards for smart grid implementation [6]. It presents
different methods including mathematical models, simulation and experiments that
can be used for designing and evaluating a viable wireless communication infrastruc-
ture for smart grid. All the analysis that have been provided in this guideline is for
the case when only meter reading traffic is present. It has accordingly been empha-
sized that an extension to these types of analysis is essential in order to address the
effects of other types of traffic such as the FAN traffic when designing an SGCN.
Furthermore, since each wireless technology has its own set of parameters and char-
acteristics, the development of a specific optimized profile configuration for each one
is essential for constructing a reliable SGCN.

The WiMAX Forum has also approved a document on system profile require-

'Reliability is defined as the probability that a packet can successfully be transmitted to its
destination within its required deadline [5].

2We note that for bursty applications such as firmware upgrade, throughput may better represent
the network performance as it measures the successful arrival of a burst of packets within a certain
time unit. For other types of applications such as control, protection and monitoring, since packets
are independently generated from each other, according to [5], reliability best illustrates the network
performance.



Chapter 1. Introduction

ment |7], also known as WiGrid (WiMAX for smart grid) that provides in depth
information on network architecture, system requirements, and smart grid use cases.
This document also presents a guideline for creating amendments into the WiMAX
configuration in order to address smart grid specific requirements, such as uplink
capacity enhancement and security considerations.

There are two types of smart grid traffic classes that are transmitted through the
SGCNs namely, mission-critical and non-critical. These two traffic classes are differ-
ent in their latency and reliability requirements and accordingly, different scheduling
schemes are required for ensuring the satisfaction of the QoS requirements associ-
ated with these traffic classes. Mahdy et al. [8] have investigated the application of
time division multiple access (TDMA) for scheduling smart grid traffic. However,
scheduling all the traffic through TDMA limits the number of nodes that can access
the medium. Gomez et al. [9] also investigated the mapping of different service types
that has been offered by the WiMAX technology for scheduling smart metering traf-
fic. The extension of this study is necessary so that other traffic such as distribution
traffic can also be optimally scheduled and receive the required QoS. Accordingly, in
the next chapters of the thesis, the application of different scheduling schemes, such
as contention-free and contention-based schemes, is investigated. We then design the
SGCN architecture based on the characteristics of these medium access schemes such
that the required QoS is ensured.

In order to collect the traffic from thousands of SMs at the utility control center,
it is suggested to forward the traffic through intermediary nodes which are known
as data acquisition points (DAPs). As verified in [10], the placement of DAPs is
beneficial in order to decrease the collision between SM traffic and also to increase the

throughput. In a wireless infrastructure, the best possible locations for these DAPs
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are considered to be on top of the existing utility poles. For a PLC infrastructure, the
best possible location is considered to be on the medium voltage side of the existing
transformers.

The placement of collector nodes in broadband wireless access networks and sensor
networks has previously been investigated [11-14]. However, there is a combination
of features and requirements in SGCNs that render the problem sufficiently different
from the data collector placement in other types of networks so that a new problem
formulation and solution for network planning are needed. For example, in sensor
networks, the collector nodes can be placed on selected endpoint nodes [15] or in
arbitrary locations [11]. Different from this, in a distribution grid with overhead
powerlines, the utility poles are ideal locations for DAP placement [6], since this
extends network coverage and also eliminates the cost of new tower installations.
Moreover, since the locations of utility poles are determined based on the power
grid infrastructure, for example they are often located along roads and thus not
uniformly distributed in a coverage area, it is not straightforward to apply the existing
placement algorithms to place DAPs in SGCNs. Another major difference is that the
on-time delivery of smart grid traffic to the utility control center and automated
devices is critical for the correct operation of the electrical power grid [5,16]. Also,
due to the existence of two types of traffic classes namely, mission-critical and non-
critical traffic, different scheduling schemes should be employed so that the QoS
associated with both traffic classes can be maintained.

Accordingly, the main design considerations for the placement of collector nodes in
AMIs are the number and location of DAPs so that 1) the network coverage is ensured,
2) the required reliabilities associated with different types of smart grid traffic classes

are satisfied, and 3) existing infrastructures (utility poles, and transformers) are
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used. Thereby, two types of access architectures from automated devices to DAPs are
possible: a) direct and b) multi-hop communication. In this thesis, both single-hop
and multi-hop connectivity cases are addressed for wireless and PLC-based AMIs.

The mathematical optimization formulation for DAP placement on top of existing
utility poles or transformers is an integer programming (IP) problem and is NP-
hard. For cases with small number of nodes, say no more than 200, the IBM CPLEX
software [17] and the GLPK solver [18] are typically used for finding optimized node
locations. However, for cases with notably larger number of nodes, the development
of heuristic algorithms that can find a near-optimal solution within polynomial time
is desired [12,19,20).

In this thesis, the application of WiMAX, SUN and PLC for different smart grid
applications in FAN and AMI is investigated. Our goal is to design the required com-
munication infrastructure, in particular how to configure different system parameters
and design the network architecture based on these technologies, such that the net-
work coverage and QoS requirements associated with smart grid traffic can best be
maintained. To this end, for the WiMAX technology, the optimized configuration of
this WiGrid profile, i.e., the choice of frame duration, type-of-service to traffic map-
ping, scheduling strategies as well as the system architecture, is investigated. For the
SUN and PLC technologies, we investigate the problem of data collector placement
on utility poles and transformers such that the QoS requirements are maintained.
Accordingly, we derive the latency based on the medium access characteristics of the
PLC and SUN technologies. We then propose optimization platforms for efficiently
placing data collectors in such a way that the latency and reliability requirements for
the smart grid traffic are ensured and also the installation cost is minimized. Finally,

we apply the solution of our proposed optimization methods to realistic examples of
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SGCNs and evaluate their effectiveness through numerical results.

Based on what has been described above and also to introduce the preliminar-
ies and definitions that are used in the next chapters, the rest of this chapter is
organized as follows. We first discuss the set of traffic classes that are respectively
transmitted within FANs and AMIs in Sections 1.1 and 1.2. We then describe the
specifications and characteristics associated with each of the above-mentioned com-
munication technologies in Sections 1.3, 1.4, and 1.5. Then, the pathloss models and
the transmission line theory that are used for respectively calculating the attenuation
within a wireless network and the channel transfer function within a PLC network
are introduced in Sections 1.6 and 1.7. Finally, the contributions of this thesis are

described in Section 1.8.

1.1 FAN Use Cases

In FAN, sensors and automated devices are attached to the distribution network so
that the grid can automatically be monitored, controlled and protected. According

to [21], the main applications of FANs are defined as follows:

e Monitoring: The power grid includes many major elements such as cables,
circuit breakers, switches, transformers, etc. In order to be able to predict,
detect and quickly respond to hazardous events, we need to monitor the status
of the grid elements constantly. Accordingly, sensors need to be mounted on the
main grid elements and their data should be collected, analyzed and presented

to the operators.

e Situational awareness: [t consists of the information that has been generated

from the sensors, which are attached to the power lines and transformers. These
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information are not as critical as the one that is collected for the monitoring

use case and are usually used for creating a record from the grid status.

e Control: This application is used for remotely controlling and configuring

electrical devices such as opening a switch.

e Protection: The purpose of this use case is to allow for isolation of the elec-
trical devices after a local event has happened. This is done by remote recon-
figuration of the system to bypass that device. This is one of the critical use

cases for smart grid which requires very low latency.

1.2 AMI Use Cases

Compared to the distribution automation network, different types of traffic are trans-
mitted through the AMI. These traffic classes are usually collected from the SGLM
communication network and are divided into two main categories, namely, mission-

critical (MC) and non-critical (NC) traffic.

1. INC traffic includes the set of traffic classes that do not require very low latency.
For example reading the home energy consumption, in a periodic or on-demand

manner, is considered as an NC traffic class.

2. MC traffic is the set of traffic classes that are critical in their latency re-
quirement. For example, alert notifications, including meter tampering, power
theft, remote control commands, and power quality (e.g., voltage, phase or
current) notifications [22]| are considered as the MC traffic that is transmitted
through the AMI. The MC traffic is usually modelled according to a Poisson

process |23, 24|.
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1.3 PLC

PLC uses existing power cables or wires for data communications [25]. It has long
been used by electric power utilities for voice and data communication and thus has
a proven track record |26]. One of its main advantages when compared to wireless
communications is that the communication medium is under the control of the utility.
On the negative side, PLC has to cope with harsh transmission conditions, not unlike
those experienced in wireless communications. In the recent past, there have been
major research, development and standardization efforts towards the use of PLC for
smart grid communications, with a focus on low-voltage and medium-voltage distri-
bution grids, e.g., [25-27|. Several industry standards have been consolidated into
new ['TU-T and IEEE standards. The standards can be roughly classified into broad-
band (ITU-T 9960/61, IEEE 1901) and narrowband (ITU-T G.9901-G.9904, IEEE
1901.2) systems, which are different in terms of data rate, coverage, and device com-
plexity. The systems have in common that they apply multicarrier modulation, e.g.,
orthogonal frequency-division multiplexing (OFDM) as the underlying communica-
tions technology, which again is similar to the wireless case, e.g., WiMAX and Long
Term Evolution (LTE).

Reference [28| provides a survey on the PLC planning and implementations for
deploying smart metering infrastructure. The authors present deployment strategies
and optimization aspects (such as forward error correction (FEC) strategies and
automatic retransmission in medium access control (MAC) layer) of using PLC for
smart metering infrastructure. Low voltage and medium voltage architectures with
their distinguished specifications such as the topology and their impact on the PLC
infrastructure are discussed. For example, different coupler attachment strategies are

required for low voltage and medium voltage part of the grid.

10
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In Chapter 5, we develop an AMI based on the PLC, which operates based on the
PRIME (ITU-T G.9904) technology. Here, we describe the main properties of the
PRIME technology. The PRIME technology operates on the frequency band from
41.992 kHz to 471.6796875 kHz [29] and the maximum obtained data rate is 500 kbps.

1.3.1 MAC Scheme

In PRIME, time is divided into abstract units which are called frames and each
frame is divided into smaller units which are called time slots. Each MAC frame
in PRIME consists of two access periods, namely contention free period (CFP) and
shared contention period (SCP). Two different medium access schemes are defined
for scheduling devices within these two periods. The TDMA scheme is used for
scheduling devices within the CFP period and the carrier sense multiple access/
collision avoidance (CSMA/CA) scheme is used for scheduling devices within the
SCP periods.

The PRIME CSMA/CA model operates with several parameters, namely the
number of transmission attempts m, sensing channel count ¢, the traffic priority p,
and the current packet length I. When an SM has a packet with priority p and length
I for transmission, it sets m = ¢ = 0 and selects a random time slot within the backoff
window, W (m, p), with equal probability. If the channel is determined as idle at the
selected time slot, the node needs to keep sensing the channel for C'(p) — 1 =p—1
additional time slots. Each time that the channel is determined as idle, we increase
c by 1. If at any of these assessments the channel is detected as busy, the node
waits for I time slots, in order to allow enough time for the ongoing transmission
to clear, resets ¢ to 0 and then increments the transmission attempt m and repeats

the above backoff and continuous sensing mechanism at the sensing stage m + 1. A

11
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transmission failure is declared if the sensing stage exceeds the number of available

sensing stages, M + 1.

1.4 WiMAX

WiMAX is a 4th generation broadband wireless technology based on the IEEE 802.16
series of standards. WiMAX provides flexible broadband links of up to 140 Mbps (20
MHz band and 2x2 MIMO), features low latency (10-50 ms), and supports both
fixed (IEEE 802.16d) and mobile (IEEE 802.16e) connections. Depending on the
carrier frequency, density of users, and environment, WiMAX can realize long-range
connections (e.g., more than 20 km of coverage for a 1.8 GHz link in a suburban
area). WiMAX can provide point-to-point or point-to-multipoint wireless backhaul
for variety of different smart grid applications. It is one of the standards identified in
the NIST smart grid roadmap [30] and many electric utilities including BC Hydro,
Hydro One, Power Stream, and Austrian Utility have adopted (or are in the process
of adopting) WiMAX solutions for their SGCNs [31-33].

There are several papers on WiMAX SGCNs, e.g. in [9], the authors propose
a traffic priority model along with WiMAX configuration setup for serving SGLM
access systems traffic. The SGLM network is responsible for transporting data that
occurs at the customer side (HAN). The data can either be originated from the
energy services interface (ESI) or be towards the ESI. They realized that in order
to improve the latency of sporadic traffic over WiMAX air interface, MAC 802.16-
Service-Flow-Timeout value should be changed from 15 s to 1000 s. This eliminates
the required time for re-initiating the service flow. Furthermore, they have evaluated
the performance of their model by providing throughput and latency results for dif-

ferent customer densities. The next step to complete the work accomplished in |9] in

12
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the context of WiMAX air interface for smart grid implementation is to analyze the
effect of distribution automation traffic. The questions on whether WiMAX is an ap-
propriate selection for distribution traffic and what would be an optimized WiMAX
configuration model, architecture, how it should be planned and deployed need to be

answered.

1.4.1 QoS in WiMAX

WiMAX offers five classes of service known as

e Unsolicited grant service (UGS): This type of service is for periodic traffic
which transports fixed-size data packets and is critical in its latency and rate
requirement. The bandwidth is guaranteed and assigned on a periodic basis.
Therefore, no control messages are required for bandwidth assignment and the

overhead is minimized.

e Real-time polling service (rt-PS): This type of service is designed to reduce
overhead for periodic traffic of variable size by reserving resources to transmit

bandwidth requests (BRs). It is used for time critical traffic.

e Extended real-time polling service (ert-PS): The operation of this type
of service is similar to the UGS. However, the unsolicited grants can be used
for the transmissions of both BRs as well as data. Thus, in case of changing
the bit rate requirement, the request for new bandwidth can be transmitted via

available unsolicited grants.

e Non-real-time polling service (nrt-PS): This type of service is usually
used for serving non-critical traffic as traffic is polled rarely and a minimum

bandwidth is guaranteed.

13
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e Best effort (BE): In this type of service, no resource is allocated to the user,

and BRs are transmitted by contention or piggybacking.

1.5 IEEE 802.15.4g (SUN)

SUN has been standardized under the IEEE 802.15.4g. It is the amended version of
the wireless personal area network technology, known as ZigBee. SUN has specifi-
cally been designed to address the requirements of the smart utility network appli-
cations. Automated devices equipped with this technology, are used for monitoring
and controlling the grid. The collected information is transmitted to the utility con-
trol center and it is also used for point-to-point communication between the devices
placed on the grid. Three types of physical layer technologies have been defined for
SUN, namely multi-rate and multi-regional frequency shift keying (MR-FSK), multi-
rate and multi-regional-OFDM (MR-OFDM), and multi-rate and multi-regional offset
quadrature phase-shift keying (MR-O-QPSK). This technology operates on licensed,
e.g., 1.4 GHz and 2.4 GHz and non-licensed frequency bands, e.g., 901 MHz and
915 MHz. The typical data rate is around 200 kbps.

In this thesis, we assume that the IEEE 802.15.4g operates based on the OFDM
physical layer. There are 4 options defined for the OFDM-based physical layer, which
are different in terms of the number of active tones and their nominal bandwidth.
The channel bandwidth ranges from 50 kHz up to 1094 kHz. All devices shall support
the binary phase-shift keying (BPSK) and QPSK modulation and coding schemes but
the support of the 16 quadrature amplitude modulation (QAM) scheme is optional.
Considering different modulations and coding schemes, the channel data rate ranges

from 50 kbps to 800 kbps.

14
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1.5.1 MAC scheme

The IEEE 802.15.4g MAC protocol provides two types of medium access periods,
namely CFP and contention access period (CAP), within each frame. A node stores
the MC and NC traffic in different queues, and schedules the MC traffic through the
CFPs using the TDMA scheme, and the NC traffic within the CAP timeslots using
the CSMA /CA scheme.

Under the slotted CSMA/CA model, each node with the NC traffic, at each
transmission attempt, would sense the channel at most M + 1 times. At each sensing
stage m = 0,1,---, M, it selects a random time slot within the backoff window,
W,,, with equal probability. According to the IEEE 802.15.4g standard, in slotted
CSMA /CA model, each node should identify the channel as idle for two consecutive

slots before changing to transmission mode.

1.6 Pathloss Models

In this subsection, we describe two pathloss models that are typically used for esti-

mating the attenuation within a wireless SGCN.

1.6.1 COST231-Hata Pathloss Model

This is a well-known pathloss model that is used for estimating the propagation loss
in a wide-area communication network, that operates on the frequency range from
1500 MHz to 2000 MHz. The base station (BS) antenna height should be larger than

the average roof top height, around 30 m to 200 m and the subscriber antenna height

15
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should be around 1 m to 10 m. The pathloss model is given by |34]

PL(dB) = 46.3+33.9log,,(f) — 13.8210g,(T}) — a(Ry) +

(44.9 — 6.55log,(T},)) logyo(d) + 0.7R;, + C, (1.1)

where d is the path length in km, f is the frequency in MHz, and variables T}, and
Ry, are respectively the BS and TS antenna heights in m. For urban environments,
C =3 dB and

a(Ry) = 3.21log3,(Ry) — 4.97, (1.2)

whereas for suburban environments, C'= 0 dB, and

a(Ry) = (1.11ogyo(f) — 0.7) Ry, — 1.56 logy,(f) — 0.8). (1.3)

1.6.2 Erceg Pathloss Model

According to 34|, Erceg is one of the most applicable pathloss models that can be
used for computing signal attenuation within rural and suburban areas. This model
is interesting for SGCNs as the empirical measurements are taken from the areas that
have specifications similar to what is desired by utility companies. The applicable
frequency range is between 1800 MHz to 2700 MHz. The Erceg pathloss model is
obtained as [34]:

4drd & d f Rh
PL(dB) = 201log, (TO) +10 (co —clTh+?i) log;, & +61ogq 2000 ¢ log;, TR

(1.4)
where A is the wavelength in meters, dyp = 100 m, and ¢y, ¢y, co, c3 are defined for each

terrain type in Table 1.1.
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Table 1.1: Erceg Parameters |34]
Parameter Co 1 Co Cs3
Terrain Type A 4.6 | 0.0075 | 12.6 | 10.8
(Hilly with moderate to heavy tree density)
Terrain Type B (Hilly with light tree density, or | 4.0 | 0.0065 | 17.1 | 10.8
flat with moderate to heavy tree density)
Terrain Type C ( Flat with light tree density) | 3.6 | 0.0050 | 20.0 | 0.0

1.7 Preliminaries on Transmission Line Theory

PLC channel modelling has usually been based on measurements and curve matching
considering individual links, cf. e.g. |[35,36]. This is a perfectly valid approach when
testing physical layer designs, which depend on link-characterizing parameters such
as attenuation, frequency selectivity, delay spread, etc. Moving to the next level of
system design, i.e., evaluation of PLC networks, a different approach for channel mod-
elling is needed in order to capture the deterministic dependencies between different
link qualities. We note that these dependencies are a result of PLC signal propagation
being guided by power lines, which is a decisive difference to wireless communications,
for which links between different network nodes can often be assumed independent.
A methodology that is suitable for modelling mutually dependent channels in a PLC
network is based on transmission line theory (TLT). This methodology relies on the
knowledge of the topology, the cables/wires, and the load characteristics of the power
grid underlying the PLC systems. Several works have contributed to and made use
of TLT for PLC channel modelling, cf. e.g. |26,37-42]. In TLT, power lines and
all passive power-grid elements (e.g., loads, transformers, etc.) connected to it are
represented as two-port networks described by their ABCD- or S-parameters. This

modelling approach is immediately applicable to two-conductor networks, or it can be
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Figure 1.2: Ilustration of the use of transmission line theory to compute transfer
functions.

used as an approximation for multi-conductor transmission lines, cf. e.g. [25, Ch. 2|.

Figure 1.2 illustrates the basic approach when analyzing a link between a PLC
transmitter (Tx) and a PLC receiver (Rx) using TLT. We assume a tree-network
structure and place all network elements on the path between Tx and Rx. Using the
impedance carry-back method [40], the electricity grid between Tx and Rx can be
transformed into a cascade of shunt impedances and other two-port networks. This
cascade can then be combined into one overall ABCD matrix via multiplication of the
ABCD matrices of the individual two-port networks of the cascade (see Figure 1.2).

From this, the overall CTF from Tx to Rx is computed as

Zy,
- AZL+ B+ Z(CZ,+ D)’

Hy(f) (1.5)

where Z; and Zj, are the source and load impedance of Tx and Rx, respectively. If

the transfer function without coupling losses is considered, then

2

= . 1.
AZy, + B (16)

H(f)

Alternatively, the transfer function can be computed as the product of the transfer
functions H;(f) for the individual two-port networks of the cascade (see Figure 1.2),

which are obtained similar to (1.6). Since (1.6) includes the impedance at the output
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of a two-port network, in this method one needs to traverse from Rx towards Tx, and

the impedance used in (1.6) is updated at the ith two-port as

AiZiniv1 + B

Lini = = .
" CiZinin +D;

(1.7)

In the case that the two-port networks connecting the shunt impedances are line
pieces, (1.6) and (1.7) can also be compactly written in terms of reflection coefficients,
cf. e.g. voltage-ratio approach proposed in [40|. The advantage of the second approach
is that the ABCD matrix calculation is eliminated and the computational effort has
been reduced. Thus, we have used the voltage-ratio approach for computing the CTF

in our PLC module implementation, which has been described in Appendix A.

1.8 Contributions

In Chapter 2 of this thesis, the optimized configuration of WiMAX technology is inves-
tigated for smart grid applications. In particular, the optimized selection of frame du-
ration, system architecture, service-type-to-traffic-mapping and scheduling schemes
are investigated. We also develop a WiGrid module based on network simulator-3
(NS-3) software® [43], through which the optimized configuration of WiMAX technol-
ogy for smart grid is evaluated. Finally, we develop a priority-based scheduler that
first schedules the higher priority traffic from all the nodes, before proceeding with
serving the lower priority ones. We also devise an inter-class scheduling scheme that
prioritizes the bandwidth assignment to the traffic with lower remaining latency and
higher current data rate.

In the process of devising an optimized profile configuration of wireless and wired

3NS-3 is a discrete event network simulator, which is used for emulating the behaviour of computer
networks that operates based on the characteristics of the wired or wireless technologies.
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Utility Control Center

VR: Voltage Regulator
S: Feeder Sensor

SM: Smart Meter

M: Meter

Cap: Capacitor

VR: Voltage Regulator
S: Feeder Sensor
SM: Smart Meter
M: Meter
Cap: Capacitor

Substation

Figure 1.3: FAN architecture: (a) Direct Access Mode, (b) Aggregation Mode.

communication technologies for smart grid, we compare the performance of two access
methods via which automated devices and SMs can transmit their data to the utility
control center. These access methods as illustrated in Figures 1.3(a) and 1.3(b)

are respectively direct access and aggregation mode [10, Figure 2|. In the direct
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access mode, all automated devices transmit their information directly to the BS,
which backhauls the data to the utility control center. On the other hand, in the
aggregation mode, a data aggregator, which is also known as a DAP, is responsible for
collecting the traffic from several automated devices and forwarding it to the BS. We
show that the second access method is more beneficial in terms of experiencing lower
latency and higher packet success ratio. Hence, in the next chapters of the thesis,
we concentrate on the aggregator architecture and investigate how to implement this
architecture, i.e., what is the minimum required number of DAPs and where they
should be placed, such that smart grid QoS requirements are maintained and also a
cost-efficient infrastructure is obtained.

In Chapters 3-5 of this thesis, we solve the optimized DAP placement problem
based on the specifications of two communication technologies. In Chapters 3 and 4,
we assume that smart meter to smart meter and smart meter to data collector connec-
tions operate based on the characteristics of the 802.15.4g technology. In Chapter 5,
we assume that the SGCN operates based on the characteristics of the PLC technol-
ogy. We also solve the DAP placement problem for two types of access from smart
meters to data collectors. In the first scenario, we consider the single-hop access of
smart meters to the data collectors. In this case, we use a modified version of the
K-means algorithm for efficiently placing DAPs on top of the existing utility poles
while ensuring only the network coverage. In the second case, we allow the multi-hop
access from smart meters to the DAPs while ensuring not only the network coverage
but also the latency satisfaction. The multi-hop communication gives us the benefit
of accessing more remote devices while requiring less number of DAPs. In order to
ensure the latency satisfaction, we develop a delay model based on the character-

istics of the MAC protocol of the 802.15.4g technology. The MAC protocol of the
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SUN technology offers two medium access schemes namely: CSMA /CA and TDMA
schemes. We use the CSMA /CA scheduling scheme for scheduling the non-critical
traffic and TDMA for scheduling the mission-critical traffic. In order to estimate
the experienced latency, we devise a Markov chain model so that we can track the
nodes states in the backoff process and accordingly, we can compute the probability
of latency satisfaction. For the TDMA scheduling scheme, we use the binomial distri-
bution in order to compute the probability that the traffic of all the nodes connected
to the same channel can be scheduled within the latency requirement. Finally, we
devise a new analytical model for placing DAPs in a SGCN that operates based on
the characteristics of the PRIME PLC technology. The devised analytical model is
completely different from the one that we have first proposed for modelling the MAC
protocol of the 802.15.4g technology. This is because the PRIME PLC technology
operates based on the characteristics of the prioritized CSMA /CA scheduling scheme,
where the traffic with lower priority should wait for a larger back off duration in order
to access the medium. It should also find the channel as idle for a larger number of
times, before proceeding with the packet transmission. In the PRIME PLC technol-
ogy, when the node finds the channel as busy, it freezes the channel sensing for the
duration of the packet size and if it finds the channel as idle, it should keep sensing
the channel as idle for p consecutive times where p is the traffic priority. Overall, all
these differences together necessitate the development of a new analytical model for
computing the probability that the packet can be transmitted within the latency.
On the other hand, the placement of DAPs on top of the existing utility poles or
transformers is an integer programming problem and is NP-hard. Accordingly, the
development of heuristic algorithms is necessary in order to avoid the exponential time

complexity that is needed for solving this problem. Therefore, in Chapters 3, 4, and 5
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of this thesis, we devise heuristic algorithms for placing DAPs in respectively single-
hop and multi-hop wireless and PLC AMIs while ensuring the network coverage and
the satisfaction of the latency requirements for two types of mission-critical and non-
critical smart metering traffic. We then compare the performance of our algorithms,
in terms of optimality and time complexity, with the solution of the IBM CPLEX

software for small-scale scenarios and with a lower bound for larger-scale ones.
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Chapter 2

Optimized WiMAX Profile
Configuration for Smart Grid

Communications

2.1 Introduction

The viability of WiMAX technology for NANs and FANs has been investigated in the
literature, several field trials [44,45], and recent surveys [46,47|. Under the umbrella
of the NIST PAP2 guideline |6], range and capacity analyses have been conducted for
different usage models to give some insights of the capability of WiMAX technology
for backhauling smart metering traffic. References [48]| and [49] consider a hetero-
geneous wireless local area network (WLAN)-WiMAX technology for collecting and
backhauling smart metering traffic. This allows for extending the network coverage
and improving the link quality. Aguirre et al. |50| formulate the capacity provided by
WiMAX in order to estimate the number of SMs that can be served using this tech-
nology. References [10] and [51] investigate the performance of WiMAX technology
considering different sets of FAN applications and network architectures.

The aforementioned works and others such as [52-54| generally confirm that

WiMAX is a viable choice for FAN and NAN applications. Furthermore, it is im-
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plied that when wireless technologies are designed for smart grid implementation,
they should be configured differently than when used for MBB applications for which
they were originally designed. Pertinent discussions in the literature include [9], [53]
and [49], which propose a type-of-service to traffic mapping for smart metering via
WiMAX, and optimize the BS transmission power, respectively.

In light of this, the WiMAX Forum has defined a new system profile based on
the IEEE 802.16 series of standards considering smart grid requirements [55]. This
so-called WiGrid profile is developed in a two-phase approach known as WiGrid-1
and WiGrid-2. In the first phase, the advantages of the current features that already
exist in the IEEE 802.16e and IEEE 802.16m standards are taken into account. The
typical configuration of these features is modified considering smart grid network
characteristics and requirements. In the second phase, the advantages of the ex-
isting amendments developed in the IEEE 802.16p and IEEE 802.16n standards,
respectively, designed for enabling machine-to-machine (M2M) communication and
increasing the network reliability for WiMAX networks, are taken into account. An
overview of these two standard amendments has been presented in |56], where smart
grid is recognized as one of the use cases which requires both greater network reliabil-
ity and M2M communication. In the second phase, these two standards will further
be amended with features specifically designed for SGCNs. So far, the WiMAX Fo-
rum has mostly focused on the first phase of the WiGrid development and suggested
several modifications to the current WiMAX configuration. These modifications are
summarized in the “WiMAX Forum System Profile Requirements for Smart Grid
Applications” [21]. They include a dynamic time division duplexing (TDD) UL/DL
ratio from 1 to 1.75 and the support of 64 QAM transmission.

In this chapter, we focus on the first phase of the WiGrid development and opti-
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mize the configuration and/or implementation method for several existing WiMAX
features namely, frame duration, type-of-service to traffic mapping, and scheduling
solution. This optimization is conducted such that the key QoS requirements namely,
latency and reliability, for SGCNs are best met. In particular, our main contributions

are summarized as follows.

1. We identify the characteristics and requirements associated with each smart
grid traffic class and devise a scheduling solution such that on-time and reliable
arrival of mission-critical traffic can better be assured. The devised scheduler
also ensures that the traffic is fairly collected from automated devices within

the same traffic class.

2. We investigate an optimized configuration of the above-mentioned WiMAX fea-
tures under what we call “profile configuration”. Different profile configurations
are compared by considering both smart metering and distribution automation
traffic. The latter is different from most of the literature, which only focuses

on smart metering traffic, e.g., [6,9,22,47-49|.

3. We present a WiGrid NS-3 module [57] to facilitate the simulation of SGCNs for
both the academic research and industry case studies around the world. Using
this module, we evaluate the performance of the developed WiMAX profile
configurations for smart grid communication scenarios with realistic parameters
for the number of automated devices and their associated data traffic patterns

based on [21] and [58].

The rest of this chapter is organized as follows. In Section 2.2, we discuss the
advantages of using WiMAX technology for implementing SGCNs. In Section 2.3,

the paradigm for optimized profile configuration for WiGrid is developed. In Section
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2.4, the amendments that have been applied to the NS-3 environment in order to
develop the WiGrid module are explained. In Section 2.5, WiGrid simulation results

are presented and discussed. Finally, conclusions are provided in Section 2.6.

2.2 Advantages of Using WiMAX Technology for
Smart Grid Implementation

According to the research conducted by [59-61], the utility applications supported
by the 4" generation (4G) LTE is limited compared to that of the 4G WiMAX
technology. The implementation cost of the 4G WiMAX technology is lower and it
has a better spectrum availability [59]. Furthermore, certain SG applications such
as the protection requires the support of the layer 2, which is not provided through
the solution of LTE technology. In addition, if third party networks are used for
SG implementation, utilities need to pay monthly fees for each leased connection,
which can lead to high operating costs. Accordingly, to avoid long term costs, being
able to manage the network configuration and also to ensur high reliability and the
satisfaction of the quality of service requirements, utilities typically prefer to build
their own dedicated network [60].

In addition to the above-mentioned differences that favour the use of WiMAX for
SG implementation, the WiMAX Forum has also developed a system profile require-
ment for SG traffic, which is called WiGrid-1. In WiGrid-1, the existing characteris-
tics of the WiMAX technology has specifically been amended in order to address the
QoS required for smart grid traffic. In particular, since smart grid traffic is uplink
centric, the WiMAX Forum has adjusted the uplink downlink ratio such that the

transmission of the uplink traffic is favored. Furthermore, to avoid the cyber security
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attacks within smart grid infrastructure, the integrated end-to-end security model
in WiMAX technology has been enhanced. The new WiMAX system profile also
supports the direct base station to base station communication for supporting the
transmission of the Goose messaging and also the protection traffic which requires

low latency [59].

2.3 Optimized WiMAX Profile Configuration

Considering the first phase of the WiGrid development, in this section we discuss the
effects and selection of WiMAX frame duration (Section 2.3.1), types-of-service to
traffic mapping (Section 2.3.2), scheduling (Section 2.3.3), unsolicited grant allocation
scheme (Section 2.3.4) and system architectures (Section 2.3.5) for communication in

smart grid FANs.

2.3.1 Frame Duration and Latency

In WiMAX, the physical layer frame is divided into a DL subframe and an UL
subframe. Possible values for the total frame duration depend on the type of physical
layer. In the OFDM physical layer, the frame duration can be either 2.5, 4, 5, 8, 10,
12.5, or 20 ms. For orthogonal frequency-division multiple access (OFDMA), 2 ms
is also possible [62]. Although seven or eight different values can be considered for
frame duration, 5, 10 and 20 ms are most commonly used in network configurations.
This is because larger frame durations cause less fragmentation and consequently,
less resources are wasted. The 20 ms frame duration is however not recommended
for smart grid communication as the resources are not given fast enough for several
latency-critical applications. On the other hand, scheduling resources in a relatively

short frame duration of 5 ms is challenging especially when the network is almost

28



Chapter 2. Optimized WiMAX Profile Configuration for Smart Grid Communications

fully loaded. Therefore, depending on the network load and the required latency for

the defined applications we suggest using either a 5 ms or a 10 ms frame duration.
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Table 2.1: Traffic classes and their properties and QoS requirements [21]

Flow ID* | Traffic class | Direction | Packet | Data | Active/idle | Latency Traffic Proposed
size rate (s) (ms) Type scheduling
(Bytes) | (kbps) type
Situational
0 UL 256 5.0 1/5 1000 | Deterministic nrtPS
awareness
1 Monitoring UL 384 300 | Continuous 100 Deterministic UGS
2 Control UL 128 5.0 1/5 100 Random rtPS
3 Protection UL 192 150 | Continuous 20 Random ertPS
4 Smart UL 256 1.0 0.1/4.0 5000 | Deterministic BE
8 “For the simpler presentation of the results in Section 2.5, we have defined flow IDs to numerically refer to each traffic class.
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metering
Situational
DL 256 1.0 1/5 1000 | Deterministic nrtPS
awareness
Monitoring DL 128 10.0 | Continuous 100 Deterministic UGS
Control DL 128 1.0 1/5 100 Random rtPS
Protection DL 192 150 | Continuous 20 Random ertPS

1€
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Table 2.2: Appropriate Type of Service for Different Applications

Application Latency Reliability | Appropriate
Type Requirement Scheduling
(CBR/VBR) Type
CBR low high UGS
VBR low high rtPS
VBR very low high ertPS
CBR/VBR | intermediate | intermediate nrtPS
CBR/VBR relaxed intermediate BE

2.3.2 Mapping WiMAX Scheduling Types to Smart Grid

Traffic Classes

WiMAX offers five types of services namely unsolicited grant service (UGS), real-time
polling service (rtPS), extended rtPS (ertPS), non-real-time polling service (nrtPS)
and best effort (BE) to support multiple levels of QoS that are needed for serving
traffic classes with different characteristics and requirements |63]. In this part, we
discuss how the offered WiMAX scheduling types should be used in order to address
the requirements associated with FAN applications. The characteristics of FAN traffic
classes are adopted from [21] and presented in Table 2.1. The last column of this
table will be explained in the following.

The UGS scheduling type is inherently suitable for serving constant bit rate (CBR)
applications as it provides fixed-sized grants periodically. Furthermore, since UGS
guarantees the bandwidth, it is a suitable choice for traffic that requires low latency
and high reliability. Therefore, we choose the UGS scheduling type for serving the

monitoring traffic which is a CBR application and requires low latency.
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Whenever we have a real-time variable bit rate (VBR) traffic that requires low
latency and high reliability, rtPS scheduling type can be used for serving such an
application where the required bandwidth is requested through the available unicast
request opportunities. For example, rtPS can be used for serving control application
which is a real-time VBR traffic that requires 100 ms latency.

However, rtPS can hardly satisfy the much lower latency and higher reliability
requirements associated with, e.g., protection applications compared to control traffic.
This is because when rtPS scheduling type is used, many data requests should be
transmitted, which adds to the latency and bandwidth overhead. In this case, we
suggest using ertPS by reserving bandwidth according to the current maximum data
rate associated with the traffic flow. When needed, a change of the size of UL
allocations can be requested through available unicast opportunities provided by the
BS, which can be used for both data transmission and bandwidth requests [63].

As the nrtPS scheduling type offers unicast request opportunities rarely, it is
suitable for serving the traffic that requires partial bandwidth guarantee. Therefore,
we use the nrtPS scheduling type for serving situational awareness traffic that is
relaxed in its latency requirement while still requiring a latency lower than that
for smart metering traffic. Since the BE scheduling type mainly offers contention-
based request opportunities, it is suitable for serving the traffic with non-sensitive
delay requirement such as firmware upgrades or smart metering traffic. We have also
provided a general guideline in Table 2.2 which shows when to use each scheduling

type for serving different types of applications.
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Figure 2.1: Proposed WiGrid scheduling framework.
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2.3.3 Scheduler

The IEEE 802.16 standard allows vendors to implement their own schedulers in the
BS and CPE devices. The BS allocates bandwidth to the CPE devices according to
their connection properties. However, the user itself decides how to distribute this
bandwidth among its service flows [64]. Generally, the schedulers at both the BS and
CPE devices are composed of two steps: 1) inter-class scheduling and 2) intra-class
scheduling methods [65]. Figure 2.1 illustrates the scheduling framework we have
developed for WiGrid.

1) Inter-class Scheduling Policy: As the arrival of certain traffic classes,
specifically protection and monitoring, are essential for the survivability of the power
grid, we employ a priority-based scheduling strategy as the inter-class scheduling
methods in both BS and CPE devices. The priority-based scheduler considers the
scheduling type priorities across all the nodes with the following order:
ertPS > UGS > rtPS > nrtPS > BE, where A > B means scheduling type A is
served before type B. In addition, a pre-emptive policy is employed by the CPEs so
that by the arrival of a higher priority traffic, the transmission of a lower priority one
stops immediately.

2) Intra-class Scheduling Policy: Since protection and monitoring are both
receiving unsolicited grants and they require low latency, we apply an earliest deadline
first (EDF) scheduling policy to advance serving traffic flows with earlier deadline.
Since rtPS control traffic follows a random distribution and it also requires low la-
tency, we poll it in a round-robin (RR) manner and serve it according to a weighted
fair queueing (WFQ) scheduling policy so that no service flows are starved and at
the same time, we give a higher weight to the service flows with earlier deadline and

currently higher rate. For more details on the implementation of WFQ, please refer
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to Section 2.4 (item number 3). As the situational awareness and smart metering are
deterministic traffic with low priorities, we give them a fixed bandwidth in an RR

manner only if bandwidth is still available after serving the higher priority flows.

2.3.4 Unsolicited Grant Allocation Strategies

Two different algorithms namely average (AVG) and Grant/Interval have been pro-
posed in the literature for allocating unsolicited grants to the service flows. Here,
we compare the advantages and disadvantages of each method for SGCN and then,
we propose the appropriate grant size that should be given to the service flows when
Grant/Interval allocation algorithm is used.

1) Average (AVGQG) allocation algorithm: In this method, in every uplink
subframe a fixed amount of resource is assigned to the connection |66]. The grant
size is computed according to the minimum reserved traffic rate configured for the

flow as

GrantSize(Byte) = DBytesPerFrame (2.1)
= MinReservedI'raf ficRate(bps)

x FrameDuration(s)/8.

As the AVG algorithm distributes the grants over all frames, fitting the whole
packet would not be possible in the small grant size of each frame. Therefore, many
packet fragmentations may occur, especially for low data rate traffic. This would in
turn cause a large latency and low throughput. The AVG algorithm may also cause
resource wastage since it allocates grants every frame ignoring the fact that there

might be no data available for transmission.
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2) Grant/Interval allocation algorithm: To overcome the fragmentation
problem in the AVG algorithm, we suggest using the Grant/Interval algorithm which
allocates larger grants based on the packet size and the traffic generation interval.
This means that in every interval, a grant equal to the packet size is given to the
service flow [63]. However, if the interval is less than one frame duration, the amount
of generated data per frame would be more than one packet size and therefore, every
frame a grant equal to the generated data size should be allocated for the service

flow. In summary, we propose to allocate the grant size as

p

BytesPerFrame, if Interval <
GrantSize = FrameDuration, (2.2)
PacketSize, otherwise.
\

The Grant/Interval algorithm is more complex to implement compared to the AVG
algorithm, since a timer is required for tracking the interval. Despite its complexity,
there are several advantages associated with this algorithm. Firstly, it maximizes the
bandwidth utilization through allocating the grants whenever needed. Furthermore,
in order to avoid undesired latency, the BS can be provided with the synchroniza-
tion information of the application in CPE so that the grants can be scheduled at
appropriate frames [63]. According to the above discussion, we conclude that the
Grant/Interval allocation algorithm is suitable for SGCNs that have several critical

low data rate traffic classes.
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2.3.5 Architecture

As discussed in Chapter 1, there are two possible modes through which automated
devices can transmit their information to the utility control center in a FAN: direct
access and aggregation mode [10, Fig. 2|. Although the aggregator architecture
is more costly and harder to deploy, it has the following merits concluded from our
previous study [10] compared to the direct access mode for smart grid implementation.

1) The obtained throughput is often higher, since there are fewer active connec-
tions to the BS and therefore the collision and packet loss probabilities decrease.

2) The case that collisions among active connections to the BS happen can be
dealt with better [67]. The solution for collision avoidance is to back-off and decrease
link data rates. In direct access mode, the data rate associated to each device is
already low and lowering it further does not make much difference. However, since
the aggregate data rate is higher, decreasing it can resolve congestion faster.

3) A larger number of nodes can be supported. This is because of the data
compression that is usually conducted at the data aggregators as well as the bet-
ter link qualities experienced by data aggregators mounted for example, on top of
transmission-line poles, and also automated devices as their link distances are de-
creased.

The above advantages make the aggregation mode a preferable choice for SGCNs

with plenty of low data rate automated devices.

2.4 Amendments for a WiGrid Module

We have developed a software module based on the WiMAX module of the NS-3 |68, 69|

which can be used for performance studies and capacity planning of WiGrid systems.
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The features of this module are illustrated in Figure 2.2. The WiGrid simulator
consists of a front-end SGCN module and the back-end extensions made into the
WiMAX module of the NS-3.

The front-end interface constructs an SGCN topology and communication in-
frastructure based on the user’s input. The user can either ask for a typical rural,
suburban or urban scenario, or pass an XML file containing the network information
of a certain actual scenario. In the typical case, the numbers of automated nodes and
SMs located in each area type are set according to the BC Hydro distribution au-
tomation implementation plan |58]. Similarly, all related configurations for the base
station and automated devices such as transmission power and antenna height are
taken from smart grid projects conducted by BC Hydro and Powertech Labs Inc. The
traffic within distribution automation networks is modelled according to the traffic
patterns given by [21]| and as shown in Table 2.1. Further details on this are given in
Section 2.5.

The specific enhancements made into the backend module are as follows.

1) We have defined a new setSubFrameRatio function which accepts an arbitrary
UL/DL ratio as an argument. This function can be called at the start of each frame
for dynamic UL/DL ratio adjustments.

2) We have implemented the priority-based scheduler together with the intra-
class scheduling policies at the uplink scheduler of the BS as discussed in Section 2.3.
Figures 2.3(a) and 2.3(b) respectively show the flowcharts of the existing first-come
first-serve (FCFS) and the new priority-based uplink schedulers in NS-3. As can
be seen in the figure, at each step of the FCFS algorithm, the record of the node®

that has registered its service flows earlier is chosen and then all its service flows are

5The node’s record contains the information about all the node’s service flows that have already
been registered at the BS.
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(a) (b)

Figure 2.3: The flowcharts of the (a) FCFS and (b) priority-based UL schedulers.

scheduled according to ertPS > UGS > rtPS > nrtPS > BE. In the priority-based
scheduler, the service flows with the same scheduling type (starting from ertPS) from
all nodes are stored in a priority queue and served according to its related intra-
scheduling policy. Then, the algorithm conducts the same procedure for the service
flows of other scheduling types across all the nodes with the order mentioned above.

3) In order to implement WF(Q among rtPS service flows, we apply the following
procedure. First, we allocate the bandwidth to the users whose latencies are going

to expire in the next frame duration. For the remainder, we employ the same scheme
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as proposed in [69]. In particular, the bandwidth requests from all CPE devices are
added together. In case the size of the total bandwidth requests is greater than the
remaining bandwidth for allocation, the difference is divided by the number of users
and deducted equally from all the requesters. Hence, it is ensured that no service
flow is starved and also more bandwidth is allocated to the service flow with higher
current rate.

4) For allocating unsolicited grants to the traffic, we implement the Grant/Interval
algorithm instead of the original NS-3 AVG algorithm. The size of the grants are
determined according to Equation (2.2).

5) Adaptive modulation is not supported in the current NS-3 version. As smart
grid devices are usually fixed, we assume that the channel quality stays constant and
therefore, we assign each device with a constant reliable modulation at the start of
the program based on its signal-to-noise ratio (SNR) characteristic. Modulation and
coding rate can be selected according to the required reliability, see e.g. [5].

6) Network specifications are usually given in XML files. To this end, we have
created an automatic XML reader library which reads the XML tags from the file
and passes the extracted network characteristic data such as modulation, antenna
height, transmission power and coordinates into the simulator.

7) The NIST PAP2 guideline |6] recommends the Erceg SUI propagation model
to emulate the signal attenuation for the rural and suburban scenarios. Therefore,
the implementation for this propagation model has been added to the NS-3 WiMAX
module.

In addition to the modifications described here, several errors including incor-
rect configuration of node properties in the COST231 propagation model, incorrect

mapping of SNR to block-error rate (BLER) and incorrect frame length computation
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have been corrected. The modified NS-3 module and the detailed list of fixed bugs

and extensions has been made available at [57].

2.5  Simulation Results and Discussion

In this section, we apply the considerations and methods from Section 2.3 and use our
developed simulator from Section 2.4 to quantify the effects of different system pa-
rameters to characterize an optimized WiGrid profile configuration for FAN scenarios
in SGCNs.

Latency and reliability are key QoS requirements for SGCNs [45,70,71]. Therefore,
we first compare the performance of different profile configurations in terms of average
latency and the percentage of packets that are reliably received by the destination for
different traffic classes. We also study the capability of each WiGrid-1 feature in terms
of the reliability improvement that can be obtained considering different numbers of
automated devices. Finally, we evaluate the fairness index for each traffic class using
our proposed scheduling algorithm. Note that simulation results for comparing the

direct and aggregator architectures are provided in [10].

2.5.1 Simulation Settings

We consider rural and suburban distribution networks within a circular area of
2 km radius for simulations. Typical numbers of automated nodes and SMs located
in this area obtained from the BC Hydro distribution automation implementation
plan [58] and the NIST PAP2 document [6], respectively, are summarized in Ta-
ble 2.3 with a categorization according to the use cases from Table 2.1. Table 2.4
summarizes the default signal propagation and system settings considered for the fol-

lowing results. In this table, RS+CC/CC refers to Reed Solomon with convolutional
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Table 2.3: Major use case categories and associated device classes and number of
devices in a circular area of 2 km radius according to [6,58]. Due to the scaling
considering the area size, the number of automated devices for some use cases are

float.

Use case and devices

Number of devices

Rural | Suburban

Monitoring ~ 16 ~ 32
Recloser 6 9
Capacitor fixed 2 3
Regulator 1 1.5
Fault Circuit Indicator 5 15
Feeder meter 1 3
Feeder sensor 0.6 0.6

Situational Awareness R ~ 18
Powerline/ Transformer sensor | 3/2 5/4
Capacitor Switched 3 9

Control ~ 10 ~ 18
Recloser 6 9
Capacitor switched 2 6
Regulator 1 1.5

Feeder sensor 0.6 1.6

Protection ~ ~ 11
Recloser 3 4.5
Automated switch 0 6

Smart Metering ~ 120 | ~ 3350

coding/inner-checksum coding [63].

The traffic classes listed in Table 2.1 are modelled according to the following
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Table 2.4: Default settings for WiGrid simulations

Scenario Suburban

Path Loss Erceg Type-B [6]
Fading Rayleigh

Scheduler FCFS

Unsolicited Grant Allocation Grant/Interval

UL/DL Ratio 1.75
Bandwidth 10 MHz
Phy Layer OFDM
Modulation 64 QAM

Number of Sectors 3
Duplexing TDD

FEC Code Rate/Type 3/4 / RS+CC/CC

Frame Duration 10 ms

Architecture Type Aggregation

assumptions. The NS-3 on/off applications are used for all traffic classes. For deter-
ministic traffic, constant values for the on-time and off-time periods are considered.
In order to model the random traffic, the packet inter-arrival time (off-time) follows
an exponential distribution where the mean is equal to either the idle period (e.g.
for flow IDs 2, 7) or the PacketSize/DataRate (e.g. for flow IDs 3, 8). It should
also be noted that for the random traffic there is a small probability that the packet
arrival rate exceeds the available resources. In that case, the scheduling of packets is

delayed beyond the latency requirement.
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Figure 2.4: The effect of WiGrid amendments on the percentage of packets correctly
received within the deadline.

2.5.2 UL/DL Ratio and Modulation Type

In conventional WiMAX, support of modulation types higher than 16 QAM is op-
tional and the UL/DL ratio is typically configured to be close to 1. As discussed in
Chapter 1, because of the larger UL traffic in SGCNs, a UL /DL ratio of 1.75 and the
support of 64 QAM has been proposed by the WiMAX forum. In order to investigate
the effect of these amendments on WiGrid performance, we consider the following
four scenarios: i) a conventional WiMAX configuration (maximum supported mod-
ulation of 16 QAM and UL/DL ratio of 1), ii) WiMAX with support of 64 QAM,
iii) WiMAX with UL/DL ratio of 1.75, and iv) WiMAX with both amendments.

Figure 2.4 shows the results in terms of the percentage of packets that are correctly
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received within their deadline. As can be seen, the support of 64 QAM modulation
increases the percentage of packets that are reliably received for both UL and DL.
The increase is more significant for flow ID 1 (monitoring) which has a high data
rate traffic and is associated with a higher number of automated devices. Increasing
the UL/DL ratio to 1.75 also increases the percentage of packets received in the UL
without compromising the DL traffic. The UL improvement due to increasing the
UL/DL ratio is somewhat more pronounced compared to that when supporting a
higher modulation, since it also benefits the nodes that are farther from the BS. An
increase in the packet reception is also noted for flow ID 0 when both amendments are
applied. For the other flows, only slight improvements are achieved with a UL/DL
ratio of 1.75 and WiMAX supporting 64 QAM.

2.5.3 Scalability and Supporting Higher UL/DL Ratio and

Modulation Type

Figure 2.5 illustrates the improvement of timely packet delivery that can be obtained
when either resource efficiency is increased or more resources are allocated for the
uplink transmission. We observe that the improvement is more significant when a
higher UL/DL bandwidth ratio is applied. This is due to the uplink dominated traffic
in SGCNs and the fact that the required bandwidth for remote nodes can only be
provided when a higher UL/DL bandwidth ratio is employed. We also note that as
the number of nodes increases, the rate of improvement decreases which indicates the

bandwidth saturation for a certain number of nodes.
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Figure 2.5: Comparing the effect of 1) supporting 64 QAM and 2) increasing UL/DL
bandwidth ratio to 1.75 for the improvement of the packet delivery ratio for different
numbers of automated devices.

2.5.4 Frame Duration

We now turn to the effect of different frame durations on the performance in terms
of the experienced latency, latency variation and the percentage of reliably received
packets. The results for the rural scenario are shown in Figure 2.6, and for the
suburban scenario in Figures 2.7 and 2.8. Error bars in Figures 2.6 and 2.7 indicate
the latency variations. Focusing on the rural scenario, we first note that almost all
packets are received successfully (more than 99% for all service flows) under both
frame durations®. However, as can be seen in Figure 2.6, latencies decreased notably

when a 5 ms frame duration is employed. This is because of the faster allocation

6 As the received percentages for all service flows for this case are almost the same and more than
99%, the result figure is omitted.
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Figure 2.6: The effect of different frame durations on average latency for the rural
scenario. The error bars indicate delay variations.

of resources in the case of shorter frame duration, which causes service flows to
experience less waiting time when they request bandwidth. Turning now to the
suburban scenario with higher device density and thus traffic demands, it can be
seen from Figures 2.7 and 2.8 that the network can easily become overloaded and
suffer from high latency and delay variation (e.g. flow ID 17) and packet loss (e.g.,
flow IDs 1 and 3) if the relatively short frame duration of 5 ms is used. This is due to
the fact that fewer number of grants are available in each frame, leading to frequent
packet fragmentation. We conclude that the 10 ms frame duration is preferred for
heavily loaded FANs as considered in the suburban scenario. We also note that the
delay variations for all flows in stable scenarios (suburban with 10 ms and rural with

both frame durations) are small.

"Flow ID 0 experiences 400 ms latency which is still within the deadline.
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Figure 2.7: The effect of different frame durations on average latency and delay
variations for the suburban scenario. We note that due to the scaling of the figure,
the latency values for flow [Ds 0 and 1 are written as text beside to their latency
bars. For example, flow ID 0 experiences 287 ms latency with 20 ms delay variation
when traffic is transmitted using 10 ms frames.

2.5.5 Unsolicited Grant Allocation Strategies

The different allocation methods for scheduling unsolicited grants, presented in Sec-
tion 2.3.3, are now compared considering the rural FAN scenario. Figure 2.9 shows
the percentage of reliably received packets for the AVG and Grant /Interval allocation
algorithms for the rural scenario. We observe that the AVG algorithm causes packet
loss for the traffic in flow IDs 1 and 3. The AVG algorithm wastes resources through
allocation when there is no traffic. Furthermore, the required grants are distributed
over all the UL subframes, so that only a few symbols are granted at each UL sub-
frame. This causes extra overhead due to packet fragmentation. This is prevented
by the application of the Grant/Interval algorithm in the scheduler implementation,

which thus appears to be preferable.
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Figure 2.8: The effect of different frame durations on the percentage of packets
correctly received within their deadline for the suburban scenario.
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Figure 2.9: Comparing AVG and Grant/Interval unsolicited grant allocation strate-
gies.
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Figure 2.10: Comparing FCFS and priority-based uplink schedulers for the suburban
scenario with radius of 2.2 km.

2.5.6 Comparing two Schedulers

Finally, in order to show the importance of scheduling smart grid traffic classes based
on their priorities, we consider a higher load circular suburban area of 2.2 km ra-
dius where the number of monitoring nodes is increased to 39. As can be seen in
Figure 2.10, the priority-based scheduler at both the BS and CPE devices improves
the percentage of the packets that are reliably received for higher-priority flow IDs,
namely flow IDs 1 (UGS), 3 (ertPS) and 2 (rtPS) by de-prioritizing lower-priority
ones, namely flow IDs 0 (nrtPS), and 4 (BE). We have also computed the fairness in-
dices that can be obtained from both schedulers according to Jain’s fairness index |72]
and compared them in Table 2.5. Fairness here is defined as the percentage of pack-
ets that have successfully delivered to the destination from each automated device.
We observe that the intra-scheduling methods we have employed in the priority-based

scheduler notably improve the fairness among different automated devices. For exam-
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Table 2.5: Fairness indices for the FCEFS and priority-based schedulers

Scheduler / Flow ID | 0 1 2 3 4
FCFES 1.0 [ 0.78 1 0.86 | 0.98 | 1.0
Priority-based 099 1.0 1097 | 1.0 | 1.0

ple, the EDF scheduling method we have applied for scheduling monitoring traffic,
flow ID 1, ensures the latency satisfaction of the packets originated from different
devices. The marginal difference seen for flow ID 0 is due to the logic of the priority-
based scheduler, which de-prioritizes lower priority traffic and therefore, a few nrtPS

nodes did not receive the same bandwidth as others.

Table 2.6: Optimized profile configuration for the FAN traffic

Scheduler Priority-based
Unsolicited Grant
Grant/Interval
Allocation Strategy
Maxi S ted
aximum Supporte 64 QAM
Modulation Type
UL /DL Ratio 1.75

5 ms (normal load, rural),
10 ms (high load, suburban)

Frame Duration

Traffic Class Scheduling Type
Situational awareness nrtPS
Monitoring UGS
Control rtPS
Protection ertPS
Smart metering BE

We conclude from the above scenarios that the combination of all the optimized

features as summarized in Table 2.6 leads to an optimized profile configuration that
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better meets the latency and throughput requirements of FAN traffic.

2.6 Conclusions

In this chapter, an optimized WiMAX profile configuration that consists of the selec-
tion of scheduling strategies, type-of-service to traffic mapping, and frame duration
was investigated. Our conceptual considerations were complemented through simu-
lations enabled by modifications to the WiMAX NS-3 module that includes WiGrid
amendments. Our numerical results for two SGCN scenarios suggest that a 5 ms
frame duration is advisable for rural areas while, for higher density areas a 10 ms
frame duration is suggested as it can still satisfy network requirements but avoids
many packet fragmentations that would occur with a shorter frame duration. We
have also shown that priority-based scheduler is consistent with smart grid objec-

tives where the reliable reception of mission-critical traffic must be assured.
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Chapter 3

Cost-Efficient DAP Placement for a
Single-Hop AMI

3.1 Introduction

From the discussion provided in the previous chapter, we observed that the aggre-
gator architecture outperforms the direct transmission. Accordingly, within the next
chapters of the thesis, we focus on the development of the aggregator architecture
based on different communication technologies. In this chapter, we solve the problem
considering a simple scenario, where only single-hop communication is allowed. We
construct the infrastructure once based on the WiMAX technology and once based
on the 802.15.4g SUN technology. The two infrastructures are compared in terms
of the implementation cost and the required number of data collectors (DAPs). In
the next chapter, we devise a new approach for developing the wireless aggregator
architecture considering a more complicated scenario, where multi-hop communica-
tion from devices to the data collectors are allowed and also the latency requirements
for different types of smart grid traffic are maintained. Finally, in Chapter 5, we
derive a new analytical method and devise a new network planning solution for de-
veloping the aggregator architecture based on the physical and medium access control
characteristics of the PLC technology.

Figure 3.1 illustrates a possible metering infrastructure with DAPs using wireless
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Figure 3.1: Aggregation model in the AMI for a smart grid.

communications to collect data from a set of SMs. For power distribution networks
with overhead powerlines, utility poles are ideal locations for DAP placement. This
helps to eliminate the cost of new tower installations as well as getting extended
coverage for wireless systems. For example, Canada’s BC Hydro mounts DAPs on
top of the existing poles [73]. Accordingly, an interesting challenge is the pole selection
for DAP placement. In particular, the required number of DAPs should be minimized
while providing sufficient network coverage.

The mathematical optimization formulation for DAP placement on top of existing
utility poles is an integer programming (IP) problem and is NP-hard. For cases with
small number of nodes, say no more than 200, the IBM CPLEX software [17] and the
GLPK solver [18| are typically used for finding optimized node locations. However,
for cases with notably larger number of nodes, a heuristic algorithm needs to be

developed [12,19,20].
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Reference |74| provides a distributed minimum packet forwarding algorithm for
finding suitable locations at which packet aggregation for a certain destination should
be performed in order to minimize transmission cost. It assumes a mesh infrastruc-
ture in which aggregation can be performed at the SM itself. This however is not
usually the case in AMI, where aggregation is done at separate nodes. Optimal DAP
placement problem can also be viewed as a facility location problem |75]. The objec-
tive is to minimize facility costs, which depend on the opening (installation) price of
facilities as well as how nodes are assigned to the facilities, for example based on the
their distance. Since finding the optimal configuration in a facility location problem
is NP-hard in general, heuristic algorithms such as K-means and K-median |[76] or
convex relaxations [77| have been applied for solving this type of problem.

Kekatos et al. [77] consider a convex relaxation for the placement of K phasor mea-
surement units (PMUs) on smart grid buses such that the network’s synchronization
error is minimized. The algorithm is designed according to the PMU-specific func-
tionalities, such as the sampling rate, and assumes a fixed K. In the context of cellular
networks, a two-phase combined genetic and K-means algorithm has been used for
the optimal placement of radio ports in order to minimize the maximum pathloss
experienced by the worst case users as well as minimizing the average pathloss tol-
erated over the entire set of users |78]. The genetic algorithm provides the initial
placement of the radio ports, then K-means is used for updating the initial solution
and obtaining the optimal locations.

In this chapter, in order to compute the required number of DAPs and optimally
select their locations for a single-hop communication infrastructure, we apply a mod-
ified version of the K-means algorithm. To this end, we adapt K-means algorithm

and optimize both installation and transmission cost. Minimizing the transmission
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cost is especially beneficial for the black out scenarios when SMs should operate based
on their own batteries. As a main constraint, we restrict the locations of DAPs to be
from a set of existing utility poles. Additional constraints is derived from the network
coverage.

To validate our proposed algorithm, we run extensive simulations based on smart
metering parameters presented in |6]. We also compare the results of our solution
in small scenarios to the optimal solution obtained from brute-force search, which
demonstrates a near-optimal performance of the proposed method.

The rest of this chapter is organized as follows. Section 3.2 introduces the details
of system model. The DAP placement problem is derived in Section 3.3, followed by
the solution of this problem using the K-means algorithm in Section 3.4. Performance
results are presented and discussed in Section 3.5. Finally, Section 3.6 concludes this

chapter.

3.2 System Model

Consider a distribution grid using overhead distribution lines suspended from utility
poles delivering electricity to homes or businesses equipped with SMs. Some utility
poles host DAPs, each of which is wirelessly connected to a subset of the SMs. The
DAPs themselves are also wirelessly connected to a utility center (UC). To model this,
let us consider a network of Ngys SMs, K DAPs and one UC, and assume that Nes
utility poles are located within this network. The (2D) locations of SMs, utility poles,
and the UC are known and given by SM = {8;}i=1,. Ngy» P = {D;}i=1, N, opesr and
u, respectively, whereas the value of K and the location of DAPs, A = {ay}r-1.... K,
are to be optimized. The SMs and DAPs can be equipped with different communica-
tion technologies such as WiFi, WiMAX, IEEE 802.15.4 (ZigBee), and the 802.15.4g
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standard specifically developed by IEEE for smart utility networks (SUNs) |79]. The

number of SMs is obtained based on their densities for different environments using [6|

. 2
Nsyr = pspmr?,

where 7 is the radius of the area-of-interest (Aol) and pgys is the SM density in that

area. The value of pgy depends on the Aol being rural, urban or sub-urban [6].

3.2.1 Data Aggregation Model

DAPs are placed on top of the utility poles, and their task is to collect the data from
SMs and send them to the UC. In this chapter, we assume a one-hop communication
from SMs to the DAPs (SM-DAP) and from DAPs to the UC (DAP-UC). We note
that single-hop communication is of interest for the cases that minimum latency is
desired.

DAPs also combine and compress the received data from SMs before transmission
to the UC. We denote the compression ratio by C,.. The value of C,. can be between
1/2 to 2/3 depending on correlation between data and the algorithm employed in the
DAP [80].

Different numbers of SMs, from a few up to 2000 |6], can be connected to one
DAP. Usually, a relatively large number of SMs can be supported by a single DAP
due to the low frequency and amount of data messages sent from the meters. In the
following, we denote the maximum number of SMs that can be connected to one DAP

by Nmax. Furthermore, we define the ratio between the number of available utility

Npoles

P, It is reasonable to
SM

poles and the number of SMs in a given service area as g =
assume that for a denser environment (e.g. an urban area), a utility pole contributes

to the energy distribution over a larger number of SMs, and hence, o is smaller.
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3.2.2 Transmission Model

We assume that the SMs adjust their transmission power F;, according to the link
reliability to ensure that they can connect to the DAP with a given transmission
success probability. The energy consumed for transmitting B bytes of data over

distance d can be represented as
Ey =8 B~y E,n PL(d) (3.1)

where 7 is the ratio of the total power consumption in the modem and the power
consumed for transmission, F}, is the required received energy per bit, n is the fad-
ing margin, and PL(d) represents the pathloss at distance d. The pathloss can be

modeled as

PL(d) = PL(dy) (d%)a , (3.2)

where PL(dp) is the pathloss at the reference distance dy and « is the pathloss
exponent. Note that the factor 8 in (3.1) accounts for B being packet size in bytes

and Ey, denoting energy per bit.

3.3 Problem Formulation

Given the DAP and transmission model above, we now formulate the DAP placement
problem. The basic objective is to select a subset of pole locations from P to install
DAPs on top of them such that required number of DAPs is minimized while providing
radio coverage for all SMs. This objective minimizes the installation cost, which is
defined as the purchase and labor price for the initial placement of a DAP. In addition,

we are interested in minimizing the communication cost, which we measure in terms

60



Chapter 3. Cost-Efficient DAP Placement for a Single-Hop AMI

of the consumed energy for transmitting data. Note that the power model (3.1)
implies a transmission cost proportional to d*, which we consider a more realistic
model compared to the transmission-cost function being linear in d adopted in [81].

Assume that the network is supposed to work for a duration of 7,,. To mathe-
matically formulate our cost function, let a denote the installation cost (in dollars)
of one DAP. The total installation cost, c¢;,s, is then a times the number of poles
selected for DAP placement. Also, let g denote the energy price (e.g., the price for

consuming 1 kWh of energy). Then, the transmission cost can be computed as

T,
r — EX_ 9 33
Ct gL T, ( )

where T7 is the time interval between the transmissions, so that the third term rep-
resents the total number of transmissions that one SM sends during 7,.

For radio coverage we require each SM to be connected to at least one DAP, which
means that the SM-DAP distance needs to be smaller than the SM transmission range

dpmax- Furthermore, up to a maximum of Np,x SMs can be connected to a single
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DAP. Hence, the DAP-placement problem can be written as
