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Abstra
t

Several 
ommuni
ation te
hnologies in
luding IEEE 802.15.4g, world-wide interoper-

ability for mi
rowave a

ess (WiMAX), and power line 
ommuni
ation (PLC) have

been suggested for smart grid implementation. As the su

essful arrival of smart grid

tra�
 within their laten
y requirement is essential for the 
orre
t operation of the

power grid, we fo
us on the optimization of di�erent features of these 
ommuni
ation

te
hnologies and also the development of aspe
ts of an e�
ient network ar
hite
ture

su
h that the reliability requirement asso
iated with smart grid tra�
 
an best be

assured.

We �rst investigate an optimized 
on�guration of WiMAX features, in parti
u-

lar, the 
hoi
e of frame duration, type-of-servi
e to tra�
 mapping and uplink and

downlink allo
ations, under what we 
all the �pro�le 
on�guration�. We also devise

inter-
lass and intra-
lass s
heduling solutions in order to prioritize time-
riti
al traf-

�
 within both base station and 
ustomer premises equipments. We then evaluate the

performan
e of the developed WiMAX pro�le 
on�guration and s
heduling s
heme

through our newly developed WiGrid (WiMAX for Smart Grid) module. From the

performed simulations, we 
on
lude that the proposed 
on�gurations for the WiMAX

features 
an ensure the satisfa
tion of the reliability requirement.

Next, we design advan
ed metering infrastru
tures (AMIs) based on the 
hara
-

teristi
s of the PLC and the IEEE 802.15.4g te
hnologies. We use intermediary data


olle
tors, known as data a
quisition points (DAPs), in order to e�
iently 
olle
t
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Abstra
t

tra�
 from smart meters and forward them to the utility 
ontrol 
enter. We for-

mulate an optimization platform for e�
iently pla
ing DAPs on top of the existing

utility poles or transformers, in su
h a way that the required reliability for smart

grid tra�
 is ensured and also the installation 
ost is minimized. In order to ad-

dress the QoS requirements, we derive the laten
y based on the 
hara
teristi
s of

the medium a

ess 
ontrol s
hemes of ea
h of these te
hnologies. Sin
e �nding the

optimal DAP lo
ations is an integer programming problem and NP-hard, we develop

several heuristi
 algorithms for e�
iently pla
ing DAPs within large-s
ale s
enarios.

We observe that the DAP pla
ement algorithms, proposed here for large-s
ale s
e-

narios, return near-optimal results within a mu
h shorter time, than that of the IBM

CPLEX software for small s
enarios.

iv



Lay Summary

Continuous monitoring, 
ontrol and prote
tion of the power grid elements is only

possible when a two-way information �ow between the utility 
ontrol 
entres and

intelligent grid devi
es is realized. Di�erent wired and wireless 
ommuni
ation te
h-

nologies in
luding power line 
ommuni
ation (PLC), worldwide interoperability for

mi
rowave a

ess (WiMAX) and smart utility network (SUN) te
hnologies have been

suggested for providing the 
ommuni
ation infrastru
ture in di�erent parts of the

smart grid. In this thesis, we investigate the optimized 
on�guration of these te
h-

nologies for smart grid implementation su
h that quality of servi
e requirements,

namely laten
y and reliability, 
an best be maintained and at the same time, a 
ost-

e�
ient infrastru
ture is designed. We apply our optimization solutions on realisti


examples of smart grid infrastru
tures, and through numeri
al results, we show that

the laten
y and reliability requirements are maintained. We show that our algorithms


an provide near-optimal solutions, in terms of energy 
onsumption and installation


ost, despite their low 
omputational 
omplexity, whi
h makes them powerful and

e�
ient tools for planning reliable large-s
ale smart grid 
ommuni
ation networks.
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Chapter 1

Introdu
tion

The notion of smart grid is a vision of the future ele
tri
 power grid that integrates

pervasive sensing and 
ontrol systems to support distributed generation and storage,

dynami
 and automati
 optimization of grid variables, dynami
 pri
ing and 
ustomer


hoi
es and other advan
ed fun
tionalities. This vision is tightly 
oupled with the de-

ployment of a ubiquitous 
ommuni
ations infrastru
ture that enables these fun
tion-

alities. Sin
e smart grids and the underlying smart gird 
ommuni
ation infrastru
ture

will eventually be 
omplex systems of systems, re
ent standardization e�orts under-

taken by the U.S. National Institute of Standards and Te
hnology (NIST) [1℄ and

within the IEEE Proje
t 2030 [2℄ have fo
used on ar
hite
tural and referen
e models.

For example, the IEEE 2030 referen
e ar
hite
ture for smart grid 
ommuni
ations in-


ludes home area networks (HANs) at the 
ustomer side, whi
h 
olle
t the tra�
 from

the smart ele
troni
 devi
es at home, neighbourhood area networks (NANs), whi
h

realize the smart grid last mile (SGLM) 
ommuni
ation network and 
olle
t the traf-

�
 from smart meters (SMs) and transmit them to the lo
al data a
quisition points

(DAPs), �eld area networks (FANs), whi
h are responsible for providing the 
om-

muni
ation infrastru
ture within the distribution network, and wide area networks

(WANs) in the transmission domain, whi
h provide the ba
khaul 
ommuni
ation and

inter-
onne
t di�erent utilities and substations with ea
h other, 
f. [3, Chapter 1℄. A

simple illustration of this hierar
hi
al ar
hite
ture is shown in Figure 1.1. In this �g-

ure, we 
an see another 
omponent, whi
h is 
alled advan
ed metering infrastru
ture

1
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Figure 1.1: Hierar
hi
al ar
hite
ture of SGCNs.

(AMI). AMI is responsible for monitoring, 
ontrolling and prote
ting the automated

devi
es lo
ated in the last mile part of the power grid network. Its main task is to

transport the SM tra�
 to the data a
quisition points through the neighbourhood

area network and then transmit the aggregated tra�
 to the utility 
ontrol 
enter

through the wide area network.

These ar
hite
tural 
onsiderations are te
hnology agnosti
, and di�erent wired

and wireless te
hnologies (often based on existing standards) 
ompete for use in the

di�erent smart grid 
ommuni
ation network (SGCN) domains, 
f. [3, Chapter 5℄.

Worldwide interoperability for mi
rowave a

ess (WiMAX), smart utility network

(SUN) and power line 
ommuni
ation (PLC) are important 
ommuni
ation te
h-

nologies that have widely been 
onsidered and deployed in support of smart grid

2



Chapter 1. Introdu
tion

appli
ations. The sele
tion of an appropriate 
ommuni
ation te
hnology depends on

a number of 
riteria among whi
h the required network 
overage and the types of data

tra�
 with their quality of servi
e (QoS) requirements are among the most impor-

tant. These requirements are spe
i�
 to the smart grid domain. For instan
e, HANs


over shorter links 
ompared to FANs and WANs, and s
heduling automated devi
es

at home is not as 
riti
al as the monitoring, 
ontrol and prote
tion tra�
 that o

urs

in FANs, where in
orre
t or delayed information 
an 
ause major disruptions. Also,

environmental 
hara
teristi
s su
h as user density, whi
h 
an impa
t the required net-

work 
apa
ity, and network a

essibility, 
onsidering that some te
hnologies might

be unavailable in 
ertain areas, a�e
t the 
hoi
e of te
hnology.

WiMAX is a 4th generation broadband wireless te
hnology and based on the

IEEE 802.16 series of standards. Its features are 
onsistent with the 
ommuni
ation

and QoS requirements o

urring in FAN and WAN implementations. In parti
ular,

WiMAX o�ers long-range 
overage, high data rate, and helps to meet the diverse

servi
e requirements from smart grid appli
ations through its available set of servi
e

types as will be des
ribed in Se
tion 1.4.1. On the other hand, SUN is a short-range

low-
ost te
hnology, based on the IEEE 802.15.4g standard, that provides low data

rate and 
an be used for devi
e to devi
e 
ommuni
ation within HANs or NANs.

Among the wired te
hnologies, PLC is a 
ost-e�
ient solution as it uses the existing

power line infrastru
ture. Depending on the appli
ation requirements and the type

of the PLC te
hnology (narrowband or broadband) that is 
onsidered, PLC 
an be

used for providing the 
ommuni
ation infrastru
ture within di�erent parts of the grid,

in
luding HANs, NANs, or AMIs [4℄.

For the su

essful operation of the power grid, the data tra�
 should be re
eived

at the destination within the required laten
y. Hen
e, it is essential to design the

3
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underlying 
ommuni
ation infrastru
ture su
h that the satisfa
tion of the QoS re-

quirements namely laten
y and reliability

1


an best be ensured for di�erent types of

smart grid tra�


2

. On the other hand, many 
ommuni
ation te
hnologies are not

primarily designed for smart grid implementation. In other words, SGCNs have their

own spe
i�
ations whi
h are di�erent from the regular Internet or mobile broadband

(MBB) appli
ations. For example, the ratio of the uplink (UL) to the downlink (DL)

tra�
 is mu
h higher in SGCNs and providing the network 
overage is mandatory

while in other types of appli
ations, it is highly re
ommended. A

ordingly, 
ommu-

ni
ation te
hnologies should be 
on�gured di�erently from the 
ase where they used

for the implementations of MBB or internet appli
ations.

To this end, NIST priority a
tion plan (PAP) 2 provides a general guideline for

assessing di�erent wireless standards for smart grid implementation [6℄. It presents

di�erent methods in
luding mathemati
al models, simulation and experiments that


an be used for designing and evaluating a viable wireless 
ommuni
ation infrastru
-

ture for smart grid. All the analysis that have been provided in this guideline is for

the 
ase when only meter reading tra�
 is present. It has a

ordingly been empha-

sized that an extension to these types of analysis is essential in order to address the

e�e
ts of other types of tra�
 su
h as the FAN tra�
 when designing an SGCN.

Furthermore, sin
e ea
h wireless te
hnology has its own set of parameters and 
har-

a
teristi
s, the development of a spe
i�
 optimized pro�le 
on�guration for ea
h one

is essential for 
onstru
ting a reliable SGCN.

The WiMAX Forum has also approved a do
ument on system pro�le require-

1

Reliability is de�ned as the probability that a pa
ket 
an su

essfully be transmitted to its

destination within its required deadline [5℄.

2

We note that for bursty appli
ations su
h as �rmware upgrade, throughput may better represent

the network performan
e as it measures the su

essful arrival of a burst of pa
kets within a 
ertain

time unit. For other types of appli
ations su
h as 
ontrol, prote
tion and monitoring, sin
e pa
kets

are independently generated from ea
h other, a

ording to [5℄, reliability best illustrates the network

performan
e.

4
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ment [7℄, also known as WiGrid (WiMAX for smart grid) that provides in depth

information on network ar
hite
ture, system requirements, and smart grid use 
ases.

This do
ument also presents a guideline for 
reating amendments into the WiMAX


on�guration in order to address smart grid spe
i�
 requirements, su
h as uplink


apa
ity enhan
ement and se
urity 
onsiderations.

There are two types of smart grid tra�
 
lasses that are transmitted through the

SGCNs namely, mission-
riti
al and non-
riti
al. These two tra�
 
lasses are di�er-

ent in their laten
y and reliability requirements and a

ordingly, di�erent s
heduling

s
hemes are required for ensuring the satisfa
tion of the QoS requirements asso
i-

ated with these tra�
 
lasses. Mahdy et al. [8℄ have investigated the appli
ation of

time division multiple a

ess (TDMA) for s
heduling smart grid tra�
. However,

s
heduling all the tra�
 through TDMA limits the number of nodes that 
an a

ess

the medium. Gomez et al. [9℄ also investigated the mapping of di�erent servi
e types

that has been o�ered by the WiMAX te
hnology for s
heduling smart metering traf-

�
. The extension of this study is ne
essary so that other tra�
 su
h as distribution

tra�
 
an also be optimally s
heduled and re
eive the required QoS. A

ordingly, in

the next 
hapters of the thesis, the appli
ation of di�erent s
heduling s
hemes, su
h

as 
ontention-free and 
ontention-based s
hemes, is investigated. We then design the

SGCN ar
hite
ture based on the 
hara
teristi
s of these medium a

ess s
hemes su
h

that the required QoS is ensured.

In order to 
olle
t the tra�
 from thousands of SMs at the utility 
ontrol 
enter,

it is suggested to forward the tra�
 through intermediary nodes whi
h are known

as data a
quisition points (DAPs). As veri�ed in [10℄, the pla
ement of DAPs is

bene�
ial in order to de
rease the 
ollision between SM tra�
 and also to in
rease the

throughput. In a wireless infrastru
ture, the best possible lo
ations for these DAPs

5
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are 
onsidered to be on top of the existing utility poles. For a PLC infrastru
ture, the

best possible lo
ation is 
onsidered to be on the medium voltage side of the existing

transformers.

The pla
ement of 
olle
tor nodes in broadband wireless a

ess networks and sensor

networks has previously been investigated [11�14℄. However, there is a 
ombination

of features and requirements in SGCNs that render the problem su�
iently di�erent

from the data 
olle
tor pla
ement in other types of networks so that a new problem

formulation and solution for network planning are needed. For example, in sensor

networks, the 
olle
tor nodes 
an be pla
ed on sele
ted endpoint nodes [15℄ or in

arbitrary lo
ations [11℄. Di�erent from this, in a distribution grid with overhead

powerlines, the utility poles are ideal lo
ations for DAP pla
ement [6℄, sin
e this

extends network 
overage and also eliminates the 
ost of new tower installations.

Moreover, sin
e the lo
ations of utility poles are determined based on the power

grid infrastru
ture, for example they are often lo
ated along roads and thus not

uniformly distributed in a 
overage area, it is not straightforward to apply the existing

pla
ement algorithms to pla
e DAPs in SGCNs. Another major di�eren
e is that the

on-time delivery of smart grid tra�
 to the utility 
ontrol 
enter and automated

devi
es is 
riti
al for the 
orre
t operation of the ele
tri
al power grid [5, 16℄. Also,

due to the existen
e of two types of tra�
 
lasses namely, mission-
riti
al and non-


riti
al tra�
, di�erent s
heduling s
hemes should be employed so that the QoS

asso
iated with both tra�
 
lasses 
an be maintained.

A

ordingly, the main design 
onsiderations for the pla
ement of 
olle
tor nodes in

AMIs are the number and lo
ation of DAPs so that 1) the network 
overage is ensured,

2) the required reliabilities asso
iated with di�erent types of smart grid tra�
 
lasses

are satis�ed, and 3) existing infrastru
tures (utility poles, and transformers) are

6
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used. Thereby, two types of a

ess ar
hite
tures from automated devi
es to DAPs are

possible: a) dire
t and b) multi-hop 
ommuni
ation. In this thesis, both single-hop

and multi-hop 
onne
tivity 
ases are addressed for wireless and PLC-based AMIs.

The mathemati
al optimization formulation for DAP pla
ement on top of existing

utility poles or transformers is an integer programming (IP) problem and is NP-

hard. For 
ases with small number of nodes, say no more than 200, the IBM CPLEX

software [17℄ and the GLPK solver [18℄ are typi
ally used for �nding optimized node

lo
ations. However, for 
ases with notably larger number of nodes, the development

of heuristi
 algorithms that 
an �nd a near-optimal solution within polynomial time

is desired [12, 19, 20℄.

In this thesis, the appli
ation of WiMAX, SUN and PLC for di�erent smart grid

appli
ations in FAN and AMI is investigated. Our goal is to design the required 
om-

muni
ation infrastru
ture, in parti
ular how to 
on�gure di�erent system parameters

and design the network ar
hite
ture based on these te
hnologies, su
h that the net-

work 
overage and QoS requirements asso
iated with smart grid tra�
 
an best be

maintained. To this end, for the WiMAX te
hnology, the optimized 
on�guration of

this WiGrid pro�le, i.e., the 
hoi
e of frame duration, type-of-servi
e to tra�
 map-

ping, s
heduling strategies as well as the system ar
hite
ture, is investigated. For the

SUN and PLC te
hnologies, we investigate the problem of data 
olle
tor pla
ement

on utility poles and transformers su
h that the QoS requirements are maintained.

A

ordingly, we derive the laten
y based on the medium a

ess 
hara
teristi
s of the

PLC and SUN te
hnologies. We then propose optimization platforms for e�
iently

pla
ing data 
olle
tors in su
h a way that the laten
y and reliability requirements for

the smart grid tra�
 are ensured and also the installation 
ost is minimized. Finally,

we apply the solution of our proposed optimization methods to realisti
 examples of

7
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SGCNs and evaluate their e�e
tiveness through numeri
al results.

Based on what has been des
ribed above and also to introdu
e the preliminar-

ies and de�nitions that are used in the next 
hapters, the rest of this 
hapter is

organized as follows. We �rst dis
uss the set of tra�
 
lasses that are respe
tively

transmitted within FANs and AMIs in Se
tions 1.1 and 1.2. We then des
ribe the

spe
i�
ations and 
hara
teristi
s asso
iated with ea
h of the above-mentioned 
om-

muni
ation te
hnologies in Se
tions 1.3, 1.4, and 1.5. Then, the pathloss models and

the transmission line theory that are used for respe
tively 
al
ulating the attenuation

within a wireless network and the 
hannel transfer fun
tion within a PLC network

are introdu
ed in Se
tions 1.6 and 1.7. Finally, the 
ontributions of this thesis are

des
ribed in Se
tion 1.8.

1.1 FAN Use Cases

In FAN, sensors and automated devi
es are atta
hed to the distribution network so

that the grid 
an automati
ally be monitored, 
ontrolled and prote
ted. A

ording

to [21℄, the main appli
ations of FANs are de�ned as follows:

• Monitoring: The power grid in
ludes many major elements su
h as 
ables,


ir
uit breakers, swit
hes, transformers, et
. In order to be able to predi
t,

dete
t and qui
kly respond to hazardous events, we need to monitor the status

of the grid elements 
onstantly. A

ordingly, sensors need to be mounted on the

main grid elements and their data should be 
olle
ted, analyzed and presented

to the operators.

• Situational awareness: It 
onsists of the information that has been generated

from the sensors, whi
h are atta
hed to the power lines and transformers. These

8
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information are not as 
riti
al as the one that is 
olle
ted for the monitoring

use 
ase and are usually used for 
reating a re
ord from the grid status.

• Control: This appli
ation is used for remotely 
ontrolling and 
on�guring

ele
tri
al devi
es su
h as opening a swit
h.

• Prote
tion: The purpose of this use 
ase is to allow for isolation of the ele
-

tri
al devi
es after a lo
al event has happened. This is done by remote re
on-

�guration of the system to bypass that devi
e. This is one of the 
riti
al use


ases for smart grid whi
h requires very low laten
y.

1.2 AMI Use Cases

Compared to the distribution automation network, di�erent types of tra�
 are trans-

mitted through the AMI. These tra�
 
lasses are usually 
olle
ted from the SGLM


ommuni
ation network and are divided into two main 
ategories, namely, mission-


riti
al (MC) and non-
riti
al (NC) tra�
.

1. NC tra�
 in
ludes the set of tra�
 
lasses that do not require very low laten
y.

For example reading the home energy 
onsumption, in a periodi
 or on-demand

manner, is 
onsidered as an NC tra�
 
lass.

2. MC tra�
 is the set of tra�
 
lasses that are 
riti
al in their laten
y re-

quirement. For example, alert noti�
ations, in
luding meter tampering, power

theft, remote 
ontrol 
ommands, and power quality (e.g., voltage, phase or


urrent) noti�
ations [22℄ are 
onsidered as the MC tra�
 that is transmitted

through the AMI. The MC tra�
 is usually modelled a

ording to a Poisson

pro
ess [23, 24℄.

9



Chapter 1. Introdu
tion

1.3 PLC

PLC uses existing power 
ables or wires for data 
ommuni
ations [25℄. It has long

been used by ele
tri
 power utilities for voi
e and data 
ommuni
ation and thus has

a proven tra
k re
ord [26℄. One of its main advantages when 
ompared to wireless


ommuni
ations is that the 
ommuni
ation medium is under the 
ontrol of the utility.

On the negative side, PLC has to 
ope with harsh transmission 
onditions, not unlike

those experien
ed in wireless 
ommuni
ations. In the re
ent past, there have been

major resear
h, development and standardization e�orts towards the use of PLC for

smart grid 
ommuni
ations, with a fo
us on low-voltage and medium-voltage distri-

bution grids, e.g., [25�27℄. Several industry standards have been 
onsolidated into

new ITU-T and IEEE standards. The standards 
an be roughly 
lassi�ed into broad-

band (ITU-T 9960/61, IEEE 1901) and narrowband (ITU-T G.9901-G.9904, IEEE

1901.2) systems, whi
h are di�erent in terms of data rate, 
overage, and devi
e 
om-

plexity. The systems have in 
ommon that they apply multi
arrier modulation, e.g.,

orthogonal frequen
y-division multiplexing (OFDM) as the underlying 
ommuni
a-

tions te
hnology, whi
h again is similar to the wireless 
ase, e.g., WiMAX and Long

Term Evolution (LTE).

Referen
e [28℄ provides a survey on the PLC planning and implementations for

deploying smart metering infrastru
ture. The authors present deployment strategies

and optimization aspe
ts (su
h as forward error 
orre
tion (FEC) strategies and

automati
 retransmission in medium a

ess 
ontrol (MAC) layer) of using PLC for

smart metering infrastru
ture. Low voltage and medium voltage ar
hite
tures with

their distinguished spe
i�
ations su
h as the topology and their impa
t on the PLC

infrastru
ture are dis
ussed. For example, di�erent 
oupler atta
hment strategies are

required for low voltage and medium voltage part of the grid.
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In Chapter 5, we develop an AMI based on the PLC, whi
h operates based on the

PRIME (ITU-T G.9904) te
hnology. Here, we des
ribe the main properties of the

PRIME te
hnology. The PRIME te
hnology operates on the frequen
y band from

41.992 kHz to 471.6796875 kHz [29℄ and the maximum obtained data rate is 500 kbps.

1.3.1 MAC S
heme

In PRIME, time is divided into abstra
t units whi
h are 
alled frames and ea
h

frame is divided into smaller units whi
h are 
alled time slots. Ea
h MAC frame

in PRIME 
onsists of two a

ess periods, namely 
ontention free period (CFP) and

shared 
ontention period (SCP). Two di�erent medium a

ess s
hemes are de�ned

for s
heduling devi
es within these two periods. The TDMA s
heme is used for

s
heduling devi
es within the CFP period and the 
arrier sense multiple a

ess/


ollision avoidan
e (CSMA/CA) s
heme is used for s
heduling devi
es within the

SCP periods.

The PRIME CSMA/CA model operates with several parameters, namely the

number of transmission attempts m, sensing 
hannel 
ount c, the tra�
 priority p,

and the 
urrent pa
ket length I. When an SM has a pa
ket with priority p and length

I for transmission, it sets m = c = 0 and sele
ts a random time slot within the ba
ko�

window, W (m, p), with equal probability. If the 
hannel is determined as idle at the

sele
ted time slot, the node needs to keep sensing the 
hannel for C(p) − 1
.
= p − 1

additional time slots. Ea
h time that the 
hannel is determined as idle, we in
rease

c by 1. If at any of these assessments the 
hannel is dete
ted as busy, the node

waits for I time slots, in order to allow enough time for the ongoing transmission

to 
lear, resets c to 0 and then in
rements the transmission attempt m and repeats

the above ba
ko� and 
ontinuous sensing me
hanism at the sensing stage m + 1. A
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transmission failure is de
lared if the sensing stage ex
eeds the number of available

sensing stages, M + 1.

1.4 WiMAX

WiMAX is a 4th generation broadband wireless te
hnology based on the IEEE 802.16

series of standards. WiMAX provides �exible broadband links of up to 140 Mbps (20

MHz band and 2x2 MIMO), features low laten
y (10-50 ms), and supports both

�xed (IEEE 802.16d) and mobile (IEEE 802.16e) 
onne
tions. Depending on the


arrier frequen
y, density of users, and environment, WiMAX 
an realize long-range


onne
tions (e.g., more than 20 km of 
overage for a 1.8 GHz link in a suburban

area). WiMAX 
an provide point-to-point or point-to-multipoint wireless ba
khaul

for variety of di�erent smart grid appli
ations. It is one of the standards identi�ed in

the NIST smart grid roadmap [30℄ and many ele
tri
 utilities in
luding BC Hydro,

Hydro One, Power Stream, and Austrian Utility have adopted (or are in the pro
ess

of adopting) WiMAX solutions for their SGCNs [31�33℄.

There are several papers on WiMAX SGCNs, e.g. in [9℄, the authors propose

a tra�
 priority model along with WiMAX 
on�guration setup for serving SGLM

a

ess systems tra�
. The SGLM network is responsible for transporting data that

o

urs at the 
ustomer side (HAN). The data 
an either be originated from the

energy servi
es interfa
e (ESI) or be towards the ESI. They realized that in order

to improve the laten
y of sporadi
 tra�
 over WiMAX air interfa
e, MAC 802.16-

Servi
e-Flow-Timeout value should be 
hanged from 15 s to 1000 s. This eliminates

the required time for re-initiating the servi
e �ow. Furthermore, they have evaluated

the performan
e of their model by providing throughput and laten
y results for dif-

ferent 
ustomer densities. The next step to 
omplete the work a

omplished in [9℄ in
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the 
ontext of WiMAX air interfa
e for smart grid implementation is to analyze the

e�e
t of distribution automation tra�
. The questions on whether WiMAX is an ap-

propriate sele
tion for distribution tra�
 and what would be an optimized WiMAX


on�guration model, ar
hite
ture, how it should be planned and deployed need to be

answered.

1.4.1 QoS in WiMAX

WiMAX o�ers �ve 
lasses of servi
e known as

• Unsoli
ited grant servi
e (UGS): This type of servi
e is for periodi
 tra�


whi
h transports �xed-size data pa
kets and is 
riti
al in its laten
y and rate

requirement. The bandwidth is guaranteed and assigned on a periodi
 basis.

Therefore, no 
ontrol messages are required for bandwidth assignment and the

overhead is minimized.

• Real-time polling servi
e (rt-PS): This type of servi
e is designed to redu
e

overhead for periodi
 tra�
 of variable size by reserving resour
es to transmit

bandwidth requests (BRs). It is used for time 
riti
al tra�
.

• Extended real-time polling servi
e (ert-PS): The operation of this type

of servi
e is similar to the UGS. However, the unsoli
ited grants 
an be used

for the transmissions of both BRs as well as data. Thus, in 
ase of 
hanging

the bit rate requirement, the request for new bandwidth 
an be transmitted via

available unsoli
ited grants.

• Non-real-time polling servi
e (nrt-PS): This type of servi
e is usually

used for serving non-
riti
al tra�
 as tra�
 is polled rarely and a minimum

bandwidth is guaranteed.
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• Best e�ort (BE): In this type of servi
e, no resour
e is allo
ated to the user,

and BRs are transmitted by 
ontention or piggyba
king.

1.5 IEEE 802.15.4g (SUN)

SUN has been standardized under the IEEE 802.15.4g. It is the amended version of

the wireless personal area network te
hnology, known as ZigBee. SUN has spe
i�-


ally been designed to address the requirements of the smart utility network appli-


ations. Automated devi
es equipped with this te
hnology, are used for monitoring

and 
ontrolling the grid. The 
olle
ted information is transmitted to the utility 
on-

trol 
enter and it is also used for point-to-point 
ommuni
ation between the devi
es

pla
ed on the grid. Three types of physi
al layer te
hnologies have been de�ned for

SUN, namely multi-rate and multi-regional frequen
y shift keying (MR-FSK), multi-

rate and multi-regional-OFDM(MR-OFDM), and multi-rate and multi-regional o�set

quadrature phase-shift keying (MR-O-QPSK). This te
hnology operates on li
ensed,

e.g., 1.4 GHz and 2.4 GHz and non-li
ensed frequen
y bands, e.g., 901 MHz and

915 MHz. The typi
al data rate is around 200 kbps.

In this thesis, we assume that the IEEE 802.15.4g operates based on the OFDM

physi
al layer. There are 4 options de�ned for the OFDM-based physi
al layer, whi
h

are di�erent in terms of the number of a
tive tones and their nominal bandwidth.

The 
hannel bandwidth ranges from 50 kHz up to 1094 kHz. All devi
es shall support

the binary phase-shift keying (BPSK) and QPSK modulation and 
oding s
hemes but

the support of the 16 quadrature amplitude modulation (QAM) s
heme is optional.

Considering di�erent modulations and 
oding s
hemes, the 
hannel data rate ranges

from 50 kbps to 800 kbps.
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1.5.1 MAC s
heme

The IEEE 802.15.4g MAC proto
ol provides two types of medium a

ess periods,

namely CFP and 
ontention a

ess period (CAP), within ea
h frame. A node stores

the MC and NC tra�
 in di�erent queues, and s
hedules the MC tra�
 through the

CFPs using the TDMA s
heme, and the NC tra�
 within the CAP timeslots using

the CSMA/CA s
heme.

Under the slotted CSMA/CA model, ea
h node with the NC tra�
, at ea
h

transmission attempt, would sense the 
hannel at most M +1 times. At ea
h sensing

stage m = 0, 1, · · · ,M , it sele
ts a random time slot within the ba
ko� window,

Wm, with equal probability. A

ording to the IEEE 802.15.4g standard, in slotted

CSMA/CA model, ea
h node should identify the 
hannel as idle for two 
onse
utive

slots before 
hanging to transmission mode.

1.6 Pathloss Models

In this subse
tion, we des
ribe two pathloss models that are typi
ally used for esti-

mating the attenuation within a wireless SGCN.

1.6.1 COST231-Hata Pathloss Model

This is a well-known pathloss model that is used for estimating the propagation loss

in a wide-area 
ommuni
ation network, that operates on the frequen
y range from

1500 MHz to 2000 MHz. The base station (BS) antenna height should be larger than

the average roof top height, around 30 m to 200 m and the subs
riber antenna height
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should be around 1 m to 10 m. The pathloss model is given by [34℄

PL(dB) = 46.3 + 33.9 log10(f)− 13.82 log10(Th)− a(Rh) +

(

44.9− 6.55 log10(Th)
)

log10(d) + 0.7Rh + C, (1.1)

where d is the path length in km, f is the frequen
y in MHz, and variables Th and

Rh are respe
tively the BS and TS antenna heights in m. For urban environments,

C = 3 dB and

a(Rh) = 3.2 log210(Rh)− 4.97, (1.2)

whereas for suburban environments, C = 0 dB, and

a(Rh) = (1.1 log10(f)− 0.7)Rh − 1.56 log10(f)− 0.8). (1.3)

1.6.2 Er
eg Pathloss Model

A

ording to [34℄, Er
eg is one of the most appli
able pathloss models that 
an be

used for 
omputing signal attenuation within rural and suburban areas. This model

is interesting for SGCNs as the empiri
al measurements are taken from the areas that

have spe
i�
ations similar to what is desired by utility 
ompanies. The appli
able

frequen
y range is between 1800 MHz to 2700 MHz. The Er
eg pathloss model is

obtained as [34℄:

PL(dB) = 20 log10

(

4πd0
λ

)

+10

(

c0−c1Th+
c2
Th

)

log10
d

d0
+6 log10

f

2000
−c3 log10

Rh

2
,

(1.4)

where λ is the wavelength in meters, d0 = 100 m, and c0, c1, c2, c3 are de�ned for ea
h

terrain type in Table 1.1.
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Table 1.1: Er
eg Parameters [34℄

Parameter c0 c1 c2 c3

Terrain Type A 4.6 0.0075 12.6 10.8

(Hilly with moderate to heavy tree density)

Terrain Type B (Hilly with light tree density, or 4.0 0.0065 17.1 10.8

�at with moderate to heavy tree density)

Terrain Type C ( Flat with light tree density) 3.6 0.0050 20.0 0.0

1.7 Preliminaries on Transmission Line Theory

PLC 
hannel modelling has usually been based on measurements and 
urve mat
hing


onsidering individual links, 
f. e.g. [35, 36℄. This is a perfe
tly valid approa
h when

testing physi
al layer designs, whi
h depend on link-
hara
terizing parameters su
h

as attenuation, frequen
y sele
tivity, delay spread, et
. Moving to the next level of

system design, i.e., evaluation of PLC networks, a di�erent approa
h for 
hannel mod-

elling is needed in order to 
apture the deterministi
 dependen
ies between di�erent

link qualities. We note that these dependen
ies are a result of PLC signal propagation

being guided by power lines, whi
h is a de
isive di�eren
e to wireless 
ommuni
ations,

for whi
h links between di�erent network nodes 
an often be assumed independent.

A methodology that is suitable for modelling mutually dependent 
hannels in a PLC

network is based on transmission line theory (TLT). This methodology relies on the

knowledge of the topology, the 
ables/wires, and the load 
hara
teristi
s of the power

grid underlying the PLC systems. Several works have 
ontributed to and made use

of TLT for PLC 
hannel modelling, 
f. e.g. [26, 37�42℄. In TLT, power lines and

all passive power-grid elements (e.g., loads, transformers, et
.) 
onne
ted to it are

represented as two-port networks des
ribed by their ABCD- or S-parameters. This

modelling approa
h is immediately appli
able to two-
ondu
tor networks, or it 
an be
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Figure 1.2: Illustration of the use of transmission line theory to 
ompute transfer

fun
tions.

used as an approximation for multi-
ondu
tor transmission lines, 
f. e.g. [25, Ch. 2℄.

Figure 1.2 illustrates the basi
 approa
h when analyzing a link between a PLC

transmitter (Tx) and a PLC re
eiver (Rx) using TLT. We assume a tree-network

stru
ture and pla
e all network elements on the path between Tx and Rx. Using the

impedan
e 
arry-ba
k method [40℄, the ele
tri
ity grid between Tx and Rx 
an be

transformed into a 
as
ade of shunt impedan
es and other two-port networks. This


as
ade 
an then be 
ombined into one overall ABCD matrix via multipli
ation of the

ABCD matri
es of the individual two-port networks of the 
as
ade (see Figure 1.2).

From this, the overall CTF from Tx to Rx is 
omputed as

Hs(f) =
ZL

AZL +B + Zs(CZL +D)
, (1.5)

where Zs and ZL are the sour
e and load impedan
e of Tx and Rx, respe
tively. If

the transfer fun
tion without 
oupling losses is 
onsidered, then

H(f) =
ZL

AZL +B
. (1.6)

Alternatively, the transfer fun
tion 
an be 
omputed as the produ
t of the transfer

fun
tions Hi(f) for the individual two-port networks of the 
as
ade (see Figure 1.2),

whi
h are obtained similar to (1.6). Sin
e (1.6) in
ludes the impedan
e at the output
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of a two-port network, in this method one needs to traverse from Rx towards Tx, and

the impedan
e used in (1.6) is updated at the ith two-port as

Zin,i =
AiZin,i+1 +Bi

CiZin,i+1 +Di

. (1.7)

In the 
ase that the two-port networks 
onne
ting the shunt impedan
es are line

pie
es, (1.6) and (1.7) 
an also be 
ompa
tly written in terms of re�e
tion 
oe�
ients,


f. e.g. voltage-ratio approa
h proposed in [40℄. The advantage of the se
ond approa
h

is that the ABCD matrix 
al
ulation is eliminated and the 
omputational e�ort has

been redu
ed. Thus, we have used the voltage-ratio approa
h for 
omputing the CTF

in our PLC module implementation, whi
h has been des
ribed in Appendix A.

1.8 Contributions

In Chapter 2 of this thesis, the optimized 
on�guration of WiMAX te
hnology is inves-

tigated for smart grid appli
ations. In parti
ular, the optimized sele
tion of frame du-

ration, system ar
hite
ture, servi
e-type-to-tra�
-mapping and s
heduling s
hemes

are investigated. We also develop a WiGrid module based on network simulator-3

(NS-3) software

3

[43℄, through whi
h the optimized 
on�guration of WiMAX te
hnol-

ogy for smart grid is evaluated. Finally, we develop a priority-based s
heduler that

�rst s
hedules the higher priority tra�
 from all the nodes, before pro
eeding with

serving the lower priority ones. We also devise an inter-
lass s
heduling s
heme that

prioritizes the bandwidth assignment to the tra�
 with lower remaining laten
y and

higher 
urrent data rate.

In the pro
ess of devising an optimized pro�le 
on�guration of wireless and wired

3

NS-3 is a dis
rete event network simulator, whi
h is used for emulating the behaviour of 
omputer

networks that operates based on the 
hara
teristi
s of the wired or wireless te
hnologies.
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Figure 1.3: FAN ar
hite
ture: (a) Dire
t A

ess Mode, (b) Aggregation Mode.


ommuni
ation te
hnologies for smart grid, we 
ompare the performan
e of two a

ess

methods via whi
h automated devi
es and SMs 
an transmit their data to the utility


ontrol 
enter. These a

ess methods as illustrated in Figures 1.3(a) and 1.3(b)

are respe
tively dire
t a

ess and aggregation mode [10, Figure 2℄. In the dire
t
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a

ess mode, all automated devi
es transmit their information dire
tly to the BS,

whi
h ba
khauls the data to the utility 
ontrol 
enter. On the other hand, in the

aggregation mode, a data aggregator, whi
h is also known as a DAP, is responsible for


olle
ting the tra�
 from several automated devi
es and forwarding it to the BS. We

show that the se
ond a

ess method is more bene�
ial in terms of experien
ing lower

laten
y and higher pa
ket su

ess ratio. Hen
e, in the next 
hapters of the thesis,

we 
on
entrate on the aggregator ar
hite
ture and investigate how to implement this

ar
hite
ture, i.e., what is the minimum required number of DAPs and where they

should be pla
ed, su
h that smart grid QoS requirements are maintained and also a


ost-e�
ient infrastru
ture is obtained.

In Chapters 3-5 of this thesis, we solve the optimized DAP pla
ement problem

based on the spe
i�
ations of two 
ommuni
ation te
hnologies. In Chapters 3 and 4,

we assume that smart meter to smart meter and smart meter to data 
olle
tor 
onne
-

tions operate based on the 
hara
teristi
s of the 802.15.4g te
hnology. In Chapter 5,

we assume that the SGCN operates based on the 
hara
teristi
s of the PLC te
hnol-

ogy. We also solve the DAP pla
ement problem for two types of a

ess from smart

meters to data 
olle
tors. In the �rst s
enario, we 
onsider the single-hop a

ess of

smart meters to the data 
olle
tors. In this 
ase, we use a modi�ed version of the

K-means algorithm for e�
iently pla
ing DAPs on top of the existing utility poles

while ensuring only the network 
overage. In the se
ond 
ase, we allow the multi-hop

a

ess from smart meters to the DAPs while ensuring not only the network 
overage

but also the laten
y satisfa
tion. The multi-hop 
ommuni
ation gives us the bene�t

of a

essing more remote devi
es while requiring less number of DAPs. In order to

ensure the laten
y satisfa
tion, we develop a delay model based on the 
hara
ter-

isti
s of the MAC proto
ol of the 802.15.4g te
hnology. The MAC proto
ol of the
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SUN te
hnology o�ers two medium a

ess s
hemes namely: CSMA/CA and TDMA

s
hemes. We use the CSMA/CA s
heduling s
heme for s
heduling the non-
riti
al

tra�
 and TDMA for s
heduling the mission-
riti
al tra�
. In order to estimate

the experien
ed laten
y, we devise a Markov 
hain model so that we 
an tra
k the

nodes states in the ba
ko� pro
ess and a

ordingly, we 
an 
ompute the probability

of laten
y satisfa
tion. For the TDMA s
heduling s
heme, we use the binomial distri-

bution in order to 
ompute the probability that the tra�
 of all the nodes 
onne
ted

to the same 
hannel 
an be s
heduled within the laten
y requirement. Finally, we

devise a new analyti
al model for pla
ing DAPs in a SGCN that operates based on

the 
hara
teristi
s of the PRIME PLC te
hnology. The devised analyti
al model is


ompletely di�erent from the one that we have �rst proposed for modelling the MAC

proto
ol of the 802.15.4g te
hnology. This is be
ause the PRIME PLC te
hnology

operates based on the 
hara
teristi
s of the prioritized CSMA/CA s
heduling s
heme,

where the tra�
 with lower priority should wait for a larger ba
k o� duration in order

to a

ess the medium. It should also �nd the 
hannel as idle for a larger number of

times, before pro
eeding with the pa
ket transmission. In the PRIME PLC te
hnol-

ogy, when the node �nds the 
hannel as busy, it freezes the 
hannel sensing for the

duration of the pa
ket size and if it �nds the 
hannel as idle, it should keep sensing

the 
hannel as idle for p 
onse
utive times where p is the tra�
 priority. Overall, all

these di�eren
es together ne
essitate the development of a new analyti
al model for


omputing the probability that the pa
ket 
an be transmitted within the laten
y.

On the other hand, the pla
ement of DAPs on top of the existing utility poles or

transformers is an integer programming problem and is NP-hard. A

ordingly, the

development of heuristi
 algorithms is ne
essary in order to avoid the exponential time


omplexity that is needed for solving this problem. Therefore, in Chapters 3, 4, and 5

22



Chapter 1. Introdu
tion

of this thesis, we devise heuristi
 algorithms for pla
ing DAPs in respe
tively single-

hop and multi-hop wireless and PLC AMIs while ensuring the network 
overage and

the satisfa
tion of the laten
y requirements for two types of mission-
riti
al and non-


riti
al smart metering tra�
. We then 
ompare the performan
e of our algorithms,

in terms of optimality and time 
omplexity, with the solution of the IBM CPLEX

software for small-s
ale s
enarios and with a lower bound for larger-s
ale ones.
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Chapter 2

Optimized WiMAX Pro�le

Con�guration for Smart Grid

Communi
ations

2.1 Introdu
tion

The viability of WiMAX te
hnology for NANs and FANs has been investigated in the

literature, several �eld trials [44,45℄, and re
ent surveys [46,47℄. Under the umbrella

of the NIST PAP2 guideline [6℄, range and 
apa
ity analyses have been 
ondu
ted for

di�erent usage models to give some insights of the 
apability of WiMAX te
hnology

for ba
khauling smart metering tra�
. Referen
es [48℄ and [49℄ 
onsider a hetero-

geneous wireless lo
al area network (WLAN)-WiMAX te
hnology for 
olle
ting and

ba
khauling smart metering tra�
. This allows for extending the network 
overage

and improving the link quality. Aguirre et al. [50℄ formulate the 
apa
ity provided by

WiMAX in order to estimate the number of SMs that 
an be served using this te
h-

nology. Referen
es [10℄ and [51℄ investigate the performan
e of WiMAX te
hnology


onsidering di�erent sets of FAN appli
ations and network ar
hite
tures.

The aforementioned works and others su
h as [52�54℄ generally 
on�rm that

WiMAX is a viable 
hoi
e for FAN and NAN appli
ations. Furthermore, it is im-
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plied that when wireless te
hnologies are designed for smart grid implementation,

they should be 
on�gured di�erently than when used for MBB appli
ations for whi
h

they were originally designed. Pertinent dis
ussions in the literature in
lude [9℄, [53℄

and [49℄, whi
h propose a type-of-servi
e to tra�
 mapping for smart metering via

WiMAX, and optimize the BS transmission power, respe
tively.

In light of this, the WiMAX Forum has de�ned a new system pro�le based on

the IEEE 802.16 series of standards 
onsidering smart grid requirements [55℄. This

so-
alled WiGrid pro�le is developed in a two-phase approa
h known as WiGrid-1

and WiGrid-2. In the �rst phase, the advantages of the 
urrent features that already

exist in the IEEE 802.16e and IEEE 802.16m standards are taken into a

ount. The

typi
al 
on�guration of these features is modi�ed 
onsidering smart grid network


hara
teristi
s and requirements. In the se
ond phase, the advantages of the ex-

isting amendments developed in the IEEE 802.16p and IEEE 802.16n standards,

respe
tively, designed for enabling ma
hine-to-ma
hine (M2M) 
ommuni
ation and

in
reasing the network reliability for WiMAX networks, are taken into a

ount. An

overview of these two standard amendments has been presented in [56℄, where smart

grid is re
ognized as one of the use 
ases whi
h requires both greater network reliabil-

ity and M2M 
ommuni
ation. In the se
ond phase, these two standards will further

be amended with features spe
i�
ally designed for SGCNs. So far, the WiMAX Fo-

rum has mostly fo
used on the �rst phase of the WiGrid development and suggested

several modi�
ations to the 
urrent WiMAX 
on�guration. These modi�
ations are

summarized in the �WiMAX Forum System Pro�le Requirements for Smart Grid

Appli
ations� [21℄. They in
lude a dynami
 time division duplexing (TDD) UL/DL

ratio from 1 to 1.75 and the support of 64 QAM transmission.

In this 
hapter, we fo
us on the �rst phase of the WiGrid development and opti-
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mize the 
on�guration and/or implementation method for several existing WiMAX

features namely, frame duration, type-of-servi
e to tra�
 mapping, and s
heduling

solution. This optimization is 
ondu
ted su
h that the key QoS requirements namely,

laten
y and reliability, for SGCNs are best met. In parti
ular, our main 
ontributions

are summarized as follows.

1. We identify the 
hara
teristi
s and requirements asso
iated with ea
h smart

grid tra�
 
lass and devise a s
heduling solution su
h that on-time and reliable

arrival of mission-
riti
al tra�
 
an better be assured. The devised s
heduler

also ensures that the tra�
 is fairly 
olle
ted from automated devi
es within

the same tra�
 
lass.

2. We investigate an optimized 
on�guration of the above-mentioned WiMAX fea-

tures under what we 
all �pro�le 
on�guration�. Di�erent pro�le 
on�gurations

are 
ompared by 
onsidering both smart metering and distribution automation

tra�
. The latter is di�erent from most of the literature, whi
h only fo
uses

on smart metering tra�
, e.g., [6, 9, 22, 47�49℄.

3. We present a WiGrid NS-3 module [57℄ to fa
ilitate the simulation of SGCNs for

both the a
ademi
 resear
h and industry 
ase studies around the world. Using

this module, we evaluate the performan
e of the developed WiMAX pro�le


on�gurations for smart grid 
ommuni
ation s
enarios with realisti
 parameters

for the number of automated devi
es and their asso
iated data tra�
 patterns

based on [21℄ and [58℄.

The rest of this 
hapter is organized as follows. In Se
tion 2.2, we dis
uss the

advantages of using WiMAX te
hnology for implementing SGCNs. In Se
tion 2.3,

the paradigm for optimized pro�le 
on�guration for WiGrid is developed. In Se
tion
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2.4, the amendments that have been applied to the NS-3 environment in order to

develop the WiGrid module are explained. In Se
tion 2.5, WiGrid simulation results

are presented and dis
ussed. Finally, 
on
lusions are provided in Se
tion 2.6.

2.2 Advantages of Using WiMAX Te
hnology for

Smart Grid Implementation

A

ording to the resear
h 
ondu
ted by [59�61℄, the utility appli
ations supported

by the 4

th

generation (4G) LTE is limited 
ompared to that of the 4G WiMAX

te
hnology. The implementation 
ost of the 4G WiMAX te
hnology is lower and it

has a better spe
trum availability [59℄. Furthermore, 
ertain SG appli
ations su
h

as the prote
tion requires the support of the layer 2, whi
h is not provided through

the solution of LTE te
hnology. In addition, if third party networks are used for

SG implementation, utilities need to pay monthly fees for ea
h leased 
onne
tion,

whi
h 
an lead to high operating 
osts. A

ordingly, to avoid long term 
osts, being

able to manage the network 
on�guration and also to ensur high reliability and the

satisfa
tion of the quality of servi
e requirements, utilities typi
ally prefer to build

their own dedi
ated network [60℄.

In addition to the above-mentioned di�eren
es that favour the use of WiMAX for

SG implementation, the WiMAX Forum has also developed a system pro�le require-

ment for SG tra�
, whi
h is 
alled WiGrid-1. In WiGrid-1, the existing 
hara
teris-

ti
s of the WiMAX te
hnology has spe
i�
ally been amended in order to address the

QoS required for smart grid tra�
. In parti
ular, sin
e smart grid tra�
 is uplink


entri
, the WiMAX Forum has adjusted the uplink downlink ratio su
h that the

transmission of the uplink tra�
 is favored. Furthermore, to avoid the 
yber se
urity
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atta
ks within smart grid infrastru
ture, the integrated end-to-end se
urity model

in WiMAX te
hnology has been enhan
ed. The new WiMAX system pro�le also

supports the dire
t base station to base station 
ommuni
ation for supporting the

transmission of the Goose messaging and also the prote
tion tra�
 whi
h requires

low laten
y [59℄.

2.3 Optimized WiMAX Pro�le Con�guration

Considering the �rst phase of the WiGrid development, in this se
tion we dis
uss the

e�e
ts and sele
tion of WiMAX frame duration (Se
tion 2.3.1), types-of-servi
e to

tra�
 mapping (Se
tion 2.3.2), s
heduling (Se
tion 2.3.3), unsoli
ited grant allo
ation

s
heme (Se
tion 2.3.4) and system ar
hite
tures (Se
tion 2.3.5) for 
ommuni
ation in

smart grid FANs.

2.3.1 Frame Duration and Laten
y

In WiMAX, the physi
al layer frame is divided into a DL subframe and an UL

subframe. Possible values for the total frame duration depend on the type of physi
al

layer. In the OFDM physi
al layer, the frame duration 
an be either 2.5, 4, 5, 8, 10,

12.5, or 20 ms. For orthogonal frequen
y-division multiple a

ess (OFDMA), 2 ms

is also possible [62℄. Although seven or eight di�erent values 
an be 
onsidered for

frame duration, 5, 10 and 20 ms are most 
ommonly used in network 
on�gurations.

This is be
ause larger frame durations 
ause less fragmentation and 
onsequently,

less resour
es are wasted. The 20 ms frame duration is however not re
ommended

for smart grid 
ommuni
ation as the resour
es are not given fast enough for several

laten
y-
riti
al appli
ations. On the other hand, s
heduling resour
es in a relatively

short frame duration of 5 ms is 
hallenging espe
ially when the network is almost

28



Chapter 2. Optimized WiMAX Pro�le Con�guration for Smart Grid Communi
ations

fully loaded. Therefore, depending on the network load and the required laten
y for

the de�ned appli
ations we suggest using either a 5 ms or a 10 ms frame duration.
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Table 2.1: Tra�
 
lasses and their properties and QoS requirements [21℄

Flow ID

4

Tra�
 
lass Dire
tion Pa
ket Data A
tive/idle Laten
y Tra�
 Proposed

size rate (s) (ms) Type s
heduling

(Bytes) (kbps) type

0

Situational

UL 256 5.0 1/5 1000 Deterministi
 nrtPS

awareness

1 Monitoring UL 384 300 Continuous 100 Deterministi
 UGS

2 Control UL 128 5.0 1/5 100 Random rtPS

3 Prote
tion UL 192 150 Continuous 20 Random ertPS

4 Smart UL 256 1.0 0.1/4.0 5000 Deterministi
 BE

4

For the simpler presentation of the results in Se
tion 2.5, we have de�ned �ow IDs to numeri
ally refer to ea
h tra�
 
lass.

3
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metering

5

Situational

DL 256 1.0 1/5 1000 Deterministi
 nrtPS

awareness

6 Monitoring DL 128 10.0 Continuous 100 Deterministi
 UGS

7 Control DL 128 1.0 1/5 100 Random rtPS

8 Prote
tion DL 192 150 Continuous 20 Random ertPS

3
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Table 2.2: Appropriate Type of Servi
e for Di�erent Appli
ations

Appli
ation Laten
y Reliability Appropriate

Type Requirement S
heduling

(CBR/VBR) Type

CBR low high UGS

VBR low high rtPS

VBR very low high ertPS

CBR/VBR intermediate intermediate nrtPS

CBR/VBR relaxed intermediate BE

2.3.2 Mapping WiMAX S
heduling Types to Smart Grid

Tra�
 Classes

WiMAX o�ers �ve types of servi
es namely unsoli
ited grant servi
e (UGS), real-time

polling servi
e (rtPS), extended rtPS (ertPS), non-real-time polling servi
e (nrtPS)

and best e�ort (BE) to support multiple levels of QoS that are needed for serving

tra�
 
lasses with di�erent 
hara
teristi
s and requirements [63℄. In this part, we

dis
uss how the o�ered WiMAX s
heduling types should be used in order to address

the requirements asso
iated with FAN appli
ations. The 
hara
teristi
s of FAN tra�



lasses are adopted from [21℄ and presented in Table 2.1. The last 
olumn of this

table will be explained in the following.

The UGS s
heduling type is inherently suitable for serving 
onstant bit rate (CBR)

appli
ations as it provides �xed-sized grants periodi
ally. Furthermore, sin
e UGS

guarantees the bandwidth, it is a suitable 
hoi
e for tra�
 that requires low laten
y

and high reliability. Therefore, we 
hoose the UGS s
heduling type for serving the

monitoring tra�
 whi
h is a CBR appli
ation and requires low laten
y.
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Whenever we have a real-time variable bit rate (VBR) tra�
 that requires low

laten
y and high reliability, rtPS s
heduling type 
an be used for serving su
h an

appli
ation where the required bandwidth is requested through the available uni
ast

request opportunities. For example, rtPS 
an be used for serving 
ontrol appli
ation

whi
h is a real-time VBR tra�
 that requires 100 ms laten
y.

However, rtPS 
an hardly satisfy the mu
h lower laten
y and higher reliability

requirements asso
iated with, e.g., prote
tion appli
ations 
ompared to 
ontrol tra�
.

This is be
ause when rtPS s
heduling type is used, many data requests should be

transmitted, whi
h adds to the laten
y and bandwidth overhead. In this 
ase, we

suggest using ertPS by reserving bandwidth a

ording to the 
urrent maximum data

rate asso
iated with the tra�
 �ow. When needed, a 
hange of the size of UL

allo
ations 
an be requested through available uni
ast opportunities provided by the

BS, whi
h 
an be used for both data transmission and bandwidth requests [63℄.

As the nrtPS s
heduling type o�ers uni
ast request opportunities rarely, it is

suitable for serving the tra�
 that requires partial bandwidth guarantee. Therefore,

we use the nrtPS s
heduling type for serving situational awareness tra�
 that is

relaxed in its laten
y requirement while still requiring a laten
y lower than that

for smart metering tra�
. Sin
e the BE s
heduling type mainly o�ers 
ontention-

based request opportunities, it is suitable for serving the tra�
 with non-sensitive

delay requirement su
h as �rmware upgrades or smart metering tra�
. We have also

provided a general guideline in Table 2.2 whi
h shows when to use ea
h s
heduling

type for serving di�erent types of appli
ations.
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BS UL scheduler

CPE UL scheduler

Priority-based scheduler

Pre-emptive Priority Scheduling

S
e

rv
ic

e
 f

lo
w

 

p
ro

p
e

rt
ie

s

B
a

n
d

w
id

th
 

a
ll

o
ca

ti
o

n

D
a

ta
 

tr
a

n
sm

is
si

o
n

rtPS nrtPS BE

R
R

+
W

F
Q

ertPS >> >

E
D

F

R
R

R
R

>

rtPS nrtPS

F
C

F
S

ertPS >>

F
C

F
S

F
C

F
S

UGS>

F
C

F
S

UGS

> BE

E
D

F
F

C
F

S

Figure 2.1: Proposed WiGrid s
heduling framework.
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2.3.3 S
heduler

The IEEE 802.16 standard allows vendors to implement their own s
hedulers in the

BS and CPE devi
es. The BS allo
ates bandwidth to the CPE devi
es a

ording to

their 
onne
tion properties. However, the user itself de
ides how to distribute this

bandwidth among its servi
e �ows [64℄. Generally, the s
hedulers at both the BS and

CPE devi
es are 
omposed of two steps: 1) inter-
lass s
heduling and 2) intra-
lass

s
heduling methods [65℄. Figure 2.1 illustrates the s
heduling framework we have

developed for WiGrid.

1) Inter-
lass S
heduling Poli
y: As the arrival of 
ertain tra�
 
lasses,

spe
i�
ally prote
tion and monitoring, are essential for the survivability of the power

grid, we employ a priority-based s
heduling strategy as the inter-
lass s
heduling

methods in both BS and CPE devi
es. The priority-based s
heduler 
onsiders the

s
heduling type priorities a
ross all the nodes with the following order:

ertPS > UGS > rtPS > nrtPS > BE, where A > B means s
heduling type A is

served before type B. In addition, a pre-emptive poli
y is employed by the CPEs so

that by the arrival of a higher priority tra�
, the transmission of a lower priority one

stops immediately.

2) Intra-
lass S
heduling Poli
y: Sin
e prote
tion and monitoring are both

re
eiving unsoli
ited grants and they require low laten
y, we apply an earliest deadline

�rst (EDF) s
heduling poli
y to advan
e serving tra�
 �ows with earlier deadline.

Sin
e rtPS 
ontrol tra�
 follows a random distribution and it also requires low la-

ten
y, we poll it in a round-robin (RR) manner and serve it a

ording to a weighted

fair queueing (WFQ) s
heduling poli
y so that no servi
e �ows are starved and at

the same time, we give a higher weight to the servi
e �ows with earlier deadline and


urrently higher rate. For more details on the implementation of WFQ, please refer
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to Se
tion 2.4 (item number 3). As the situational awareness and smart metering are

deterministi
 tra�
 with low priorities, we give them a �xed bandwidth in an RR

manner only if bandwidth is still available after serving the higher priority �ows.

2.3.4 Unsoli
ited Grant Allo
ation Strategies

Two di�erent algorithms namely average (AVG) and Grant/Interval have been pro-

posed in the literature for allo
ating unsoli
ited grants to the servi
e �ows. Here,

we 
ompare the advantages and disadvantages of ea
h method for SGCN and then,

we propose the appropriate grant size that should be given to the servi
e �ows when

Grant/Interval allo
ation algorithm is used.

1) Average (AVG) allo
ation algorithm: In this method, in every uplink

subframe a �xed amount of resour
e is assigned to the 
onne
tion [66℄. The grant

size is 
omputed a

ording to the minimum reserved tra�
 rate 
on�gured for the

�ow as

GrantSize(Byte)
.
= BytesPerFrame (2.1)

.
= MinReservedTrafficRate(bps)

× FrameDuration(s)/8.

As the AVG algorithm distributes the grants over all frames, �tting the whole

pa
ket would not be possible in the small grant size of ea
h frame. Therefore, many

pa
ket fragmentations may o

ur, espe
ially for low data rate tra�
. This would in

turn 
ause a large laten
y and low throughput. The AVG algorithm may also 
ause

resour
e wastage sin
e it allo
ates grants every frame ignoring the fa
t that there

might be no data available for transmission.
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2) Grant/Interval allo
ation algorithm: To over
ome the fragmentation

problem in the AVG algorithm, we suggest using the Grant/Interval algorithm whi
h

allo
ates larger grants based on the pa
ket size and the tra�
 generation interval.

This means that in every interval, a grant equal to the pa
ket size is given to the

servi
e �ow [63℄. However, if the interval is less than one frame duration, the amount

of generated data per frame would be more than one pa
ket size and therefore, every

frame a grant equal to the generated data size should be allo
ated for the servi
e

�ow. In summary, we propose to allo
ate the grant size as

GrantSize =































BytesPerFrame, if Interval <

FrameDuration,

PacketSize, otherwise.

(2.2)

The Grant/Interval algorithm is more 
omplex to implement 
ompared to the AVG

algorithm, sin
e a timer is required for tra
king the interval. Despite its 
omplexity,

there are several advantages asso
iated with this algorithm. Firstly, it maximizes the

bandwidth utilization through allo
ating the grants whenever needed. Furthermore,

in order to avoid undesired laten
y, the BS 
an be provided with the syn
hroniza-

tion information of the appli
ation in CPE so that the grants 
an be s
heduled at

appropriate frames [63℄. A

ording to the above dis
ussion, we 
on
lude that the

Grant/Interval allo
ation algorithm is suitable for SGCNs that have several 
riti
al

low data rate tra�
 
lasses.

37



C
h
a
p
t
e
r
2
.
O
p
t
i
m
i
z
e
d
W
i
M
A
X
P
r
o
�
l
e
C
o
n
�
g
u
r
a
t
i
o
n
f
o
r
S
m
a
r
t
G
r
i
d
C
o
m
m
u
n
i


a
t
i
o
n
s

· Placing automated 

devices

· Providing 

communication inf.

· Modelling SG Traffic 

Classes

· Mapping WiMAX 

scheduling types to SG 

traffic classes

Constructing 

Distribution Automation 

Network

Traffic Generation

Actual 

Scenario

Typical 

Configuration

Adaptive 

modulation
XML Reader 

Library

Erceg propagation 

model

Grant /Interval 

algorithm

Dynamic UL/DL 

ratio adjustment
(Priority-based + 

EDF + WFQ + RR)

FCFS

UL Scheduler UL Scheduler Unsolicited Grant 

Allocation Method

Pre-emptive 

priority-based 

scheduling

Priority-based

CPE Scheduler CPE Scheduler

R
R

W
F

Q

E
D

F

In
tr

a
-c

la
ss

 

fu
n

ct
io

n
a

li
ti

e
s

Input:

UL / DL ratio

Radius

Frame duration

Scenario (real-world, 

urban, suburban, rural)

Max. modulation

Output:

Latency

Packet delivery ratio

Jitter

Fairness

Frontend: 

SGCN  module

Backend: 

Extended WiMAX ns-3 module 

ns-3 implementation

Added/amended 

component

Figure 2.2: The WiGrid NS-3 module.
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2.3.5 Ar
hite
ture

As dis
ussed in Chapter 1, there are two possible modes through whi
h automated

devi
es 
an transmit their information to the utility 
ontrol 
enter in a FAN: dire
t

a

ess and aggregation mode [10, Fig. 2℄. Although the aggregator ar
hite
ture

is more 
ostly and harder to deploy, it has the following merits 
on
luded from our

previous study [10℄ 
ompared to the dire
t a

ess mode for smart grid implementation.

1) The obtained throughput is often higher, sin
e there are fewer a
tive 
onne
-

tions to the BS and therefore the 
ollision and pa
ket loss probabilities de
rease.

2) The 
ase that 
ollisions among a
tive 
onne
tions to the BS happen 
an be

dealt with better [67℄. The solution for 
ollision avoidan
e is to ba
k-o� and de
rease

link data rates. In dire
t a

ess mode, the data rate asso
iated to ea
h devi
e is

already low and lowering it further does not make mu
h di�eren
e. However, sin
e

the aggregate data rate is higher, de
reasing it 
an resolve 
ongestion faster.

3) A larger number of nodes 
an be supported. This is be
ause of the data


ompression that is usually 
ondu
ted at the data aggregators as well as the bet-

ter link qualities experien
ed by data aggregators mounted for example, on top of

transmission-line poles, and also automated devi
es as their link distan
es are de-


reased.

The above advantages make the aggregation mode a preferable 
hoi
e for SGCNs

with plenty of low data rate automated devi
es.

2.4 Amendments for a WiGrid Module

We have developed a software module based on the WiMAXmodule of the NS-3 [68, 69℄

whi
h 
an be used for performan
e studies and 
apa
ity planning of WiGrid systems.
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The features of this module are illustrated in Figure 2.2. The WiGrid simulator


onsists of a front-end SGCN module and the ba
k-end extensions made into the

WiMAX module of the NS-3.

The front-end interfa
e 
onstru
ts an SGCN topology and 
ommuni
ation in-

frastru
ture based on the user's input. The user 
an either ask for a typi
al rural,

suburban or urban s
enario, or pass an XML �le 
ontaining the network information

of a 
ertain a
tual s
enario. In the typi
al 
ase, the numbers of automated nodes and

SMs lo
ated in ea
h area type are set a

ording to the BC Hydro distribution au-

tomation implementation plan [58℄. Similarly, all related 
on�gurations for the base

station and automated devi
es su
h as transmission power and antenna height are

taken from smart grid proje
ts 
ondu
ted by BC Hydro and Powerte
h Labs In
. The

tra�
 within distribution automation networks is modelled a

ording to the tra�


patterns given by [21℄ and as shown in Table 2.1. Further details on this are given in

Se
tion 2.5.

The spe
i�
 enhan
ements made into the ba
kend module are as follows.

1) We have de�ned a new setSubFrameRatio fun
tion whi
h a

epts an arbitrary

UL/DL ratio as an argument. This fun
tion 
an be 
alled at the start of ea
h frame

for dynami
 UL/DL ratio adjustments.

2) We have implemented the priority-based s
heduler together with the intra-


lass s
heduling poli
ies at the uplink s
heduler of the BS as dis
ussed in Se
tion 2.3.

Figures 2.3(a) and 2.3(b) respe
tively show the �ow
harts of the existing �rst-
ome

�rst-serve (FCFS) and the new priority-based uplink s
hedulers in NS-3. As 
an

be seen in the �gure, at ea
h step of the FCFS algorithm, the re
ord of the node

5

that has registered its servi
e �ows earlier is 
hosen and then all its servi
e �ows are

5

The node's re
ord 
ontains the information about all the node's servi
e �ows that have already

been registered at the BS.
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Take the node’s record with 

earlier registered service flows

Serve all ertPS service

flows of the node

Serve all BE service flows

of the node

Serve all nrtPS service

flows of the node

Serve all rtPS service

flows of the node

Start

End

Serve all UGS service

flows of the node

(a)

Serve the ertPS service

flows of all the nodes in

an EDF manner

Start

Serve the nrtPS service

flows of all the nodes in

an RR manner

Serve the BE service

flows of all the nodes in

an RR manner

Serve the rtPS service

flows of all the nodes in a

WFQ manner

End

Serve the UGS service

flows of all the nodes in

an EDF manner

(b)

Figure 2.3: The �ow
harts of the (a) FCFS and (b) priority-based UL s
hedulers.

s
heduled a

ording to ertPS > UGS > rtPS > nrtPS > BE. In the priority-based

s
heduler, the servi
e �ows with the same s
heduling type (starting from ertPS) from

all nodes are stored in a priority queue and served a

ording to its related intra-

s
heduling poli
y. Then, the algorithm 
ondu
ts the same pro
edure for the servi
e

�ows of other s
heduling types a
ross all the nodes with the order mentioned above.

3) In order to implement WFQ among rtPS servi
e �ows, we apply the following

pro
edure. First, we allo
ate the bandwidth to the users whose laten
ies are going

to expire in the next frame duration. For the remainder, we employ the same s
heme
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as proposed in [69℄. In parti
ular, the bandwidth requests from all CPE devi
es are

added together. In 
ase the size of the total bandwidth requests is greater than the

remaining bandwidth for allo
ation, the di�eren
e is divided by the number of users

and dedu
ted equally from all the requesters. Hen
e, it is ensured that no servi
e

�ow is starved and also more bandwidth is allo
ated to the servi
e �ow with higher


urrent rate.

4) For allo
ating unsoli
ited grants to the tra�
, we implement the Grant/Interval

algorithm instead of the original NS-3 AVG algorithm. The size of the grants are

determined a

ording to Equation (2.2).

5) Adaptive modulation is not supported in the 
urrent NS-3 version. As smart

grid devi
es are usually �xed, we assume that the 
hannel quality stays 
onstant and

therefore, we assign ea
h devi
e with a 
onstant reliable modulation at the start of

the program based on its signal-to-noise ratio (SNR) 
hara
teristi
. Modulation and


oding rate 
an be sele
ted a

ording to the required reliability, see e.g. [5℄.

6) Network spe
i�
ations are usually given in XML �les. To this end, we have


reated an automati
 XML reader library whi
h reads the XML tags from the �le

and passes the extra
ted network 
hara
teristi
 data su
h as modulation, antenna

height, transmission power and 
oordinates into the simulator.

7) The NIST PAP2 guideline [6℄ re
ommends the Er
eg SUI propagation model

to emulate the signal attenuation for the rural and suburban s
enarios. Therefore,

the implementation for this propagation model has been added to the NS-3 WiMAX

module.

In addition to the modi�
ations des
ribed here, several errors in
luding in
or-

re
t 
on�guration of node properties in the COST231 propagation model, in
orre
t

mapping of SNR to blo
k-error rate (BLER) and in
orre
t frame length 
omputation
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have been 
orre
ted. The modi�ed NS-3 module and the detailed list of �xed bugs

and extensions has been made available at [57℄.

2.5 Simulation Results and Dis
ussion

In this se
tion, we apply the 
onsiderations and methods from Se
tion 2.3 and use our

developed simulator from Se
tion 2.4 to quantify the e�e
ts of di�erent system pa-

rameters to 
hara
terize an optimized WiGrid pro�le 
on�guration for FAN s
enarios

in SGCNs.

Laten
y and reliability are key QoS requirements for SGCNs [45,70,71℄. Therefore,

we �rst 
ompare the performan
e of di�erent pro�le 
on�gurations in terms of average

laten
y and the per
entage of pa
kets that are reliably re
eived by the destination for

di�erent tra�
 
lasses. We also study the 
apability of ea
h WiGrid-1 feature in terms

of the reliability improvement that 
an be obtained 
onsidering di�erent numbers of

automated devi
es. Finally, we evaluate the fairness index for ea
h tra�
 
lass using

our proposed s
heduling algorithm. Note that simulation results for 
omparing the

dire
t and aggregator ar
hite
tures are provided in [10℄.

2.5.1 Simulation Settings

We 
onsider rural and suburban distribution networks within a 
ir
ular area of

2 km radius for simulations. Typi
al numbers of automated nodes and SMs lo
ated

in this area obtained from the BC Hydro distribution automation implementation

plan [58℄ and the NIST PAP2 do
ument [6℄, respe
tively, are summarized in Ta-

ble 2.3 with a 
ategorization a

ording to the use 
ases from Table 2.1. Table 2.4

summarizes the default signal propagation and system settings 
onsidered for the fol-

lowing results. In this table, RS+CC/CC refers to Reed Solomon with 
onvolutional
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Table 2.3: Major use 
ase 
ategories and asso
iated devi
e 
lasses and number of

devi
es in a 
ir
ular area of 2 km radius a

ording to [6, 58℄. Due to the s
aling


onsidering the area size, the number of automated devi
es for some use 
ases are

�oat.

Use 
ase and devi
es

Number of devi
es

Rural Suburban

Monitoring ≈ 16 ≈ 32

Re
loser 6 9

Capa
itor �xed 2 3

Regulator 1 1.5

Fault Cir
uit Indi
ator 5 15

Feeder meter 1 3

Feeder sensor 0.6 0.6

Situational Awareness ≈ 8 ≈ 18

Powerline/Transformer sensor 3/2 5/4

Capa
itor Swit
hed 3 9

Control ≈ 10 ≈ 18

Re
loser 6 9

Capa
itor swit
hed 2 6

Regulator 1 1.5

Feeder sensor 0.6 1.6

Prote
tion ≈ 3 ≈ 11

Re
loser 3 4.5

Automated swit
h 0 6

Smart Metering ≈ 120 ≈ 3350


oding/inner-
he
ksum 
oding [63℄.

The tra�
 
lasses listed in Table 2.1 are modelled a

ording to the following
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Table 2.4: Default settings for WiGrid simulations

S
enario Suburban

Path Loss Er
eg Type-B [6℄

Fading Rayleigh

S
heduler FCFS

Unsoli
ited Grant Allo
ation Grant/Interval

UL/DL Ratio 1.75

Bandwidth 10 MHz

Phy Layer OFDM

Modulation 64 QAM

Number of Se
tors 3

Duplexing TDD

FEC Code Rate/Type 3/4 / RS+CC/CC

Frame Duration 10 ms

Ar
hite
ture Type Aggregation

assumptions. The NS-3 on/o� appli
ations are used for all tra�
 
lasses. For deter-

ministi
 tra�
, 
onstant values for the on-time and o�-time periods are 
onsidered.

In order to model the random tra�
, the pa
ket inter-arrival time (o�-time) follows

an exponential distribution where the mean is equal to either the idle period (e.g.

for �ow IDs 2, 7) or the PacketSize/DataRate (e.g. for �ow IDs 3, 8). It should

also be noted that for the random tra�
 there is a small probability that the pa
ket

arrival rate ex
eeds the available resour
es. In that 
ase, the s
heduling of pa
kets is

delayed beyond the laten
y requirement.
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WiMAX with 64QAM and
UL/DL of 1.75

Figure 2.4: The e�e
t of WiGrid amendments on the per
entage of pa
kets 
orre
tly

re
eived within the deadline.

2.5.2 UL/DL Ratio and Modulation Type

In 
onventional WiMAX, support of modulation types higher than 16 QAM is op-

tional and the UL/DL ratio is typi
ally 
on�gured to be 
lose to 1. As dis
ussed in

Chapter 1, be
ause of the larger UL tra�
 in SGCNs, a UL/DL ratio of 1.75 and the

support of 64 QAM has been proposed by the WiMAX forum. In order to investigate

the e�e
t of these amendments on WiGrid performan
e, we 
onsider the following

four s
enarios: i) a 
onventional WiMAX 
on�guration (maximum supported mod-

ulation of 16 QAM and UL/DL ratio of 1), ii) WiMAX with support of 64 QAM,

iii) WiMAX with UL/DL ratio of 1.75, and iv) WiMAX with both amendments.

Figure 2.4 shows the results in terms of the per
entage of pa
kets that are 
orre
tly
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re
eived within their deadline. As 
an be seen, the support of 64 QAM modulation

in
reases the per
entage of pa
kets that are reliably re
eived for both UL and DL.

The in
rease is more signi�
ant for �ow ID 1 (monitoring) whi
h has a high data

rate tra�
 and is asso
iated with a higher number of automated devi
es. In
reasing

the UL/DL ratio to 1.75 also in
reases the per
entage of pa
kets re
eived in the UL

without 
ompromising the DL tra�
. The UL improvement due to in
reasing the

UL/DL ratio is somewhat more pronoun
ed 
ompared to that when supporting a

higher modulation, sin
e it also bene�ts the nodes that are farther from the BS. An

in
rease in the pa
ket re
eption is also noted for �ow ID 0 when both amendments are

applied. For the other �ows, only slight improvements are a
hieved with a UL/DL

ratio of 1.75 and WiMAX supporting 64 QAM.

2.5.3 S
alability and Supporting Higher UL/DL Ratio and

Modulation Type

Figure 2.5 illustrates the improvement of timely pa
ket delivery that 
an be obtained

when either resour
e e�
ien
y is in
reased or more resour
es are allo
ated for the

uplink transmission. We observe that the improvement is more signi�
ant when a

higher UL/DL bandwidth ratio is applied. This is due to the uplink dominated tra�


in SGCNs and the fa
t that the required bandwidth for remote nodes 
an only be

provided when a higher UL/DL bandwidth ratio is employed. We also note that as

the number of nodes in
reases, the rate of improvement de
reases whi
h indi
ates the

bandwidth saturation for a 
ertain number of nodes.
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Figure 2.5: Comparing the e�e
t of 1) supporting 64 QAM and 2) in
reasing UL/DL

bandwidth ratio to 1.75 for the improvement of the pa
ket delivery ratio for di�erent

numbers of automated devi
es.

2.5.4 Frame Duration

We now turn to the e�e
t of di�erent frame durations on the performan
e in terms

of the experien
ed laten
y, laten
y variation and the per
entage of reliably re
eived

pa
kets. The results for the rural s
enario are shown in Figure 2.6, and for the

suburban s
enario in Figures 2.7 and 2.8. Error bars in Figures 2.6 and 2.7 indi
ate

the laten
y variations. Fo
using on the rural s
enario, we �rst note that almost all

pa
kets are re
eived su

essfully (more than 99% for all servi
e �ows) under both

frame durations

6

. However, as 
an be seen in Figure 2.6, laten
ies de
reased notably

when a 5 ms frame duration is employed. This is be
ause of the faster allo
ation

6

As the re
eived per
entages for all servi
e �ows for this 
ase are almost the same and more than

99%, the result �gure is omitted.
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Figure 2.6: The e�e
t of di�erent frame durations on average laten
y for the rural

s
enario. The error bars indi
ate delay variations.

of resour
es in the 
ase of shorter frame duration, whi
h 
auses servi
e �ows to

experien
e less waiting time when they request bandwidth. Turning now to the

suburban s
enario with higher devi
e density and thus tra�
 demands, it 
an be

seen from Figures 2.7 and 2.8 that the network 
an easily be
ome overloaded and

su�er from high laten
y and delay variation (e.g. �ow ID 1

7

) and pa
ket loss (e.g.,

�ow IDs 1 and 3) if the relatively short frame duration of 5 ms is used. This is due to

the fa
t that fewer number of grants are available in ea
h frame, leading to frequent

pa
ket fragmentation. We 
on
lude that the 10 ms frame duration is preferred for

heavily loaded FANs as 
onsidered in the suburban s
enario. We also note that the

delay variations for all �ows in stable s
enarios (suburban with 10 ms and rural with

both frame durations) are small.

7

Flow ID 0 experien
es 400 ms laten
y whi
h is still within the deadline.
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Figure 2.7: The e�e
t of di�erent frame durations on average laten
y and delay

variations for the suburban s
enario. We note that due to the s
aling of the �gure,

the laten
y values for �ow IDs 0 and 1 are written as text beside to their laten
y

bars. For example, �ow ID 0 experien
es 287 ms laten
y with 20 ms delay variation

when tra�
 is transmitted using 10 ms frames.

2.5.5 Unsoli
ited Grant Allo
ation Strategies

The di�erent allo
ation methods for s
heduling unsoli
ited grants, presented in Se
-

tion 2.3.3, are now 
ompared 
onsidering the rural FAN s
enario. Figure 2.9 shows

the per
entage of reliably re
eived pa
kets for the AVG and Grant/Interval allo
ation

algorithms for the rural s
enario. We observe that the AVG algorithm 
auses pa
ket

loss for the tra�
 in �ow IDs 1 and 3. The AVG algorithm wastes resour
es through

allo
ation when there is no tra�
. Furthermore, the required grants are distributed

over all the UL subframes, so that only a few symbols are granted at ea
h UL sub-

frame. This 
auses extra overhead due to pa
ket fragmentation. This is prevented

by the appli
ation of the Grant/Interval algorithm in the s
heduler implementation,

whi
h thus appears to be preferable.
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Figure 2.8: The e�e
t of di�erent frame durations on the per
entage of pa
kets


orre
tly re
eived within their deadline for the suburban s
enario.
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Figure 2.10: Comparing FCFS and priority-based uplink s
hedulers for the suburban

s
enario with radius of 2.2 km.

2.5.6 Comparing two S
hedulers

Finally, in order to show the importan
e of s
heduling smart grid tra�
 
lasses based

on their priorities, we 
onsider a higher load 
ir
ular suburban area of 2.2 km ra-

dius where the number of monitoring nodes is in
reased to 39. As 
an be seen in

Figure 2.10, the priority-based s
heduler at both the BS and CPE devi
es improves

the per
entage of the pa
kets that are reliably re
eived for higher-priority �ow IDs,

namely �ow IDs 1 (UGS), 3 (ertPS) and 2 (rtPS) by de-prioritizing lower-priority

ones, namely �ow IDs 0 (nrtPS), and 4 (BE). We have also 
omputed the fairness in-

di
es that 
an be obtained from both s
hedulers a

ording to Jain's fairness index [72℄

and 
ompared them in Table 2.5. Fairness here is de�ned as the per
entage of pa
k-

ets that have su

essfully delivered to the destination from ea
h automated devi
e.

We observe that the intra-s
heduling methods we have employed in the priority-based

s
heduler notably improve the fairness among di�erent automated devi
es. For exam-
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Table 2.5: Fairness indi
es for the FCFS and priority-based s
hedulers

S
heduler / Flow ID 0 1 2 3 4

FCFS 1.0 0.78 0.86 0.98 1.0

Priority-based 0.99 1.0 0.97 1.0 1.0

ple, the EDF s
heduling method we have applied for s
heduling monitoring tra�
,

�ow ID 1, ensures the laten
y satisfa
tion of the pa
kets originated from di�erent

devi
es. The marginal di�eren
e seen for �ow ID 0 is due to the logi
 of the priority-

based s
heduler, whi
h de-prioritizes lower priority tra�
 and therefore, a few nrtPS

nodes did not re
eive the same bandwidth as others.

Table 2.6: Optimized pro�le 
on�guration for the FAN tra�


S
heduler Priority-based

Unsoli
ited Grant

Grant/Interval

Allo
ation Strategy

Maximum Supported

64 QAM

Modulation Type

UL/DL Ratio 1.75

Frame Duration

5 ms (normal load, rural),

10 ms (high load, suburban)

Tra�
 Class S
heduling Type

Situational awareness nrtPS

Monitoring UGS

Control rtPS

Prote
tion ertPS

Smart metering BE

We 
on
lude from the above s
enarios that the 
ombination of all the optimized

features as summarized in Table 2.6 leads to an optimized pro�le 
on�guration that
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better meets the laten
y and throughput requirements of FAN tra�
.

2.6 Con
lusions

In this 
hapter, an optimized WiMAX pro�le 
on�guration that 
onsists of the sele
-

tion of s
heduling strategies, type-of-servi
e to tra�
 mapping, and frame duration

was investigated. Our 
on
eptual 
onsiderations were 
omplemented through simu-

lations enabled by modi�
ations to the WiMAX NS-3 module that in
ludes WiGrid

amendments. Our numeri
al results for two SGCN s
enarios suggest that a 5 ms

frame duration is advisable for rural areas while, for higher density areas a 10 ms

frame duration is suggested as it 
an still satisfy network requirements but avoids

many pa
ket fragmentations that would o

ur with a shorter frame duration. We

have also shown that priority-based s
heduler is 
onsistent with smart grid obje
-

tives where the reliable re
eption of mission-
riti
al tra�
 must be assured.
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Cost-E�
ient DAP Pla
ement for a

Single-Hop AMI

3.1 Introdu
tion

From the dis
ussion provided in the previous 
hapter, we observed that the aggre-

gator ar
hite
ture outperforms the dire
t transmission. A

ordingly, within the next


hapters of the thesis, we fo
us on the development of the aggregator ar
hite
ture

based on di�erent 
ommuni
ation te
hnologies. In this 
hapter, we solve the problem


onsidering a simple s
enario, where only single-hop 
ommuni
ation is allowed. We


onstru
t the infrastru
ture on
e based on the WiMAX te
hnology and on
e based

on the 802.15.4g SUN te
hnology. The two infrastru
tures are 
ompared in terms

of the implementation 
ost and the required number of data 
olle
tors (DAPs). In

the next 
hapter, we devise a new approa
h for developing the wireless aggregator

ar
hite
ture 
onsidering a more 
ompli
ated s
enario, where multi-hop 
ommuni
a-

tion from devi
es to the data 
olle
tors are allowed and also the laten
y requirements

for di�erent types of smart grid tra�
 are maintained. Finally, in Chapter 5, we

derive a new analyti
al method and devise a new network planning solution for de-

veloping the aggregator ar
hite
ture based on the physi
al and medium a

ess 
ontrol


hara
teristi
s of the PLC te
hnology.

Figure 3.1 illustrates a possible metering infrastru
ture with DAPs using wireless
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Figure 3.1: Aggregation model in the AMI for a smart grid.


ommuni
ations to 
olle
t data from a set of SMs. For power distribution networks

with overhead powerlines, utility poles are ideal lo
ations for DAP pla
ement. This

helps to eliminate the 
ost of new tower installations as well as getting extended


overage for wireless systems. For example, Canada's BC Hydro mounts DAPs on

top of the existing poles [73℄. A

ordingly, an interesting 
hallenge is the pole sele
tion

for DAP pla
ement. In parti
ular, the required number of DAPs should be minimized

while providing su�
ient network 
overage.

The mathemati
al optimization formulation for DAP pla
ement on top of existing

utility poles is an integer programming (IP) problem and is NP-hard. For 
ases with

small number of nodes, say no more than 200, the IBM CPLEX software [17℄ and the

GLPK solver [18℄ are typi
ally used for �nding optimized node lo
ations. However,

for 
ases with notably larger number of nodes, a heuristi
 algorithm needs to be

developed [12, 19, 20℄.
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Referen
e [74℄ provides a distributed minimum pa
ket forwarding algorithm for

�nding suitable lo
ations at whi
h pa
ket aggregation for a 
ertain destination should

be performed in order to minimize transmission 
ost. It assumes a mesh infrastru
-

ture in whi
h aggregation 
an be performed at the SM itself. This however is not

usually the 
ase in AMI, where aggregation is done at separate nodes. Optimal DAP

pla
ement problem 
an also be viewed as a fa
ility lo
ation problem [75℄. The obje
-

tive is to minimize fa
ility 
osts, whi
h depend on the opening (installation) pri
e of

fa
ilities as well as how nodes are assigned to the fa
ilities, for example based on the

their distan
e. Sin
e �nding the optimal 
on�guration in a fa
ility lo
ation problem

is NP-hard in general, heuristi
 algorithms su
h as K-means and K-median [76℄ or


onvex relaxations [77℄ have been applied for solving this type of problem.

Kekatos et al. [77℄ 
onsider a 
onvex relaxation for the pla
ement ofK phasor mea-

surement units (PMUs) on smart grid buses su
h that the network's syn
hronization

error is minimized. The algorithm is designed a

ording to the PMU-spe
i�
 fun
-

tionalities, su
h as the sampling rate, and assumes a �xedK. In the 
ontext of 
ellular

networks, a two-phase 
ombined geneti
 and K-means algorithm has been used for

the optimal pla
ement of radio ports in order to minimize the maximum pathloss

experien
ed by the worst 
ase users as well as minimizing the average pathloss tol-

erated over the entire set of users [78℄. The geneti
 algorithm provides the initial

pla
ement of the radio ports, then K-means is used for updating the initial solution

and obtaining the optimal lo
ations.

In this 
hapter, in order to 
ompute the required number of DAPs and optimally

sele
t their lo
ations for a single-hop 
ommuni
ation infrastru
ture, we apply a mod-

i�ed version of the K-means algorithm. To this end, we adapt K-means algorithm

and optimize both installation and transmission 
ost. Minimizing the transmission
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ost is espe
ially bene�
ial for the bla
k out s
enarios when SMs should operate based

on their own batteries. As a main 
onstraint, we restri
t the lo
ations of DAPs to be

from a set of existing utility poles. Additional 
onstraints is derived from the network


overage.

To validate our proposed algorithm, we run extensive simulations based on smart

metering parameters presented in [6℄. We also 
ompare the results of our solution

in small s
enarios to the optimal solution obtained from brute-for
e sear
h, whi
h

demonstrates a near-optimal performan
e of the proposed method.

The rest of this 
hapter is organized as follows. Se
tion 3.2 introdu
es the details

of system model. The DAP pla
ement problem is derived in Se
tion 3.3, followed by

the solution of this problem using the K-means algorithm in Se
tion 3.4. Performan
e

results are presented and dis
ussed in Se
tion 3.5. Finally, Se
tion 3.6 
on
ludes this


hapter.

3.2 System Model

Consider a distribution grid using overhead distribution lines suspended from utility

poles delivering ele
tri
ity to homes or businesses equipped with SMs. Some utility

poles host DAPs, ea
h of whi
h is wirelessly 
onne
ted to a subset of the SMs. The

DAPs themselves are also wirelessly 
onne
ted to a utility 
enter (UC). To model this,

let us 
onsider a network of NSM SMs, K DAPs and one UC, and assume that N
poles

utility poles are lo
ated within this network. The (2D) lo
ations of SMs, utility poles,

and the UC are known and given by SM = {si}i=1,··· ,NSM
, P = {pj}j=1,··· ,N

poles

, and

u, respe
tively, whereas the value of K and the lo
ation of DAPs, A = {ak}k=1,··· ,K ,

are to be optimized. The SMs and DAPs 
an be equipped with di�erent 
ommuni
a-

tion te
hnologies su
h as WiFi, WiMAX, IEEE 802.15.4 (ZigBee), and the 802.15.4g
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standard spe
i�
ally developed by IEEE for smart utility networks (SUNs) [79℄. The

number of SMs is obtained based on their densities for di�erent environments using [6℄

NSM = ρSMπr2,

where r is the radius of the area-of-interest (AoI) and ρSM is the SM density in that

area. The value of ρSM depends on the AoI being rural, urban or sub-urban [6℄.

3.2.1 Data Aggregation Model

DAPs are pla
ed on top of the utility poles, and their task is to 
olle
t the data from

SMs and send them to the UC. In this 
hapter, we assume a one-hop 
ommuni
ation

from SMs to the DAPs (SM-DAP) and from DAPs to the UC (DAP-UC). We note

that single-hop 
ommuni
ation is of interest for the 
ases that minimum laten
y is

desired.

DAPs also 
ombine and 
ompress the re
eived data from SMs before transmission

to the UC. We denote the 
ompression ratio by Cr. The value of Cr 
an be between

1/2 to 2/3 depending on 
orrelation between data and the algorithm employed in the

DAP [80℄.

Di�erent numbers of SMs, from a few up to 2000 [6℄, 
an be 
onne
ted to one

DAP. Usually, a relatively large number of SMs 
an be supported by a single DAP

due to the low frequen
y and amount of data messages sent from the meters. In the

following, we denote the maximum number of SMs that 
an be 
onne
ted to one DAP

by Nmax. Furthermore, we de�ne the ratio between the number of available utility

poles and the number of SMs in a given servi
e area as ̺ =
N
poles

NSM
. It is reasonable to

assume that for a denser environment (e.g. an urban area), a utility pole 
ontributes

to the energy distribution over a larger number of SMs, and hen
e, ̺ is smaller.
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3.2.2 Transmission Model

We assume that the SMs adjust their transmission power P
tx

a

ording to the link

reliability to ensure that they 
an 
onne
t to the DAP with a given transmission

su

ess probability. The energy 
onsumed for transmitting B bytes of data over

distan
e d 
an be represented as

E
tx

= 8 B γ Eb η PL(d) , (3.1)

where γ is the ratio of the total power 
onsumption in the modem and the power


onsumed for transmission, Eb is the required re
eived energy per bit, η is the fad-

ing margin, and PL(d) represents the pathloss at distan
e d. The pathloss 
an be

modeled as

PL(d) = PL(d0)

(

d

d0

)α

, (3.2)

where PL(d0) is the pathloss at the referen
e distan
e d0 and α is the pathloss

exponent. Note that the fa
tor 8 in (3.1) a

ounts for B being pa
ket size in bytes

and Eb denoting energy per bit.

3.3 Problem Formulation

Given the DAP and transmission model above, we now formulate the DAP pla
ement

problem. The basi
 obje
tive is to sele
t a subset of pole lo
ations from P to install

DAPs on top of them su
h that required number of DAPs is minimized while providing

radio 
overage for all SMs. This obje
tive minimizes the installation 
ost, whi
h is

de�ned as the pur
hase and labor pri
e for the initial pla
ement of a DAP. In addition,

we are interested in minimizing the 
ommuni
ation 
ost, whi
h we measure in terms
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of the 
onsumed energy for transmitting data. Note that the power model (3.1)

implies a transmission 
ost proportional to dα, whi
h we 
onsider a more realisti


model 
ompared to the transmission-
ost fun
tion being linear in d adopted in [81℄.

Assume that the network is supposed to work for a duration of Tm. To mathe-

mati
ally formulate our 
ost fun
tion, let a denote the installation 
ost (in dollars)

of one DAP. The total installation 
ost, cinst, is then a times the number of poles

sele
ted for DAP pla
ement. Also, let g denote the energy pri
e (e.g., the pri
e for


onsuming 1 kWh of energy). Then, the transmission 
ost 
an be 
omputed as

ctx = gEtx
Tm
TI

, (3.3)

where TI is the time interval between the transmissions, so that the third term rep-

resents the total number of transmissions that one SM sends during Tm.

For radio 
overage we require ea
h SM to be 
onne
ted to at least one DAP, whi
h

means that the SM-DAP distan
e needs to be smaller than the SM transmission range

d
pmax

. Furthermore, up to a maximum of Nmax SMs 
an be 
onne
ted to a single
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DAP. Hen
e, the DAP-pla
ement problem 
an be written as

minimize
{xi},{yij}

cinst + ctx =

N
poles

∑

j=1

axj

+b

N
SM

∑

i=1

N
poles

∑

j=1

yij(PL(dij) + CrPL(d′j)) (3.4a)

subje
t to

dij ≤ d
pmax

, 1 ≤ i ≤ N
SM

, 1 ≤ j ≤ N
poles

(3.4b)

d′j ≤ d
umax

, 1 ≤ j ≤ N
poles

(3.4
)

N
poles

∑

j=1

yij = 1, 1 ≤ i ≤ N
SM

(3.4d)

N
SM

∑

i=1

yij ≤ Nmax, 1 ≤ j ≤ N
poles

(3.4e)

yij ≤ xj , 1 ≤ i ≤ N
SM

, 1 ≤ j ≤ N
poles

(3.4f)

xj ∈ {0, 1}, 1 ≤ j ≤ N
poles

(3.4g)

yij ∈ {0, 1}, 1 ≤ i ≤ N
SM

, 1 ≤ j ≤ N
poles

, (3.4h)

where b = g8BγEbηTm/TI , dij and d′j denote the distan
e between SM i and pole

j and between pole j and the UC, respe
tively. The values of d
pmax

and d
umax


orrespond to the transmission range of SMs to the DAPs and DAPs to the UC,

respe
tively. The binary variable xj is an indi
ator for whether a DAP is installed

on pole j, and the binary variables yij indi
ate whether the SM i is 
onne
ted to

the DAP on the pole j. The �rst term in the obje
tive a

ounts the installation


ost of DAPs, and the two terms in the se
ond sum in the obje
tive represent the

total 
ost of transmission from SMs to their 
orresponding DAPs and from DAPs to

the UC, respe
tively. Constraints (3.4b), (3.4
), and (3.4d) ensure radio 
overage,

and 
onstraint (3.4e) limits the maximal number of SMs per DAP. Furthermore,
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onstraint (3.4f) ensures that the relation between DAP sele
tion and pla
ement is

maintained, i.e., a SM 
an only be 
onne
ted to a pole whi
h is sele
ted for DAP

installation.

The optimization in (3.4a) is a type of integer programming and solving it opti-

mally in
urs an exponential time 
omplexity. For large networks, a lower 
omplexity

algorithm is required to solve the pla
ement problem. The optimization in (3.4a) 
an

also be viewed as a 
lustering problem with additional 
onstraints on the 
luster size

and head lo
ations. This motivates the use of a modi�ed K-means algorithm, as will

be explained in the next se
tion.

3.4 K-means Approa
h

In this se
tion, we show how the K-means algorithm 
an be adapted to �nd a near-

optimal DAP pla
ement based on the optimization problem (3.4a). In the K-means

algorithm, the number of 
lusters, K, is a parameter whose value should be known.

In our problem, �nding an appropriate value for K whi
h provides the AMI 
overage

is a 
hallenging task. Therefore, we start from a minimum initial estimate for K,

K0 =

⌈

N
SM

min{A, ρSMπd2pmax}

⌉

, (3.5)

and then in
rement it. The initial estimate in (3.5) provides a (loose) lower bound

for the value of K. This is be
ause in higher densities (ρSMπd2pmax ≥ A) the 
on-

straint (3.4e) 
annot be satis�ed for any values K < K0 and the pla
ement problem

would be infeasible. Similarly, in lower densities (ρSMπd2pmax < A), we need at least

K0 DAPs to ensure that all SMs get at least one DAP in their transmission range.

In ea
h iteration of the 
onventional K-means algorithm, the nodes (here, SMs)
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hoose their nearest 
luster head. A

ordingly, we set yik = 1 if the ith SM belongs to

the kth 
luster, and yik = 0 otherwise. Then, the 
luster head lo
ations are updated

to the 
entroid of their 
onne
ted SMs. The K-means algorithm terminates when

the di�eren
e in the updated 
luster head lo
ations in two 
onse
utive iterations is

less than a threshold. Sin
e we need to a

ount for both the SM-DAP and DAP-UC

transmission 
osts, we modify the K-means algorithm and in
orporate the utility


enter lo
ation, u, in the update equation of the 
luster heads as

ak =

ωu+

N
SM

∑

i=1

yiksi

ω +

N
SM

∑

i=1

yik

. (3.6)

where ω
.
= Cr

d
pmax

d
umax

is a fun
tion of both the 
ompression ratio Cr, to 
onsider the

e�e
t of data 
ompression on DAP-UC links, and the 
overage ratio, i.e.

d
pmax

d
umax

, so that

the 
luster heads whi
h have few SMs are not pulled towards the UC and 
onsequently

lose their 
onne
tion to the SMs.

The K-means pro
edure may violate 
onstraint (3.4e) in our problem, i.e., more

than Nmax SMs 
ould be pla
ed into a single 
luster. In this 
ase, we �nd the SMs

that have other 
luster heads in their 
ommuni
ation range, and re
onne
t them to

the new 
luster head. To this end, every DAP has a tag whi
h indi
ates the 
urrent

number of its 
onne
ted SMs. When a node tries to 
onne
t to a DAP whi
h has a


onne
ted tag larger than Nmax, the SM 
hooses its next available DAP. After the

modi�ed K-means �nishes, the �nal 
luster heads are mapped to the nearest poles.

If due to the mapping a 
onstraint 
ould not be satis�ed, the 
urrent run is de
lared

infeasible.

The optimization pro
edure is summarized in Algorithm 3.1. Starting from K0,
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we run the modi�ed K-means with �NumTries� di�erent initial pla
ements, map the

�nal 
luster-head lo
ations to their nearest poles and 
he
k if all the 
onstraints

are satis�ed; If due to the mapping a 
onstraint 
ould not be satis�ed, the 
urrent

run is de
lared infeasible. Then, the solution with the lowest 
ost is 
hosen. Sin
e

initial pla
ements in the K-means algorithm a�e
t its �nal solution, di�erent runs

are needed for exploring di�erent 
on�gurations and �nding a solution 
loser to the

optimum. Finally, we stop when the 
ost for the best solution found forK+1 
lusters

is larger than that with K 
lusters by a given �toleran
e� value. Setting toleran
e

to 0 for
es the algorithm to terminate as soon as the optimized 
ost in
reases when

in
rementing K. There might be some 
ases where further in
reasing K drives the


luster heads to be mu
h 
loser to the SMs so that the transmission 
ost savings


ompensate the added installation 
ost. In these 
ases, a positive value of toleran
e

enables our algorithm to sear
h for more 
luster head 
on�gurations, and possibly

�nding a better solution, at the 
ost of in
reased runtime 
omplexity.

Algorithm 3.1 Iterative K-means algorithm for DAP pla
ement optimization.

Require: SM,P,u, a, b, α, β, γ,M .

1: Get K0 from (3.5).

2: k ← 0
3: do

4: K ← K0 + k.
5: for i = 0 : NumTries-1 do

6: Uniformly-randomly initialize the 
luster head lo
ations.

7: Run the modi�ed K-means algorithm.

8: Map aks to their nearest poles.

9: Fi ← A
hieved 
ost from (3.4a). Or, Fi ← ∞ if any of (3.4b)-(3.4e) are

not satis�ed.

10: end for

11: Ck ← min{Fi}.
12: di� ← Ck − Ck−1.
13: k ← k + 1.
14: while di� < toleran
e

15: return min{Ck}

65



Chapter 3. Cost-E�
ient DAP Pla
ement for a Single-Hop AMI

3.5 Performan
e Evaluation

In this se
tion we test the e�
ien
y of our proposed DAP pla
ement algorithm in

di�erent s
enarios, namely urban, suburban, and rural environments, whose perti-

nent parameters are obtained from [6℄. As explained in Se
tion 3.2, there are also

several 
hoi
es for sele
ting the 
ommuni
ation te
hnology. A 
ommon 
hoi
e for

the DAP-UC links is WiMAX, due to its 
overage of a few kilometers with a good

reliability [82℄. WiMAX te
hnology 
an also be used for the SM-DAP links. In this


ase all SMs are equipped with the WiMAX trans
eivers with a transmission range of

about 1 km [83℄. Another 
hoi
e for these links are IEEE 802.15.4g trans
eivers [79℄,

for whi
h the transmission range is limited to a few hundred meters.

8

Table 3.1 summarizes the parameters used in our simulations for the above-

mentioned environments and transmission te
hnologies. The lo
ation of SMs and

poles are uniformly randomly 
hosen in the AoIs with radii of 1, 2, and 5 kilometers

as examples for urban, suburban and rural environments, respe
tively. We assume a

required signal-to-noise ratio (SNR) of Eb/N
′
0 = 10 dB, where N ′

0 = N0F . N0 and

F are the re
eiver noise power spe
tral density and noise fa
tor, respe
tively. As

suggested in [6℄, we use the COST231 pathloss model for the urban and suburban

environments and the Er
eg type C model for the rural areas. The parameters 
hosen

for the SM-DAP links are as follows: SM height is 2 m, DAP height is 10 m, 
enter

frequen
y is 1800 MHz (WiMAX) and 1400 MHz (802.15.4g). The parameters 
hosen

for the DAP-UC links are: DAP height is 10 m, WiMAX base-station antenna height

is 30 m, and 
enter frequen
y is 1800 MHz. For distan
es less than 100 m, the ITU-R

M.2135 (NLOS) model has been used. We also let A = 2000 [6℄.

Figure 3.2 shows the results of optimization of the DAP lo
ations using Algo-

8

We re
all that we only 
onsider single-hop transmission in this 
hapter.
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Table 3.1: Simulation parameters.

Parameter Value Parameter Value

2000 (per km

2
, urban) [6℄ 1 km urban

ρ
SM

800 (per km

2
, suburban) [6℄ r 2 km suburban

10 (per km

2
, rural) [6℄ 5 km rural

d
pmax

100 m (802.15.4g) [79℄ ̺ 1
3
(sub)urban

1 km (WiMAX) [82℄

1
10

rural

d
umax

5 km (WiMAX) [82℄ Cr
1
2

Tm 15 years TI 15 min

B 1024 bytes g 0.1 $/kWh [84℄

N0 −174 dBm/Hz η 10 dB

F 7 dB η 10 dB

PL model COST231 (sub)urban [6℄ a $2000 [85℄

Er
eg Type C rural [6℄

Nmax 2000 γ 2

rithm 3.1 for di�erent topologies and transmission te
hnologies. Furthermore, Ta-

ble 3.2 
ompares the values of N
SM

, K, and the minimum, maximum and average

number of SMs served by a DAP for di�erent topologies, in
luding those 
onsidered

in Figure 3.2.

The sub-�gures on the left and right side of Figure 3.2 
orrespond to the use of,

respe
tively, WiMAX and 802.15.4g for the SM-DAP links. Figures 3.2(a) and 3.2(b)

(
orresponding to the se
ond row of Table 3.2) show the optimized DAP pla
ement

in a suburban area, and Figures 3.2(
) and 3.2(d) (
orresponding to the third row of

Table 3.2) show the optimized pla
ements for a rural area. We observe that for the

802.15.4g te
hnology, due to the limited transmission range, more DAPs are required

than when WiMAX is applied. In fa
t, the results in Table 3.2 show about three

(rural) to 150 (urban) times fewer DAPs for WiMAX. This suggests that relaying
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should be applied for redu
ing the 
ost of DAP installation when using 802.15.4g.

This would 
ome with an in
rease in delay, whi
h would not be 
riti
al for meter

data though.

We 
an also observe from Figures 3.2(
) and 3.2(d) that sin
e the SMs are pla
ed

sparsely in a rural setting, there are on average mu
h fewer (3-10) SMs 
onne
ted to

one DAP, 
ompared to the suburban and urban s
enarios where on average 402 and

1570 SMs are 
onne
ted via WiMAX to one DAP.

Figures 3.2(e) and 3.2(f) (
orresponding to the last row of Table 3.2) 
onsider a

mixed urban, suburban, and rural area s
enario, with di�erent densities over radii

of 1, 2, and 5 km, respe
tively. This model gives a simple representation of 
ities,

with larger SM densities in downtown and surrounding residential areas, and sparse

SM distributions in rural parts around them. We 
an again observe that a single-hop

802.15.4g-based DAP supports typi
ally 10 SMs, while a WiMAX 
an serve 255 on

average, and up to 1000, SMs in the urban and suburban areas. Also note that the

total number of DAPs pla
ed in the mixed s
enario is smaller than the sum of DAPs

needed for ea
h of the individual s
enarios, mainly be
ause the areas overlap in the

mixed topology.

Finally, Figure 3.3 
ompares the runtime and optimality of the DAP pla
ement

the proposed algorithm (using 50 runs of K-means) and a brute-for
e sear
h in a

topology with 1005 SMs, 20 poles and 4 to 8 DAPs. As 
an be seen, our algorithm

�nds pla
ements within 15% of the optimal 
osts, with a notably lower 
omplexity.

We note that the 
omplexity of the brute-for
e sear
h is proportional to

(

N
Poles

K

)

, while

for the proposed (K-means) algorithm 
omplexity in
reases linearly with N
SM

, K,

and NumTries. In Figure 3.3, the low runtime ratio for larger K suggests that we 
an

also in
rease number of runs for obtaining better results. For example, running the
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Figure 3.2: DAP pla
ement for di�erent environments and transmission te
hnologies.

The SM-DAP links of the sub-�gures on the left and right side use WiMAX and

802.15.4g transmission te
hnology, respe
tively. Sub-�gures (a) and (b): suburban

area. Sub-�gures (
) and (d): rural area. Sub-�gures (e) and (f): mixed urban,

suburban, and rural areas.
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Table 3.2: DAP pla
ement optimization results for di�erent topologies.

Topology SM-DAP N
SM

K∗
min./avg./max.

link SMs per DAP

Urban WiMAX 6283 4 1528 / 1570.75 / 1626

802.15.4g 6283 618 1 / 10.17 / 32

Suburban WiMAX 10053 25 301 / 402.12 / 488

802.15.4g 10053 999 1 / 10.06 / 35

Rural WiMAX 785 73 2 / 10.75 / 42

802.15.4g 785 248 1 / 3.17 / 10

Mixed WiMAX 17121 67 1 / 255.54 / 1000

802.15.4g 17121 1814 1 / 9.44 / 35

K = 8 
ase for 500 times redu
es the optimal 
ost ratio to 1.05 with a runtime ratio

of 0.2. As the values of K and N
poles

in
rease, the brute for
e sear
h (or solving (3.4a)

by integer programming) be
omes intra
table, while the proposed algorithm 
an still

provide a solution, as shown in Figure 3.2 and Table 3.2.

3.6 Con
lusions and Future Work

In this 
hapter, we have 
onsidered the problem of DAP pla
ement in single-hop

wireless-based AMIs. To this end, we have identi�ed the top of the existing utility

poles as possible DAP lo
ations. We have formulated the pla
ement problem as an

integer program. Noting the relation to 
lustering problems, we have adapted the

well-known K-means algorithm for obtaining suboptimal solutions to the pla
ement

problem. Numeri
al results for di�erent wireless 
ommuni
ation te
hnologies and SM

densities have emphasized the e�e
t of transmission range of the wireless te
hnology

for data aggregation with relatively few DAPs. Comparing to the brute-for
e sear
h
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Figure 3.3: Cost and runtime ratio of the proposed modi�ed K-means algorithm


ompared to a brute-for
e strategy for �nding the optimal DAP pla
ements. NSM =
1005, Npoles = 20.

for �nding the optimal pla
ement, we have demonstrated for small-s
ale examples

that proposed method 
an be used with a low time 
omplexity to a
hieve a near-

optimal 
ost.
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Cost-E�
ient QoS-Aware DAP

Pla
ement for a Multi-Hop AMI

4.1 Introdu
tion

In the previous 
hapter, we proposed a modi�ed K-means algorithm for DAP pla
e-

ment in the single-hop 
ommuni
ation s
enario only 
onsidering network 
overage,

assuming SMs and poles are uniformly distributed through the area. In this 
hapter,

we 
onsider a more realisti
 s
enario, where the lo
ation of SMs and poles are driven

from the a
tual implementations. We solve the problem of DAP pla
ement problem

for a multi-hop 
ommuni
ation infrastru
ture while ensuring not only the network


overage but also the satisfa
tion of the QoS requirements. We use the 
hara
teristi
s

of the IEEE 802.15.4g te
hnology for 
onne
ting SMs to SMs and SMs to DAPs.

The K-means algorithm 
hooses random lo
ations as primary potential lo
ations

for DAP pla
ement and all the network 
onstru
tion is 
ondu
ted based on these

lo
ations. These random lo
ations are eventually mapped to the 
losest pole. How-

ever, there is a higher possibility that su
h a mapping would result in the violation

of QoS 
onstraints when a realisti
 data set is 
onsidered, for example when poles

are aligned with the road stru
ture. Therefore, in this 
hapter, we apply a di�erent

and more suitable heuristi
 algorithm by whi
h the network is 
onstru
ted from pole

lo
ations.
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Heuristi
 algorithms proposed for relay pla
ement are typi
ally based on 
over-set

or fa
ility-lo
ation algorithms. For example, referen
es [15℄ and [86℄ propose weighted


over-set algorithms for respe
tively gateway and reader pla
ement for wireless sen-

sors and radio-frequen
y identi�
ation nodes. Referen
e [20℄ applies the minimum-


over-set algorithm for �nding the optimal lo
ation of DAPs for both single and

multi-hop a

ess in SGCNs. When the network be
omes large, their heuristi
 algo-

rithm breaks the area into smaller squares whi
h 
an be handled by the optimizer.

Their post-optimization step involves merging the solution of smaller squares by re-

moving the redundant poles lo
ated in square edges. This step of their heuristi


algorithm has a high 
omplexity, be
ause every pole that is not sele
ted is 
he
ked

to see if it 
an repla
e a subset of two or more sele
ted poles.

In [19℄, the authors develop aK-means based algorithm for pla
ing a �xed number

of aggregators on sele
ted utility poles with the obje
tive of minimizing the total

number of hops SMs require to a

ess the sele
ted data aggregators. This work is

among the �rst to 
onsider multi-hop 
ommuni
ation and minimize the experien
ed

delays by minimizing the total number of hops. However, limiting the number of hops

only addresses the e�e
t of transmission delay and ignores the e�e
t of 
ongestion

delay whi
h expli
itly depends on the number of 
ompetitors and their arrival rates

at ea
h hop.

Referen
es [23℄ and [87℄ propose aggregator pla
ement solutions for respe
tively

maintaining and maximizing the obtained QoS in an AMI. They use M/D/1 and

M/G/1 queuing models for 
omputing the expe
ted laten
y over the designed infras-

tru
ture. However, the mission-
riti
al and non-
riti
al smart grid tra�
 need the

guarantee of 
ertain laten
y requirements with 
ertain probabilities (i.e., ensuring


ertain reliabilities), whi
h is not provided through the solutions in [23℄, [87℄. In
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order to improve reliability in SGCNs, several approa
hes su
h as automati
 repeat

request (ARQ) and other error 
ontrol methods [88�90℄, utilizing multiple path rout-

ing [91, 92℄ and redundan
y design [93℄ are proposed. In this 
hapter, we investigate

the e�e
t of employing ARQ on improving the obtained reliability.

In this 
hapter, we do not adopt the average laten
y model with �xed or minimum

number of hops 
riteria 
onsidered in [19,20,23,87℄. Instead, to meet laten
y require-

ments of smart grid tra�
, in Se
tion 4.2, we 
ompute the probability of a
hieving a


ertain laten
y requirement for both mission-
riti
al and non-
riti
al tra�
. To this

end, we employ the IEEE 802.15.4g MAC proto
ol [94℄ with the CFP and the CAP for

s
heduling 
riti
al and non-
riti
al smart grid tra�
. Then, we devise an optimiza-

tion problem in Se
tion 4.2 and propose a novel heuristi
 algorithm for solving the

problem in Se
tion 4.3. The heuristi
 algorithm approximates the minimum required

number of DAPs through the use of a greedy algorithm for sele
ting potential pole

lo
ations for aggregator pla
ement. In order to 
onne
t nodes through reliable routes,

we use the Dijkstra algorithm for identifying transmission paths with the maximum

pa
ket su

ess ratio. In Se
tion 4.4, we provide performan
e results based on realisti


lo
ations for SMs and poles, whi
h we have obtained from BC Hydro. The results

show that the paths found by our algorithm satisfy the laten
y requirements for both

types of tra�
 to a spe
i�ed level. We also 
ompare the optimality and 
omplexity

of our solution for small-s
ale s
enarios with the bran
h and 
ut algorithm o�ered by

the IBM CPLEX software [17℄. For larger-s
ale s
enarios, we 
ompute a lower bound

solution for the pla
ement problem and 
ompare the optimality of our algorithm with

this lower bound. Finally, we 
on
lude the 
hapter in Se
tion 4.5.
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Table 4.1: Mission 
riti
al and non-
riti
al tra�
 properties [70℄.

Tra�
 Tra�
 Pa
ket Arrival Tra�
 Required

Class Name Size Frequen
y Type Laten
y

(Bytes) (s)

NC Periodi
 Meter 250 15 min Deterministi
 5

Reading (MR)

NC On-demand MR 50 5 days Poisson 30

Request

NC On-demand MR 250 5 days Poisson 30

Response Data

MC Power Quality 100 5 min Poisson 1

Noti�
ations

MC Remote Control 100 1 day Poisson 1

Commands

MC Alert 50 1 week Poisson 3

Noti�
ations

4.2 System Model and Problem Formulation

We 
onsider a distribution grid with overhead power lines suspended from utility

poles delivering ele
tri
ity to homes or businesses equipped with SMs. Some utility

poles host DAPs, ea
h of whi
h is wirelessly 
onne
ted to a subset of the endpoints

(SMs) either in a single-hop or multi-hop manner. The multi-hop 
ommuni
ation

utilizes IEEE 802.15.4g [94℄ for 
onne
ting SMs to ea
h other or to the DAPs. We

also assume two types of tra�
 
lasses, namely MC and NC, as listed in Table 4.1,

are passing through the grid. For the MC tra�
, we only 
onsider the events that

are lo
ally and independently from other meters generated.

A

ording to the OpenSG Forum [5℄, reliability is de�ned as the probability that
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a pa
ket 
an su

essfully be re
eived at the destination within its required laten
y.

Therefore, in order to meet the reliability requirements of the smart grid tra�
, both

the route quality in terms of the pa
ket su

ess rate and the probability of ex
eeding

the laten
y requirement over the route should be taken into a

ount. We formulate

the link quality in Se
tion 4.2.1 and the probability of laten
y satisfa
tion for NC

and MC tra�
 in Se
tion 4.2.2. Using these expressions, we formulate the obtained

reliability over a 
ertain route in Se
tion 4.2.3.

4.2.1 Link Quality

The link quality, de�ned as the probability of a su

essful pa
ket transmission on the

link between nodes i and j, is obtained as

1− ǫij = 1−Q(γij), (4.1)

where ǫij is the link pa
ket error rate (PER), γij is the signal-to-interferen
e plus

noise ratio (SINR) and Q maps the SINR to the PER based on the modulation and


oding s
heme. The SINR is given by

γij =
Ptx

(N ′
0 + κ) PL(dij) η δ

, (4.2)

where Ptx is the transmit power, PL is the distan
e-dependent path loss, the variable

dij denotes the distan
e between nodes i and j, η is the fading margin, and N ′
0 =

N0F where N0 and F are respe
tively the re
eiver noise power spe
tral density and

noise fa
tor. The variable κ denotes the interferen
e margin, whi
h a

ounts for the

inter-operator interferen
e when operating in the unli
ensed band or when the same

blo
k of frequen
y is used by other operators or appli
ations as well as 
ell-to-
ell
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interferen
e [34℄. Furthermore, δ is the penetration loss whi
h is present when SMs

are lo
ated inside the building. The pathloss 
omponent PL(dij) depends on the

area type. A

ording to the NIST PAP2 guideline [34℄, the Er
eg SUI propagation

model best emulates the 
hannel propagation for rural and suburban s
enarios. For

urban areas, the ITU-R M.2135-1 (outdoor) and ITU-R M.1225 (indoor) propagation

models are suggested.

4.2.2 Delay Model

The IEEE 802.15.4g MAC proto
ol provides two types of medium a

ess periods,

namely CFP and CAP, within ea
h frame. A node stores the MC and NC tra�


in di�erent queues, and s
hedules the mission-
riti
al tra�
 through the CFPs using

the TDMA s
heme, and the non-
riti
al tra�
 within the CAP time slots using the

CSMA/CA s
heme. We hereafter denote the number of available time slots per frame

in the CFP and CAP by NT and NC, respe
tively.

Let us assume that the tra�
 from ea
h node should be re
eived at the destination

within a time period of L se
onds. In order to 
ompute the probability that an NC

or MC pa
ket 
an be transmitted within this delay requirement, we need to translate

L to its equivalent number of available slots via

9

Ns = (MC or NC) =
L

TF
×NT or NC , (4.3)

where TF is the frame duration in se
onds. As we are dealing with a multi-hop


ommuni
ation system, the 
umulative waiting time during all the hops should be

less than the required laten
y. Let us assume node n is lo
ated at depth Hn of the

network and rhn is the relay node whi
h forwards the message of node n at hop h

9

We assume L is a fa
tor of TF .
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where 1 ≤ h ≤ Hn. To meet the required delay for node n we allow

S =

⌊

Ns

Hn

⌋

(4.4)

time slots to be 
onsumed at ea
h of its forwarding nodes. This 
onservative as-

sumption allows us to guarantee the required reliability. It should be noted that in

pra
ti
e, a larger delay may be 
onsumed at some hop, while the total delay is still

maintained.

There are several 
omponents in
luded in the total pa
ket delay, namely transmis-

sion, queuing, medium a

ess, and propagation delay. Propagation delay is usually

ignored for links with short distan
es [34℄. In the following, we �rst 
ompute the

queuing delay. We then formulate the laten
y requirement that should be met for

QoS satisfa
tion at ea
h hop by dedu
ting the queuing and transmission delay from

the total allowed delay. For the transmission delay, we assume ea
h pa
ket 
an be

transmitted within one time slot. Next, we mathemati
ally derive the probability of

meeting this required delay based on the MAC proto
ol spe
i�
ations of the 802.15.4g

standard.

4.2.2.1 Queuing Delay

For tra
tability of 
omputing the queuing delay, we assume all sour
es generate Pois-

son tra�
, whi
h has been shown to be a su�
iently a

urate approximation for

mixed tra�
 as 
onsidered in our work [23℄. We further assume that the Poisson

tra�
 model also applies to nodes forwarding pa
kets, whi
h is justi�ed if the tra�


load at ea
h node is low [95�98℄ and will also be veri�ed numeri
ally in Se
tion 4.4.3

for typi
al tra�
 s
enarios of our appli
ation. Hen
e, a

ording to the Polla
zek-

78



Chapter 4. Cost-E�
ient QoS-Aware DAP Pla
ement for a Multi-Hop AMI

Khin
hin formula [99℄, the waiting time in time slots is given by

TQx
=

λxs̄2x
2(1− λx

µx
)
, (4.5)

where

λx = σxλ0(Nfx + 1) (4.6)

is the aggregated arrival rate at the node, Nfx denotes the total number of feeding

nodes that are dire
tly or indire
tly 
onne
ted to node x, λ0 is the average tra�


generation rate per node, and σx gives the expe
ted number of times that the pa
ket

should be re-transmitted, whi
h will be 
al
ulated later in this se
tion. µx is the

pa
ket servi
e rate and s̄2x denotes the se
ond moment of the servi
e time for both

NC and MC tra�
, whi
h is given by

s̄2x =
NC +NT

NC or NT

S
∑

k=1

(

Rx(k)−Rx(k − 1)
)

k2, (4.7)

where Rx(k) is the probability that the pa
ket 
an su

essfully be transmitted within

k CAP or CFP slots. Variables µx and Rx(k) are obtained later in this se
tion.

4.2.2.2 Medium A

ess Delay

Consider that rhn has Nrhn neighbours, whi
h we 
olle
t in the set Ψrhn , and let

Prhn = {px : x ∈ Ψrhn} be the probabilities that these neighbours have a pa
ket for

transmission, given by px = λx
µx

[99℄, where λx has been de�ned in (4.6) above, and

µx is the servi
e rate. µx is obtained later in the following se
tion.

Here, we des
ribe how the probability of ex
eeding a 
ertain delay is 
omputed

for the tra�
 generated by node n for the above-mentioned s
heduling s
hemes as a

fun
tion of S and Prhn. In order to in
rease the obtained reliability, for ea
h pa
ket,
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we allow up to NARQ transmission attempts. For 
omputing the probability of not

ex
eeding a 
ertain laten
y for CSMA/CA s
heduling s
heme, we use the analysis

given in [100℄ for 
omputing the probability that the 
hannel is busy and also the

method given in [101℄ for 
omputing the probability that a node senses the 
hannel

at a 
ertain slot k in a 
ertain stage m.

• Non-
riti
al tra�
: Under the slotted CSMA/CA model, ea
h node with

the NC tra�
, at ea
h transmission attempt, would sense the 
hannel at most

M + 1 times. At ea
h sensing stage m = 0, 1, · · · ,M , it sele
ts a random time

slot within the ba
ko� window, Wm, with equal probability. A

ording to the

IEEE 802.15.4g standard, in slotted CSMA/CA model, ea
h node should iden-

tify the 
hannel as idle for two 
onse
utive slots before 
hanging to transmission

mode. If two nodes sense the 
hannel as idle at the same time, there would be

a 
ollision.

Figure 4.1 shows the Markov 
hain model asso
iated with the CSMA/CA pro-


edure. We de�ne α1rhn
as the probability that the 
hannel is busy when sensing

for the �rst time, α2rhn
as the probability that the 
hannel is busy when sensing

for the se
ond time, provided that the 
hannel was idle for the �rst time, and

βrhn = (1− α1rhn
)(1− α2rhn

) (4.8)

as the probability that the 
hannel is determined as idle for two 
onse
utive

time slots. The 
hannel is determined as busy if the 
hannel was idle for two


onse
utive time slots and at least a node had sensed the 
hannel in those slots.
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Figure 4.1: Markov 
hain for the CSMA/CA pro
ess. State (i,m), 1 ≤ i ≤
NARQ, 0 ≤ m ≤ M represents the sensing stage m in the ith transmission attempt,

and (0, 0) is the state of having no pa
kets for transmission. prhn is the probability

that the node has a pa
ket for transmission, βrhn is the probability that the 
hannel is
idle and 1−χrhn is the probability that the pa
ket has su

essfully been transmitted.

Hen
e, the probability of α1rhn
is obtained from [100℄

α1rhn
= (1− α1rhn

)(1− α2rhn
)



1−





∏

x∈Ψrhn

(1− ξx)







 , (4.9)

where ξx is the probability that a neighbour node senses the 
hannel in an

arbitrary time slot. The probability that the 
hannel is determined as busy
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when sensing for the se
ond time, given that the 
hannel was idle for the �rst

time is obtained from [100℄

α2rhn
= (1− α2rhn

)



1−





∏

x∈Ψrhn

(1− ξx)







 . (4.10)

In order to 
ompute ξx, we use the stationary probabilities asso
iated with the

Markov 
hain shown in Figure 4.1. Let π and T respe
tively denote the sta-

tionary distribution ve
tor and transition matrix of this Markov 
hain. Solving

the stationary state equation πT = π subje
t to

∑

j

πj = 1, we 
an 
ompute

the probability that a neighbour node senses the 
hannel in an arbitrary time

slot as

ξx =

NARQ
∑

i=1

M
∑

m=0

πg(i,m)

Wm

, (4.11)

where g(i,m) = (i − 1)(M + 1) + m + 1, πg(i,m) is the probability of being

in sensing stage m in transmission attempt i, and 1
Wm

gives the probability of

sensing the 
hannel in an arbitrary time slot in stage m.

In order to 
ompute the probability that a node 
an transmit its pa
ket within

the required laten
y, we need to 
ompute the probability that the node senses

the 
hannel within the laten
y and also the 
hannel is idle. Let us de�ne θrhn(k)

as the probability that node rhn senses the 
hannel in time slot k and also the


hannel is idle [101℄. Sin
e slot k 
an be sensed at any of the NARQ transmission

attempts and M + 1 ba
ko� stages, θrhn(k) is obtained as

θrhn(k) =

NARQ
∑

i=1

M
∑

m=0

ζrhn(k, i,m) βrhn, (4.12)

where ζrhn(k, i,m) is the probability of sensing the 
hannel at slot k, in sensing
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stagem, in transmission attempt i. The variable ζrhn(k, i,m) is 
omputed based

on the probability of having an unsu

essful transmission attempt (due to either

�nding the 
hannel as busy during all M + 1 ba
ko� stages or due to pa
ket

transmission failure) in one of the previous d slots in the previous try and then

sensing the 
hannel at slot k − d− 2 in the 
urrent try,

ζrhn(k, i,m) =



































k−2
∑

d=3(i−2)+1

M
∑

m′=0

ζrhn(d, i− 1, m′)

∆m′ φrhn(k − d− 2, m), i > 1,

φrhn(k,m), i = 1,

(4.13)

where at least 3 slots are 
onsumed at ea
h attempt (2 slots for sensing and 1

for transmission),

∆m′ =















βrhnχrhn , m′ < M,

βrhnχrhn + (1− βrhn), m′ = M,

(4.14)

and φrhn(k,m) is the probability that node rhn assesses the 
hannel at slot k

in sensing stage m. The value of φrhn(k,m) is also re
ursively 
omputed as a


umulative probability of sensing the 
hannel at slot j in the previous sensing

stage, �nding the 
hannel as busy in either the �rst or se
ond slot and a

ord-

ingly, ba
king o� for k − j slots with probability

1
Wm

in the 
urrent sensing
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stage m [101℄. In other words, φrhn(k,m) 
an be 
al
ulated as

φrhn(k,m) =























































k−1
∑

j=1

φrhn(j,m− 1) α1rhn

1

Wm

+
k−2
∑

j=1

φrhn(j,m− 1) (1− α1rhn
) α2rhn

1

Wm

, m ≥ 1, k ≥ 1,

1
W0

, m = 0, k ≥ 1,

0, k < 1.

(4.15)

Finally, using (4.8)-(4.13), the probability that node rhn 
an su

essfully trans-

mit the pa
ket within the required laten
y is obtained as

Rrhn(S) =

S−TQ−1
∑

k=1

θrhn(k)(1− χrhn), (4.16)

where 1−χrhn is the probability that the pa
ket 
an su

essfully be transmitted,

i.e., the pa
ket transmission does not fail due to a 
ollision (given that the


hannel is determined as idle, at least one other node senses the 
hannel at the

same time as rhn) or due to a link error. It is obtained as

1− χrhn = (1− ǫh)





∏

x∈Ψrhn

(1− ξx)



 , (4.17)

where ǫh is the link PER between rhn and the relay node at the next hop as

de�ned in (4.1).

• Mission-
riti
al tra�
: In this se
tion, we 
ompute the probability that all

the bandwidth requests from the neighbour nodes, 
an be s
heduled within the
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laten
y requirement. A

ording to [34℄, this probability is 
omputed as

Pr(ℓrhn ≤ S) =
S−1
∑

i=0





∑

ψ∈Ψrhn,i

∏

j∈ψ

pj
∏

k∈Ψrhn
\ψ

(1− pk)



 , (4.18)

where ℓrhn is the experien
ed delay at relay node rhn over one transmission

attempt, Ψrhn,i is the set of all subsets of Ψrhn with size i. For Poisson tra�


assumed here, the expression in (4.18) has the 
losed-form solution [102℄

Pr(ℓrhn ≤ S) =

S−1
∑

i=0

1

Nrhn + 1

Nrhn
∑

κ=0

e
j −2πκi
Nrhn

+1

Nrhn
∏

k=1

(

pke
j 2πκ
Nrhn

+1 + (1− pk)
)

, (4.19)

where j is the imaginary unit. Let us de�ne Lrhn,i as the 
umulative sum of

delays over i transmission attempts. We 
an 
ompute the obtained reliability

at hop h after NARQ transmission attempts as

Rrhn(S) =

NARQ
∑

i=1

Pr(Lrhn,i ≤ S − TQ) (ǫh)
i−1 (1− ǫh), (4.20)

where similar to the NC tra�
, the probability of laten
y satisfa
tion at ea
h

attempt 
an be re
ursively 
omputed based on the time that has elapsed in the

previous attempts, i.e.,

Pr(Lrhn,i ≤ S) =
S−1
∑

k=i−1

Pr(Lrhn,i−1 = k) Pr(ℓrhn ≤ S − k), i > 1, (4.21)

where

Pr(Lrhn,i = k) =

k−1
∑

d=i−1

Pr(Lrhn,i−1 = d) Pr(ℓrhn = k − d), i > 1, (4.22)
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and

Pr(ℓrhn = u) =
1

Nrhn + 1

Nrhn
∑

κ=0

e
j
−2πκ(u−1)
Nrhn

+1

Nrhn
∏

k=1

(

pke
j 2πκ
Nrhn

+1 + (1− pk)
)

. (4.23)

• Computing servi
e rates: As mentioned earlier, in order to 
ompute px, we

need to 
ompute the average servi
e rate for the NC and MC tra�
 for node

x. The average servi
e rate for node x 
an be obtained as µx =
1
s̄x
, where s̄x is

the mean pa
ket servi
e time, whi
h is 
al
ulated as

s̄x =























































































1

NC +NT

NT
∑

i=1

i+
M
∑

m=0

(1− βx)
mWm + 2

2
+

M
∑

m=1

(1− βx)
m

(

Wm + 2

2NC

NT

)

+ 1, CSMA/CA,

1

NC +NT

NC
∑

i=1

i+

















1

2

∑

x′∈Ψx∪{x}

λx′
L

Hx

NT

















(NT +NC) +

mod
(

1
2

∑

x′∈Ψx∪{x}

λx′
L

Hx

, NT

)

, TDMA,

(4.24)

that is, for the NC tra�
 s̄x is 
omputed based on whether the pa
ket has ar-

rived during the CFP and a

ordingly, the 
orresponding CFP duration should

be added to the servi
e time. Also, we need to 
onsider the expe
ted time that

is needed for ba
ko� based on the derivation given in [101℄, plus adding another

CFP if the 
hannel is busy and the remaining CAP slots are not su�
ient for

a new ba
ko�. Finally, one time slot is added for pa
ket transmission. For the

MC tra�
, s̄x is 
omputed based on whether the pa
ket has arrived during the

CAP and a

ordingly, the 
orresponding CAP duration should be added to the

servi
e time. Also, we need to 
onsider the expe
ted CFP time that is required
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for serving pa
kets that have been generated by the node and neighbours during

the time period

L
Hx
.

• Computing expe
ted number of retransmissions: The value of σx gives

the expe
ted number of retransmissions that is required for a su

essful trans-

mission of a pa
ket generated by node x, whi
h is lo
ated at hop h. This value

is obtained as [103℄

σx =















1
1−ǫh

, for MC tra�
,

1
(1−χx)(1−(1−βx)M+1)

, for NC tra�
.

(4.25)

4.2.3 Obtained Reliability over the Path

Based on the derivation of reliability for ea
h hop in (4.16) and (4.18), the obtained

reliability over ea
h path 
an be 
al
ulated as

Rn =

Hn
∏

h=1

Rrhn(S). (4.26)

4.2.4 Problem Formulation

In order to 
olle
t the tra�
 from SMs either in a single-hop or multi-hop stru
ture,

aggregators are pla
ed on top of the existing utility poles. The pla
ement should

be 
ondu
ted su
h that 
overage for all automated devi
es is ensured, the required

laten
y for 
riti
al and non-
riti
al tra�
 is satis�ed, and at the same time, a 
ost-

e�
ient infrastru
ture in terms of installation and maintenan
e is obtained.

To formulate the asso
iated optimization problem let us assume N
SM

is the num-

ber of SMs in the area whi
h need to be 
overed and N
poles

is the number of poles

from whi
h a subset should be sele
ted for DAP pla
ement. The binary variable xj
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indi
ates whether a DAP is installed on pole j. Also let the binary variables yij, qii′

and zii′ indi
ate whether an SM i is dire
tly 
onne
ted to the DAP lo
ated on pole

j, whether a node i′ is the immediate parent

10

of another node i, and whether node

i′ is an an
estor of another node i, respe
tively.

Using these variables and the expressions from Se
tions 4.2.1 to 4.2.3, we 
an

formulate the optimization problem for the DAP pla
ement in (4.27) (on the next

page). A

ording to [20, 104℄, DAPs are very 
ostly to be installed. Therefore, in

order to have a 
ost-e�
ient infrastru
ture, we de�ne the obje
tive (4.27a) as the

minimization of the installation 
ost, c
inst

, whi
h we 
onsider linearly proportional to

the total number of DAPs that should be mounted on top of the poles. Assuming

that dis
overing one route is enough for ea
h SM, 
onstraint (4.27b) ensures that it is

either dire
tly 
onne
ted to a DAP or it has an immediate 
onne
tion to another SM,

whi
h be
omes its parent node. Constraint (4.27
) provides the relation between the

parent of a node, qii′ , and its an
estors, zii′ . Constraints (4.27d) and (4.27e) ensure

that only one of the nodes i or i′ 
an be the parent or an an
estor of the other one.

Constraint (4.27f) enfor
es the 
onne
tivity of all nodes to a DAP, via single or multi-

hop 
ommuni
ation. A

ordingly, 
onstraint (4.27g) as previously obtained in (4.26),

ensures the satisfa
tion of the reliability 
onstraint as a 
umulative e�e
t of pa
ket

su

ess ratio and the laten
y requirement for both MC and NC tra�
, where τ is

the spe
i�ed required reliability in per
entage. Constraint (4.27h) ensures that the

aggregated tra�
 from the 
onne
ted nodes to ea
h DAP is less than the o�ered

servi
e rate by the DAP, µ. Constraint (4.27i) ensures that the relation between

DAP sele
tion and pla
ement is maintained, i.e., an SM 
an only be 
onne
ted to a

pole whi
h is sele
ted for DAP installation.

10

Any node whi
h is on the route from the sour
e to the destination is de�ned as the an
estor of

the sour
e. The an
estor node dire
tly 
onne
ted to the sour
e is 
alled the sour
e's parent.
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min

{xj}, {yij}, {qii′}, {zii′}

c
inst

=

N
poles

∑

j=1

xj (4.27a)

Subje
t to

N
poles

∑

j=1

yij +

N
SM

∑

i′=1

qii′ = 1, 1 ≤ i ≤ N
SM

, (4.27b)

qii′ ≤ zii′ , 1 ≤ i, i′ ≤ N
SM

, (4.27
)

qii′ + qi′i ≤ 1, 1 ≤ i, i′ ≤ N
SM

, (4.27d)

zii′ + zi′i ≤ 1, 1 ≤ i, i′ ≤ N
SM

, (4.27e)

N
poles

∑

j=1

yij +

N
poles

∑

j=1

N
SM

∑

i′=1

zii′yi′j = 1, 1 ≤ i ≤ N
SM

, (4.27f)

Ri ≥ τ, 1 ≤ i ≤ N
SM

, for MC and NC, (4.27g)

N
SM

∑

i=1

yijλi ≤ µ, 1 ≤ j ≤ N
poles

, (4.27h)

yij ≤ xj , 1 ≤ i ≤ N
SM

, 1 ≤ j ≤ N
poles

, (4.27i)

xj , yij, zii′, qii′ ∈ {0, 1}, 1 ≤ i, i′ ≤ N
SM

, 1 ≤ j ≤ N
poles

, (4.27j)

A relaxed version of the optimization problem in (4.27) 
an be formulated in

order to obtain a lower bound on the optimal solution of the DAP pla
ement for a

given s
enario. In parti
ular, we 
an assume perfe
t links by setting ǫh = 0 for all

links in (4.16) and (4.20) when 
al
ulating the reliability 
onstraint (4.27g), whi
h

also means that all SMs are 
onne
ted to DAPs through single hops. Hen
e, we 
an

eliminate variables qii′ , zii′ and drop the 
onstraints (4.27
)-(4.27f). This lower bound

only addresses the laten
y 
onstraints (4.16) and (4.19). The resulting problem is still

an IP problem, however, it 
an be solved as follows. The laten
y 
onstraint (4.27g) in

the resulting problem is equivalent to the system of exponential equations (4.8)-(4.16)

for CSMA/CA and (4.19) for the TDMA whi
h 
an be solved using a numeri
al solver

by assuming 
ontinuous variables. The solution obtained from solving these system of
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Figure 4.2: Sample s
enario for illustration of the steps of the heuristi
 algorithm.

(a) First phase pole sele
tion, (b) Se
ond phase - step I, with initial shortest paths

(LRSM denotes an SM whi
h experien
es low reliability) and se
ond phase - step

II (DAP lo
ations have not been 
hanged in this 
ase), (
) Se
ond phase - step III,

pla
ing a new DAP at (−0.1,−0.8) and re-running se
ond phase - step I for re-


onstru
ting the tree, and se
ond phase - step II, relo
ating ea
h aggregator 
loser

to the 
enter-point of its 
urrent 
luster members (the new aggregator is moved to

(−0.07,−0.8)).

equations gives the maximum number of nodes that 
an be 
onne
ted to a DAP su
h

that laten
y 
onstraints are met, Nlat. Then, the optimal solution to the relaxed

optimization problem is obtained by ⌈NSM

Nlat
⌉. This lower bound 
an be used as a

ben
hmark for evaluating the performan
e of our heuristi
 algorithm derived in the

next se
tion.
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4.3 DAP Pla
ement Algorithm

The optimization in (4.27) is an IP problem and dire
tly solving it has an exponential

time 
omplexity with regards to the problem size, i.e., number of variables and 
on-

straints [105℄. Optimization solvers su
h as CPLEX [17℄ and GLPK [18℄ employ the

bran
h and 
ut method for solving IP problems. However, the 
omplexity of su
h al-

gorithms is still high and exponential in the worst 
ase s
enario. Therefore for large

networks, a lower 
omplexity algorithm is desired [12, 13, 106℄. In this se
tion, we

propose a new heuristi
 algorithm, whi
h is partly inspired from [15℄ and [12℄, where

a greedy approa
h is used for identifying potential lo
ations for relay pla
ement. In

order to address the QoS requirements, we 
onsider a se
ond phase for the algorithm

as des
ribed later in this se
tion. We later on, through the results presented in Se
-

tion 4.4, show that our proposed algorithm 
an provide a good solution to the DAP

pla
ement problem with a relatively low 
omputational 
omplexity.

The proposed DAP pla
ement algorithm 
onsists of two phases. In the �rst phase,

we address the obje
tive (4.27a) through approximating the minimum required num-

ber of aggregators and their initial lo
ations. This is done through sele
ting poles

that 
over the largest number of un
overed SMs through multi-hop 
ommuni
ation

as per (4.27b)-(4.27f)

11

. In the se
ond phase, based on the initial lo
ation of DAPs,

we explore shortest path routes for the SMs to 
onne
t them to the DAPs and en-

sure that their network 
overage, and QoS and 
apa
ity requirements as per (4.27g)

and (4.27h) are maintained.

11

We note that if the lo
ations of some of the DAPs had already determined, their 
orresponding

values for x in the optimization problem 4.27 should be 
onsidered as 1. A

ordingly, in the �rst

phase of our heuristi
 algorithm, these lo
ations should be 
onsidered as part of the potential pole

lo
ations for DAP pla
ement.
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4.3.1 Phase 1: Pole Sele
tion

In this phase, through a greedy approa
h, we sele
t the poles that have the largest

number of 
onne
tivities to the un
overed SMs as 
andidates for DAP installation. In

order to identify the set of SMs that 
an be 
overed by a 
ertain pole through multi-

hop 
ommuni
ation as per (4.27b)-(4.27f), we 
onstru
t a k-dimensional (KD) tree

12

over the set of SMs and perform range sear
h operations, 
onsidering the e�e
tive


overage range of poles and SMs, d
smax

and d
pmax

.

We repeat the above step for the remaining SMs that are not yet 
onne
ted to

a sele
ted pole until all SMs are 
onne
ted to a DAP or there is no solution for the

remaining nodes, i.e. there is no pole or SM in their 
ommuni
ation range.

4.3.2 Phase 2: Tree Constru
tion

In this phase, we 
onne
t endpoints to the aggregators that have been sele
ted in

phase 1 and ensure that the 
apa
ity and QoS requirements (4.27g) and (4.27h) are

satis�ed. We perform the following steps.

Step I (route dis
overy): We use the Dijkstra algorithm to 
onne
t ea
h SM

through single or multi-hop 
ommuni
ation, to the DAP that its 
apa
ity has not yet

ex
eeded as per (4.27h) and also results in obtaining the maximum pa
ket su

ess

12

A KD tree is a data stru
ture for organizing k-dimentional data points in a binary sear
h

tree [107℄. Performing range sear
h operation over this tree (data stru
ture) helps to identify the

set of nodes that are in the 
ommuni
ation range of 
ertain lo
ations.
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rate. To this end, we use the link PERs obtained from (4.1) and (4.2) via

13

cij = log

(

1

1− ǫij

)

as the link 
osts. This step determines the 
lusters, i.e., the set of SMs that are


onne
ted to ea
h DAP.

Step II (relo
ating ea
h aggregator to the 
enter-point of its 
luster

members): As the �rst phase of the algorithm only addresses the 
overage 
on-

straint, in this phase we move ea
h DAP to the pole nearest to the 
enter-point of

its 
luster members, so that on average fewer hops would be required for SMs within

the 
luster to a

ess the DAP and a

ordingly, a better reliability 
an be provided for

them. Note that all the SMs should be able to 
onne
t to the newly sele
ted lo
ation

for the DAP, otherwise, this re-lo
ation would not be 
ondu
ted.

Step III (adding new aggregators): In this step, we 
ompute the obtained

reliability as per (4.27g) for all the nodes and dis
onne
t those that experien
e low

reliability for either of their MC or NC tra�
. Then, we re-run the �rst phase

of the algorithm for �nding new aggregators for 
overing the dis
onne
ted nodes.

As there might be some already 
onne
ted nodes whose reliability would improve

if they 
onne
ted to the newly added aggregators, we repeat the se
ond phase of

the algorithm over the whole set of SMs in order to re-
onne
t them to the new set

of DAPs. Adding new aggregators 
an only in
rease satisfa
tion of the reliability


onstraint, and thus this step is re-iterated until the required reliability is met for all

13

We note that sin
e in the �rst phase of the algorithm, the lo
ations of the DAPs are sele
ted


onsidering only the network 
overage and the laten
y is ensured in the last phase of the algorithm,

it may lead to sele
ting few DAPs more than what is ne
essary. The reason that we have not


onsidered laten
y in the �rst phase of the algorithm is be
ause the network load impa
ts the

experien
ed laten
y and for tra
king the laten
y, we need to 
onne
t nodes one by one. This by

itself adds a fa
tor of O(NSM) to the run-time 
omplexity of the algorithm, whi
h makes it impossible

to e�e
tively solve the problem for large-s
ale s
enarios.
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nodes or no solution 
an be found (i.e., no solution exists for meeting the required

reliability).

Figure 4.2 shows an example of the phases of our algorithm in an SGCN with

425 SMs and 45 poles. The SMs are shown as 
ir
les, poles are marked with 
rosses

and the sele
ted DAPs are represented as squares. As it 
an be seen, the �rst phase

of the algorithm sele
ts three poles for DAP installation (Figure 4.2(a)). The se
-

ond phase of the algorithm 
onstru
ts initial shortest paths for all the nodes and


omputes their obtained pa
ket su

ess ratio and reliability. We 
an observe that

13 nodes be
ome dis
onne
ted during step III of phase 2 (marked as larger (green)


ir
les in Figure 4.2(b)) as their obtained reliability with the 
urrent set of DAPs

is less than the spe
i�ed reliability of τ = 98%. Then, through repeating the �rst

phase of the algorithm, a new pole is sele
ted for the DAP pla
ement (new DAP in

Figure 4.2(
)) and steps I and II of the se
ond phase are repeated for re
onstru
ting

the shortest paths and moving poles to the 
enter-point of their 
urrently allo
ated


luster members.

We now provide details on the performan
e of the proposed algorithm in terms

of optimality and 
onvergen
e speed.

4.3.3 Optimality Analysis

The DAP pla
ement is an instan
e of the set 
over problem [108, Theorem1℄ and we

have applied a greedy approa
h for solving it. It is well-known that the approximation

fa
tor of greedy algorithms for solving a set 
over problem in the worst-
ase s
enario

is ln(N), where N is the number of nodes to be 
overed [108℄. Moreover, there is no

approximation algorithm that 
an provide a signi�
antly better approximation fa
tor

than what is provided by a greedy algorithm for solving a set 
over problem [109℄.
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Therefore, the solution provided by the proposed heuristi
 algorithm in the worst


ase di�ers from the optimal solution by a fa
tor of ln(NSM), and this is the best

approximation fa
tor that a polynomial solution 
an a
hieve.

4.3.4 Convergen
e Analysis

A

ording to the global 
onvergen
e theorem, an algorithm 
onverges to a desired

solution if we 
an de�ne a des
ent fun
tion on the solution set [110℄. Sin
e in ea
h

iteration of our algorithm, the number of nodes that are not 
overed by a DAP are

de
reasing (adding new DAPs improves the experien
ed reliability), we 
an 
on
lude

that our algorithm 
onverges.

In terms of the 
onvergen
e ratio, assume rk is the number of DAPs in the kth

iteration of the algorithm, and r∗ is the number of DAPs when the algorithm 
on-

verges. Sin
e in our algorithm, ν

onv

= limk→∞
rk+1−r∗

rk−r∗
is a value between 0 and 1

(as the distan
e to the required number of DAPs is de
reasing), a

ording to [111℄

we 
an 
on
lude that the algorithm linearly 
onverges to the desired solution with

ratio ν

onv

. The value of ν

onv

is di�erent for di�erent s
enarios. For a smaller value

of ν

onv

, the algorithm 
onverges faster.

4.4 Numeri
al Results and Dis
ussion

In this se
tion, we test our proposed DAP pla
ement algorithm using realisti
 smart

meter and pole lo
ations information from the area of Kamloops, BC, Canada.
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Table 4.2: Simulation parameters [6, 70℄.

Parameter Value Parameter Value

Req. reliability, τ 90% PL model Er
eg Type B

SM height 2 m DAP height 10 m

NARQ 4 Modulation and QPSK

Noise Fa
tor (F ) 7 dB 
oding s
heme (MCS) 
ode rate of

3
4

Interferen
e Margin (κ) 6 dB Fading Margin (η) 12.3 dB

Transmission power (P
tx

) 30 mW Re
eiver Noise PSD (N0) −174 dBm/Hz

4.4.1 Simulation Settings

Table 4.2 summarizes the parameters we have used for running our simulations. Fig-

ure 4.3(a) presents the geographi
al lo
ations of SMs and poles over the map of Kam-

loops, BC, Canada. The SMs and poles are marked with blue 
ir
les and magenta


rosses, respe
tively. It is important to note that the poles are mostly aligned with

the roads on the map and their lo
ation do not follow a uniform-random distribution

model. As suggested in [6℄, the Er
eg Type B best models the signal propagation for

the smart grid infrastru
ture in rural and suburban areas. Therefore, we have used

this model for emulating the pathloss in the 
onsidered Kamloops suburban area,

whi
h is a hilly environment with light to moderate number of trees. The area size

is 20 × 2 km

2
whi
h in
ludes 8053 SMs and 776 poles. The tra�
 spe
i�
ations are

derived from [5℄ as presented in Table 4.1 in Se
tion 4.2.
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Figure 4.3: (a) The geographi
 lo
ation of smart meters and poles in the Kamloops

suburban area. (b) Results of the proposed DAP pla
ement algorithm for the Kam-

loops s
enario. The red and 
yan squares show the poles that are sele
ted for DAP

pla
ement respe
tively in the �rst and se
ond phase of the algorithm. The green


ir
les show the low-reliability SMs (LRSMs) for whi
h the poles in the se
ond phase

were added. The larger (orange) 
ir
le identi�es the 19 SMs that are not 
onne
ted

to any DAP.

4.4.2 Performan
e Comparison with CPLEX

We �rst 
ompare the optimality and 
omplexity of our devised algorithm with the

results obtained based on the CPLEX software for solving (4.27)

14

. To this end, sin
e

14

We have used the CPLEX software for �nding optimal solutions to our IP problem using the

bran
h and 
ut algorithm. For 
ases with large number of variables and 
onstraints, sub-optimal
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CPLEX is not able to solve the large-s
ale s
enarios, we sele
t smaller s
ale s
enarios


onsidering di�erent area densities from the Kamloops s
enario. The performan
es of

our algorithm and the CPLEX software are 
ompared in Table 4.3. As the number of

aggregators indi
ates the optimization obje
tive, we 
an observe that our algorithm

returns near-optimal results and at the same time, our algorithm o�ers mu
h lower

run-time 
omplexity and memory requirement. We further observe from Table 4.3

that more aggregators are required for the s
enarios with lower SM density.

solutions 
an be obtained by de�ning additional bounds to the bran
hes with depth larger than a


ertain threshold. One of the pioneer works for automati
 
on�guration of the features of the IBM

CPLEX software in order to improve the run-time 
omplexity of the asso
iated heuristi
 algorithms

has been 
ondu
ted by Hutter et al. [112℄. In parti
ular, they have proposed two automati
 
on�g-

uring algorithms namely Basi
ILS and Fo
usedILS that are trained by 50 instan
es of the problem.

The best 
on�guration whi
h results in low run-time 
omplexity is sele
ted for �nding solutions for

larger s
ale s
enarios.
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Table 4.3: Comparing the optimality and 
omplexity of proposed DAP pla
ement algorithm and CPLEX for solving

problem (4.27) for several small-s
ale s
enarios within Kamloops

S
enario Method Memory (MB) Time (s) Number of Number of Max.

Iterations Aggregators hops

47 SMs 358.2

43 Poles CPLEX 4487 Variables 25.0 NA 4 2

Rural (23.5 SMs (13009 6746 Constraints

per km

2

) Non-zero 
oe�s.)

47 SMs 5.0

43 Poles DAP pla
ement 0.7 4.3 First phase 1 4 2

Rural (23.5 SMs algorithm 0.7 Se
ond phase

per km

2

)

60 SMs 481.1

9
9
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12 Poles CPLEX 4124 Variables 77.0 NA 1 10

Suburban (155.2 SMs (12942 7841 Constraints

per km

2

) Non-zero 
oe�s.)

60 SMs 6.1

12 Poles DAP pla
ement 0.9 5.1 First phase 2 2 6

Suburban (155.2 SMs algorithm 1.0 Se
ond phase

per km

2

)

74 SMs 1094.6 1860.0

37 Poles CPLEX 9554 Variables (Stopped at NA 1 5

Suburban (513.9 SMs (34290 15140 Constraints 6% optimality gap)

per km

2

) Non-zero 
oe�s.)

74 SMs 7.3

37 Poles DAP pla
ement 1.2 6.5 First phase 1 1 5

1
0
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Suburban (513.9 SMs algorithm 0.8 Se
ond phase

per km

2

)

161 SMs 854.3

24 Poles CPLEX 38117 Variables 840.0 NA 1 6

Urban (958.3 SMs (135888 64335 Constraints

per km

2

) Non-zero 
oe�s.)

161 SMs 14.3

24 Poles DAP pla
ement 2.3 10.3 First phase 1 1 6

Urban (958.3 SMs algorithm 4.0 Se
ond phase

per km

2

)

1
0
1
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Figure 4.4: Comparison of the analysis and simulation for the probability of delay

satisfa
tion as a fun
tion of deadline.

4.4.3 Validation of the Delay Model

In order to validate our assumptions and delay model derived in Se
tion 4.2, we use

the NS-3 software [43℄ to simulate the SM-to-relay transmissions in the Kamloops

s
enario. Ea
h SM generates pa
kets based on the tra�
 
lasses listed in Table 4.1.

We measure the total delay experien
ed by ea
h pa
ket as the di�eren
e between the

time it is su

essfully re
eived by the destination and its generation time. Figure 4.4


ompares the empiri
al delay distribution with the analyti
al probability of delay

satisfa
tion for the pa
kets that have been generated from an SM, whi
h has 124

feeding nodes and 126 neighbour nodes. Nine of the neighbours have respe
tively

1244, 330, 319, 233, 108, 58, 53, 26, 5 feeding nodes and the other 117 nodes do not

have any. As it 
an be seen from Figure 4.4, the probability of laten
y satisfa
tion

obtained from simulations 
losely mat
hes the values obtained from the analysis in

Se
tion 4.2.2. This veri�es that the assumptions made in the system model are valid
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for the tra�
 
lasses listed in Table 4.1. Spe
i�
ally, under the mixed tra�
 model

the distribution of pa
ket generations in ea
h SM 
an be well approximated with a

Poisson distribution, and the distribution of pa
ket arrival in the forwarding nodes


an be also assumed to follow a Poission distribution.

4.4.4 Number of DAPs

Figure 4.3(b) shows the result of the DAP pla
ement algorithm for the whole Kam-

loops s
enario. In the �rst iteration of the algorithm, 19 poles, marked with red

squares, are sele
ted for DAP pla
ement su
h that the network 
overage 
an be en-

sured. In the next 3 iterations, 6 additional poles, marked with 
yan squares, are

added in order to enfor
e the required reliability for the SMs that do not satisfy the

reliability requirement. These SMs are marked with green 
ir
les in the �gure. For

the 19 SMs whi
h are lo
ated in the same building at lo
ation (−1.0, 0.35), there is

no 
onne
tivity solution, as there is no pole or SM in their 
onne
tivity range.

Figure 4.5 
ompares the result of our heuristi
 algorithm with the lower bound

on the required number of DAPs whi
h only addresses the laten
y 
onstraint, as

explained in Se
tion 4.2.4. On the x-axis of this �gure, the number of SMs and poles

are shown in separate lines. The s
enarios shown in 
olumns 1-7 are from the smaller

s
ale s
enarios in Kamloops, and s
enarios 8 and 9 are taken from two other rural

and suburban lo
ations in BC, Canada. S
enario 10 illustrates the entire Kamloops

s
enario. We 
an observe from Figure 4.5 that the solution of our heuristi
 algorithm

is relatively 
lose to the lower bound, whi
h suggests that it is not far from the

optimal solution. For example, for the Kamloops s
enario with 8053 SMs, the ratio

between the obtained solution by our heuristi
 (25 DAPs) and the lower bound (19

DAPs) is mu
h less than the worst-
ase approximation fa
tor (ln(8053) ≃ 9).
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Figure 4.5: Comparison between the heuristi
 solution and the lower bound. For

ea
h s
enario, the number of SMs and poles are shown in separate lines on the x-axis.

4.4.5 Conne
tions per Pole

Figure 4.6 shows the empiri
al 
umulative distribution fun
tion (CDF) of the number

of 
onne
tions to the DAPs for the Kamloops s
enario. It is observed that around

80% of the DAPs have less than 623 SM 
onne
tions. We also note that about 35%

of the DAPs have less than 5 
onne
tions whi
h is due to the several rural areas

with sparse lo
ation of smart meters, e.g. for x < −6.0 in Figure 4.3. To redu
e the

number of DAPs with few 
onne
tivities, the installation of range extenders would

be bene�
ial.
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Figure 4.6: CDF of total number of 
onne
tions to DAPs (the mean value is 322).
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Figure 4.7: CDF of the number of hops (the mean value is 3.2).
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4.4.6 Number of Hops

Figure 4.7 shows the distribution of the number of hops for SM-DAP 
onne
tions

in the network for the Kamloops s
enario. As 
an be seen, around 22% of the

nodes are dire
tly 
onne
ted to DAPs, and 90% of the nodes are within a 6-hop


onne
tivity from a DAP. For the farther nodes, our algorithm ensures that their

obtained reliability is still within what is required. This shows the �exibility of our

algorithm 
ompared to [15℄ and [19℄, where they address laten
y through 
onsidering

a �xed number of hops, while our algorithm sele
ts the DAP lo
ations and number

of hops based on the network topology, SM to SM and SM to pole distan
es and

number of 
ompetitors at ea
h hop. The dynami
 sele
tion of number of hops based

on these parameters makes it possible to a

ess farther SMs with the lowest number

of DAPs, without 
ompromising the required laten
y.

4.4.7 Queuing Delay

Figure 4.8 shows the CDF of the queuing delays observed for the mission-
riti
al and

non-
riti
al tra�
 for the Kamloops s
enario. The maximum queuing delay observed

for mission-
riti
al tra�
 is 0.1857 ms and the maximum queuing delay observed for

non-
riti
al tra�
 is 0.30 ms. The small queuing delay observed is due to the low

data rate at the nodes.

4.4.8 Complexity Analysis

4.4.8.1 Proposed algorithm

Here we estimate the 
omplexity of ea
h step in our algorithm to derive its overall


omplexity.
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Figure 4.8: CDF of queuing delay for the MC and NC tra�
.

KD tree 
onstru
tion and range sear
h: In the �rst phase of our pla
ement

algorithm, we use the KD tree data stru
ture for storing SM lo
ations. Then, we

perform a range sear
h operation over this tree in order to identify the set of SMs

whi
h are in the 
ommuni
ation range of a 
ertain pole. The runtime and memory


omplexity of KD tree 
onstru
tion are respe
tively O(NSM log(NSM)) and O(NSM).

The range sear
h operation 
omplexity is O(Npoles log(NSM)).

Shortest path: In order to identify optimal routes for ea
h SM, shortest paths

are 
onstru
ted from ea
h DAP using the Dijkstra algorithm. The asso
iated time

and memory 
omplexity are O(N2
SM) and O(N2

SM), respe
tively.

Sin
e the shortest-path sear
h has the higher 
omplexity of the above two steps,

the total algorithm run-time and memory 
omplexities are of the orders ofNDAPO(N2
SM)

and NDAPO(N2
SM), respe
tively. For the spe
i�
 Kamloops s
enario with 8053 SMs
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onsidered above, we measured a memory usage of 83 MB.

4.4.8.2 CPLEX

CPLEX uses a bran
h and 
ut algorithm for �nding the optimal solution to the IP

problem. In the worst 
ase, the 
omplexity of su
h an algorithm is exponential,

and the a
tual mean time-
omplexity depends on many fa
tors and is evaluated

empiri
ally [113, 114℄. Another limiting fa
tor when optimization solvers are used

for solving IP problems is the required RAM. A

ording to [115℄, for every 1000


onstraints, at least 1 MB RAM is required by CPLEX in order to solve an IP

problem. Sin
e the presented DAP problem in (4.27) 
onsidering 8053 SMs and

776 poles has around 140,000,000 
onstraints, an estimated 140 GB RAM would be

needed to solve it by CPLEX.

4.4.9 Comparison with Other Works

In this se
tion, we 
ompare the optimality and time-
omplexity of our algorithm

with the work presented in [20℄ and [87℄. For a fair 
omparison with [20℄, we limit

the number of hops to H = 4 and 
ompare the solution of our algorithm with the

se
ond s
enario in [20, Table II℄ that has a similar number of SMs and poles as the

Kamloops s
enario. We observe from our simulations results, whi
h are omitted here

due to spa
e 
onstraints, that our algorithm �nds a more 
ost-e�
ient solution as it

only sele
ts 37 out of 776 poles and ensures 
overage and laten
y 
onstraints, while

the algorithm from [20℄ sele
ts 426 poles for DAP pla
ement and only ensures SM


overage. Furthermore, the 
omplexity of their algorithm is higher. In parti
ular, the

method from [20℄ requires to 
al
ulate the multi-hop 
onne
tivity matrix as part of

the pre-pro
essing method, whi
h has a 
omputational 
omplexity of H ·O((N
poles

+
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N
SM

)3). Then, the 
overage matrix is passed to the GLPK software for obtaining the

minimum number of 
over sets, whi
h in the worst-
ase s
enario has a 
omplexity

of O(2(Npoles

+N
SM

)). When the network be
omes large, their heuristi
 algorithm breaks

the area into smaller squares whi
h 
an be handled by the optimizer. Their post-

optimization step involves merging the solution of smaller squares, solved by GLPK

software, by removing the redundant poles lo
ated in square edges. This step has

the 
omplexity of O(N
SM

N2
poles

). In terms of the memory 
omplexity, the method

from [20℄ would require 2-306 MB depending on the sele
ted square size.

Referen
e [87℄ utilizes the divide and 
onquer algorithm for identifying the set of

SMs that 
an relay tra�
 in an AMI. In the pro
edure of relay sele
tion, the maxi-

mization of QoS is 
onsidered in the obje
tive by minimizing pa
ket loss and average

laten
y, whi
h are 
al
ulated based on the link distan
e and M/D/1/k queueing the-

ory. The algorithm fo
uses on single-hop 
onne
tivity of endpoints to the aggregator

and �nally, 
onne
ts every 10-15 endpoints to one aggregator. This is not a feasible

solution in pra
ti
e, sin
e at least around 533 aggregators would then need to be

installed and maintained.

4.5 Con
lusion

In this 
hapter, the problem of DAP pla
ement for an AMI with overhead power

lines has been investigated. We proposed a mutli-phase heuristi
 algorithm for se-

le
ting the optimized pole lo
ations for DAP pla
ement su
h that smart grid QoS

requirements 
an be met. We maximized the obtained reliability for the smart grid

tra�
 through dis
overing routes with minimum pa
ket error rates and s
heduling

the mission-
riti
al and the non-
riti
al tra�
 using TDMA and CSMA/CA proto-


ols, respe
tively. The probability of ex
eeding a 
ertain laten
y is 
omputed based
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on the spe
i�
 
hara
teristi
s of these two proto
ols. Comparing the results of our

algorithm with the literature and solutions obtained by the IBM CPLEX software

for small-s
ale examples, we believe that our algorithm is 
ompetitive in terms of

performan
e for the problem at hand, albeit at mu
h lower 
omplexity. The 
om-

plexity advantage allows us to su

essfully ta
kle larger-s
ale problems as shown in

this 
hapter.
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Chapter 5

Network Planning for Smart Utility

Networks Using PLC

5.1 Introdu
tion

In order to fa
ilitate 
ommuni
ation within the AMI, several solutions su
h as long-

range wireless te
hnologies, e.g., WiMAX and 
ellular networks [24, 53, 116℄, short-

range low-data rate wireless te
hnologies, su
h as IEEE 802.15.4g SUN te
hnology [94℄

and Wi-Fi [117℄, and wired solutions su
h as Ethernet [49,54℄ and PLC [54,118,119℄

have been employed. Among the wired 
ommuni
ation te
hnologies, PLC has the

advantage that the required 
able infrastru
ture is already in pla
e, whi
h greatly

redu
es installation 
ost and also allows for an easier a

ess to remote areas.

The pla
ement of intermediary DAPs between the SMs and the utility 
ontrol


enter is ne
essary in order to avoid the high possibility of 
ongestion between the

tra�
 �ows generated from thousands of SMs. The pla
ement of DAPs is also helpful

for de
reasing the distan
e to the utility 
ontrol 
enter and 
onsequently, a
hieving

a higher pa
ket su

ess ratio and throughput at the SMs.

In the PLC AMI, DAPs are installed on the distribution transformers residing on

utility poles or pad-mounted transformers when respe
tively an overhead or under-

ground power line infrastru
ture is used [120℄. In North Ameri
an 
ountries, only a

few SMs are served by a single distribution transformer and it would be 
ostly to in-
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stall DAPs on all of them. To redu
e the installation and maintena
e 
ost, DAPs are

pla
ed on the medium-voltage side of a distribution transformer so that SMs served

by other transformers 
an share the same DAP [118, 120, 121℄. The sele
tion of the

lo
ation of these DAPs is 
riti
al so as to meet the QoS requirements asso
iated with

the di�erent tra�
 types, namely, regular meter reading, alert noti�
ations, power

quality and on-demand meter reading [6,21,70℄. In parti
ular, the lo
ation of DAPs

a�e
ts the number of hops and 
ontenders that data tra�
 from ea
h SM would

experien
e when a

essing the 
ommuni
ation medium.

Although the problem of data 
olle
tor pla
ement for smart grids has been inves-

tigated in several papers, there are only a few whi
h designed the AMI based on QoS

requirements. In [8℄, the authors developed a geneti
 based algorithm for a single-

hop AMI. They 
onne
t SMs to the DAPs through the IEEE 802.15.4g te
hnology

and s
hedule all the tra�
 through a TDMA s
heduling s
heme, whi
h limits the

number of nodes that 
an a

ess the medium and the network utilization. In [87℄,

the authors proposed a divide-and-
onquer solution for optimally pla
ing DAPs in a

single-hop AMI. They designed the AMI based on the maximization of the obtained

QoS but not its satisfa
tion, whi
h leads to an overdesign in terms of number of

DAPs. In [122℄, the authors investigated whi
h network nodes should be 
hosen for

a

ess point installation in a medium voltage distribution network based on PLC

su
h that the 
apa
ity and link quality requirements 
an be maintained. However,

laten
y requirements have not been taken into a

ount. The authors in [123℄, based

on several experiments, proposed a general guideline for designing the AMI based

on PLC te
hnology. They pla
e DAPs in se
ondary substations and use narrowband

PLC over the low-voltage distribution grid for 
onne
ting SMs to the DAPs. In

order to meet laten
y requirements, they limit the maximum number of hops to a
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ertain limit. However, limiting the maximum number of hops only addresses the

transmission delay but not the medium a

ess delay.

In our previous works [124℄ and [104℄, we have developed a heuristi
 algorithm for

pla
ing the DAPs on top of the existing utility poles for a large-s
ale wireless AMI.

In parti
ular, we have assumed SMs are equipped with SUN mesh te
hnology and

transmit their tra�
 to the DAPs using multi-hop 
ommuni
ation. We note that

the model derived for SUN in [124℄ and [104℄ 
an not dire
tly be applied to a PLC-

AMI be
ause of the di�erent physi
al and MAC layer properties of the wireless and

wired te
hnologies. In parti
ular, the transmission and propagation properties are

di�erent in SUN and PLC. Moreover, unlike SUN, the PLC te
hnology 
onsidered in

this work a

ommodates tra�
 priorities when s
heduling tra�
 through CSMA/CA,

whi
h requires a 
ompletely di�erent analysis for the medium a

ess delay.

In this 
hapter, we 
omplement the analyses and designs presented

in [8, 87, 104, 122�124℄. We study the design of an AMI infrastru
ture using the pop-

ular PRIME PLC te
hnology [29℄ for the aggregation of SM tra�
 in DAPs, whi
h


an be pla
ed on pad-mounted or overhead transformers. Multi-hop 
ommuni
ation

is enabled to a

ess distant nodes in the network and to redu
e the required number

of DAPs [125℄. We derive an analyti
al model for 
omputing the obtained reliabil-

ity 
onsidering the priority-based CSMA/CA MAC s
heme in the PRIME standard.

Based on this model, we formulate an optimization problem for obtaining the mini-

mum number of DAPs and their lo
ations while meeting the reliability requirement.

We then propose a heuristi
 method for �nding a solution to the NP-hard optimiza-

tion problem in large-s
ale AMI s
enarios.

The remainder of this 
hapter is organized as follows. We �rst present the system

model in Se
tion 5.2 and then formulate the probability of laten
y satisfa
tion based
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on the PRIME CSMA/CA MAC pro
edure in Se
tion 5.3. As the problem of op-

timal DAP pla
ement with the QoS 
onstraint is a non-linear integer programming

problem and is NP-hard, we apply a heuristi
 method and formulate the simpli�ed

network planning optimization problem in Se
tion 5.4. In Se
tion 5.5, we test our

proposed optimization approa
h on realisti
 s
enarios, where SMs and network nodes

lo
ations are obtained from BC Hydro, a Canadian power utility 
ompany. Numer-

i
al results show that our approa
h 
an e�
iently 
ompute the minimum required

number of DAPs and their optimized lo
ations while ensuring the satisfa
tion of the

QoS requirements for the SM tra�
.

5.2 System Model

In this se
tion, we �rst des
ribe all the assumptions that we have 
onsidered for

the power grid infrastru
ture, as well as for the tra�
 model in Se
tion 5.2.1. Next

we elaborate the di�eren
es that exist between CSMA/CA pro
edures of the IEEE

802.15.4g standard and PRIME in Se
tion 5.2.2. We note that the 
omponents of

the PLC module that we have developed for estimating the 
hannel behaviour and

SINR within the PLC networks are explained in Appendix B.

5.2.1 Power Grid Infrastru
ture and Tra�
 Assumptions

We 
onsider a power grid infrastru
ture with N
SM

SMs and N
tr

pad-mounted or

overhead transformers that are 
onne
ted together through an existing power line

network. We assume that the 
ommuni
ation between SMs and DAPs are 
ondu
ted

through PRIME PLC te
hnology in a single-hop or multi-hop manner. PRIME te
h-

nology operates within the frequen
y band from 41 kHz to 471 kHz. This bandwidth

is separated into eight sub
hannels. Ea
h devi
e may 
ommuni
ate over one or Nch
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of these sub
hannels. The transmission over ea
h sub
hannel is 
ondu
ted through

97 equally spa
ed sub
arriers using OFDM [29℄.

We assume ea
h SM, whi
h operates either as a sour
e or a relay node, forwards

P di�erent tra�
 �ows, ea
h based on a Poisson arrival pro
ess [126℄. A lower value

of p ∈ {1, 2, . . . , P} is given to the tra�
 that has a higher priority. The assumption

that the tra�
 arrival at ea
h intermediary SM follows a Poisson pro
ess is justi�ed

when the tra�
 load at ea
h tra�
 
lass is low [95�98℄. The tra�
 �ows need to

be 
olle
ted by DAPs that are pla
ed with sele
ted transformers. We assume that

DAPs with overlapping 
overage use di�erent 
hannels for 
ommuni
ation [123℄. As

dis
ussed in [123℄, this assumption is pra
ti
al for PLC and has the bene�t of avoiding


o-
hannel interferen
e and tra�
 
ongestion between DAPs.

As di�erent tra�
 �ows have di�erent reliability requirements, we use the priority-

based CSMA/CA proposed in PRIME for s
heduling the tra�
. Here, we assume all

nodes 
onne
ted to the same DAP are within the sensing range of ea
h other. This

assumption helps us to avoid the hidden node problem. We should note that the

required SINR for dete
ting a 
arrier is mu
h less than what is required for de
oding

a pa
ket 
orre
tly. A

ordingly, as also 
on�rmed through our simulations, even the

nodes that require multi-hop a

ess 
an dete
t the 
arrier of other nodes.

In PRIME, time is divided into abstra
t units whi
h are 
alled frames and ea
h

frame is divided into smaller units whi
h are 
alled time slots. The CSMA/CA ba
k

o� pro
edure is 
ondu
ted based on the 
on
epts of these time slots. A

ordingly, in

the next se
tions, all the time-related variables are derived in units of time slots.
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5.2.2 Comparing the CSMA/CA Pro
edures of the IEEE

802.15.4g standard and PRIME Spe
i�
ations

As 
an be seen from the CSMA/CA pro
edures des
ribed in Se
tions 1.3.1 and 1.5.1,

the CSMA/CA s
heduling s
heme in the PRIME te
hnology has several di�eren
es


ompared to the the IEEE 802.15.4g standard. First, a di�erentiated a

ess has

been de�ned in PRIME for tra�
 with di�erent priorities. Tra�
 
lasses with lower

priorities should wait longer to a

ess the medium. Se
ond, ea
h tra�
 �ow should

sense the 
hannel as idle for a 
ertain number of times, whi
h is determined a

ording

to its tra�
 priority. Third, if the SM senses the 
hannel as busy, it has to wait for the

duration that it takes for the pa
ket to be transmitted fully, i.e. I, before going to the

next ba
ko� stage. These di�eren
es ne
essitate the development of a new analyti
al

model for the medium a

ess delay, whi
h is di�erent from the one proposed in [124℄

for the IEEE 802.15.4g transmission.

In the following se
tion, we derive an analyti
al model for 
omputing the probabil-

ity of laten
y satisfa
tion based on the 
hara
teristi
s of the priority-based CSMA/CA

s
heme, des
ribed in Se
tion 1.3.1, and the 
hannel behaviour of the PLC networks,

des
ribed in Se
tion 1.7, for ea
h smart grid tra�
 �ow.

5.3 An Analyti
al Model for Computing Reliability

The reliability for transmitting smart grid data is de�ned as the probability that

a data pa
ket 
an su

essfully be re
eived at the destination within its required

laten
y [70℄. Therefore, the reliability depends on both the experien
ed laten
y and

the quality of the route, i.e., the obtained SINR ratio and pa
ket error rate over

the route. A

ordingly, in this se
tion, we �rst derive the probability of laten
y
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satisfa
tion based on the medium a

ess 
hara
teristi
s of the PRIME te
hnology

in Se
tion 5.3.1. Then, we derive the pa
ket error rate and overall reliability in

respe
tively Se
tions 5.3.2 and 5.3.3.

5.3.1 Delay Model

There are several 
omponents that a�e
t the amount of the delay that a pa
ket expe-

rien
es at ea
h hop. It in
ludes the queuing delay, medium a

ess delay, transmission

delay and the propagation delay. The propagation delay has a very small value and

its e�e
t is usually ignored. In this se
tion, we �rst derive the queuing delay for

ea
h tra�
 priority at node x, TQx
in time slots. Then, we dedu
t the queuing and

transmission delay from the total pa
ket deadline and 
ompute the probability that

the pa
ket 
an su

essfully a

ess the medium within its deadline.

Let us assume that the link from node x to the DAP is through Hx hops. In order

to meet the delay requirement, denoted as D(p) and measured in time slots, for a

tra�
 priority p, we allow

Sx(p) =
D(p)

Hx

(5.1)

time slots to be 
onsumed at ea
h hop h. This 
onservative assumption allows us to

guarantee the required laten
y at ea
h hop. It should be noted that in pra
ti
e, a

larger delay may be 
onsumed at some network segment while the total delay is still

maintained.

5.3.1.1 Queuing Delay

We assume tra�
 is transmitted a

ording to a priority queuing system. Applying

the Polla
zek-Khin
hin equation, the average waiting time of tra�
 �ow p is given

by [127℄
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TQx
(p) =

r̄x
(

1−

p−1
∑

p′=1

ρx(p
′)

)(

1−

p
∑

p′=1

ρx(p
′)

) , (5.2)

where ρx(p) is the probability of having a pa
ket of tra�
 priority p for transmission.

It 
an be expressed as

ρx(p) =
λx(p)

µx(p)
, (5.3)

where λx(p) is the arrival rate of tra�
 
lass p, and µx(p) is the inverse of the pa
ket

servi
e time of tra�
 
lass p. Also, r̄x is the mean residual servi
e time whi
h 
an be

derived as

r̄x =
1

2

P
∑

p=1

λx(p)s̄2x(p), (5.4)

where s̄2x(p) is the se
ond moment of servi
e time of tra�
 priority p. The expressions

for µx(p) and s̄2x(p) are derived later in this se
tion.

Having 
omputed the queuing delay, we now 
ompute the probability that the

pa
ket 
an be transmitted within the deadline.

5.3.1.2 Medium A

ess Delay

The probability that a pa
ket of node x at hop h 
an su

essfully be transmitted

within the deadline is obtained as

Pr(ℓx,h(p) ≤ Sx(p)) =

Sx,max(p)
∑

k=1

θx(k, p), (5.5)

where ℓx,h(p) is the experien
ed laten
y at hop h for tra�
 priority p, Sx,max(p) =

Sx(p)−TQx
(p)−I−C(p), and θx(k, p) is the probability that the 
hannel is determined
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0,0 0,p 1,p ... M-1,p M,p

ρx(p) νx(p) 1 - βx(p) 1 - βx(p) 1 - βx(p) 1 - βx(p)

βx(p)
βx(p)

βx(p)
βx(p)

1

1 – ρx(p)νx(p)

Figure 5.1: The Markov 
hain of the CSMA/CA for tra�
 priority p.

as idle at slot k for tra�
 priority p. The latter is given by

θx(k, p) = ζx(k, p) βx(p) (5.6)

= ζx(k, p)

C(p)
∏

j=1

(1− αx (j)) ,

where ζx(k, p) is the probability that the tra�
 priority p senses the 
hannel at slot k

and βx(p) is the probability that the 
hannel is idle, when sensed for C(p) 
onse
utive

times. αx(j) is the probability that the 
hannel is busy when it is sensed for the jth

time, whi
h is obtained later in this se
tion.

As ea
h slot 
an be sensed at either of theM+1 stages, the probability of assessing

a 
ertain slot is obtained as a 
umulative e�e
t of sensing the 
hannel at di�erent

ba
ko� stages,

ζx(k, p) =

M
∑

m=0

Φx(k,m, p), (5.7)

where Φx(k,m, p) gives the probability that the node senses the 
hannel in slot k and

sensing stage m for its tra�
 priority p. The values of Φx(k,m, p) are 
omputed in

Appendix A.

The variable αx(j) in (5.6) gives the probability that the 
hannel is busy when

node x senses the 
hannel for the jth time, given that the 
hannel was idle for j − 1
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times. This happens if in one of the previous t(j) slots the 
hannel was idle for p


onse
utive times and at least one node had sensed the 
hannel for its tra�
 priority

p. Therefore, variable αx(j) is 
omputed as

αx(j) = t(j)
P
∑

p=1

p
∏

j′=j

(

1− αx (j
′)

)(

1−
∏

x′∈Ψ(x)

(

1− ξx′(p)
)

)

. (5.8)

Here, Ψ(x) is the set of nodes that are 
onne
ted to the same DAP as node x,

t(j) =















I j = 1

1 j > 1

, (5.9)

and ξx′(p) is the probability of assessing the 
hannel by a neighbour node in an

arbitrary slot, whi
h is obtained as

ξx(p) =

M
∑

m=0

Px(m, p)

W (m, p)
, (5.10)

where Px(m, p) is the probability that node x is in ba
ko� stage m for its tra�


priority p. This probability 
an be obtained from the 
orresponding Markov 
hain

that has been illustrated in Figure 5.1 for the CSMA/CA pro
edure. Variable νx(p) =
p−1
∏

p′=1

(1− ρx(p
′)) denotes the probability that the node does not have any tra�
 with

priority higher than p for transmission. The transition probabilities for this Markov


hain 
an be derived as





1−ρx(p)νx(p) βx(p) ... βx(p) βx(p) 1
ρx(p)νx(p) 0 ... 0 0 0

0 1−βx(p) 0 ... 0 0
... ... ... ... ... ...
0 0 ... 0 1−βx(p) 0



 .







Px(0,0)
Px(0,p)
Px(1,p)
...

Px(M−1,p)
Px(M,p)






=







Px(0,0)
Px(0,p)
Px(1,p)
...

Px(M−1,p)
Px(M,p)






. (5.11)

and from (5.11) the stationary distributions of the CSMA/CA states 
an be obtained
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as

Px(0, 0) =
βx(p)

βx(p) + ρx(p)νx(p) (1− (1− βx(p))M+1)
,

Px(m, p) = Px(0, 0)ρx(p)νx(p)(1− βx(p))
m. (5.12)

Probability of Collision: A 
ollision would only o

ur if at least one 
ontender

node senses the 
hannel at the same time as the transmitter for either of its tra�


priorities [128, 129℄. The probability of 
ollision for tra�
 priority p, knowing that

the 
hannel was idle for p 
onse
utive time slots, is denoted as χx(p) and is obtained

as

χx(p) =
P
∑

j=1

j
∏

j′=p+1

(

1− αx (j
′)

)(

1−
∏

x′∈Ψ(x)

(

1− ξx′(j)
)

)

. (5.13)

Computing servi
e times: In order to 
ompute the probability of having a

pa
ket for transmission and also to 
ompute the queuing delay, the �rst and se
ond

moments of the servi
e time are needed. These are given by

s̄x(p) =
M
∑

m=0

(1− βx (p))
m

(

1

2
W (m, p) + 1 +

C(p)
∑

j=2

j−1
∏

j′=1

(1− αx(j
′)) + I

)

, (5.14)

and

s̄2x(p) =

Sx(p)
∑

k=1

Pr(ℓx,h(p) = k) k2 , (5.15)

where the expe
ted servi
e time of tra�
 priority p is 
omputed based on the time

that is 
onsumed at ea
h ba
ko� stage. The term (1− βx (p))
m
is the probability of

moving to the sensing stage m, and the last two terms respe
tively represent the time


onsumed for C(p) 
onse
utive 
hannel sensings and the transmission. A

ordingly,
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the servi
e rate is obtained as

µx(p) =
1

s̄x(p)
. (5.16)

5.3.2 Route Quality

The route quality is obtained through multiplying the link pa
ket error rates over

the whole path. To this end, we �rst 
ompute the obtained SINR for ea
h link and

then, we translate it to the PER. The SINR of ea
h link is 
omputed a

ording to

γij =

Nch
∑

n=1

Nsc
∑

k=1

Ptx(fnk)|Hij(fnk)|
2

Nch
∑

n=1

Nsc
∑

k=1

(N0(fnk) + κ(fnk))

, (5.17)

where Nch is the total number of sub
hannels used for transmission and Nsc is the

total number of sub
arriers within ea
h sub
hannel, and fnk is the 
orresponding


entral frequen
y for ea
h sub
arrier. Variable N0 stands for the power spe
tral

density of the ba
kground noise and the frequen
y sele
tive noise at the low voltage

and medium voltage 
ables, Ptx denotes the transmission power spe
tral density, and

Hij is the 
hannel frequen
y response from transmitter i to re
eiver j. Variable κ

denotes the 
o-
hannel interferen
e. The pa
ket error rate between nodes i and j 
an

be written as

ǫij = Q(γij), (5.18)

where Q maps the SINR to the PER based on the modulation and 
oding s
heme.
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5.3.3 Reliability

The reliability over the whole path is obtained as the multipli
ation of the link relia-

bilities, ea
h of whi
h is 
omputed as the multipli
ation of the probability of laten
y

satisfa
tion and the probability of su

essful pa
ket re
eption at ea
h link h:

Rx(p) =
Hx
∏

h=1

(

1− ǫx,h
)(

1− χx(p)
)

Pr
(

ℓx,h(p) ≤ Sx(p)
)

, (5.19)

where ǫx,h denotes the pa
ket error rate between the relay node lo
ated at hop h− 1

and the relay node lo
ated at hop h as derived in (5.18). These relay nodes forward

the pa
kets of node x. The reliability 
onstraint 
an then be expressed as

Rx(p) ≥ τ, (5.20)

where τ is the desired reliability requirement for the network.

5.4 Optimization Problem

In this se
tion, we formulate an optimization problem for 
omputing the minimum

required number of DAPs and their optimized lo
ations su
h that the installation


ost is minimized and the reliability requirement that has been derived in the previ-

ous se
tion 
an be met. The pla
ement of data 
olle
tors on 
ertain network node

lo
ations is an integer programming problem. While su
h problems 
an e�
iently be

solved using the IBM CPLEX software [17℄ when the solution spa
e is small (e.g.,

for linear 
onstraints with small number of variables and 
onstraints), for s
enarios

with non-linear 
onstraints, whi
h involve sear
hing a larger spa
e for 
he
king the


on�i
ts [130℄, and large number of variables, we usually require a low-
omplexity
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heuristi
 method to obtain a solution [12℄.

The reliability 
onstraint given in (5.20) is non-linear. Therefore, in order to

de
rease the 
omplexity of the optimization problem, in Se
tion 5.4.1, we �rst de-


ompose the reliability 
onstraint into two 
onstraints, namely laten
y satisfa
tion

and route quality. The laten
y 
onstraint is then further simpli�ed into a linear


onstraint. In Se
tion 5.4.2, we deal with the route quality 
onstraint by proposing

a pre-pro
essing algorithm that obtains routes with high pa
ket su

ess ratio. Fi-

nally, we formulate the simpli�ed optimization problem with all linear 
onstraints in

Se
tion 5.4.3.

5.4.1 De
omposition Method

We de
ompose the non-linear reliability 
onstraint (5.20) into two 
onstraints, namely

route quality and delay satisfa
tion,

Hx
∏

h=1

(

1− ǫx,h
)

≥ τr, 1 ≤ x ≤ N
SM

, (5.21)

Hx
∏

h=1

(

1− χx(p)
)

Pr
(

ℓx,h(p) ≤ Sx(p)
)

≥ τd, 1 ≤ x ≤ N
SM

, (5.22)

1 ≤ p ≤ P

where τrτd = τ . We note that while repla
ing (5.20) by (5.21) and (5.22) is done to

redu
e the 
omplexity of the optimization problem, it also limits the solution spa
e

as the problem is solved for spe
i�
 values of τr, and τd.

Next, we approximate (5.22) by 
onstraining the maximum number of nodes that


an be 
onne
ted to a DAP while ensuring the laten
y satisfa
tion. This will indeed

be equivalent to (5.22), if we assume that ea
h node generates the same amount of

tra�
 and a

ordingly, the probability that ea
h node senses the 
hannel, i.e., ξx is
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equal for all these nodes. The maximum number of nodes that 
an be 
onne
ted to

the same DAP, denoted as Nmax = |Ψx|, is then obtained from the non-linear system

of equations (5.2)-(5.16), and (5.22). In order to write the 
orresponding 
onstraint,

we de�ne the binary variable yij to indi
ate whether an SM i is 
onne
ted to the

DAP lo
ated on transformer j. We then have

N
SM

∑

i=1

yij ≤ Nmax, 1 ≤ j ≤ N
tr

. (5.23)

To a

ount for the fa
t that the assumption that ea
h node generates the same

amount of tra�
 
an be violated, espe
ially for multi-hop 
ommuni
ation, we 
onsider

a �nal step for our heuristi
 algorithm to ensure that the obtained topology indeed

satis�es the original 
onstraint (5.22). This will be explained in Se
tion 5.4.3.

5.4.2 Finding Valid Routes

The route quality 
onstraint (5.21) is non-linear as the quality of all the links in a

multi-hop route should be taken into a

ount. However, as suggested in [20,122℄, we


an redu
e the 
omplexity of a solver su
h as CPLEX by pre-
omputing the set of

valid routes, whi
h are the ones whose pa
ket su

ess ratio is higher than the required

threshold, as per (5.21). Algorithm 5.1 shows the pseudo-
ode for 
al
ulating these

routes. The inputs to this algorithm are the SM-to-transformer and SM-to-SM link

error rates, respe
tively denoted by ǫij and ǫii′ , the maximum allowed number of

hops Hmax, and the desired route quality threshold τr. This algorithm �nds the path

qualities Qij and the number of hops for ea
h node, denoted by Hij , as follows. In

the �rst step, the SMs that have link qualities larger than the desired route quality

threshold are dire
tly 
onne
ted to the transformer. Then, the algorithm 
he
ks

whether the SMs that are not yet 
onne
ted to the transformer have link qualities
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to the 
onne
ted SMs that 
an satisfy the desired route quality. After the algorithm

exe
ution is �nished, the SM i is 
onne
ted to transformer j dire
tly or via multi-hop,

respe
tively if Hij = 1 or 2 ≤ Hij ≤ Hmax, or not 
onne
ted if Hij = 0.

Algorithm 5.1 Finding SM-to-transformer paths

Require: ǫij , ǫii′ , Hmax, τr.
1: Qij ← 1− ǫij if 1− ǫij ≥ τr else 0.
2: Hij ← 1 if 1− ǫij ≥ τr else 0.
3: for h = 2 : Hmax + 1 do
4: for ea
h SM i and transformer j whi
h Hij == 0 do

5: Q∗ ← max
i′: 0<Hi′j<Hmax

((1− ǫii′)Qi′j)

6: i∗ ← arg max
i′: 0<Hi′j<Hmax

((1− ǫii′)Qi′j)

7: Qij ← Q∗
if Q∗ ≥ τr else 0.

8: Hij ← Hi∗j + 1 if Q∗ ≥ τr else 0.
9: end for

10: end for

11: return Q,H

5.4.3 The Simpli�ed DAP Pla
ement Problem

Using the results from Se
tions 5.4.1 and 5.4.2, in this se
tion, we formulate the

simpli�ed optimization problem as follows. Let us de�ne the binary variable xj to

indi
ate whether a DAP is installed on transformer j. As stated in [126℄, DAPs are


ostly to be installed and maintained. Therefore, we de�ne the obje
tive as �nding the

minimum required number of DAPs that 
an ensure the satisfa
tion of the reliability

requirement. After �nding Nmax as explained in Se
tion 5.4.1 and obtaining the set

of valid routes from Algorithm 5.1, the DAP pla
ement optimization problem 
an be
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written as

minimize

{xj}, {yij}

c
inst

=
N
tr

∑

j=1

xj , (5.24a)

subje
t to

N
tr

∑

j=1

yij = 1, 1 ≤ i ≤ N
SM

(5.24b)

N
SM

∑

i=1

yij ≤ Nmax, 1 ≤ j ≤ N
tr

, (5.24
)

N
SM

∑

i=1

yijλi ≤ µj, 1 ≤ j ≤ N
tr

, (5.24d)

yij ≤ xj , 1 ≤ i ≤ N
SM

, 1 ≤ j ≤ N
tr

, (5.24e)

xj , yij ∈ {0, 1}, 1 ≤ i ≤, 1 ≤ j ≤ N
tr

. (5.24f)

Problem (5.24) is a linear integer program sin
e the obje
tive fun
tion (5.24a) and all

of the 
onstraints are linear fun
tions of binary variables xj and yij. The numbers of

variables and 
onstraints for this problem are respe
tively N
SM

N
tr

+N
tr

and N
SM

N
tr

+

2N
tr

+N
SM

. These are signi�
antly lower than those for the original problem, whi
h

has a stru
ture similar to (4.27), with 3N
SM

N
tr

+N
tr

variables and 3N2
SM

+N
SM

N
tr

+

3N
SM

+ N
tr


onstraints, where espe
ially the quadrati
 s
aling of the latter with

respe
t to the number of SMs is problemati
. As the number of 
onstraints and

variables in the simpli�ed optimization problem have notably been de
reased and all

the 
onstraints are linear, it 
an e�
iently be solved with CPLEX.

Figure 5.2 illustrates the steps involved in solving the DAP pla
ement problem

for PLC. We �rst import the geographi
al information for the SMs and transformer

lo
ations into the PLC-NS3 module [131℄ and emulate the PLC network a

ordingly.

The PLC-NS3 module allows for simulating the PLC network topologies based on
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PLC-NS3 Module [136]

Calculate channel 

frequency responses 

and SINRs

MATLAB

1) Calculate Nmax

(Section 5.4.1)

2) Calculate reliable routes

(Section 5.4.2)

CPLEX

 Solve (5.24)

SINRs

1) Nmax

2) Reliable routes

Start

End

Realistic SM & 

transformer 

locations

Optimized 

number of DAPs 

and their 

locations

Check whether all the 

constraints are satisfied?

No

Add DAPs to the 

places where the 

constraints are 

not met.

Yes

Figure 5.2: Steps of the heuristi
 algorithm for �nding optimized DAP lo
ations.

transmission line theory and 
al
ulating the 
hannel frequen
y responses and a

ord-

ingly SINRs from ea
h transmitter to ea
h re
eiver. We then import the SINRs into

MATLAB and 
ompute the relevant PERs a

ording to the adaptive modulation. We

give priority to the modulation and 
oding s
heme that returns the higher data rate,

provided that the obtained PER is less than 1 − τr. Then, we apply Algorithm 5.1

from Se
tion 5.4.2 for 
al
ulating the reliable routes for ea
h SM. We also 
ompute

the maximum number of nodes that 
an be 
onne
ted to ea
h relay, as per (5.23).
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We use the set of reliable routes along with the simpli�ed problem (5.24) as input

to CPLEX and obtain the minimum required number of DAPs and their optimized

lo
ations. Finally, we 
he
k whether the resulting topology satis�es the delay 
on-

straint (5.22) 
onsidering the multi-hop tra�
, and sele
t additional DAPs where

needed.

5.5 Simulation Settings and Results

In this se
tion, we apply our network planning approa
h on a realisti
 smart metering

infrastru
ture from the area of Kamloops, BC, Canada. In the following, we �rst

dis
uss the set of parameters that we have used for running our simulations and

then present the network planning solutions we have derived for di�erent 
onsidered

s
enarios.

5.5.1 Simulation Settings

The set of parameters and tra�
 
lasses that we have used for running our simula-

tions are summarized in Tables 5.1 and 5.2, respe
tively. Four tra�
 types, namely

SCADA, meter reading (MR), alarm, and on-demand MR, with di�erent arrival rates

and required laten
ies are sele
ted from [70℄. The priorities shown in Table 5.2

are assigned to the tra�
 types a

ording to their laten
y requirements. The load

impedan
e of 10 Ω is 
onsidered at the smart meter and the DAP modems. In or-

der to avoid the 
o-
hannel interferen
e, we assign adja
ent DAPs to operate over

PRIME sub
hannels 1, 2, 7, 8 and sub
hannels 3 to 6 [29℄. The reason for sele
ting

these two sets of sub
hannels is that they have the same total bandwidth and pro-

vide similar SINRs for most links. We assume that a transmission power of 20 mW

is evenly distributed a
ross the four sub
hannels and maintained regardless of the
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Table 5.1: Simulation parameters

Parameter Value

Req. reliability, τ 98%

Bandwidth 42-471 kHz

PLC te
hnology PRIME

Modulation and Adaptive


oding s
heme (MCS) modulation

Maximum transmission 20 mW

power (P
tx

)

Power line 
hannel model Bottom-up


hannel modelling [40, 131℄

SM load impedan
e 10 Ω

Transformer Pole-mounted 25 kVA

Pad-mounted 50 kVA

Low voltage 
able NAYY150SE

a

ess impedan
e at ea
h transmitter. The additive noise is modeled as Gaussian

with spe
tral density values adopted from the IEEE 1901.2 standard [132, Annex D℄

for both the low and the medium voltage se
tions of the power grid. The ABCD pa-

rameters asso
iated with the transformer and medium voltage 
ables are also derived

from [132, Annex D℄.

5.5.2 DAP Pla
ement

Figure 5.3 shows a realisti
 example of a smart metering infrastru
ture sele
ted from

the Kamloops suburban area in BC, Canada. There are 3026 SMs and 318 overhead

and pad-mounted transformers in this area.

As it 
an be observed, 47 transformers are sele
ted for DAP pla
ement, resulting

in an average of 64 SM 
onne
tions at one DAP. The number of SM 
onne
tions per
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Table 5.2: Tra�
 types and their properties

Tra�
 Tra�
 Type Arrival Rate Deadline

Priority (pa
ket per s) (slots)

1 SCADA

1
5×60

450

2 Alarm

1
60×60

1350

3 Meter reading (MR)

1
15×60

2250

4 On-demand MR

1
60×60

13500
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Figure 5.3: Result of the proposed DAP sele
tion on a realisti
 set of SMs and trans-

formers in Kamloops, BC, Canada. There are 3026 SMs, 96 overhead transformers

(OH-TRs), and 222 pad-mounted transformers (PM-TRs). 47 transformers are se-

le
ted for DAP installation.

DAP is larger in higher-density areas, e.g. around 
oordinates (1.0,−0.1) and smaller

in sparsely populated areas, e.g. around (−4.5, 0.0). All SMs satisfy the reliability

requirement, τ = 0.98.

131



Chapter 5. Network Planning for Smart Utility Networks Using PLC

0

5

10

15

20

25

30

35

40

45

N
um

eb
r 

of
 D

A
P

s

 

 

N
SM

N
tr

1261
116

2306
172

3676
316

4990
418

Lower bound
Priority
No priority

Figure 5.4: Number of sele
ted DAPs for priority and non-priority based 
hannel

a

ess 
onsidering an overhead infrastru
ture. For 
omparison, the lower bound to

the optimal solution is also shown.

5.5.3 Priority and Non-Priority Channel A

ess

We next illustrate to what extent prioritized 
hannel a

ess 
ompared to the non-

prioritized 
hannel a

ess model, whi
h is used in the IEEE 802.15.4g standard, 
an

help to de
rease the required number of DAPs. Figure 5.4 shows the number of

sele
ted DAPs for the tra�
 set presented in Table 5.2 in the priority-based and

non-priority-based 
hannel a

ess models, 
onsidering a single-hop 
ommuni
ation

infrastru
ture. As 
an be observed from this �gure, the priority-based 
hannel a

ess

s
heme de
reases the required number of DAPs. This is be
ause in the priority-based

model, the tra�
 with the stri
ter laten
y requirement has a higher 
hannel a

ess

rate 
ompared to the lower priority tra�
 
lass. Therefore, a larger number of SMs


an be served by a DAP while meeting the reliability requirement.

In order to investigate the optimality of our solution, we now 
onsider the op-
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Figure 5.5: Results of the DAP sele
tion for the AMI in Figure 5.3 when the 802.15.4g

wireless 
ommuni
ation is used instead of PLC.

timization problem with only the pa
ket su

ess ratio as the QoS 
onstraint. In

parti
ular, we repla
e the reliability 
onstraint (5.20) by (5.21) and ignore the e�e
t

of laten
y requirement (5.22). Hen
e, the solution of this problem returns a lower

bound for the number of DAPs. The results from this simpli�ed problem are also

shown in Figure 5.4. We 
an observe that the solution of the a
tual optimization

problem is very 
lose to the lower bound. This suggests that the proposed DAP

pla
ement algorithm returns near-optimal solutions.

5.5.4 Comparison with Wireless AMI

Figure 5.5 shows the results for DAP pla
ement on the same network as in Fig-

ure 5.3 when, instead of PLC, the IEEE 802.15.4g wireless standard for smart utility

networks (SUN) [94℄ is used for providing multi-hop 
ommuni
ation between nodes.
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Here, we use the optimization formulation that we have derived in [124℄, for obtain-

ing the minimum required number of DAPs and their optimized lo
ations. From

Figure 5.5, we observe that 24 transformers are sele
ted for DAP installation for the

SUN te
hnology, whi
h is about half of the DAP installations needed for PLC, i.e.,

47 as reported above.

To provide a more 
omplete pi
ture for 
omparing PLC and SUN, Table 5.3 shows

the required number of DAPs for the same s
enario 
onsidering both single-hop and

multi-hop infrastru
tures. As it 
an be seen, the required number of DAPs in the

single-hop s
enario is in
reased to 38 for SUN. There is little 
hange in the number of

DAPs for the 
ase of PLC. This 
omparison thus shows that the SUN te
hnology, due

to its lower 
overage range, bene�ts more from allowing multi-hop 
ommuni
ation.

We spe
ulate that the only in
remental bene�t of multi-hop transmission in the


ase of PLC is due to the fa
t that only the nodes that are 
onne
ted to the same

transformer 
an forward the pa
kets of ea
h other, as otherwise the signal should pass

through another transformer and the extra attenuation would make the multi-hop


ommuni
ation impossible.

To further highlight the e�e
t of transformers, Table 5.3 also shows the results if

we 
hange the infrastru
ture su
h that all lines and transformers are overhead. In this


ase, the number of DAPs required for PLC is redu
ed from 47 to 28, whi
h is due

to the lower signal attenuation from overhead 
ompared to pad-mounted transform-

ers. Furthermore, there is no bene�t from multihop transmission in terms of DAP

pla
ement. This 
orroborates our �nding for multi-hop PLC transmission above,

and also suggests that the data rate a
hievable over individual links, whi
h would be

improved through multi-hop transmission, is not the limiting fa
tor for the PRIME

based systems. We will elaborate on this in the following.
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Table 5.3: Required number of DAPs with single and multi-hop 
ommuni
ation.

(OH and PM: original infrastru
ture with overhead and pad-mounted transformers.

All OH: infrastru
ture 
hanged to all-overhead lines and transformers.)

Network DAPs - Single-Hop DAPs - Multi-Hop

PLC OH and PM 50 47

SUN 38 24

PLC All OH 28 28

Table 5.4: E�e
t of the number of sub
hannels

Number of Data rate Required Number of

sub
hannels (kbps) DAPs

2 79 infeasible

3 90 58

4 174 50

8 388 48

5.5.5 E�e
t of the Number of Available Sub
hannels

In parti
ular, we investigate to what extent the available number of PRIME sub
han-

nels used for pa
ket transmission, and thus the o�ered link rate, has an impa
t on the

required number of DAPs. Assuming the same network as in Figure 5.3, Table 5.4


ompares the o�ered link rate, that is 
omputed based on the average SINR over all

the SM-DAP links, and the required number of DAPs for di�erent number of sub-


hannels

15

. We observe that when the number of available sub
hannels is de
reased

from 8 to 4, only two additional DAPs are required. This highlights the fa
t that the

aggregated tra�
 transmitted over SM-DAP links is well below the o�ered link rate

over the entire PRIME bandwidth. We 
on
lude that laten
y requirements and thus

medium a

ess ability 
onstitute the bottlene
k for the 
onsidered mix of SM tra�
,

and transmission over only 4 sub
hannels is su�
ient in order to 
arry the tra�
.

15

We assume that there is negligible 
o-
hannel interferen
e also for the 
ase of 8 sub
hannels for

all links for this 
omparison.
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An interesting dire
tion for further study would thus be the allo
ation of PRIME

sub
hannels to SM-DAP links to improve medium a

ess opportunities. Obviously, a

further redu
tion in the number of sub
hannels eventually leads to a failure to meet

the QoS requirements, as 
an be seen in Table 5.4.

5.6 Con
lusion

In this 
hapter, we presented a powerful 
hannel simulator for PLC. We then devel-

oped a PLC 
ommuni
ation infrastru
ture for the AMI using PRIME te
hnology. The

network planning is 
ondu
ted su
h that the smart grid QoS requirement, namely,

reliability, 
an best be met and at the same time, the required number of DAPs are

minimized. We formulated the reliability 
onstraint based on the MAC 
hara
teris-

ti
s of the PRIME te
hnology, and then provided a heuristi
 method that enables us

to solve large-s
ale s
enarios with the IBM CPLEX software. The problem is solved

for several realisti
 topologies of SM and transformer lo
ations in the area of BC,

Canada. The results showed that our optimization approa
h, by smart sele
tion of

transformers for DAP pla
ement based on the priority-based CSMA/CA s
heduling

s
heme, ensures the satisfa
tion of the reliability requirement for smart grid tra�
,

and at the same time, minimizes the DAP installation 
ost. We also observed that in

a distribution grid with pad-mounted transformers, a large number of DAPs need to

be installed if we use PLC for 
onstru
ting the AMI. We note that the 
omparison

will look di�erent for other grid stru
tures, su
h as for example in European 
oun-

tries, where the power grid has a larger SM-to-transformer ratio, and thus PLC is a

more 
ost-e�
ient solution 
ompared to the 
onsidered s
enario for North Ameri
a.
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Con
lusion and Future Work

6.1 Con
lusion

In this thesis, we have investigated the optimized 
on�guration and system ar
hite
-

ture for several 
ommuni
ation te
hnologies in
luding WiMAX, IEEE 802.15.4g and

PLC, when they used for smart grid implementation. In parti
ular, in Chapter 2 we

have devised a new pro�le 
on�guration for WiMAX te
hnology, when it is used for

distribution automation. Chara
teristi
s su
h as frame duration, s
heduling s
heme,

system ar
hite
ture, and servi
e type to tra�
 mapping were optimally 
on�gured

su
h that smart grid QoS requirements namely laten
y and reliability 
an best be

maintained. In parti
ular, we observed that using 5 ms frame duration for the 
ases

where the tra�
 load is low leads to a faster bandwidth allo
ation and lowers the

experien
ed laten
y. On the other hand, for the medium to heavy load tra�
, using

10 ms frame duration results in less pa
ket fragmentation, wasting less bandwidth,

and a

ordingly, experien
ing a better pa
ket delivery ratio. As smart grid tra�



lasses are di�erent in their level of QoS requirements, we have proposed a priority-

based s
heduling s
heme whi
h 
an prioritize the transmission of tra�
 with stri
ter

laten
y requirement. We have also devised an intra-
lass s
heduling s
heme, where

within ea
h tra�
 
lass we 
an prioritize the transmission of servi
e �ows with lower

remaining laten
y and higher 
urrent data rate. We then 
ompared the performan
e

of two system ar
hite
tures, namely dire
t a

ess and aggregator ar
hite
ture, in or-
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der to 
olle
t the tra�
 from SMs and transmit them to the utility 
ontrol 
enter. We

have 
on
luded that the aggregator ar
hite
ture is more e�
ient as it de
reases the

possible 
ollision that 
an o

ur between di�erent tra�
 �ows and leads to a higher

throughput and fewer number of re-transmissions would be required. A

ordingly, in

Chapters 3-5 of the thesis, we have investigated how to implement the aggregator ar-


hite
ture su
h that smart grid QoS requirements namely, laten
y and reliability are

best maintained. In order to a
hieve the laten
y requirement for smart grid tra�
,

we have derived analyti
al methods for modelling laten
y based on the 
hara
teris-

ti
s of the MAC proto
ols of the IEEE 802.15.4g and PLC te
hnologies. We have

used the Markov 
hain model for tra
king the state of the ba
k-o� pro
edure when

CSMA/CA s
heduling s
heme is used for s
heduling the non-
riti
al tra�
 and we

use the binomial distribution for ensuring whether all the mission-
riti
al tra�
 
an

be s
heduled within their required laten
y using TDMA s
heduling s
heme.

A

ording to [6℄ and [120℄, existing utility poles and transformers are potential

lo
ations for DAP pla
ement. The mathemati
al optimization formulation for DAP

pla
ement on top of the existing utility poles and transformers is an IP problem and

is NP-hard. A

ordingly, in order to avoid the exponential time 
omplexity that is

needed for solving the optimization problem, we have devised several heuristi
 algo-

rithms for pla
ing DAPs for di�erent s
enarios. In Chapter 3, we have investigated

the DAP pla
ement problem for a single-hop 
ommuni
ation infrastru
ture that oper-

ates based on the 
hara
teristi
s of either WiMAX or IEEE 802.15.4g te
hnology. We

have devised a modi�ed K-means algorithm for pla
ing minimum number of DAPs

on top of the existing utility poles while ensuring the network 
overage. We have


on
luded that for a single-hop 
ommuni
ation infrastru
ture, WiMAX is a more


ost-e�
ient solution as it provides a larger 
overage range and 
an a

ess remote
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devi
es and a

ordingly, fewer number of DAPs would be required.

In Chapter 4, we have 
onsidered a multi-hop 
ommuni
ation infrastru
ture and

have devised a new heuristi
 algorithm for pla
ing DAPs on top of the existing utility

poles while ensuring the network 
overage and laten
y satisfa
tion. We have assumed

that SM to SM and SM to DAP 
onne
tions operate based on the 
hara
teristi
s of

the IEEE 802.15.4g te
hnology. The heuristi
 algorithm uses a greedy approa
h for

�nding the potential pole lo
ations for DAP pla
ement and the Dijkstra's shortest

path algorithm for 
onstru
ting reliable routes between SMs and DAP lo
ations.

We have 
ompared the performan
e of our algorithm with the solution of [20℄ for

a similar large-s
ale s
enario and have observed that our algorithm performs better

both in terms of time-
omplexity and optimality. In parti
ular, our algorithm has

a 
omputational 
omplexity of NDAPO(N2
SM) 
ompared to O(2(Npoles

+N
SM

)) and it

sele
ts 37 poles for DAP pla
ement while ensuring the QoS satisfa
tion whereas their

algorithm sele
ts 426 poles while only ensuring network 
overage. We have also


ompared the solution of our algorithm with that of the IBM CPLEX software for

small-s
ale s
enarios. We have 
on
luded that our algorithm is 
ompetitive in terms

of performan
e while having mu
h lower run-time 
omplexity.

Finally, in Chapter 5, we have 
onsidered a multi-hop 
ommuni
ation infrastru
-

ture based on PLC for 
olle
ting tra�
 from SMs and transmitting them to the utility


ontrol 
enter. We have devised a new heuristi
 algorithm based on the 
hara
teris-

ti
s of the transmission line theory for ensuring the network 
overage in a PLC-based

infrastru
ture. We have also used the priority-based CSMA/CA MAC s
heme for

s
heduling tra�
 
lasses that require di�erent levels of QoS. In order to de
rease the

run-time 
omplexity of the heuristi
 algorithm that we have proposed for solving the

DAP pla
ement optimization problem in a PLC-based infrastru
ture, we have de-
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omposed the reliability 
onstraint into two 
onstraints, one for ensuring the pa
ket

su

ess ratio and the other for ensuring the laten
y requirement. Based on the sug-

gestions in [20,122℄, we have also 
al
ulated routes that have a pa
ket error rate less

than the tolerable ratio in advan
e and have imported those routes into the CPLEX.

In order to de
rease the run-time 
omplexity further, we have also translated the

laten
y 
onstraint into an approximate linear 
onstraint and have solved the equiva-

lent optimization problem using the IBM CPLEX software. We have shown that our

heuristi
 algorithm is 
apable of designing an AMI with few DAPs while ensuring the

satisfa
tion of the laten
y and 
overage 
onstraints. We have also observed that due

to the large attenuation experien
ed at the pad-mounted transformers, in a mixed

infrastru
ture, whi
h 
onsists of both pad-mounted and pole-mounted transformers,

larger number of DAPs would be required 
ompared to the all pole-mounted and the

wireless AMIs.

6.2 Future Work

We believe that the following areas 
an be 
onsidered as an extension to the works

presented in this thesis.

6.2.1 Designing a Resilient AMI

For the su

essful operation of the power grid networks, it is 
ru
ial to ensure the

satisfa
tion of the QoS requirements for smart grid tra�
. Sin
e wireless networks and

PLC links experien
e varying link 
onditions, it would be very bene�
ial to design

the networks based on multi-path routes. The works presented by [122℄ and [133℄

investigate the multi-path routes for SGCNs. In parti
ular, the authors of [122℄

investigate the design of an n−1 multi-path routes for a medium voltage distribution
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network su
h that if at any time, one of the routes experien
es low pa
ket su

ess

ratio, the network 
an use the other n−1 routes. The appli
ation of the same 
on
ept

would be bene�
ial when designing an AMI in the low voltage se
tion of the power

grid based on PLC or wireless te
hnologies. For providing resilien
y, [134℄, [135℄

and [136℄, investigate the appli
ation of hybrid networks su
h as IEEE 802.15.4g and

narrow-band PLC for designing SGCNs. We believe the n − 1 resilien
y 
onstraint


an also be added to the mathemati
al formulation for the optimal DAP pla
ement

problem. A

ordingly, we need to develop a new solution su
h that this 
onstraint

would also be addressed when pla
ing DAPs for an AMI.

6.2.2 Designing a New Routing Proto
ol

In this thesis, we have proposed new s
heduling s
hemes and derived analyti
al meth-

ods for modelling the behaviour of the existing MAC proto
ols. We believe the

optimal design and appli
ation of the higher layer proto
ols su
h as routing and

transmission proto
ols 
an also signi�
antly improve the performan
e of SGCNs. For

example, sin
e PLC networks experien
e varying link 
onditions, the appli
ation of

re-a
tive routing proto
ols su
h as the 6LowPAN ad ho
 distan
e-ve
tor proto
ol

(LOAD) [137℄, in whi
h the route is found when it is ne
essary, would be bene�
ial.

On the other hand, as smart grid appli
ations are stri
t in their laten
y requirement,

pro-a
tive routing proto
ols su
h as the routing for low-power and lossy networks

(RPL) [138℄, in whi
h routes are determined in advan
e, seems to be more reward-

ing. We �rst suggest to do a qualitative and quantitative analysis of both routing

proto
ols for SGCNs. The quantitative 
omparison 
an be done using the PLC mod-

ule that we have developed based on NS-3 [139℄, 
f. Appendix B. Se
ondly, a hybrid

routing proto
ol that 
an bene�t from the merits of both re-a
tive and pro-a
tive
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proto
ols should be devised for SGCNs.
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Appendix A

Deriving Φx(k,m, p)

In this se
tion, we 
al
ulate Φx(k,m, p), whi
h denotes the probability that the node

senses the 
hannel at an arbitrary slot k in sensing stage m for its tra�
 priority p.

These values are used in (5.7), and 
an re
ursively be 
omputed as a 
umulative

probability of sensing the 
hannel at slot j in the previous sensing stage and �nding

the 
hannel as busy in one of the C(p) sensing iterations for �nding the 
hannel as

idle and then, ba
king o� for

1
W (m,p)

in the 
urrent sensing stage m.

Φx(k,m, p) = (A.1)












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
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





















1
W (0,p)

, m = 0, 1 ≤ k ≤ W (0, p)

C(p)
∑

d=1

αx(d)
d−1
∏

i=1

(

1− αx(i)

)

.

k−(I+d)
∑

j=1

(

Φx
(

j,m− 1, p
)

δ
(

k − (j + I + d− 1), m, p
)

)

,

m > 0, and m(I + 1) + 1 ≤ k ≤W tot(m, p) +m(I + 1 + p)

0, otherwise,

where δ(j,m, p) = 1
W (m,p)

, 1 ≤ j ≤ W (m, p) is the probability that the node ba
ks

o� for j slots in stage m for its tra�
 priority p, and W tot(m, p) =
∑m

m′=0W (m′, p).

Assuming P = 2 tra�
 priorities and M + 1 = 6 ba
ko� stages, the 
orresponding

values for Φx(k,m, p) are shown in Figure A.1.
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Figure A.1: The values of Φx(k,m, p) for 6 di�erent ba
ko� stages for p = 1, 2,

assuming 1− βx(p) =

p
∑

d=1

αx(d)
d−1
∏

i=1

(

1− αx(i)

)

= 1.
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Appendix B

Modelling PLC using Network

Simulator-3 (NS-3)

In order to evaluate the performan
e of DAP pla
ement in a PLC AMI, a 
hannel

simulator whi
h is 
apable of emulating the behaviour of PLC transmission links is

required.

Cañete et al. [36℄ and Tonello et al. [140℄ have been pioneers by developing and

making freely available software programs based on MATLAB whi
h generate 
hannel

realizations for individual links. However, these 
annot be used for simulations in

PLC networks with multiple node-to-node links. Marro

o et al. [141℄ presented a

MATLAB tool that generates multiple 
hannel transfer fun
tions (CTFs) for indoor

PLC networks. This tool is based dire
tly on the methodology presented in [40℄ and

thus assumes an indoor-spe
i�
 network topology with a servi
e panel, whi
h 
onne
ts

to distribution boxes, from whi
h outlets are rea
hed in a star or line topology.

Furthermore, the network impedan
es (i.e., loads) are assumed time invariant, whi
h

is only an approximation for PLC networks operating over AC grids [36℄.

We have developed a suite of new software modules for the simulation of PLC

networks [131, 139℄. This simulator when integrated with upper layer proto
ols 
an

be used to design and provide guidan
e on setting up a suitable PLC ar
hite
ture for

distribution networks. The provided simulator a

epts user-spe
i�ed grid topologies

and is �exible enough to 
apture the time- and frequen
y-sele
tive behaviour of PLC
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hannels. Our software uses the NS-3 library, whi
h we 
hose for its popularity and

already available modules for numerous networking fun
tionalities. It is open-sour
e

and shared and enhan
ed easily. Thus, together with our new simulator for emulating

the PLC 
hannel, resear
hers 
an dire
tly simulate PLC networks supporting, for

example, smart grid appli
ations. We have made our 
ode available at [139℄. In

this appendix, we present the 
ore elements of our software pa
kage, whi
h are the

modules for the generation of CTFs and noise in a PLC network based on TLT

prin
iples. We �rst provide the details about our PLC 
hannel simulator, how it

has been implemented and how it works. Then, some results for di�erent sample

topologies are provided.

B.1 Grid and Network Elements

We now introdu
e the features of the new PLC simulator [139℄ and explain how a

user 
an 
reate a PLC topology and in
lude and adjust grid elements.

The user 
an build a grid topology as a graph, whi
h 
onsists of two logi
al

elements: nodes and edges. In general, these elements have frequen
y-dependent

attributes, i.e., nodes may have shunt impedan
es and edges are 
hara
terized by

frequen
y-dependent parameters (explained below). Hen
e the simulation environ-

ment allows to spe
ify a global frequen
y range and resolution for whi
h simulations

are performed.

Nodes Nodes represent verti
es of the network graph. They may have been as-

signed a spe
ial role as PLC transmitter and/or re
eiver, or a sour
e of noise, or a
t

as a simple jun
tion point.

• Impedan
e: Our PLC 
hannel simulator supports four impedan
e types, whi
h
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are �xed, frequen
y-sele
tive, time-sele
tive, and frequen
y- and time-sele
tive

impedan
e. For these four types, di�erent �exible methods have been imple-

mented for passing the parameters to build the required obje
ts, e.g., via 
on-

stru
tors or assignment operator overrides, as des
ribed in the following.

� Fixed impedan
e: The simplest type of impedan
e is the stati
 impedan
e

whi
h only requires a 
omplex number as the parameter.

� Frequen
y-sele
tive impedan
e: The user 
an provide a ve
tor of 
om-

plex numbers, whose elements 
orrespond to the impedan
e at ea
h sam-

ple frequen
y. Alternatively, the frequen
y-sele
tive impedan
e 
an be


onstru
ted a

ording to the parallel RLC resonant 
ir
uit model de�ned

in [36, Eq. (1)℄ as

Z(ω) =
R

1 + jQ
(

ω
ω0
− ω

ω0

) , (B.1)

for whi
h a resonan
e angular frequen
y ω0, resistan
e R, and quality

fa
tor Q need to be input.

� Time-sele
tive impedan
e: The user 
an provide a ve
tor of 
omplex num-

bers, whose elements 
orrespond to the impedan
e during one mains 
y
le.

This models periodi
ally 
hanging impedan
es, as experien
ed in PLC,

e.g. [25, Ch. 2℄, [36℄. To 
apture non-periodi
 or asyn
hronous variations,

impedan
es 
an be altered at prede�ned points in simulation time by use

of the NS-3 s
heduler, whi
h will trigger a re-
omputation of the network's

transfer fun
tions.

� Frequen
y- and time-sele
tive impedan
e: This 
lass 
ombines the prop-

erties of the frequen
y-sele
tive and time-variant data types. The param-

eters for this impedan
e type are input as a matrix of 
omplex numbers,
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where ea
h element of the matrix 
orresponds to a spe
i�
 time-frequen
y

pair, yielding a periodi
ally (with the mains 
y
le) time-varying frequen
y-

sele
tive impedan
e. Alternatively, this matrix 
an also be 
omputed a
-


ording to the parametri
 model from [36, Eq. (2)℄,

Z(ω, t) = ZA(ω) + ZB(ω) sin

(

2π

T0
t + φ

)

, (B.2)

where ZA(ω) and ZB(ω) 
an be provided as ve
tor or through model (B.1),

and T0 is the mains period.

• PLC node: Nodes with assigned PLC transmitter and/or re
eiver role 
an be

given the attribute of an NS-3 network devi
e. Thus, an interfa
e to the NS-3

framework is provided, whi
h allows the integration of higher level proto
ols,

like TCP/IP, for network simulations.

• Noise sour
e: A node 
an also have the role of a noise sour
e. To represent the

aggregate e�e
t of many noise sour
es, two fun
tions for ba
kground noise have

been implemented. The �rst is a white ba
kground noise at a 
ertain level.

The se
ond fun
tion represents 
olored noise a

ording to the three-parameter

power spe
tral density (
f. [38℄),

N(f) = a+ b|f |c [dBm/Hz] , (B.3)

where f is the frequen
y in MHz.

To 
apture impulse-like noise sour
es, we have implemented two additional

noise fun
tions. In the �rst fun
tion, a noise sour
e with a user-spe
i�ed power

spe
tral density is enabled for a 
ertain duration of the time. The se
ond
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fun
tion generates a random variable to determine the length of an impulse

noise event and the gap to the next event.

• Jun
tion: Every node 
an serve as a jun
tion, at whi
h multiple edges fork.

Edges An edge 
onne
ts two nodes. An edge is des
ribed as a two-port network,

whi
h means that it 
an in
lude network elements su
h as transformers. The two-port

network is des
ribed by its ABCD matrix, whose elements 
an be �xed, or frequen
y-,

time-, or frequen
y- and time-sele
tive. Sin
e in most 
ases an edge 
orresponds to a

line pie
e, we have in
luded a dedi
ated instan
e of the 
lass edge for line pie
es. As

spe
i�
 examples, the 
urrent implementation in
ludes three 
ommonly used power


able types, namely the four-se
tor 
ables NAYY 150SE and NAYY 50SE and the

three-
ore 
on
entrated 
able AL3X95XLPE.

Creating a Topology The nodes and lines mentioned in the previous se
tion form

a topology. The topology 
reation is handled through the PLC_Graph module. This

module is very �exible in that it 
an support an arbitrary number of nodes and edges,

and thus network elements.Noise sour
es 
an be added to the topology for 
omputing

the noise power spe
tral density and SNR at the re
eiver side. It is also possible for

the user to draw the topology and set the node and line properties in the graphi
al

user interfa
e (GUI), as will be explained later in Se
tion B.2.1.

B.2 Core Modules

After 
reating the topology, the next step is to 
al
ulate the transfer fun
tions using

the 
ore modules whi
h is based on the voltage-ratio approa
h. The 
ore modules 
on-

sist of PLC_Channel and PLC_ChannelTransferImpl 
lasses. The PLC_Channel
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lass provides an interfa
e for atta
hing PLC network devi
e instan
es to a PLC


hannel, and the PLC_ChannelTransferImpl implements the TLT 
omputations as

outlined in Se
tion 1.7.

Figure B.1(a) illustrates the 
omputation of the CTF H(f) for one transmitter-

re
eiver (Tx-Rx) network whi
h is the produ
t of all subunits' CTF. First, the shortest

path between the transmitter and the re
eiver needs to be determined. Travelling

ba
kwards on this so-
alled ba
kbone path, i.e., from Rx to Tx, the topology is

then divided into smaller subunits (two-port networks). For ea
h subunit, the lo
al

transfer fun
tion Hi(f) is 
omputed as the ratio between output and input voltage

for this two-port network, whi
h has been illustrated in Figure B.1(b).

To 
al
ulate the CTF for ea
h subunit, the input impedan
e of ea
h subunit

needs to be 
al
ulated. A

ording to 
arry-ba
k impedan
e method, we need to start

travelling on the ba
kbone path from the very end node (subunit n). Ea
h subunit is

usually a line pie
e 
onne
ted to a load and for generality, we 
onsider that the line

pie
e of ea
h subunit ends to a shunt impedan
e parallel at its input on the ba
kbone

path. Hen
e, the input impedan
e to ea
h subunit is de�ned as (B.4):

Zin,i =

(

Zc,i
1 + ρi+1e

−2γili

1− ρi+1e−2γili

)

|| Zsh,i , (B.4)

where Zc,i and γi are the 
hara
teristi
 impedan
e and propagation 
onstant of the

ith line pie
e, Zsh,i is the shunt impedan
e at the ith subunit, ρi+1 is the re�e
tion


oe�
ient of the (i+ 1)th subunit whi
h has already been 
omputed as we are trav-

elling ba
kwards, and �||� denotes the parallel 
onne
tion of two impedan
es. The

re�e
tion 
oe�
ient is obtained as (
f. [40℄)

ρi+1 =
(Zin,i+1 − Zc,i)

(Zin,i+1 + Zc,i)
. (B.5)
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Finally, the CTF for the subunit follows as (
f. [40℄)

Hi(f) =
Voi
Vii

=
(1 + ρi+1)

(eγili + ρi+1e−γili)
. (B.6)

Sin
e NS-3 is an event-driven simulation environment, an e�
ient implementation

of the CTF 
omputation is the key aspe
t to have a qui
k simulation performan
e.

For example, the 
al
ulation of the equivalent impedan
es for outgoing edges from a

node is performed simultaneously using multi-threaded programming. Furthermore,

partial results, e.g., the CTFs of ba
kbone units, are stored in the memory for future

reuse.

B.2.1 Graphi
al User Interfa
e (GUI)

In addition to the underlying simulator software, a �exible GUI has been devised

whi
h provides tools to visually represent the topologies under 
onsideration. The

GUI presents an intuitive interfa
e for designing topologies, adjusting model and

simulation parameters, and generating CTFs. By providing this high level interfa
e

to the underlying simulator, users are able to dramati
ally redu
e the amount of time

ne
essary to generate and analyze new topologies. This also allows users who have

no experien
e with the NS-3 
ode base to still take advantage of the simulators basi


fun
tionality. More advan
ed users 
an integrate GUI generated topologies dire
tly

with NS-3 in order to leverage the software to their spe
i�
 purposes.

Through the GUI, the user 
an add arbitrary number of nodes and edges. The

user is able to de�ne the properties of the nodes as de�ned in Se
tion B.1 and measure

the 
hannel transfer fun
tions between any two PLC devi
es and noise power spe
tral

densities at any PLC re
eiver.
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B.2.2 PLC Channel Simulator Results for Sample PLC

Networks

Firstly, we apply our PLC module to the relatively 
omplex topology with 21 PLC

network nodes presented in [142℄. The load impedan
es are as spe
i�ed in [142℄,

and the power lines are four-
ondu
tor 
ables of type NAYY 150SE, 
f. [25, Ch. 2℄.

Figure B.2(a) shows a snapshot of the topology 
reated in the GUI des
ribed in

the previous se
tion. Figure B.2(b) shows the CTFs for the links from Zs to Z2,

Z3, and Z7 (see Figure B.2(a)). We observe the frequen
y-sele
tive behaviour of the


hannel due to unmat
hed jun
tions and terminations and the in
reasing attenuation

for larger distan
es and frequen
ies.

As a se
ond example, we test our module on a topology whi
h in
ludes time-

sele
tive, frequen
y-sele
tive and �xed impedan
es, as shown in Figure B.3(a). As


an be seen, there are �ve nodes, Z0 to Z4, where Z0 is the transmitter. While

the impedan
e of Z3 and Z4 is �xed to 100 Ω, Z1 and Z2 have a time-varying and a

frequen
y-sele
tive impedan
e, respe
tively. The simulation is run over a 500 kHz fre-

quen
y band and the temporal sampling rate is 200 samples per 
y
le. Figure B.3(b)

show the CTF from Z0 to Z1 as a fun
tion of frequen
y and time. The periodi
ally

time-varying behaviour of the link due to the periodi
ally time-varying load Z1 
an

ni
ely be observed.

172



Appendix B. Modelling PLC using Network Simulator-3 (NS-3)

Is the CTF of this unit

Up-to-date?

Edge-Transfer-Vector =

Calculate the CTF of

this Unit

Result = Result *

Edge-Transfer-Vector

No

Current Node ==

Transmitter?

Current Node = Receiver

Result = 1
Start

Return Result

Yes

No

Yes

(a)

Is the input

impedance of the unit

up-to-date?

Calculate Input

Impedance

Is destination node open

circuit?

Return

Yes

No

Yes

No

1 , 1 , , 1 ,

1 1

( ) / ( )

( ) (1 ) / ( )i i i i

i in i c i in i c i

l l

i i i

Z Z Z Z

H f e e
g g

r

r r

+ + +

-

+ +

= - +

= + +

1

1 1

( ) 2 / ( )

i

i i i i

in

i

l l

i

Z

H f e e
g g

r

+

+

-

®¥

=

= +

Start

( )iH f

(b)

Figure B.1: (a) Cal
ulation of CTF for one transmitter-re
eiver link 
onsidering the

whole underlying power line grid. (b) Cal
ulation of the CTF of a subunit.
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Figure B.2: (a) PLC network topology with 21 �xed impedan
es and 39 edges 
reated

with our GUI. (b) CTFs for links from Zs to Z2, Z3, and Z7.
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Figure B.3: (a) Topology with time-varying (Z1) and frequen
y-sele
tive (Z4)

impedan
es. (b) Time- and frequen
y-sele
tive CTF between Z0 and Z1.
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