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Abstract

The conventional and optimization based controllers have been used in process industries for more than two decades. The application of such controllers on complex systems could be computationally demanding and may require estimation of hidden states. They also require constant tuning, development of a mathematical model (first principle or empirical), design of control law which are tedious. Moreover, they are not adaptive in nature. On the other hand, in the recent years, there has been significant progress in the fields of computer vision and natural language processing that followed the success of deep learning. Human level control has been attained in games and physical tasks by combining deep learning with reinforcement learning. They were also able to learn the complex go game which has states more than number of atoms in the universe. Self-Driving cars, machine translation, speech recognition etc started to gain advantage of these powerful models. The approach to all of them involved problem formulation as a learning problem. Inspired by these applications, in this work we have posed process control problem as a learning problem to build controllers to address the limitations existing in current controllers.
Lay Summary

The conventional controllers like Proportional, Proportional Integral controllers, etc. requires mathematical expression of the process to be controlled, involves controller tuning. On the other hand, optimization based controllers like Model Predictive Control are slow for controlling complex systems especially with a large number of inputs and outputs because of the optimization step. Our work aims at addressing some of the drawbacks existing in conventional and optimization based process control approach. We have used an artificial intelligence approach to build a self-learning controller to tackle these limitations. The self-learning controller learns to control a process just by interacting with the process using artificial intelligence algorithm. Some of the advantages of this approach are, it does not require the mathematical expression of the process, does not involve controller tuning and it is fast since it does not have optimization step.
Preface

The thesis consists of two parts. The first part which is discussed in Chapter 3, discusses about the new neural network architecture that was designed to learn the complex behaviour of Model Predictive Control (MPC). It overcomes some of the challenges of MPC. The contributions of this part have been submitted in:

Referred Conference Publication:
Steven Spielberg Pon Kumar, Bhushan Gopaluni, Philip Loewen, *A deep learning architecture for predictive control*, Advanced Control of Chemical Processes, 2018 [submitted].

The contributions of this part have also been presented in:

Conference Presentation:
Steven Spielberg Pon Kumar, Bhushan Gopaluni, Philip Loewen,*A deep learning architecture for predictive control*, Canadian Chemical Engineering Conference, Alberta, 2017.

The second part of the work explained in Chapter 4, discusses the learning based approach to design a controller to be able to control the plant. The motivation for this approach is to solve some of the limitations present in the conventional and optimization based controllers. The contributions of
this part have been published in:

**Referred Conference Publication:**

Steven Spielberg Pon Kumar, Bhushan Gopaluni and Philip D. Loewen, *Deep Reinforcement Learning Approaches for Process Control*, Advanced Control of Industrial Processes, Taiwan, 2017

The contributions of this part have also been presented in:

**Presentation:**
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Chapter 1

Introduction

1.1 Overview

One of the dreams of the field of process control is to enable controllers to understand the plant dynamics fully and then act optimally to control it. It could be challenging because online learning is relatively easy for human beings because of the evolution compared to machines.

The current approaches for control are either classic control approach or optimization based approach. These approaches do not take intelligent decisions but obey certain rules that was depicted to the controller by a control expert. The conventional approaches require extensive knowledge from an expert with relevant domain knowledge to transfer the knowledge to the controller via control law and other mathematical derivation. On the other hand, optimization based controllers like Model Predictive Controllers look ahead in the future and take action considering future errors but suffer from the fact that the optimization step takes time to return optimal control input, especially for complex high dimensional systems. The detailed drawback of the current approaches for process control is discussed in the limitation section below.
1.2 Limitations

There are many limitations with the current approaches to industrial process control. The classical controller requires very careful analysis of the process dynamics. It requires a model of the process either derived from first principles or empirical. If the system under consideration is complex then the first principle model requires advanced domain knowledge to build the model. In certain cases, the conventional approaches involves derivation of control law that meets desired criteria (either to control the plant to track the set point or operate in a way to be economical). It involves tuning of controllers with respect to the system to be controlled. Model maintenance is very difficult or rarely achieved. On the other hand, optimization based controllers look ahead into the future and take future errors into account. However, they suffer from the fact that computing optimal control actions via optimization tends to take time especially for non-linear high dimensional complex system. They cannot handle uncertainty about the true system dynamics and noise in observation data. One more burden of optimization based controller like MPC is the prediction of hidden states, since often those states are not readily available. MPC also demands to tune prediction horizon, control horizon, weights given to each output etc. As a prerequisite, MPC requires an accurate model of the system to start with. Also over the course of time the controller will not possess an updated model, hence the performance will start to deteriorate.
1.3 Motivation

Having given the above limitations can we build a learning controller that does not require 1) intensive tuning 2) plant dynamics 3) model maintenance, and 4) takes instant control actions? This work aims to develop such next generation intelligent controllers.

1.4 Challenges

It could be challenging to learn the entire trajectory of a plant’s output along with the set point. Deploying these learning controllers in production could be risky, hence it should be made sure that the controller has been already trained offline before implementing it in the real plant. The action space and state space in process control application are continuous, hence function approximators are used with reinforcement learning to learn the continuous state space and action space. Since it has been found that deep neural networks serve as an effective function approximators and recently have found great success in image [1], speech [7] and language understanding [8], deep neural networks are used as common function approximators with reinforcement learning. However, to speed up the training of deep neural networks, it requires training them in the Graphical Processing Unit (GPU) to parallelize the computation. This could be tricky to train as care should be taken to optimize the memory allotted to perform computations in the GPU. The reinforcement learning based controller involves training two neural networks simultaneously, tuning those two neural networks for the first time to train the plant was challenging. The reason is the enormous number of options
and space available as tunable parameters (hyper parameters). In addition, running simulation takes a lot of time, hence re tuning the hyper parameters to retrain the network was bit challenging.

1.5 Encouraging progress

In recent years, there has been significant progress in the fields of computer vision and natural language processing that followed the success of deep learning. The deep learning era started in 2012 after it won the image classification challenge in 2012, by a huge margin compared to other approaches [1]. In Machine translation conventional probabilistic approaches were replaced with deep neural networks [53]. From then on, self driving cars started to take the advantage of deep nets [54]. They use deep learning to learn the optimal control behaviour required to drive the car without the help of human. This is a form of a learning control problem. Human level control has also been attained in games [2] and physical tasks [3]. Computers were able to beat human beings in classical Atari games [2]. Deep neural nets have even learnt the complex game of Go [15]. This is again posed as a learning control problem. The Go game has $1.74 \times 10^{172}$ states, which is more than the number of atoms in the universe. The question is can we gain advantage of those powerful models to build a learning controller to overcome the limitations of the current control approach? Our work aims to answer this question. To support using such powerful models, the number of calculations per second has been growing exponentially over the years.


1.6 Contributions and Outline

We present two principal contributions,

1) **Optimization based control** We propose a new deep learning architecture to learn the complete behaviour of MPC. Once the deep neural network is learnt, it can take action instantaneously, without having to estimate hidden states, with no prediction and optimization as these information will be learnt while training.
2) Classical Control  We have developed a learning based controller that can learn plant dynamics and determine control actions by just interacting with the plant. These controllers do not require tuning and are adaptive in nature. Also, the learnt controller are fast in returning optimal control actions.

The thesis is organized as follows: Chapter II provides background information about machine learning, deep learning, MPC and Reinforcement Learning. Chapter III discusses our contribution to optimization based controller. Chapter IV discusses our work on learning based controller design using deep reinforcement learning. Chapter V presents conclusions and future directions of this work.

The work discussed in Chapter III is based on supervised learning with the data from MPC to learn control behaviour, whereas the work discussed in Chapter IV is based on reinforcement learning to learn the control behaviour. The supervised learning with MPC is preferred, if MPC has to be performed on a complex system, because optimization step on complex system takes time and the optimization step is learnt offline with the data from MPC in the supervised approach. The reinforcement learning approach is preferred, 1) when it is tedious to develop or derive plant model 2) a controller that is susceptible to change in plant model is needed 3) the control behaviour are learnt using function approximators and the learnt control policy (mapping from states to actions) with function approximators are fast.
Chapter 2

Background

The thesis has two parts 1) Using deep learning to learn the control behaviour of Model Predictive Control, 2) Using deep learning and reinforcement learning to learn the optimal behaviour online just by interacting with the plant. Hence, this chapter discusses the background on machine learning, neural networks, Model Predictive Control (MPC) and deep reinforcement learning. For detailed information about these topics we recommend the Deep learning book from Goodfellow et al. [16] and the Reinforcement Learning book from Sutton and Barto [17].

2.1 Machine Learning

Let us discuss machine learning with an example. Consider the following data set given in table 2.1 showing Time taken to move a box 50m vs mass of the box.
Table 2.1: Sample input output data

<table>
<thead>
<tr>
<th>Box Mass (kg)</th>
<th>Time taken to move 50 m (seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.08</td>
</tr>
<tr>
<td>2</td>
<td>4.95</td>
</tr>
<tr>
<td>3</td>
<td>5.63</td>
</tr>
<tr>
<td>4</td>
<td>7.16</td>
</tr>
<tr>
<td>5</td>
<td>11.76</td>
</tr>
<tr>
<td>6</td>
<td>14.39</td>
</tr>
<tr>
<td>7</td>
<td>17.03</td>
</tr>
<tr>
<td>8</td>
<td>16.06</td>
</tr>
<tr>
<td>9</td>
<td>18.46</td>
</tr>
<tr>
<td>10</td>
<td>20</td>
</tr>
</tbody>
</table>

Now let us visualize this data as shown in figure 2.1.
2.1. Machine Learning

Figure 2.1: Plot of data given in table 2.1

The data is given only for 10 specific boxes. What if we want to find the time taken to move a 5.5 kg box? In this case we have to learn from the data. Learning the data essentially means learning the parameters or weights of a machine learning model. Since the data visualized in figure 2.1 looks linear, a linear model is enough to learn the data.

\[ y = \theta_1 x + \theta_2 \]  

where \( \theta_1 \) and \( \theta_2 \) are parameters or weights of the equation. Equation 2.1 is known as linear regression machine learning model. The parameters \( \theta_1 \) and
\( \theta_2 \) are learnt using optimization techniques which will be discussed later in this chapter. Once \( \theta_1 \) and \( \theta_2 \) are learnt the data can be plotted along with the machine learning model, in this case a line as follows:

![Plot of data along with learnt line using optimization technique](image)

**Figure 2.2:** Plot of data along with learnt line using optimization technique

Now if we know the line that is learnt using the data we had, we can answer questions related to the data set even for box weight data we do not have. \( \theta_1 \) is the slope of the line and \( \theta_2 \) is the intercept of the model. For instance, for the above data set and for linear regression model, the parameters \( \theta_1 \) and \( \theta_2 \) learnt using optimization techniques are \( \theta_1 = 2.2 \) and \( \theta_2 = 0 \). Then the time taken to move a 5.5 kg box 50 m would be \( 2.2 \times 5.5 + 0 = \)
12.1s. For learning the parameters of this linear model, we are supervising our algorithm with input and corresponding output data, hence it is called supervised learning. We will discuss this further in the next section.

![Machine learning framework](image)

**Figure 2.3:** Machine learning framework.

In general the machine learning framework can be summarized with the flow diagram in Figure 2.3. First we have training data and we use optimization technique to learn the parameters. The learnt parameters can be used with the new data to predict the output of the new data.

### 2.2 Supervised Learning

We saw a simple example of machine learning, now let us go through supervised learning in detail. Many practical problems can be formulated as a mapping \( f : X \mapsto Y \), where \( X \) is an input space and \( Y \) is an output space. For instance, in the above example, the input space is mass and the output space is time. In most cases it is not easy to come up with the mapping function \( f \) manually. The supervised learning framework provides an approach that takes advantage of the fact that it is often relatively easy to obtain sample pairs \((x, y) \in X \times Y\) such that \( y = f(x)\). In the above example data set,
2.2. Supervised Learning

this would correspond to collecting a data set of time taken to move 50m of box considered in the input space annotated by humans.

**Supervised Learning Objective** Precisely, we have a “training data set” of $n$ examples $(x_1, y_1), \ldots, (x_n, y_n)$ made up of independent and identically distributed (i.i.d.) samples from a data generating distribution $D$; i.e., $(x_i, y_i) \sim D$ for all $i$. We frame learning the mapping $f : X \mapsto Y$ by searching over a set of candidate functions and finding the one that is most consistent with the training examples. $D$ is the distribution from which the data is being generated and we are interested in finding the function $f^*$ (from set of functions $f$) that can better approximate the data generation distribution $D$. Concretely, we consider particular set of functions $\mathcal{F}$ and choose a loss function which is a scalar $L(x, \hat{y}, y)$ that expresses the disagreement between a predicted label $\hat{y}_i = f(x_i)$ for some $f \in \mathcal{F}$ that meets the condition below:

$$f^* = \arg \min_{f \in \mathcal{F}} \mathbb{E} E(x, y) \sim_D L(f(x), y)$$  \hspace{1cm} (2.2)

From a big picture, we are interested in a function $f^*$ that minimizes the expected loss over the distribution $D$ from which the data is generated. Once the function is determined, we can only have this function and use this function with the new training data set to do the mapping from $X$ to $Y$. The initial training data can be discarded.

Unfortunately, the above optimization objective cannot be solved easily because we do not have all possible samples (or elements) of $D$ and hence the expectation cannot be evaluated analytically without making assumptions about the form of $D, L$ or $f$. If we assume that the available samples from
2.2. Supervised Learning

\(D\) are i.i.d. (Independent and Identically Distributed) we can rewrite and approximate the expectation given in equation (2.2) by averaging the loss over the training data available as follows:

\[ f^* \approx \arg \min_{f \in \mathcal{F}} \frac{1}{n} \sum_{i=1}^{n} L(x_i, f(x_i), y_i) \quad (2.3) \]

Even though we approximate the expectation with data available in training, we believe that it is a good approximation to equation (2.2), especially if we have a large number of data and it serves as a good proxy to the objective to equation (2.2).

**Overfitting** Sometimes, there are cases where the equation given in (2.2) learns too much about the training data that it starts to overfit without learning the general pattern of the data. This scenario is called overfitting.

![Figure 2.4](image)

**Figure 2.4:** left: Learnt linear function on data (red dot); right: example of overfitting [47]

Figure 2.4 is used to discuss about overfitting. The red dots represent the data points and the blue line the function \(f^*\) learnt from the data using
2.2. Supervised Learning

optimization. The trend of the data looks linear, hence a linear function as shown on the left hand side is enough to learn the data, because the deviation of data points away the blue line could be considered as noise. On the other hand, in the right hand side, the function (blue line) interpolates all the points without learning the generalized pattern of the underlying data. The right hand side figure is an example of function over fitting the data.

**Regularization** Consider a function $f$ that maps $x_i$ to $y_i$ in the training data, but for data other than training data it returns zero. This would be the result of equation (2.3) when the minimum value is attained at $y = \hat{y}$. Technically, we expect higher loss for all points in $D$ that are not in the training data. The reason to the problem is the optimization objective tries to look for a weights where $y$ and $\hat{y}$ are almost equal so as to be closer. To make the objective function generalize well the training data, an additional term $R$, called a regularization term, is added to the objective as follows:

$$
 f^* \approx \arg \min_{f \in \mathcal{F}} \frac{1}{n} \sum_{i=1}^{n} L(f(x_i), y_i) + R(f) \quad (2.4)
$$

where $R$ is a function which is scalar valued. It adds a penalty on different weights of the model to reduce the freedom of the model. Hence, the model will be less likely to fit the noise of the training data and will improve the generalization abilities of the model. Two common forms of regularization $R$, used are,

- $L^1$ regularization (also called Lasso)
- $L^2$ regularization (also called Ridge)
2.2. Supervised Learning

The $L^1$ regularization shrinks some parameters to zero. It is called $L^1$ regularization because the regularization term is the sum of absolute values (1 Norm) of weights/parameters of the model available. Hence some variables will not play any role in the model.

The $L^2$ regularization forces the parameters to be relatively small, if the penalization is bigger and vice versa. It is called $L^2$ regularization because the regularization term $R(f)$ is the 2 norm of the weights available. Hence, when the overall objective function along with regularization term is minimized, it shrinks the parameters/weights of the model.

**Linear Regression**  Consider a 2 dimensional input data set of 100 samples represented as $(X = \mathbb{R}^2)$ each corresponding to a scalar value of output $(Y = \mathbb{R})$. Since it is linear regression, the function $F$ we consider is the set of linear functions that maps from $X$ to $Y$ (i.e., $F = w^T x + b | w \in \mathbb{R}^2, b \in \mathbb{R}$).

Since, our input has 2 dimensions (2 variables), 2 weights are needed to learn the model apart from one more weight which is required as a bias term. Hence, our hypothesis space has 3 parameters $(w_1, w_2, b)$, where $w = [w_1, w_2]$

Now the next step is to learn the weights $w_1, w_2$ and $b$. Hence, a loss function has to be constructed. For regression, the commonly used loss function is the squared loss (squared difference between the predicted value and the target value of the training data), $L(\hat{y}, y) = (\hat{y} - y)^2$. As we saw earlier, we use regularization apart from the regular term given by, $R(w, b) = \lambda(w_1^2 + w_2^2)$. The regularization term favours parameters that are relatively small. Com-
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bining everything together, the optimization objective is given as,

\[
\min_{w_1, w_2, b} \left[ \frac{1}{n} \sum_{i=1}^{n} (w^T x_i + b - y_i)^2 \right] + \lambda (w_1^2 + w_2^2)
\]

(2.5)

It is common with models of the form \(y_i = wx_i + b\) to regularize only weights \(w\), leaving bias \(b\) free to be as large or small as it wants, with no penalty. The variance penalty for leaving the bias (intercept) unregularized is likely to be smaller than the rewards we reap it in terms of decreased bias, since most linear models do have some nonzero intercept. Also, the bias term does not interact multiplicatively with inputs; they merely allow the model to offset itself away from the origin. The bias term typically requires less data to fit accurately than the weights. Each weight specifies how two variables interact, and requires observing both variables in a variety of conditions to fit well. Each bias controls only a single variable. This means that we do not induce too much variance by leaving the biases unregularized. Regularizing, the bias term can introduce a significant amount of underfitting.
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Figure 2.5: Data flow diagram of supervised learning framework in machine learning

Figure 2.5 shows the data flow diagram of supervised learning framework. The $x$ is the training input and $y$ is the corresponding label/output of the training data. We have three decisions to make 1) The function $f$, which is a mapping from input $x$ to output $y$, (a Neural Network in this dissertation), 2) The Loss function $L$, that is the squared error difference between predicted output from the machine learning output and the actual output (this
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dissertation has problems formulated only as regression, hence squared error is common throughout), 3) The regularization function $R$, since this dissertation only has regression formulation, the $L^2$ regularization is used. Once the predicted output with respect to weights and machine learning model is computed, the Data loss is calculated and then finally the overall loss is the summation of data loss and regularization loss.

**Linear Regression in neuron representation**  We described linear regression in the previous section. Since we will deal with neural networks later, in this chapter, the linear regression can be represented in the diagrammatic notation popular for general neurons as follows:

![Diagram](Image)

**Figure 2.6:** Neural Network representation for Linear regression on 1 dimensional data set.

Figure 2.6 shows the neural network representation for linear regression. In this case, the linear regression model is a weighted combination of inputs and weights. The $\theta_1$ and $\theta_2$ are weights or parameters here. The activation function in this case represented as slanting line is just the identity function ($o_1 = u_1$). More advanced activation functions will be used later in this
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chapter in neural networks.

**Logistic Regression in neuron representation** Let us consider linear regression for a binary classification task with labels 1 and 0. The drawback of linear regression is the output is not bounded between 0 and 1. This is addressed in logistic regression, which is a simple non-linear model for performing classification tasks. The logistic regression in neuron representation is given as follows:

![Logistic Regression Diagram](image)

**Figure 2.7:** Logistic regression on 1 dimensional input data set.

Figure 2.7 show logistic regression in neural network representation. In this case, first the linear regression model which is a weighted combination of inputs and weights is used. The $\theta_1$ and $\theta_2$ are weights or parameters here. Since, the output is not bounded between 0 and 1, a sigmoid activation function given by $\sigma(x) = \frac{1}{1+e^{-x}}$ is used. This function squashes the output to be between 0 and 1. The predicted output $\hat{y}_i$ of logistic regression given in Figure 2.7 is,

$$\hat{y}_i = \frac{1}{1 + e^{-(\theta_1 + \theta_2 \times x_i)}} \quad (2.6)$$
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The objective is to find the parameter $\theta$ that minimize the loss function given by,

$$L(x, \hat{y}, y) = -\sum_{k=1}^{K} y_k \log \hat{y}_k$$

(2.7)

The equality in equation 2.7 is the definition of cross-entropy between two distributions $H(p, q) = -\sum_x p(x) \log q(x)$. Since we interpret the output of logistic regression as containing probabilities of two classes (0 and 1), we see that we are effectively minimizing the negative log probability of the correct class. This is also consistent with a probabilistic interpretation of this loss as maximizing the log likelihood of the class $y$ conditioned on the input $x$.

We saw linear regression and logistic regression. Now the goal is to learn all the components of the parameter vector $\theta$ using optimization techniques. Let us take a digression to discuss the optimization techniques used in machine learning.

2.3 Optimization

In linear regression we saw how the vector $\theta$ can be learnt from the data by minimizing the squared error between predicted output and actual labelled output. Specifically, $\theta^* = \arg \min_{\theta} g(\theta)$, where $\theta$ is the parameters to be learnt (usually in vector) and $g$ is the sum of data loss and regularization loss. Let us see some of the gradient based techniques used to find the optimal parameters $\theta$.

**Derivative free optimization**  The simplest technique that one could think of is to evaluate $g(\theta)$ for various $\theta$. One approach to this problem
is the 'trial and error' approach. We can draw a number of $\theta$ at random from some distribution. For each $\theta$ drawn we evaluate $g(\theta)$, and then simply pick the one that minimizes $g$. Another method is to give perturbations to $\theta$ and continuously monitor the loss $g(\theta)$ (error in predicted and actual output). However, the trial and error approach and perturbing weights approach does not scale, as the neural networks discussed in this dissertation will have hundreds of thousands of parameters.

**First order methods** Instead of searching for the optimal parameters of the machine learning model in a brute force manner, we can make some assumptions about $g$ to compute the parameters efficiently. If we assume $g$ to be a differentiable function then, since our loss function is convex (for 1 parameter, its graph is a parabola), the function will be minimum at the point where slope of loss function with respect to parameter is zero. In other words, the slope or gradient ($\nabla_{\theta}g$) at minimum would be zero. The vector $\nabla_{\theta}g$ is composed of first derivatives of $g$. This is the reason why it is called a first order methods?.
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Figure 2.8: Loss function vs parameter.

We can use the information from the gradient to efficiently find the point of minimum. In short if we move away from the direction of gradient then we can approach the point of minimum. From figure 2.8, we can see that at $\theta^0$ (i.e., at the point of initialization) the gradient direction is positive (positive slope). Since the slope is positive, we have to take a step (given by $\epsilon$, the so-called learning rate) in the opposite direction i.e., negative direction, resulting in the point $\theta^2$. This process is continued until we reach the value of $\theta$ for which the loss function is minimum. This strategy is the base for the gradient descent algorithm. 1) Evaluate the gradient of the loss function with respect to parameters at the current point 2) Update the parameters of the model in the direction opposite to the sign of gradients. Gradient descent requires computing the gradient for all data samples. This may not be practically feasible, especially when the data set is large. Hence, we usually split the dataset into batches, compute the gradients, and then update the parameters.
If the size of the batch is 1 then it results in Stochastic Gradient Descent (SGD) which is summarized in Algorithm 1.

Algorithm 1 Stochastic Gradient descent

Given a starting point $\theta \in \text{dom}g$

Given a step size $\epsilon \in R^+$

repeat

1. Sample a mini batch of $m$ examples $(x_1, y_1), ..., (x_m, y_m)$ from the training data

2. Estimate the gradient $\nabla_{\theta}g(\theta) \approx \nabla_{\theta}[\frac{1}{m} \sum_{i=1}^{m} L(f_{\theta}(x_i), y_i) + R(f_{\theta})]$ with backpropogation

3. Compute the update direction: $\delta \theta := -\epsilon \nabla_{\theta}g(\theta)$

4. Update the parameter: $\delta := \delta + \delta \theta$

until convergence

An important parameter in the SGD is the learning rate $\epsilon$ which is related to the step size. If the value of $\epsilon$ is very small then the time taken to reach the minimum will be high. On the other hand if the value is too high the method won’t converge and will oscillate around the minimum. Let us consider an example: to minimize the function, $g(\theta) = \theta^2$. The gradient of which is $g'(\theta) = 2\theta$. Let us initialize with $\theta = 1$. If $\epsilon > 1$ it will cause the gradient descent update to oscillate and diverge to infinity. On the other hand if $\epsilon = 1$, it will make the algorithm to oscillate between $\theta = 1$ and $\theta = -1$ infinitely. The third case being a good learning rate, $0 < \epsilon < 1$ will take the value of $\theta$ to zero, which is the point of minimum. It
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Practically, a good rule of thumb is to pick a learning rate that makes the algorithm to diverge (e.g. 0.1). Having noted this value, set the learning rate to be slightly smaller than this amount (e.g. 0.05) as a safety margin. Gradually decaying the learning rate over time is a good practice. This can be achieved by multiplying the learning rate by a small factor (e.g. 0.1) once every few iterations to lower the learning rate. The convergence rates of this heuristic is discussed in [55]. Polyak averaging also provides consistent averaging [18]. In Polyak averaging the average parameter vector, \( \bar{\theta} \) (e.g. \( \bar{\theta} = 0.999\theta + 0.001\bar{\theta} \)) is computed after every parameter update. At test time it uses \( \bar{\theta} \).

**Other optimization techniques.** Usually the performance of gradient descent techniques can be improved by modifying the update step which is line number 3 in Algorithm 1. The first popular improvement that was made to gradient descent is the momentum update. It is framed in a way to progress along slow towards the direction of the gradient consistently. If the gradient is denoted as \( \nabla_\theta g(\theta) \) for the gradient vector, the update step \( \delta \theta \) is found by updating an additional step with the variable \( v := \alpha v + g \) (initialized at zero). The update step now becomes \( \delta \theta := -\epsilon v \). The variable \( v \) encourages the gradient update to proceed in a consistent (not identical) direction because it contains an exponentially-decaying sum of previous gradient directions. It comes with inspiration from physics, where the gradient is interpreted as the force \( F \) on a particle with position \( \theta \), hence this increments position directly, which is supported by Newton's second law \( F = \frac{dp}{dt} \), where the mass \( m \) is assumed to be constant and \( p = mv \) is the momentum term. The momentum
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update technique with a running estimate of the mean (first moment). Based on this, many similar methods of increased efficiency have been proposed.

- Instead of the intermediate variable \( v \) as in momentum step, the intermediate variable may have the update rule, \( r := r + g \odot g \) of sum of squared gradients (where \( \odot \) is element wise multiplication instead of vector or matrix multiplication). The update is given as follows:
  \[
  \delta \theta := -\frac{\epsilon}{\gamma + \sqrt{r}} \odot g,
  \]
  where \( \gamma \) is added to prevent the division by zero, usually the value of \( \gamma \) is set to \( 10^{-5} \). This update is known as Adagrad update [19].

- Instead of running mean first moment if second moment which variance is used as given by:
  \[
  r := \rho r + (1 - \rho) g \odot g,
  \]
  where \( \rho \) is usually set to 0.99. The update is known as RMSProp update [20].

- If the update step of Adagrad and RMSProp is combined, which is the estimates of both first and second running moments, the update is called the Adam update [21]. As in Adagrad and RMSProp, \( \gamma \) is usually set to \( 10^{-5} \) and \( \rho \) is usually set to 0.99. This update takes us to the optimum point with less oscillation. Throughout the dissertation during training the Adam method is employed for gradient descent update.

**Cross-validation.** We saw several other parameters called 'hyper parameters' apart from the regular parameters or weights we wanted to learn. Some of the hyper parameters are the learning rate \( \epsilon \), the regularization weights \( \lambda \), the number of hidden units in neural network (see below) etc. Usually
2.3. Optimization

to determine good parameters, the available data set is split into training and validation samples. Once the model is trained on training set, it will be tested on validation set to see how well it performs. Usually this is done by comparing the predicted value of validation sample to true value of validation sample output. One familiar cross validation technique is the $k$-fold cross validation. Here the data are split into $k$ subsets and then each subset will act as a validation set and finally the mean of all validation errors will be computed to test the efficiency of the model. Eg., 5-fold cross-validation will divide the data into 5 folds. Fig 2.9 shows visualization of k-fold cross validation.
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**k-Folds Cross Validation**

**Figure 2.9:** Figure shows how training and validation set are chosen for $k$-fold cross validation. The folds get extended to the right till the last fold is reached.

**Supervised Learning - Summary**  The supervised learning approach supervises the learning algorithm with known data. We are given a data set of $n$ samples $(x_1, y_1), ..., (x_n, y_n)$ where $(x_i, y_i) \in X \times Y$, and we want to find the three components which are listed below:

1. The family of mapping functions $F$, where each $f \in F$ maps $X$ to $Y$, it could be linear regression, logistic regression, neural networks etc.

2. The Loss function $L(x, \hat{y}, y)$ that evaluates the error between a true label $y$ and a predicted label $\hat{y} = f(x)$. Loss functions vary slightly for
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regression and classification based problems.

3. The regularization loss function \( R(f) \), which is scalar, to help generalize the data better.

Since the dissertation focuses on problems formulated using regression, usually \( L^2 \) regularization is used as a \( R(f) \) regularization loss. Our loss function \( L \) is always the squared difference between predicted and actual output.

**Neural Network regression** The linear and logistic regression neuron representation can be extended to neural networks as in Figure 2.10:

![Figure 2.10: A Neural networks on 1 dimensional input data set.](image)

From Figure 2.10, first the linear regression model which is a weighted combination of inputs and weights are used. Followed by a sigmoid activation function \( (\sigma(x) = \frac{1}{1+e^{-x}}) \), which says if the neuron has to be activated or not (1 if activated). The \( \theta_1 \) and \( \theta_2 \) are weights or parameters here. Ultimately, the final layer has linear activation because we are interested in using neural networks for regression.
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In Fig. 2.10, the output $\hat{y}_i$ is given by,

$$\hat{y}_i = \theta_5 + \theta_6 \sigma(\theta_1 + \theta_2 x_i) + \theta_7 \sigma(\theta_4 + \theta_3 x_i) \quad (2.8)$$

Where,

- $\theta$'s are the parameters.
- $x_i$ is the input of the $i^{th}$ sample
- Activation function (sigma represented in green circular rectangle) is the sigmoid function ($\sigma(x) = \frac{1}{1+e^{-x}}$)
- $u_{11}, u_{12}$ are the outputs of the neurons before activation
- $o_{11}, o_{12}$ are the outputs of the neurons after activation in first layer
- $o_{21}$ is the output of the neuron after activation in the second layer
- Since linear activation is used in final layer, $\hat{y}_i = o_{21} = u_{21}$

Now our goal is to learn the parameters $\theta$ of the neural network. If $g$ is the loss function, the parameters are computed using the gradient descent update given as,

$$\theta^{t+1} = \theta^t - \alpha \times \frac{\partial g(\theta)}{\partial \theta} \quad (2.9)$$

The gradient of loss, $g$ with respect to the parameter is given as,

$$\frac{\partial g(\theta)}{\partial \theta_j} = -2(y_i - \hat{y}_i(x_i, \theta)) \frac{\partial \hat{y}_i(x_i, \theta)}{\partial \theta_j} \quad (2.10)$$

The value of $\hat{y}_i(x_i, \theta)$ can be computed while doing a forward pass (discussed below) and the derivative of $\hat{y}_i$ with respect to the parameter is computed during the back propagation step discussed below.
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2.3.1 Forward Pass

In forward pass, each element of $\theta$ has a known value. Then from Fig. [2.10], the values of $u$, $o$ and $\hat{y}_i$ are given as,

- $u_{11} = \theta_1 \times 1 + \theta_2 \times x_i$
- $u_{12} = \theta_4 \times 1 + \theta_3 \times x_i$
- $o_{11} = \frac{1}{1+e^{-u_{11}}}$
- $o_{12} = \frac{1}{1+e^{-u_{12}}}$
- $u_{21} = \theta_5 \times 1 + \theta_6 \times o_{11} + \theta_7 \times o_{12}$
- $\hat{y}_i = o_{21} = u_{21}$

2.3.2 Backpropagation

The next step is to compute the partial derivatives of $\hat{y}_i$ with respect to the parameter $\theta$. Each $\hat{y}_i$ can be represented as a function of previous layer’s weights as,

$$\hat{y}_i = \theta_5 \times 1 + \theta_6 \times o_{11} + \theta_7 \times o_{12} \quad (2.11)$$

From the above equation the gradient of $\hat{y}_i$ with respect to $\theta_5, \theta_6, \theta_7$ is given as,

- $\frac{\partial \hat{y}_i}{\partial \theta_5} = 1$
- $\frac{\partial \hat{y}_i}{\partial \theta_6} = o_{11}$
- $\frac{\partial \hat{y}_i}{\partial \theta_7} = o_{12}$
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Similarly, \( u_{12} = \theta_2 \times x_i + \theta_3 \times 1 \), now the derivative of \( \hat{y}_i \) with respect to \( \theta_3 \) is given in equation (2.12). It is essential to note that \( \theta_3 \) only influences \( \hat{y}_i \) through \( u_{12} \).

\[
\frac{\partial \hat{y}_i}{\partial \theta_3} = \frac{\partial \hat{y}_i}{\partial o_{12}} \frac{\partial o_{12}}{\partial u_{12}} \frac{\partial u_{12}}{\partial \theta_3}
\]  

(2.12)

The \( o's \) in the equation 2.12 are received during the forward pass. Similarly the gradient with respect to \( \theta_1, \theta_2, \theta_4 \) are computed.

Once the \( \hat{y}_i \) and the derivatives of \( \hat{y}_i \) with respect to the \( \theta \) are computed, the gradient descent as given in 2.9 is used to update the parameters \( \theta \) and the forward pass and update step continues until the optimum value of parameter (or minimal loss) is attained.

**Neural Network implementation via graph object**  Since the computation above involves backpropagating errors to update the parameters, the entire operation is constructed in the form of graph to organize the computation better. The operations can be thought as a linear list of operations. To make it more precise the function that maps from input to output can be imagined within a directed acyclic graph (DAG) of operations, wherein the data and parameters vector flow along the edges and the nodes represent differentiable transformations. The implementation of backpropogation in recent deep learning frameworks like tensorflow and pytorch uses a graph object that records the connectivity operations (gates and layers) along with list of operations. Each graph and node object has two functions as discussed earlier: \texttt{forward()} for doing the forward pass and \texttt{backward()} for performing the gradient descent update using backpropogation. The \texttt{forward()} goes over all the nodes in a topological order and takes computation flow in for-
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ward direction to predict the output using the known weights. \texttt{backward()} goes over nodes in reverse direction and does the update step. Each node computes its output with some function during its \texttt{forward()} operation, and in \texttt{backward()} operation, the nodes are given the gradient of loss function with respect to edges (weights) attached to the nodes. The derivatives are done using finite difference method. The backward process lists the gradient on output and multiplying it by its own local gradient and this gradient then flows to its child nodes. The child nodes then perform the same operation recursively.

Let us illustrate by describing the implementation of a tanh layer. The forward function is given as \( y = \tanh x \). The backward function will have \( \frac{\partial g}{\partial y} \) (Jacobian product) given by the \texttt{Graph} object, where \( g \) is the loss at the end of the graph. The backward function chains the Jacobian of this layer onto the running product. Here, the product is the matrix product \( \frac{\partial g}{\partial x} = \frac{\partial y}{\partial x} \frac{\partial g}{\partial y} \).

Now, since the Jacobian \( \frac{\partial y}{\partial x} \) of this layer only has elements along the diagonal, we can implement this efficiently by rewriting the matrix multiplication as \( \frac{\partial g}{\partial x} = \text{eye}(\frac{\partial y}{\partial x}) \odot \frac{\partial g}{\partial y} \), where \( \odot \) is an element wise multiplication and \( \text{eye}(\frac{\partial y}{\partial x}) \) is the diagonal of the matrix as a vector (for tanh this would be the vector \( 1 - y \odot y \)) since \( \frac{d}{dx} \tanh x = (1 - (\tanh x)^2) \). The returned \( \frac{\partial g}{\partial x} \) via the \texttt{Graph} object from this layer will be passed on to the node that computed \( x \). The recursion continues till it reaches the inputs of the graph.
Figure 2.11: A different representation of neural network as used in literature.

Figure 2.11 shows a different representation of neural network as used in literature. It will be useful to understand recurrent neural networks in the later part of the chapter. Note: the neural network in the right hand side and the left hand side are not exactly equal, the motivation of this figure is to show how neural network could be expressed just using circles.

2.4 Neural Networks

We have seen how we can use neural networks to perform a regression task. We defined a differentiable function that transform the inputs $x$ to predicted outputs $\hat{y}$. Then we optimized the model with respect to loss and parameters using gradient descent methods. Now we will see more details about the objective and extend to recurrent neural networks and Long Short Term Memory (LSTM).
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2.4.1 Simple Neural Networks

Neural networks involve series of repeated matrix multiplications and element-wise non-linearities. Some of the commonly used non-linearities are,

- Sigmoid, \( \sigma(x) = 1/(1 + e^{-x}) \)
- ReLU, \( \sigma(x) = \max\{0, x\} \)
- tanh, \( \sigma(x) = \frac{e^x - e^{-x}}{e^x + e^{-x}} \)

For a vector \( \vec{x} = (x_1, ..., x_N) \), we write \( \sigma(\vec{x}) = (\sigma(x_1), ..., \sigma(x_N)) \) as the natural element-wise extension. For instance, a 2-layer neural network would be implemented as \( f(x) = W_2 \sigma(W_1 x) \), where \( \sigma \) is an element-wise non-linearity (e.g. sigmoid) and \( W_1, W_2 \) are matrices. 3-layer will take the following form \( f(x) = W_3 \sigma(W_2 \sigma(W_1 x)) \), etc. If the non-linearity is not used in between the layers then the entire neural network becomes a simple linear model, because the weights in the each layer get multiplied by the weights in the next, forming a series of matrix products, which is just a single weighted combination of input, which is just linear. The last layer of the neural network either has a sigmoid or a non-linear layer to squash the input to 0 and 1 for classification tasks or identity function in the case of regression problems.
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Figure 2.12: Compact way of representing neural networks with just input layer, hidden layer and output layer.

Figure 2.12 will be useful in Chapter 3 in constructing complex recurrent neural networks which will be discussed later in this chapter.

Biological inspiration  A crude model of biological neurons is the motivation for neural network. Each row of the parameter or weight matrices $W$ corresponds to one neuron and its synaptic connection strengths to its input. The positive weights relate to excitation, whereas the negative weights relates to inhibition. On the other hand, the weight zero represents no dependence. The weighted sum of the inputs and the weights reaches the neurons at the
cell body. The sigmoid activation function draws motivation from the fact that, since it squashes the output to $[0, 1]$ it can be interpreted as indicating if a neuron has fired or not.

![Image of neural network](image)

**Figure 2.13:** The real neural network in the brain is merged and connected with the artificial neural network in this figure. [49], [50]

From Figure 2.13 the Artificial Neural Networks got inspiration from the neural network in the brain. The connection between the two is given by the edges and represents weights or parameter of the neural network model. The weights in Artificial Neural Network helps in transferring signal (0 means does not transfer signal) to other neurons.
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2.4.2 Recurrent Neural Networks

Recurrent neural networks are machine learning models that inherit neural network architecture to handle input and output sequences. Weather prediction requires time series of temperature, pressure data in the form of sequences to be processed as inputs so as to predict the future temperature. A recurrent neural network (RNN) uses a recurrence formula of the form

\[ h_t = f_\theta(h_{t-1}, x_t) \]

where \( f \) is a function that we describe in more detail below and the same parameters \( \theta \) are used at every time step. The function \( f_\theta \) is a connectivity pattern that can process a sequence of vector \( x_1, x_2, ..., x_T \), with arbitrary length. The hidden vector \( h_t \) can be thought of as a running summary of all vectors \( x_{t'} \) for \( t' < t \). The recurrence formula updates the summary based on the latest input. For initialization, we can either treat \( h_0 \) as vector parameters and learn the starting hidden state or simply set \( h_0 = \vec{0} \). There are many forms of recurrence and the exact mathematical form of the recurrence \( (h_{t-1}, x_t) \mapsto h_t \) varies from neural network architecture to architecture. We will discuss about this later in this section.

The simplest Recurrent Neural Network uses a recurrence of the form,

\[ h_t = tanh(W \begin{bmatrix} x_t \\ h_{t-1} \end{bmatrix}) , \]  

(2.13)

where the \( tanh \) function is applied element-by-element transformation as outlined in section 2.4.1.
From Figure 2.14, the neural network can be thought of as rolling feed forward neural network in time. From the above figure you can see that the \( \theta_x \) is preserved as the same parameter in each and every time step. The same works for other parameters \( \theta \)'s along the time step. The reason why it stays constant is that, while training because of limitation in memory the network can be trained only with constant time steps, because of the involvement of many gradients along the entire time step. While testing since the same parameter remains in each time step the neural network can be rolled to any steps in the future for future prediction.

The current input and the previous hidden vector are concatenated and transformed linearly by the matrix product with \( W \). This is equivalent to 

\[
    h_t = \tanh(W_{xh}x_t + W_{hh}h_{t-1}),
\]

where the two matrices \( W_{xh}, W_{hh} \) concatenated horizontally are equivalent to the matrix \( W \) above. These equations do not consider the bias vector that should be included. Instead of the tanh non
linearity, a ReLU or sigmoid non-linearity can also be used. If the input vectors $x_t$ have dimension $D$ and the hidden states have dimension $H$ then $W$ is a matrix of size $[H \times (D + H)]$. Interpreting the equation, the new hidden states at each time step are a linear combination of elements of $x_t$, $h_{t-1}$, squashed by non-linearity. The simple RNN has a simple neat form, but the additive and simple multiplicative interactions result in weak coupling [22, 23] especially between the inputs and the hidden states. The functional form of the simple RNN leads to undesirable dynamics during backpropagation [24]. The gradients either explode (if the gradient value is greater than 1) or vanish (if the gradient value is less than 1) especially when expanded over long time periods. This specific exploding gradient problem can be overcoming with gradient clipping [25], i.e., clipping the gradient or restarting the gradient especially if it reaches a threshold. On the other hand, the vanishing gradient problem cannot be addressed by gradient clipping.

Figure 2.15: Block representation of RNN. RED: input layer, GREEN: hidden layer, BLUE: output layer.
2.4.3 Long Short-Term Memory

The motivation for Long Short Term Memory [26] (LSTM) is to address some of the limitations of RNN, especially during training, i.e., vanishing and exploding gradient problem. Its recurrence formula allows the inputs $x_t$ and $h_{t-1}$ to interact in a more computationally complex manner. The interaction includes multiplicative interactions and additive interactions over time steps that effectively propagate gradients backwards in time [26]. LSTMs maintain a memory vector $c_t$ in addition to a hidden state vector $h_t$. The LSTM can choose to read from, write to, or reset the cell using explicit gating mechanisms at each time step. The LSTM recurrence update is as follows:
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\[
\begin{bmatrix}
i \\
j \\
o \\
g \\
\end{bmatrix} = \begin{bmatrix}
sigm \\
sigm \\
sigm \\
tanh \\
\end{bmatrix} W \begin{bmatrix}
x_t \\
h_{t-1} \\
\end{bmatrix}
\]

(2.14)

\[c_t = f \odot c_{t-1} + i \odot g\]  

(2.15)

\[h_t = o \odot \tanh(c_t)\]  

(2.16)

If the input dimensionality is \(D\) and the hidden state has \(H\) units then the matrix \(W\) has dimensions \([4H \times (D + H)]\). Here, the sigmoid function \(\text{sigm}\) and \(\text{tanh}\) are applied element-wise. The \(i \in \mathcal{R}^H\) is a binary gate that controls whether each memory cell is updated. The \(j \in \mathcal{R}^H\) is a forget gate that controls whether it is reset to zero and the \(o \in \mathcal{R}^H\) is an output gate controls whether its local state is revealed in the hidden state vector. To keep the model differentiable and hence allowed to range smoothly between zero and one, the activations of these gates are based on the sigmoid function . The vector \(g \in \mathcal{R}^H\) ranges between \(-1\) and \(1\) and is used to additively modify the memory contents. This unique additive interaction operation makes LSTM stand out of simple RNN. During backpropagation this additive operation equally distributes gradients. This allows gradients on \(c\) to flow backwards in time for long time periods without vanishing or exploding.
Time series prediction with RNN  Figure [2.17] shows a sample RNN architecture for time series based prediction. Consider a data set where we have time series data of daily temperatures over the last couple of years and our goal is to predict temperature at the next day given the previous 4 days of temperature. Now, the input can be fed as series of windows of size 4 and the output to train the network is the temperature at the next day after the day 4 i.e., 4 days of temperature as input from $x_{t-3}$ to $x_t$. 
and the next day temperature as output, $y_t$. Here, the loss function will be $L(\theta) = \sum_{i=1}^{n}(y^i_t - x^i_{t+1})^2$, where $y^i_t$ is the predicted output from RNN and $x^i_{t+1}$ is the labeled output in the training data.

The first part of our work discussed in Chapter III involves learning of control behaviour using supervised learning. Having seen machine learning, specifically supervised learning, and the various models and optimization techniques involved in supervised learning, we now turn to Model Predictive Control, the knowledge of which is essential for chapter III.

### 2.5 Model Predictive Control

Model (Based) Predictive Control (MBPC or MPC) originated in the late 1970’s and has been constantly developed since then, from simple prediction strategies to the incorporation of economics into MPC constraints. The term Model Predictive Control explicitly uses a model of the process to obtain the control signal by minimizing an objective function. It does not designate a specific control strategy or a control algorithm but a very broad range of control methods. MPC design and formulation lead to non-linear controllers which present adequate degrees of freedom and have practically the same structure as that of MPC. In general the predictive control family involves the following key ideas:

- Uses a model (empirical or first principle) to predict the process output for some number of future time steps (or horizon).
- Calculates a sequence of control actions (equal to control horizon) by minimizing an objective function.
2.5. Model Predictive Control

- Using the prediction step uses the future error, to come up with the first control action to the plant, then re-calculating as above. This strategy is called receding strategy.

The different MPC algorithms that have been developed vary by the model that is used to represent the process, the noise model, and the cost function to be minimized. MPC has got its application in diverse set of industries ranging from chemical process industries to clinical industries.

2.5.1 MPC Strategy

![MPC Strategy Diagram]

Figure 2.18: MPC strategy. [52]

Now let us see the strategies of MPC that makes this controller a well suited one for control.
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1. The prediction horizon which is the future outputs for a predefined horizon $N$ are predicted and computed at each instant $t$ using the defined process model. The predicted outputs $y(t+k|t)$ for $k = 1, ..., N$ depend on the known values up to instant $t$ and on the future control inputs $u(t+k|t)$, $k = 0, ..., N - 1$, that are to be sent to the plant and to be calculated.

2. The goal is to keep the process output close to the reference set point or trajectory $w(t+k)$, hence future control input is calculated by optimizing an objective function. The objective function is usually a quadratic function - commonly the squared error in difference between the predicted output and the reference set point. The control effort and other constraints (economical or operational constraints) are included in the objective function. Even for simple quadratic objective, the presence of constraints means an iterative optimization method has to be used. Performance is tuned in the objective function, by choosing weights for different process outputs especially if the system is Multi Input Multi Output system.

3. Once the control input $u(t|t)$ is sent to the process, the next control signals calculated from minimizing the objective function are discarded. The reason is at the next instant $y(t+1)$ is already known and step 1 can be repeated with the new value that is returned by optimization objective function. Then all the sequences are brought up to date, and $u(t+1|t+1)$ is calculated using the receding horizon concept, discussed earlier.
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2.5.2 MPC Components

To set up an MPC, we must stipulate the horizon, an explicit model and optimization method.

- Horizon
- Explicit use of model
- Optimization

Figure 2.19: Basic structure of MPC. [52]
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Standard Model

The standard model we use in MPC is a state space model given by,

\[ X_{k+1} = AX_k + BU_k \]  

(2.17)

\[ Y_k = CX_k + DU_k \]  

(2.18)

where \( A, B, C, D \) are constant matrices whose dimensions are compatible with the dimensions of the state \( X \), control \( U \), and output \( Y \).

Horizon

MPC uses prediction horizon (number of time steps to look forward) to predict forward and control horizon (number of time steps that we have control on) to take control actions. The prediction horizon and control horizon can be visualized using the figure 2.20.

\[ \hat{X}_{k|k} \]

<table>
<thead>
<tr>
<th>Prediction horizon(P)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control horizon(M)</td>
</tr>
</tbody>
</table>

\[ t = k \quad t = k + 1 \quad t = k + M \quad t = k + P \]

**Figure 2.20:** Prediction and Control Horizon
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Hence if we denote $P$ as prediction horizon and $M$ as control horizon, the state space model can be rolled forward with respect time steps as,

$$X_{k+1} = AX_k + BU_k$$
$$X_{k+1}^\hat{}|k = A\hat{X}_k + BU_k$$
$$X_{k+2}^\hat{}|k = AX_{k+1}|k + BU_{k+1}$$
$$X_{k+M+1}^\hat{}|k = AX_{k+M}|k + BU_{k+M}$$
$$X_{k+M+2}^\hat{}|k = AX_{k+M+1}|k + BU_{k+M}$$

After the control horizon, the input does not change so the $BU_{k+M}$ is common. The decision variables in the optimization problem are the control values at all time instants up to control horizon.

Optimization Objective MPC

We define,

$$\hat{Y}_{k:k+P} = \begin{bmatrix} \hat{Y}_{k+1} \\ \hat{Y}_{k+2} \\ \vdots \\ \hat{Y}_{k+P} \end{bmatrix}, \quad \hat{Y}^{ref}_{k:k+P} = \begin{bmatrix} \hat{Y}^{ref}_{k+1} \\ \hat{Y}^{ref}_{k+2} \\ \vdots \\ \hat{Y}^{ref}_{k+P} \end{bmatrix}, \quad U_{k:k+M} = \begin{bmatrix} U_k \\ U_{k+1} \\ \vdots \\ U_{k+M} \end{bmatrix}$$

$$\text{(2.19)}$$

where $\hat{Y}$ is the predicted output, $\hat{Y}^{ref}$ is the reference set point and $U$ is the control input.

Objective function of MPC can be written as,
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\[
(\hat{Y}_{k:k+P} - \hat{Y}_{k:k+P}^{ref})^T H (\hat{Y}_{k:k+P} - \hat{Y}_{k:k+P}^{ref}) + U_{k:k+M}^T Q U_{k:k+M}
\]

Where H and Q is a weighting matrix. Either \( U_k \) or \( \Delta U_k = U_{k+1} - U_k \) can be used as decision variables.

**Constraints** To protect the physical actuators and to avoid excessive fluctuations, input constraints are imposed. The constraints are given as,

\[
U_{min} \leq U \leq U_{max} \tag{2.20}
\]

\[
\Delta U_{min} \leq \Delta U \leq \Delta U_{max} \tag{2.21}
\]

We also impose constraints on the output for stability.

\[
Y_{min} \leq Y \leq Y_{max}
\]

**Coincidence Points** If we want the output to reach a certain value at a certain time, we can pose this requirement as an equality constraint. The definition of the coincident point is \( Y_{k+i}^{ref} = Y^{SP} \), where \( Y^{SP} \) is the set point.

**Tuning parameters** Available tuning parameters are \( M, P, H \) and \( W \). \( P \) is chosen based on the steady state of the system under consideration. \( H \) and \( W \) are to be chosen based on the system knowledge and we can tune \( H, W \) and \( M \). Infinite control horizon problems are stable \([56]\).

**Implementation of MPC** The way we implement MPC is at \( t = k \), from optimization problem we get \( U_k, U_{k+1}, \ldots, U_{kM} \). We take \( U_k \) and implement that control move. At the next time step, we obtain additional information \( Y_{k+1} \), so the \( U_k's \) are recalculated and the solution of an optimization problem.
will provide $U_{k+1}, \ldots U_{k+M}$. We will implement $U_{k+1}$ control move alone and discard the rest. This procedure is repeated till we reach control horizon. After the control horizon, we don’t perform any control moves. To be implemented online in a real plant, when the sampling time is very small, the optimization calculations should be fast enough to give control moves at the rates compatible with the sampling rates. The optimization problems required to implement MPC are Quadratic programming problems, for which fast solution algorithms are well developed.

Handling of Model Mismatch If one can assume that the difference in the predicted and the measured $Y$ values is due to the model mismatch $d_k$ alone, the offset in the estimated states can be reduced by including $d_k$ with the predicted values of $Y_k$ at each time instant, with the assumption that $d_{k+i} = d_k$, $k$ to $k+M$, and when we move to next step, use $d_{k+1}$, newly calculated and follow the assumption for the time steps ahead up to $M$. This correction is equivalent to using the integrating effect, in a PI controller and this will eliminate the offset.

The second part of our work discussed in Chapter IV involves learning of control behavior using reinforcement learning. Earlier we saw about machine learning and MPC. Now we will discuss reinforcement learning, which will be applied to process control in chapter IV, where we develop a learning based controller.
2.6 Reinforcement Learning

Reinforcement Learning Terms
Agent
Action
Environment
State

Figure 2.21: Reinforcement learning flow diagram

2.6.1 Introduction

Reinforcement learning is entirely driven by a reward hypothesis, for which details will be discussed later. It is a sequential decision making problem in which an agent takes an action at time step $t$ and learns as it performs that action at each and every time step, with the goal of maximizing the cumulative reward. The decision maker is the agent and the place the agent interacts or acts is the environment. The agent receives observations (or states) from the environment and takes an action according to a desired (or to be learnt)
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policy at each time step. Once the action is performed, the environment
then provides a reward signal (scalar) that indicates how well the agent has
performed. The general goal of reinforcement learning is to maximize the
agent’s future reward, given all past experience of the agent in the environ-
ment. The reinforcement learning problem is usually modelled as a Markov
Decision Process (MDP) that comprises a state space and action space, re-
ward function and an initial state distribution that satisfies the Markov prop-
erty that $P(s_{t+1}, r_{t+1}|s_1, a_1, r_1, ..., s_t, a_t, r_t) = P(s_{t+1}, r_{t+1}|s_t, a_t)$. where $s_t, a_t$
and $r_t$ are states, action and reward at time $t$ respectively and $P$ is a joint
distribution conditioned on state, action and reward until time $t$.

2.6.2 Markov Decision Processes

Markov Decision Processes (MDPs) are used to better explain or to model
the environment where the agent interacts. In our work and in this disser-
tation we consider fully observable MDPs. The MDP is defined as a tuple
$(S, D, A, P_{sa}, \gamma, R)$ consisting of :

- $S$: Set of possible states of the world
- $D$: An initial state distribution
- $A$: Set of possible actions that the agent can perform
- $P_{sa}$: The state transition probabilities (which depend on the action)
- $\gamma$: A constant in $(0, 1)$ that is called the discount factor, (used to give
  less effect on future reward and more weight to the current reward)
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- \( R \): A scalar-valued reward function defined on \( S \times A \rightarrow R \), which indicates how well the agent is doing at each time step.

In an MDP, there is an initial state \( s_0 \) that is drawn from the initial state distribution. The agent interacts in the environment through action, and at each time step, resulting in the next successor state \( s_{t+1} \). At each step by taking actions, the system visits a series of states \( s_0, s_1, s_2, \ldots \) in the environment such that the sum of discounted rewards as the agent visits is given by:

\[
R(s_0, a_0) + \gamma R(s_1, a_1) + \gamma^2 R(s_2, a_2) + \ldots
\]  

(2.22)

The goal of the reinforcement learning agent is to take actions \( a_0, a_1, \ldots \) such that the expected value of the rewards given in equation (2.22) is maximized. The agent’s goal is to learn a good policy (which is a mapping from states to actions) such that during each time step for a given state, the agent can take a stochastic or deterministic action \( \pi(s) \) that will result in maximum expected sum of rewards, compared to other possible sequences of actions:

\[
E_\pi[R(s_0, \pi(s_0)) + \gamma R(s_1, \pi(s_1)) + \gamma^2 R(s_2, \pi(s_2)) + \ldots]
\]  

(2.23)

2.6.3 Learning Formulation

Here we consider only model-free reinforcement learning methods. The model-free reinforcement learning framework aims at directly learning the system from past experience without any prior knowledge of the environment dynamics. A policy could be a function or a discrete mapping from states to actions and is used to select actions in a MDP. We consider both stochastic
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\( a \sim \pi_\theta(a|s) \) and deterministic \( a = \pi_\theta(s) \) policies. Usually function based policies are used because if the state and action space is large then the discrete mapping (in the form of a table) is not efficient to capture all the states and actions. Hence, we consider function based parametric policies, in which we choose an action \( a \) (whether stochastically or deterministically) according to a parameter vector \( \theta \in \mathbb{R}^n \). Given parametric policy, the agent can interact with the MDP to give a series of states, actions and rewards \( h_{1:T} = s_1, a_1, r_1, ..., s_T, a_T, r_T \). We use the return, \( r_\gamma^t \), which is the total discounted reward from time step \( t \) onwards, \( r_\gamma^t = \sum_{k=t}^{\infty} \gamma^{k-t} r(k, a_k) \) where \( 0 < \gamma < 1 \). The agent’s objective function is given by \( J(\pi) = \mathbb{E}[r_\gamma^t | \pi] \). In most process control applications, the state and action spaces are continuous hence we use neural networks to approximate the policy.

2.6.4 Expected Return

As discussed earlier, the goal of reinforcement learning is to maximize the expected return of a policy \( \pi_\theta \) with respect to the expected cumulative return.

\[
J(\theta) = Z_\gamma \mathbb{E} \sum_{k=0}^{H} \gamma^k r_k
\]

where \( \gamma \in (0, 1) \) is the discount factor, \( H \) is the planning horizon, and \( Z_\gamma \) is a normalization factor. To achieve this, we want to find a policy that can help us achieve the maximum reward. Here, we consider actor-critic based policy gradient algorithms. The policy gradient algorithms can handle continuous state and action spaces. They adjust the parameters \( \theta \) of the policy in the direction of the performance gradient \( \nabla_\theta J_{\pi_\theta} \) maximizing the objective function \( J(\pi_\theta) \) which is the value function (value function will be
discussed later).

Reinforcement Learning problems can be formulated in two ways, Value based and policy based reinforcement learning. We now briefly describe both options.

### 2.6.5 Value-Based Reinforcement Learning

Reinforcement learning uses the value functions which is used to evaluate goodness/ badness of states. For an agent following a policy $\pi(s)$, the value function $V^{\pi}(s)$ is given by:

$$V^{\pi}(s) = E_{\pi}[R_t|s_t = s] \quad (2.25)$$

To incorporate action in the value function, action value function is used. It is used to evaluate goodness/ badness of states along with the actions. The action value function $Q^{\pi}(s, a)$ when the agent takes action $a$ for state $s$, and following a policy $\pi$, is given by:

$$Q^{\pi}(s, a) = E_{\pi}[R_t|s_t = s, a_t = a] \quad (2.26)$$

where $E_{\pi}$ denotes the expectation over agent’s experiences that are collected by agent following the policy $\pi$. As stated earlier, we consider model-free reinforcement learning such that the value or action-value function (which is a neural network) is updated using a sample backup as the agent interacts. This means, that at each time step of the agent’s interaction, an action is sampled from the agent’s current policy. Then the successor state is sampled from the environment and the corresponding rewards are computed. The action value function is updated as the agent gets reward by interacting with the environment.
2.6.6 Policy based Reinforcement Learning

The value based approach above can handle discrete states and actions. For continuous states and actions an optimization based approach is required to learn the continuous policy function. Policy gradient algorithms rely upon optimizing parameterized policies with respect to the future cumulative reward. Policy gradient directly optimize a parametrized (parametrized with neural network) policy by gradient ascent such that the optimal policy will maximize the agent’s cumulative reward at each and every time step. For Value-based methods local optima convergence is not guaranteed, hence policy gradient methods are useful because they are guaranteed to converge in the worst case at least to a locally optimal policy. Also the policy gradient algorithms can handle high dimensional continuous states and actions. The disadvantage of policy gradient algorithms is that it is difficult to attain a globally optimal policy.

In this work, we consider deterministic policy gradient algorithm for learning the control behaviour of the plant. Hence, let us investigate the details of the deterministic policy gradient approach.

2.6.7 Policy Gradient Theorem

The policy gradient theorem [58] is the basis for a series of deterministic policy gradient algorithms. We first consider stochastic policy gradient theorem, then gradually migrate from probabilities and stochasticity to a more deterministic framework. The stochastic policy gradient theorem, says that
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for stochastic policies, one has

\[ \nabla_{\theta} J(\theta) = E_{s \sim \rho^\pi, a \sim \pi_{\theta}}[\nabla_{\theta \log \pi_{\theta}(s,a)} Q^\pi_{\theta}(s,a)] \] (2.27)

The deterministic policy gradient theorem says that for deterministic policy
is given as:

\[ \nabla_{\theta} J(\theta) = E_{s \sim \rho^\pi}[\nabla_{\theta \mu_{\theta}(s)} \nabla_{\theta} Q^{\mu}(s, a)|_{a=\mu_{\theta}(s)}] \] (2.28)

2.6.8 Gradient Ascent in Policy Space

Since we are interested in maximizing the expected return by choice of policy
instead of gradient descent which searches for minimum, we have to search
for the maximum using gradient ascent. The gradient step to increase the
expected return is given as,

\[ \theta_{k+1} = \theta_k + \alpha_k \nabla_{\theta} J(\theta)|_{\theta=\theta_k} \] (2.29)

Here \( \theta_0 \) is the initial policy parameter and \( \theta_k \) denotes the policy parameter
after \( k \) updates. \( \alpha_k \) denotes the learning rate which is related to step-size.

2.6.9 Stochastic Policy Gradient

The policy gradient algorithm searches for a locally optimal policy (locally
optimum) by ascending the gradient of \( J(\theta) \) of the policy, such that, \( \delta \theta = \alpha \nabla_{\theta} J(\theta) \), and \( \alpha \) is the learning rate for gradient ascent. If we consider a
Gaussian policy whose mean is a linear combination of state features \( \mu(s) = \phi(s)^T \theta \).

In the equation of the stochastic policy gradient theorem expressed in
equation [2.27] the equation for the \( \nabla_{\theta \log \pi_{\theta}(s,a)} \), that is called the score
function, is given by:

\[
\nabla_\theta \log \pi_\theta(s, a) = \frac{(a - \mu(s))\phi(s)}{\sigma^2}
\]

(2.30)

From equation 2.27, the \(Q^\pi_\theta(s, a)\) is approximated using a linear function approximator (linear regression or linear regression with basis functions), where the critic estimates \(Q^w(s, a)\), and in the stochastic policy gradient, the function approximator is compatible such that

\[
Q^w(s, a) = \nabla_\theta \log \pi_\theta(a|s)^T w
\]

(2.31)

where the \(w\) parameters are chosen to minimize the mean squared error between the true and the approximated action-value function.

\[
\nabla_\theta J(\theta) = E_{s \sim \rho^\pi, a \sim \pi_\theta}[\nabla_\theta \log \pi_\theta(s, a)Q^w(s, a)]
\]

(2.32)

If we use the off-policy stochastic actor-critic along with the stochastic gradients setting, we get the following expression for the stochastic off-policy policy gradient:

\[
\nabla_\theta J(\theta)_\beta(\pi_\theta) = E_{s \sim \rho^\pi, a \sim \beta}[\pi_\theta(a|s) \nabla_\theta \log \pi_\theta(a|s)Q^\pi(s, a)]
\]

(2.33)

where \(\beta(a|s)\) is the behaviour off-policy (that is used during learning) which is different from the parameterized stochastic policy, \(\beta(a|s) = \pi_\theta(a|s)\) that is being learnt.

### 2.6.10 Deterministic Policy Gradient

The stochastic gradient framework can be extended to deterministic policy gradients [12] by removing the stochasticity involved, similar to the reduction
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from the stochastic policy gradient theorem to the deterministic policy gradient theorem. In deterministic policy gradients having continuous actions, the goal is to move the policy in the direction of gradient of $Q$ rather than taking the policy to the global maximum. Following that in the deterministic policy gradients, the parameters are updated as follows:

$$
\theta^{k+1} = \theta^k + \alpha E_{s \sim \rho_k} [\nabla_{\theta} Q^{\mu_k}(s, \mu_\theta(s))]
$$

(2.34)

The function approximator $Q^w(s, a)$ is consistent with the deterministic policy $\mu_\theta(s)$ if:

$$
\nabla_a Q^w(s, a)|_{a=\mu_\theta(s)} = \nabla^T_{\theta\mu_\theta(s)} w
$$

(2.35)

where $\nabla_{\theta\mu_\theta(s)}$ is the gradient of the actor function approximator. Using the function approximator, we get the expression for the deterministic policy gradient theorem as shown in the equation below:

$$
\nabla_{\theta} J(\theta) = E_{s \sim \rho^2} [\nabla_{\theta\mu_\theta(s)} \nabla_a Q^w(s, a)|_{a=\mu_\theta(s)}]
$$

(2.36)

We consider the off-policy deterministic actor-critic where we learn a deterministic target policy $\mu_\theta(s)$ from trajectories to estimate the gradient using a stochastic behaviour policy $\pi(s, a)$ that is considered only during training.

$$
\nabla_{\theta} J_\beta(\mu_\theta) = E_{s \sim \rho^3} [\nabla_{\theta\mu_\theta(s)} \nabla_a Q^w(s, a)|_{a=\mu_\theta(s)}]
$$

(2.37)

2.7 Function Approximation

The action-value function has to be learnt in reinforcement learning setup. If the number of states and actions are large, it is impossible to store them all in a table. Hence, function approximators are used. Since, deep learning
found a great success in the recent years (after breakthroughs in image classification, speech recognition, machine translation, etc.), deep neural networks are used as a function approximators to learn the action-value function, i.e., to approximate $Q$ in the policy gradient theorem. Policy gradient methods use function approximators in which the policy is represented by a function approximator and is updated with respect to the policy parameters during the learning process by following a stochastic policy.

In this dissertation, we have only used neural networks as function approximators. Both the stochastic and the deterministic policies can be approximated with different neural network approximators, with different parameters $w$ for each network. The main reason for using function approximators is to learn the action value function that cannot be stored in a gigantic table especially when the number of states and actions are large. To learn action value function using function approximators, policy evaluation methods like temporal difference learning are used.

### 2.7.1 Temporal Difference Learning

We use Temporal Difference (TD) Learning to find the action value function. TD learning learns the action value function using reward, current and successive states and actions. Temporal Difference methods have been widely used policy evaluation reinforcement learning based algorithm. TD learning applies when the transition probability $P$ and the reward function $r^\pi$ are not known and we simulate the RL agent with a policy $\pi$.

The off-policy TD algorithm known as $Q$-learning was one of the famous model-free reinforcement learning based algorithms [59]. Here the learnt
action value function is a direct estimate of the optimal action-value function $Q^*$. For learning the action value function, again a loss has to be defined and we will have squared error loss with reward and from action value at next time step. This squared loss will be useful for learning the parameters of action value function neural network. It will be discussed in detail in the next section.

### 2.7.2 Least-Squares Temporal Difference Learning

The least squares temporal difference algorithm (LSTD) [51] takes advantage of sample complexity and learns the action value function quickly. As discussed earlier, in order to avoid storing many state action pair in a table, for large state and action spaces, for both continuous and discrete MDPs, we approximate the $Q$ function with a parametric function approximator (neural network) as follows:

$$\hat{Q}^\pi = \sum_{i=1}^{k} \pi_i(s,a)w_i = \phi(s,a)^Tw$$  \hspace{1cm} (2.38)

where $w$ is the set of weights or parameters, $\phi$ is a $(|S||A| \times k)$ matrix where row $i$ is the vector $\phi_i(s,a)^T$, and we find the set of weights $w$ that can yield a fixed point in the value function space such that the approximate $Q$ action-value function becomes:

$$\hat{Q}^\pi = \phi w^\pi$$  \hspace{1cm} (2.39)

Assuming that the columns of $\phi$ are independent, we require that $Aw^\pi = b$ where $b = \phi^TR$ and $A$ is such that

$$A = \phi^T(\phi - \gamma P^\pi\phi)$$  \hspace{1cm} (2.40)
2.8 Actor-Critic Algorithms

We can find the function approximator parameters $w$ from:

$$w^\pi = A^{-1}b$$

(2.41)

2.8 Actor-Critic Algorithms

In policy gradient actor-critic [31], the actor adjusts the policy parameters $\theta$ by gradient ascent to maximize the action value function, for both stochastic and deterministic gradients. The critic learns the $w$ parameters of the LSTD function approximator to estimate the action-value function $Q^w(s, a) \approx Q^\pi(s, a)$. The estimated $Q^w(s, a)$ that we substitute instead of the true $Q^\pi(s, a)$ may introduce bias in our estimates if we do not ensure that the function approximator is compatible for both stochastic and deterministic gradients.

The function approximator for stochastic policy gradient is $Q^w(s, a) = \nabla_{\theta} \log \pi(a|s) w$ and the function approximator for deterministic policy gradient is $Q^w(s, a) = a^T \nabla_{\theta} \mu(s)$, where $\nabla_{\theta} \mu(s)$ is the gradient of the actor. Our approach in this work is off policy actor critic. To estimate the policy gradient using an off-policy setting we use a different behaviour policy to sample the trajectories. We use the off-policy actor critic algorithm to sample the trajectories for each gradient update using a stochastic policy. With the same trajectories, the critic also simultaneously learns the action-value function off-policy by temporal difference learning.
2.9 Exploration in Deterministic Policy Gradient Algorithms

Since we are learning a deterministic policy while learning the reinforcement learning agent our agent does not explore well. Hence, stochastic off-policy in a deterministic setting will make sure that there is enough exploration in the state and action space. The advantage of off-policy exploration is that the agent will learn a deterministic policy in deterministic policy gradients but will choose its actions according to a stochastic behaviour off-policy. The exploration rate should be set carefully, domain knowledge is required to set the exploration rate. Also, manual tuning of exploration ($\sigma$ parameters) can also help the agent learn to reach a better policy, as it can explore more. In our work, we consider obtaining trajectory of states and actions using stochastic off-policy (which makes sure of enough exploration) and thereby learn a deterministic policy.

2.10 Improving Convergence of Deterministic Policy Gradients

We used the following optimization based techniques to improve the convergence of deterministic policy gradient algorithms.
2.10. Improving Convergence of Deterministic Policy Gradients

2.10.1 Momentum-based Gradient Ascent

Classic Momentum

The classic momentum technique was already seen in the first order based derivative optimization section in section 2.3. Classical momentum (CM) for optimizing gradient descent update, is a technique for accelerating gradient ascent. It can accumulate a velocity vector in directions of consistent improvement in the objective function. For our objective function $J(\theta)$, the classical momentum approach is given by:

\[ v_{t+1} = \mu v_t + \epsilon \nabla \theta J(\theta_t) \]  \hspace{1cm} (2.42)

\[ \theta_{t+1} = \theta_t + v_{t+1} \]  \hspace{1cm} (2.43)

where, $\theta$ is our vector of policy parameters, $\epsilon > 0$ is the learning rate, and we use a decaying learning rate of $\epsilon = \frac{a}{t+b}$, where $a$ and $b$ are the parameters that we run a grid search over to find optimal values, $t$ is the number of learning trials on each task, and $\mu$ is the momentum parameter $\mu \in [0, 1]$.

2.10.2 Nesterov Accelerated Gradient

We also used Nesterov Accelerated Gradient (NAG) for optimizing gradient descent update in our policy gradient algorithms. It is a first order gradient based method that has a better convergence rate guarantee. The gradient update of NAG is given as:

\[ v_{t+1} = \mu v_t + \epsilon \nabla \theta J(\theta_t + \mu v_t) \]  \hspace{1cm} (2.44)
We used both classic momentum and nesterov accelerated gradient to speed up the learning.

2.11 Summary

Let us summarize the work flow involved in training a machine learning based model.

Data preparation  The first task is to collect training data to be able to start training the model. The input data is represented as $x$ and output data is represented as $y$ in this dissertation. For validating our model we split the data into three sets. 80% data as training data, 10% as validation data and the remaining 10% as test data. We use gradient descent based optimization technique to learn the parameters from the training set. For verifying the hyper parameters, the validation data set will be used. Finally to evaluate the performance of the model, the test data set will be used.

Data preprocessing  Data preprocessing helps in rapidly finding the optimal parameters. In this dissertation, the mean shift was done to have zero mean and the individual samples of the features were divided by the variance, to have variance of 1. Also, chapter 3 involves training for recurrent neural networks, which involved processing of data as time steps in the form of window slices.

Architecture Design  Coming up with an effective neural architecture involves understanding the underlying structure with supporting theories.
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In process control based applications, data are stored with respect to time. A common neural network model to learn time series data is the recurrent neural network. Hence, in Chapter 3 we have proposed a recurrent neural network based architecture to learn optimal control behaviour of MPC. The number of layers and the number of hidden units can be chosen manually to minimize the validation error.

**Optimization** Throughout the dissertation the optimization technique used for performing gradient descent update is the Adam optimizer [21] with learning rate of $10^{-3}$. Along with Nesterov (NAG) and Momentum (CM) based technique to perform gradient ascent while computing action value function. We also made sure that the learning rate decays over time, we achieved this by multiplying the learning rate by 0.1 after every 200 iterations. To make sure our optimization algorithm actually searches for minima, we run the algorithm so as to over fit the data and get 0 training error. In this way we confirm that bug did not exist in the code. We also store weight files once every few iterations, in this way you can decide to choose the weights that had lower validation error.

**Hyper parameter Optimization** There is no deterministic way of coming up with better hyper parameters. The best way to choose hyper parameters is to randomly choose different hyper parameters and then pick the hyper parameter that has minimum training and validation error.

**Evaluation** Once the model is trained on the training data set, it has to be tested on the test data set, to check for test error of the trained machine
2.11. Summary

learning model. Once we identify the best hyper parameter using hyper parameter optimization, we can use the hyper parameter to learn the entire sample (with training, validation and test data combined.) The machine learning model is then ready for evaluation and testing.

The reminder of this dissertation is organized around the two projects that leverage the application of deep learning in process control to solve some of its important challenges.
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In this chapter we develop approaches for learning the complex behaviour of Model Predictive Control (MPC). The learning is done offline. In the next chapter we will see how to learn the complex control policies just by interacting with the environment. Model Predictive Control (MPC) is a popular
control strategy that computes control action by solving an optimization objective. However, application of MPC can be computationally demanding and sometimes requires estimation of the hidden states of the system, which itself can be rather challenging. In this work, we propose a novel Deep Neural Network (NN) architecture by combining standard Long Short Term Memory (LSTM) architecture with that of NN to learn control policies from a model predictive controller. The proposed architecture, referred to as LSTM supported NN (LSTMSNN), simultaneously accounts for past and present behaviour of the system to learn the complex control policies of MPC. The proposed neural network architecture is trained using an MPC and it learns and operates extremely fast a control policy that maps system output directly to control action without having to estimate the states. We evaluated our trained model on varying target outputs, various initial conditions and compared it with other trained models which only use NN or LSTM.

\section{3.1 Introduction}

Controlling complex dynamical systems in the presence of uncertainty is a challenging problem. These challenges arise due to non-linearities, disturbances, multivariate interactions and model uncertainties. A control method well-suited to handle these challenges is MPC. In MPC, the control actions are computed by solving an optimization problem that minimizes a cost function while accounting for system dynamics (using a prediction model) and satisfying input-output constraints. MPC is robust to modeling errors \cite{29} and has the ability to use high-level optimization objectives \cite{32}. However,
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solving the optimization problem in real time is computationally demanding and often takes lot of time for complex systems. Moreover, MPC sometimes requires the estimation of hidden system states which can be challenging in complex stochastic non-linear systems and in systems which are not observable. Also, standard MPC algorithms are not designed to automatically adapt the controller to model plant mismatch. Several algorithms exist to speed up the MPC optimization through linearization \cite{33} of the non-linear system and through approximation of the complex system by a simpler system \cite{33,34,35}. However, these algorithms do not account for the complete non-linear dynamics of the system. In this chapter, we propose using the deep neural network function approximator to represent the complex system and the corresponding MPC control policy. Once the control policies of MPC are learned by the proposed deep neural network, no optimization or estimation is required. The deep neural network is computationally less demanding and runs extremely fast at the time of implementation.

We propose a novel neural network architecture using standard LSTM supported by NN models (LSTMSNN). The output of LSTMSNN is a weighted combination of the outputs from LSTM and NN. This novel neural network architecture is developed in such a way that its output depends on past control actions, the current system output and the target output. The LSTM part of LSTMSNN architecture uses past control actions as input to capture the temporal dependency between control actions. The NN part of LSTMSNN architecture uses the current system output and the target output as inputs to predict the control action. Our simulations show that the proposed deep neural network architecture is able to learn the complex nonlinear con-
3.2 Related Work

trol policies arising out of the prediction and optimization steps of MPC.

We use a supervised learning approach to train LSTMSNN. First, we use MPC to generate optimal control actions and system output for a given target trajectory. Then, we use these data to train LSTMSNN and learn the MPC control policies. Once the control policies are learned, the LSTMSNN model can completely replace the MPC. This approach has the advantage of not having to solve any online optimization problems. In this chapter, we restrict ourselves to developing the LSTMSNN model.

Our main contribution is the combined LSTM and NN architecture that can keep track of past control actions and present system information to take near optimal control actions. Since LSTMSNN uses deep neural networks accounting for past and present information, we can train complex, high-dimensional states (system with large number of states) in stochastic non-linear systems using this approach. One of the unique features of our method is that the network is trained using an MPC. The trained LSTMSNN Model is computationally less expensive than MPC because it does not involve an optimization step and does not require estimation of hidden states. In implementation, we use a Graphical Processing Unit (GPU) to parallelize the computation and the prediction of optimal control actions is done rather rapidly.

3.2 Related Work

Model predictive control (MPC) is an industrially successful algorithm for control of dynamic systems [37],[38] but it suffers from high computational
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In this work, we propose a novel neural network architecture called LSTMSNN. We use LSTMSNN (weighted linear combination of LSTM and NN)
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to learn the complex behaviour of MPC. Block diagrams for the training and testing phases are shown in Figure 3.1 and Figure 3.2. In the training phase shown in Figure 3.1 the LSTMSNN neural network model learns the MPC controlling the system through the data from set point, MPC optimal control action and plant output. Once the model has learnt, it can be used to generate optimal control actions required to control the plant as given in Figure 3.2.

The different neural network models used for training MPC behaviour are discussed below.
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3.3.1 Long Short Term Memory (LSTM)

The LSTM with a sequence length of 5 is trained with data generated from MPC. There is a helpful overview of LSTM in chapter 2 section 2.4.3. The inputs to the model are past MPC control actions, plant output and target. The output is the control action to be taken at the next time step. Fig. 3.3 illustrates the LSTM model. In Fig. 3.3 the $\ell$ denotes the final feature values to be considered in the LSTM sequence. For instance, $u[k-\ell]$ denotes the final past control action in the LSTM sequence. The details of the model is given in table 3.2.

![Architecture of LSTM-only model.](image)

**Figure 3.3:** Architecture of LSTM-only model.
3.3.2 Neural Network (NN)

The inputs to our NN are the previous system output and target output. The output of NN is the control action at the next time step. The considered NN model has 3 layers. Fig. 3.4 illustrates the NN model. The details of the NN model architecture is given in table 3.2.

![Architecture of NN-only model](image)

**Figure 3.4:** Architecture of NN-only model

3.3.3 LSTMSNN

This is the new proposed architecture combining the LSTM (sequence length of 5) and NN (3 layers) part. The motivation for this design is MPC control actions depend on both current system output and past input trajectories.
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Hence, the LSTMSNN output is a weighted combination of the LSTM (which takes past input into account) and the NN (which uses the current plant output and required set point) to learn the optimal control action given past input trajectories, current plant output and required set point. The best configuration of LSTMSNN resulted after tuning by simulation is shown in Fig. 3.5. The details of the LSTMSNN model is given in table 3.2.

Figure 3.5: LSTMSNN model
3.4 Experimental setup

3.4.1 Physical system

The physical system we chose to study is the manufacture of paper in a paper machine. The target output is the desired moisture content of the paper sheet. The control action is the steam flow rate. The system output is the current moisture content. The difference equation of the system is given by,

\[ y[k] = 0.6 \times y[k - 1] + 0.05 \times u[k - 4] \]  

(3.1)

The corresponding transfer function of the system is,

\[ G(z) = \frac{0.05z^{-4}}{1 - 0.6z^{-1}} \]  

(3.2)

The time step used for simulation is 1 second.

3.4.2 Implementation

The neural networks are trained and tested using the deep learning framework Tensorflow [41]. In Tensorflow, the networks are constructed in the form of a graph and the gradients of the network required during training are computed using automatic differentiation. Training and testing were done on GPU (NVIDIA Geforce 960M) using CUDA [6]. We ran the MPC and generated artificial training data in Matlab.

3.4.3 Data collection

We required three variables for training: the target output, system output, and control action. All the data used for training was artificially generated in
Matlab. We chose the target outputs and then used MPC to find the optimal control actions and resulting system outputs. There are three different sets of data used in this study. Each set of data had 100,000 training points.

Figure 3.7: Excerpts of length 500 from three types of training data. Blue is the target output, red the system output and green the control action. The binary, sinusoidal, and combined sequences are shown on the top left, top right, and bottom respectively.
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Table 3.1: MPC details

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Platform</td>
<td>Matlab (Model Predictive Control Tool Box)</td>
</tr>
<tr>
<td>Prediction horizon</td>
<td>20</td>
</tr>
<tr>
<td>Control horizon</td>
<td>10</td>
</tr>
<tr>
<td>Sampling time</td>
<td>1 s</td>
</tr>
</tbody>
</table>

The first set is a pseudorandom binary sequence (RandomJump). The target output randomly jumps to a value in the range \((-3, -0.2) \cup (0.2, 3)\). The target output then remains constant for 10 to 100 time steps before jumping again. The second set is a pseudorandom sinusoidal sequence. For each 1000 time steps, a sine function with period \((10, 1000)\) time steps was chosen. Gaussian noise was added to the data with signal-to-noise ratio of 10. The last set of data is the combination of the first two sets, a pseudorandom binary-sinusoidal sequence (SineAndJump). At each time step, the target outputs from the two data sets were added. The motivation for using pseudorandom binary data to train is that a step function is the building block for more complex functions. Any function can be approximated by a series of binary steps. Furthermore, physical systems are often operated with a step function reference. The motivation to train on sinusoidal data is that our model should learn periodic behaviour.

The details of MPC setup is as follows:
3.5 Simulation Results

We conducted experiments to show the effects of data set on LSTMSNN’s performance, the effectiveness of LSTMSNN relative to other models, and the robustness of LSTMSNN under various initial conditions and target outputs.

We trained LSTMSNN by using RMSprop. We also used the two parts of LSTMSNN, LSTM and NN, as comparison models in our experiments. They are denoted as LSTM-only and NN-only. Details of the model architectures are in Table 3.2. Note that LSTMSNN uses a NN with many layers because we found that a simpler structure does not perform well during test time. We think this is because our training data sets are large, which limits a simpler structure from getting the most out of training data. However, decreasing the size of the training data decreases LSTMSNN’s performances during test time, especially under varying target outputs. So there is a trade off between the complexity of the architecture and the size of the training data.

Table 3.2: Details of comparison models

<table>
<thead>
<tr>
<th>Model</th>
<th>Optimizer</th>
<th>Number of layers</th>
<th>Sequence Length</th>
<th>Learning rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTMSNN</td>
<td>RMSprop</td>
<td>2 layers of LSTM and 4 layers of NN</td>
<td>5</td>
<td>0.001</td>
</tr>
<tr>
<td>LSTM-only</td>
<td>RMSprop</td>
<td>2</td>
<td>5</td>
<td>0.001</td>
</tr>
<tr>
<td>NN-only</td>
<td>Stochastic Gradient Descent</td>
<td>3</td>
<td>N/A</td>
<td>0.001</td>
</tr>
</tbody>
</table>

Our first set of experiments shows the effect of training data on LSTMSNN’s performance. We test the performance of LSTMSNN by specifying an initial condition. LSTMSNN will generate a control action in each time step and get a system output. Previous control action, system output and a constant target output will be the input to LSTMSNN in the next time step. We run this process for 1000 time steps. We use mean square error (MSE)
and offset error (OE) to measure the performance. MSE is the average of squared errors between the system model’s output and the target output during the process. OE is the difference between system model’s output and the target output after the system output converges. We will compare the performances of LSTMSNN by training on RandomJump and SineAndJump, as shown in Table 3.3.

Table 3.3: Performance comparison by testing different data set

<table>
<thead>
<tr>
<th>Data Set</th>
<th>Target Output</th>
<th>MSE</th>
<th>OE</th>
</tr>
</thead>
<tbody>
<tr>
<td>RandomJump</td>
<td>2</td>
<td>0.02</td>
<td>0.01</td>
</tr>
<tr>
<td>SineAndJump</td>
<td>2</td>
<td>0.06</td>
<td>0.01</td>
</tr>
<tr>
<td>RandomJump</td>
<td>5</td>
<td>0.176</td>
<td>0.18</td>
</tr>
<tr>
<td>SineAndJump</td>
<td>5</td>
<td>0.078</td>
<td>0.01</td>
</tr>
<tr>
<td>RandomJump</td>
<td>10</td>
<td>1.28</td>
<td>1.8</td>
</tr>
<tr>
<td>SineAndJump</td>
<td>10</td>
<td>0.01</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Although training on RandomJump outperforms SineAndJump when the target output is the constant 2, LSTMSNN is able to maintain a low OE as the target output increases. And it is more important for a controller to maintain a smaller OE during the process. We think the size and diversity of data set causes the performance difference. SineAndJump allows LSTMSNN to learn the optimal control actions under more system and target outputs, whereas RandomJump cannot. The output response of trained LSTMSNN model for constant set point of 5 and 10 are shown in Figure 3.8 and 3.9.
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Table 3.4: Performance comparison between methods

<table>
<thead>
<tr>
<th>Model</th>
<th>Target Output</th>
<th>MSE</th>
<th>OE</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTMSNN</td>
<td>2</td>
<td>0.06</td>
<td>0.01</td>
</tr>
<tr>
<td>NN-only</td>
<td>2</td>
<td>0.07</td>
<td>0.23</td>
</tr>
<tr>
<td>LSTM-only</td>
<td>2</td>
<td>5.56</td>
<td>Did not converge</td>
</tr>
<tr>
<td>LSTMSNN</td>
<td>5</td>
<td>0.078</td>
<td>0.01</td>
</tr>
<tr>
<td>NN-only</td>
<td>5</td>
<td>0.53</td>
<td>0.7</td>
</tr>
<tr>
<td>LSTM-only</td>
<td>5</td>
<td>62.42</td>
<td>Did not converge</td>
</tr>
<tr>
<td>LSTMSNN</td>
<td>10</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>NN-only</td>
<td>10</td>
<td>2.21</td>
<td>1.3</td>
</tr>
<tr>
<td>LSTM-only</td>
<td>10</td>
<td>167.78</td>
<td>Did not converge</td>
</tr>
</tbody>
</table>

Our second set of experiments shows the effectiveness of LSTMSNN by comparing with NN-only and LSTM-only. In experiment, each model starts with the same initial condition and receives a system output after making a decision on control action in each time step. The current system output, fixed target output and current control action are the input to LSTMSNN and LSTM-only in next time step. The current system output and the fixed target output are the input to NN-only in the next time step, because NN outputs the next control action without using past control action according to Section 3.3.2. We run this process for 1000 time steps for each model. We use SineAndJump to train each model. Results are shown in Table 3.4.

Figures 3.8 and 3.9 show the system outputs from LSTMSNN and NN-only. NN-only has a constant gap between its system output and the target output, whereas LSTMSNN does not. The difference in OE between LSTM-
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NN-Model controlling the system with for set point = 5

LSTMSNN-Model controlling the system with for set point = 5

Figure 3.8: Comparison of NN only model and LSTMSNN model to track a set point of 5
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NN-Model controlling the system with set point = 10. The set point = 10 was not shown to the model during training.

LSTMSNN-Model controlling the system with set point = 10. The set point = 10 was not shown to the model during training.

Figure 3.9: Comparison of NN only model and LSTMSNN model to track a set point of 10.
SNN and NN-only also reflects the flaw of NN-only. It is very promising that LSTMSNN maintains an OE close to 0.01 as time step increases. LSTMSNN performs much better than other models in all other cases. A target output of 10 is completely out of the range in our training data, but LSTMSNN still can produce system outputs with low MSE and OE. The reason behind that is LSTMSNN takes control actions calculating the trend of the past control actions using LSTM as well as present system output with NN. The weighted combination of LSTM and NN in LSTMSNN has learnt the time series and mapping (map from output to control actions) trend so well that even though the data set range is $-3$ to $+3$ it is able to make the system output reach target output of 10 with less oscillatory effect.

![Figure 3.10: LSTMSNN's system output under various initial condition. Green line is the target output. Other colors denote different system outputs under different initial conditions.](image)

Figure 3.10: LSTMSNN’s system output under various initial condition. Green line is the target output. Other colors denote different system outputs under different initial conditions.
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The third set of experiments shows LSTMSNN’s ability to handle various initial conditions and varying target outputs. We use SineAndJump to train LSTMSNN. We give LSTMSNN a set of random initial conditions and set a fixed target output. From Figure 3.10 we can see that LSTMSNN is able to adjust and produce system output close to the target output after some time steps. We also give LSTMSNN varying target outputs, and we can observe that LSTMSNN can accurately follow the varying target output from Figure 3.11 and 3.12. This demonstrates that LSTMSNN is a robust model. System outputs of LSTMS are very good when the varying target output is smooth. We did find that LSTMSNN’s system outputs are not as good when the target output has some sharp corners. In those cases, LSTMSNN has poor performances at those sharp corners but it starts to perform well when target output becomes smooth again.
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Trained LSTMSNN model tracking a linear set point change

Trained LSTMSNN model tracking a quadratic setpoint change

Figure 3.11: LSTMSNN’s system output under varying target output. Green line is target output. Blue line is LSTMSNN’s system output.
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Trained LSTMSNN model tracking a cubic set point change

LSTMSNN-Model controlling the system with for set point = 10. The set point = 10 was not shown to the model during training

Figure 3.12: LSTMSNN’s system output under varying target output. Green line is target output. Blue line is LSTMSNN’s system output.
We have developed a novel neural network architecture to learn the complex behaviour of MPC. This approach eliminates the burden of state estimation, optimization and prediction in MPC, since they are learnt as an abstract information in the hidden layers and hidden units of the network. Also, since our implementation uses the GPU, computing control actions is relatively fast. Hence, the proposed approach can be used to learn the behaviour of MPC offline and the trained model can be deployed in production to control a system. We believe these results are promising enough to justify further research involving complex systems.
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It is common in the process industry to use controllers ranging from proportional controllers to advanced Model Predictive Controllers (MPC). However, classical controller design procedure involves careful analysis of the process dynamics, development of an abstract mathematical model, and finally, derivation of a control law that meets certain design criteria. In contrast to the classical design process, reinforcement learning offers the prospect
of learning appropriate closed-loop controllers by simply interacting with the process and incrementally improving control behaviour. The promise of such an approach is appealing: instead of using a time consuming human-control design process, the controller learns the process behaviour automatically by interacting directly with the process. Moreover, the same underlying learning principle can be applied to a wide range of different process types: linear and nonlinear systems; deterministic and stochastic systems; single input/output and multi input/output systems. From a system identification perspective, both model identification and controller design are performed simultaneously. This specific controller differs from traditional controllers in that it assumes no predefined control law but rather learns the control law from experience. With the proposed approach the reward function serves as an objective function indirectly. The drawbacks of standard control algorithms are: (i) a reasonably accurate dynamic model of the complex process is required, (ii) model maintenance is often very difficult, and (iii) online adaptation is rarely achieved. The proposed reinforcement learning controller is an efficient alternative to standard algorithms and it automatically allows for continuous online tuning of the controller.

The main advantages of the proposed algorithm are as follows: (i) it does not involve deriving an explicit control law; (ii) it does not involve deriving first principle models as they are learnt by simply interacting with the environment; and (iii) the learning policy with deep neural networks is rather fast.

The chapter is organized as follows: Section 4.2 highlights the system configuration in a reinforcement learning perspective. Section 4.3 outlines the
technical approach of the learning controller. Section 4.4 empirically verifies the effectiveness of our approach. Conclusions follows in Section 4.5.

4.1 Related Work

Reinforcement learning (RL) has been used in process control for more than a decade [10]. However, the available algorithms do not take into account the improvements made through recent progress in the field of artificial intelligence, especially deep learning [1]. Remarkably, human level control has been attained in games [2] and physical tasks [3] by combining deep learning and reinforcement learning [2]. Recently, these controllers have even learnt the control policy of the complex game of Go [15]. However, the current literature is primarily focused on games and physical tasks. The objective of these tasks differs slightly from that of process control. In process control, the task is to keep the outputs close to a prescribed set point while meeting certain constraints, whereas in games and physical tasks the objective is rather generic. For instance: in games, the goal is to take an action to eventually win a game; in physical tasks, to make a robot walk or stand. This paper discusses how the success in deep reinforcement learning can be applied to process control problems. In process control, action spaces are continuous and reinforcement learning for continuous action spaces has not been studied until [3]. This work aims at extending the ideas in [3] to process control applications.
4.2 Policy Representation

A policy is RL agent’s behaviour. It is a mapping from a set of States $S$ to a set of Actions $A$, i.e., $\pi : S \mapsto A$. We consider a deterministic policy, with both states and actions in a continuous space. The following subsections provide further details about the representations.

4.2.1 States

A state $s$ consists of features describing the current state of the plant. Since the controller needs both the current output of the plant and the required set point, the state is the plant output and set point tuple $<y, y_{set}>$.

4.2.2 Actions

The action, $a$ is the means through which a RL agent interacts with the environment. The controller input to the plant is the action.

4.2.3 Reward

The reward signal $r$ is a scalar feedback signal that indicates how well an RL agent is doing at step $t$. It reflects the desirability of a particular state transition that is observed by performing action $a$ starting in the initial state $s$ and resulting in a successor state $s'$. Figure 4.1 illustrates state-action transitions and corresponding rewards of the controller in a reinforcement learning framework. For a process control task, the objective is to drive the output toward the set point, while meeting certain constraints. This specific objective can be fed to the RL agent (controller) by means of a
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reward function. Thus, the reward function serves as a function similar to an objective function in a Model Predictive Control formulation.

![Diagram of states and actions](image)

**Figure 4.1:** Transition of states and actions

The reward function has the form,

\[
    r(s, a, s') = \begin{cases} 
    c, & \text{if } |y^i - y_{set}^i| \leq \varepsilon, \forall i \\
    -\sum_{i=1}^{n} |y^i - y_{set}^i|, & \text{otherwise} 
    \end{cases} \tag{4.1}
\]

where \( i \) represents \( i^{th} \) component in a vector of \( n \) outputs in MIMO systems, and \( c > 0 \) is a constant. A high value of \( c \) leads to larger value of \( r \) when the outputs are within the prescribed radius \( \varepsilon \) of the setpoint. A high value of \( c \) typically results in quicker tracking of set point.
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The goal of learning is to find a control policy, $\pi$ that maximizes the expected value of the cumulative reward, $R$. Here, $R$ can be expressed as the time-discounted sum of all transition rewards, $r_i$, from the current action up to a specified horizon $T$ (where $T$ may be infinite) i.e.,

$$R(s_0) = r_0 + \gamma r_1 + ... + \gamma^T r_T$$ (4.2)

where $r_i = r(s_i, a_i, s'_i)$ and $\gamma \in (0, 1)$ is a discount factor. The sequence of states and actions are determined by the policy and the dynamics of the system. The discount factor ensures that the cumulative reward is bounded, and captures the fact that events occurring in the distant future are likely to be less consequential than those occurring in the more immediate future. The goal of RL is to maximize the expected cumulative reward.

4.2.4 Policy and Value Function Representation

The policy $\pi$ is represented by an actor using a deep feed forward neural network parameterized by weights $W_a$. Thus, an actor is represented as $\pi(s, W_a)$. This network is queried at each time step to take an action given the current state. The value function is represented by a critic using another deep neural network parameterized by weights $W_c$. Thus, critic is represented as $Q(s, a, W_c)$. The critic network predicts the $Q$-values for each actor and actor network proposes an action for the given state. During the final runtime, the learnt deterministic policy is used to compute the control action at each step given the current state, $s$ which is a function of current output and set point of the process.
4.3 Learning

The overview of control and learning of the control system is shown in Fig 4.2. The algorithm for learning the control policy is given in Algorithm 1. The learning algorithm is inspired by [3] with modifications to account for set point tracking and other recent advances discussed in [4],[5]. In order to facilitate exploration, we added noise sampled from an Ornstein-Uhlenbeck (OU) process [14] discussed similarly in [3]. Apart from exploration noise, the random initialization of system output at the start of each episode ensures that the policy is not stuck in a local optimum. An episode is terminated when it runs for 200 time steps or if it has tracked the set point by a factor of $\varepsilon$ for five consecutive time steps. For systems with higher values of the time constant, $\tau$, larger time steps per episode are preferred. At each time step the

---

**Figure 4.2:** Learning Overview

---
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actor, \( \pi(s, W_a) \) is queried and the tuple \(<s_i, s'_i, a_i, r_i>\) is stored in the replay memory, \( RM \) at each iteration. The motivation for using replay memory is to break the correlated samples obtained used for training. The learning algorithm uses an actor-critic framework. The critic network estimates the value of current policy by Q-learning. Thus the critic provides loss function for learning the actor. The loss function of the critic is given by, \( L(W_c) = \mathbb{E} [(r + \gamma Q_t - Q(s, a, W_c))^2] \). Hence, the critic network is updated using this loss with the gradient given by

\[
\frac{\partial L(W_c)}{\partial W_c} = \mathbb{E} [(r + \gamma Q_t - Q(s, a, W_c)) \frac{\partial Q(s, a, W_c)}{\partial W_c}],
\]

(4.3)

where \( Q_t = Q(s', \pi(s', W'_a, W'_c)) \), denotes target values and \( W'_a, W'_c \) are the weights of the target actor and the target critic respectively and \( \frac{\partial Q(s, a, W_c)}{\partial W_c} \) is the gradient of critic with respect to critic parameter \( W_c \). The discount factor \( \gamma \in (0, 1) \) determines the present value of future rewards. A value of \( \gamma = 1 \) considers all rewards from future states to be equally influential whereas a value of 0 ignores all reward except for the current state. Rewards in future states are discounted by value of \( \gamma \). This is a tunable parameter that makes our learning controller to check how far to look in the future. We chose \( \gamma = 0.99 \) in our simulations. The expectation in (4.3) is over the mini-batches sampled from \( RM \). Thus the learnt value function provides a loss function to the actor and the actor updates its policy in a direction that improves \( Q \). Thus, the actor network is updated using the gradient given by

\[
\frac{\partial J(W_a)}{\partial W_a} = \mathbb{E} \left[ \frac{\partial Q(s, a, W_c)}{\partial a} \frac{\partial \pi(s, W_a)}{\partial W_a} \right],
\]

(4.4)
Algorithm 2 Learning Algorithm

1: $W_a, W_c \leftarrow$ initialize random weights
2: initialize Replay memory, RM, with random policies
3: for episode = 1 to E do
4:   Reset the OU process noise $\mathcal{N}$
5:   Specify set point, $y_{set}$ at random
6:   for step = 1 to T do
7:     $s \leftarrow <y_t, y_{set}>$
8:     $a \leftarrow$ action, $u_t = \pi(s, W_a) + \mathcal{N}_t$
9:     Execute action $u_t$ on the plant
10:    $s' \leftarrow <y_{t+1}, y_{set}>$, $r \leftarrow$ reward; state & reward at next instant
11:    Store the tuple $<s, a, s', r>$ in RM
12:   Sample a mini batch of n tuples from RM
13:   Compute $y^i = r^i + \gamma Q^i$ $\forall i \in$ mini batch
14:   Update Critic:
15:    $W_c \leftarrow W_c + \alpha \left( \frac{1}{n} \sum^n_i (y^i - Q(s^i, a^i, W_c) \frac{\partial Q(s^i, a^i, W_c)}{\partial W_c}) \right)$
16:    Compute $\nabla_p^i = \frac{\partial Q(s^i, a^i, W_c)}{\partial a^i}$
17:    Clip gradient $\nabla_p^i$ by (4.5)
18:   Update Actor:
19:    $W_a \leftarrow W_a + \alpha \left( \frac{1}{n} \sum^n_i (\nabla_p^i \frac{\partial \pi(s^i, W_a)}{\partial W_a}) \right)$
20:   Update Target Critic:
21:    $W_a^t \leftarrow \tau W_a + (1 - \tau) W_a^t$
22:   Update Target Actor:
23:    $W_c^t \leftarrow \tau W_c + (1 - \tau) W_c^t$
24: end for
25: end for
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where $\frac{\partial Q(s,a,W_c)}{\partial a}$ is the gradient of the critic with respect to the sampled actions of mini-batches from RM and $\frac{\partial \pi(s,W_a)}{\partial W_a}$ is the gradient of actor with respect to parameter, $W_a$ of the actor. Thus, the critic and actor are updated in each iteration, resulting in policy improvement. The layers of actor and critic neural networks are batch normalized [10].

**Target Network**: Similar to [3], we use separate target networks for actor and critic. We freeze the target network and replace it with the existing network once every 500 iterations. This makes the learning an off-policy algorithm.

**Prioritized Experience Replay**: While drawing samples from the replay buffer, RM we use prioritized experienced replay as proposed in [4]. Empirically, we found that this accelerates learning compared to uniform random sampling.

**Inverting Gradients**: Sometimes the actor neural network, $\pi(s,W_a)$ produces an output that exceeds the action bounds of the specific system. Hence, the bound on the output layer of the actor neural network is specified by controlling the gradient required for actor from critic. To avoid making the actor return outputs that violate control constraints, we inverted the gradients of $\frac{\partial Q(s,a,W_c)}{\partial a}$ given in [4] using the following transformation,

$$\nabla_p = \begin{cases} 
\left(\frac{p_{\text{max}} - p}{p_{\text{max}} - p_{\text{min}}}\right), & \text{if } \nabla_p \text{suggests increasing } p \\
\left(\frac{p - p_{\text{min}}}{p_{\text{max}} - p_{\text{min}}}\right), & \text{otherwise} 
\end{cases}$$

(4.5)
Where $\nabla_p$ refers to parameterized gradient of the critic. Here $p_{\text{max}}, p_{\text{min}}$ set the maximum and minimum actions of the agent. $p$ correspond to entries of the parameterized gradient, $\frac{\partial Q(s,a|W_c)}{\partial a}$. This transformation makes sure that the gradients are clipped to truncate the output of actor network i.e., control input, within the range given in $p_{\text{min}}$ and $p_{\text{max}}$, where $p_{\text{min}}$ and $p_{\text{max}}$ are lower and upper bound on the action space. It serves as an input constraint to the RL agent.

## 4.4 Implementation and Structure

The learning algorithm was written in python and implemented on a Ubuntu linux distribution machine. The Random Access Memory of the machine is 16 GB. The deep neural networks was built using Tensorflow [41]. The computation of high dimensional matrix multiplication was made parallel with the help of Graphics Processing Unit (GPU) and we used NVIDIA 960M GPU.

The details of our actor and critic neural networks are as follows: We used Adam [21] for learning actor and critic neural network. The learning rate used for actor was $10^{-4}$ and critic was $10^{-3}$. For critic we added $L^2$ regularization with penalty $\lambda = 10^{-2}$. The discount factor to learn critic was $\gamma = 0.99$. We used Rectified non-linearity as an activation function for all hidden layers in actor and critic. The actor and critic neural networks had 2 hidden layers with 400 and 300 units respectively. The Adam optimizer was trained in minibatch sizes of 64. The size of the replay buffer is $10^4$. 
4.5 Simulation Results

We tested our learning based controller on a paper-making machine (Single Input Single Output system) and a high purity distillation column (Multi Input Multi Output System). The output and input responses from the learned policies are illustrated in Fig. 4.3 - 4.12. The results are discussed below.

4.5.1 Example 1- SISO Systems

A $1 \times 1$ process is used to study the effect of this approach of learning the policy. The industrial system we choose to study is the control of a paper-making machine. The target output, $y_{set}$, is the desired moisture content of the paper sheet. The control action, $u$, is the steam flow rate, and the system output, $y$, is the current moisture content. The differential equation of the system is given by,

$$y(t) - 0.6\dot{y}(t) = 0.05\dot{u}(t),$$

(4.6)

where $\dot{y}(t)$ and $\dot{u}(t)$ are output and input derivatives with respect to time.

The corresponding transfer function of the system is,

$$G(s) = \frac{0.05s}{1 - 0.6s}$$

(4.7)

The time step used for simulation is 1 second.

The system is learned using Algorithm 1. The portion of the learning curve of the SISO system given in (4.6) is shown in Fig. 4.3 and the corresponding learned policy is shown in Fig. 4.4.

The learned controller is also tested on various other cases, such as the response to a set point change and the effect of output and input noise. The
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Figure 4.3: Learning Curve: Rewards to the Reinforcement Learning agent for system (4.6) over time. Here 1 episode is equal to 200 time steps.

Results are shown in Fig 4.5 - Fig 4.10. For learning set point changes, the learning algorithm was shown integer-valued set points in the range [0, 10].
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Output response of the learnt policy

Input response of the learnt policy

**Figure 4.4:** Output and Input response of the learnt policy for system (4.6)
It can be seen from Fig 4.10 that the agent has learned how to track even set points that it was not shown during training.

### 4.5.2 Example 2- MIMO System

Our approach is tested on a high purity distillation column Multi Input Multi Output (MIMO) system described in [57]. The first output, $y_1$, is the distillate composition, the second output, $y_2$, is the bottom composition, the first control input, $u_1$, is the boil-up rate and the second control input, $u_2$, is the reflux rate. The differential equations of the MIMO is,

$$
\tau \dot{y}_1(t) + y_1(t) = 0.878u_1(t) - 0.864u_2(t)
$$

$$
\tau \dot{y}_2(t) + y_2(t) = 1.0819u_1(t) - 1.0958u_2(t)
$$

where $\dot{y}_1(t)$ and $\dot{y}_1(t)$ are derivatives with respect to time. The output and input responses of the learned policy of the system are shown in Fig 4.11 and Fig 4.12.

We choose the number of steps per episode to be 200 for learning the control policies. When systems with larger time constants are encountered, we usually require more steps per episode. The reward hypothesis formulation serves as a tuner to adjust the performance of the controller, how set points should be tracked, etc. When implementing this approach on a real plant, effort can often be saved by warm-starting the deep neural network through prior training on a simulated model. Experience also suggests using exploration noise with higher variance in the early phase of learning, to encourage high exploration.

The final policies for the learned SISO system, given in (4.6), are the result of 7,000 iterations of training collecting about 15,000 tuples and requiring
Output response of the learnt system with output noise of $\sigma^2 = 0.1$

Input response of the learnt system with output noise of $\sigma^2 = 0.1$

Figure 4.5: Output and input response of the learnt system with output noise of $\sigma^2 = 0.1$ for SISO system (4.6)
Output response of the learnt system with output noise of $\sigma^2 = 0.3$

Input response of the learnt system with output noise of $\sigma^2 = 0.3$

**Figure 4.6:** Output and input response of the learnt system with output noise of $\sigma^2 = 0.3$ for SISO system (4.6)
Output response of the learnt system with input noise of $\sigma^2 = 0.1$

Input response of the learnt system with input noise of $\sigma^2 = 0.1$

**Figure 4.7**: Output and input response of the learnt system with input noise of $\sigma^2 = 0.1$ for SISO system (4.6)
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Output response of the learnt system with set point change and output noise of \( \sigma^2 = 0.1 \)

Input response of the learnt system with set point change and output noise of \( \sigma^2 = 0.1 \) for system (4.6)

**Figure 4.8:** Output and input response of the learnt SISO system with set point change and output noise of \( \sigma^2 = 0.1 \)
Output response of the learnt system with set point change and output and input noise of $\sigma^2 = 0.1$.

Input response of the learnt system with set point change and output and input noise of $\sigma^2 = 0.1$.

**Figure 4.9:** Output and input response of the learnt system with set point change and output and input noise of $\sigma^2 = 0.1$ for SISO system (4.6)
Output response of the learnt system for set points unseen during training

Input response of the learnt system for set points unseen during training

**Figure 4.10:** Output and input response of the learnt SISO system (4.6) for set points unseen during training
Output response of the first variable with output noise of $\sigma^2 = 0.01$ of the $2 \times 2$ MIMO system

Figure 4.11: Output and input response of the first variable with output noise of $\sigma^2 = 0.01$ of the $2 \times 2$ MIMO system (4.8)
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Output response of the second variable with output noise of \( \sigma^2 = 0.01 \) of the 2 × 2 MIMO system

Input response of the second variable with output noise of \( \sigma^2 = 0.01 \) of the 2 × 2 MIMO system

Figure 4.12: Output and input response of the second variable with output noise of \( \sigma^2 = 0.01 \) of the 2 × 2 MIMO system (4.8)
about 2 hours of training on a NVIDIA 960M GPU. For learning the MIMO system given in (4.8) the compute time on the same GPU was about 4 hours requiring 50K tuples. The learning time remains dominated by the mini-batch training at each time step.

4.6 Conclusion

The use of deep learning and reinforcement learning to build a learning controller was discussed. We believe process control will see development in the area of reinforcement learning based controller.
Chapter 5

Conclusion & Future Work

We have developed an artificial intelligence based approach to process control using deep learning and reinforcement learning. We posed our problem as supervised learning as well as a reinforcement learning based problem. This framework supports the development of control policies that can learn directly by interacting with plant’s output. All our work, just requires plant output to return optimal control actions, hence these are relatively fast compared to currently available controllers. Our approach avoids the need for hand-crafted feature descriptors, controller tuning, deriving control laws, and developing mathematical models. We believe industrial process control will see rapid and significant advances in the field of deep and reinforcement learning in the near future. Possibilities for future work include the following,

**MPC + Reinforcement Learning**  In Chapter III we combined MPC with deep learning to build a controller that can learn offline and then be able to control the plant. Our future work aims to learn the MPC and plant online. MPC relies on an accurate model of the plant for best performance. Hence with this approach the reinforcement learning applied to MPC and plant will help to adapt to change in the plant and the considered model.
Observation of Hidden states  Our new architecture LSTMSNN was used to learn the behaviour of MPC. Our observation to hidden states is that LSTMSNN is learning information about hidden states through available hidden neurons in different levels. It would be instructive to study the information about these hidden units and how the hidden states are learnt, through relevant visualization and theoretical justification.
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