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Abstract

Basin-wide sediment dynamics are closely linked to hydrological processes
and landscape and therefore expected to be susceptible to climate change.
Simulating sediment transport through large basins presents a challenging
problem to modellers; the relationship between water flux and sediment load
is complex and non-linear, and significant sediment generation can occur
over small spatial and time scales. To date, most studies have employed
lumped empirical models that predict annual load at the outlet of a study
basin, but do not consider variability across the basin or sub-annually. In
this study, we adapt a physically-based, distributed suspended sediment
transport model for large-scale use. The sediment model is integrated into
the Terrestrial Hydrology Model with Biochemistry (THMB) as a routine to
make use of THMB’s dynamic water routing. The coupled model is applied
to the 230,000 km2 Fraser River Basin (FRB) in British Columbia, Canada
using 1) historical hydrological input to test the model and 2) synthetic input
derived from Intergovernmental Panel on Climate Change (IPCC) scenarios
A1B, A2, and B1 to study potential impacts of climate change. In both
cases the input data is provided by the Pacific Climate Impacts Consortium
(PCIC) and comes from simulations using the Variable Infiltration Capacity
(VIC) model.

Simulation results using historical inputs are compared with observations
at five stations using the coefficient of determination (R2), Nash-Sutcliffe
coefficient of efficiency (NSE), and percent bias (PBIAS) metrics. Overall,
simulated load values match well with observed values, with the monthly
simulations at the station nearest the outlet scoring R2 = 0.78, NSE = 0.77,
and PBIAS = -20%. Simulation results using climate scenario-driven inputs
are studied for potential future changes in sediment dynamics. Results re-
veal a general shift in hillslope erosion and sediment yield towards larger
values from autumn to spring, reduced summer values, and an overall an-
nual increase, with hillslope generation growing 35-45% from baseline levels
and yield at the basin’s outlet increasing 10-15%. These physically-based
results offer unique insights into the impacts of climate change on sediment
processes within a large basin and their potential implications.
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Lay Summary

Water quality and relative sea level rise are tied to the movement of mud
and sand through river systems and therefore the dynamics of river basin
sediment have important effects on humans and animals. Many studies
have concluded that shifts in water dynamics and landscape are likely to
arise due to changes in regional and global climate, but few have investi-
gated the secondary effects of these changes on sediment, in part because
appropriate models for such studies are rare. This work adapts a model
capable of simulating sediment processes within a large basin and uses it
to study the impacts of climate change in the Fraser River Basin in British
Columbia, Canada. The study finds that warmer temperature and earlier
snowmelt cause peaks in sediment erosion and yield to occur earlier in the
year, potentially effecting the spawning cycle of fish within the system.
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Preface

The contents of this manuscript represent the independent, original, and
unpublished work of Kai Tsuruta. Chapters 2-4 have been written in prepa-
ration for submission to peer-reviewed journals. As a result, there is some
overlap in the contents, mostly background and study site information, of
these chapters. Citation formatting and references have been made uniform
for consistency.
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Chapter 1

Introduction

1.1 Research Problem

The sediment dynamics of a river basin are dependent on the basin’s water
flux and landscape and therefore likely to be affected by climate change and
anthropogenic activities such as damming or urbanization (Walling [2009]).
Changes in these dynamics may have important consequences; suspended
sediment yield and concentration levels can play significant roles in coastal
retreat/advance (Syvitski et al. [2005]), contaminant transport and water
quality (Motew et al. [2017]), and the health of aquatic biota (Kerr [1995]).
Because of these potential implications, in recent years there has been a call,
either directly or indirectly, to begin bolstering hydrological models with
sediment transport routines. Unfortunately, there are currently few existing
sediment transport models that adequately simulate the processes of sedi-
ment erosion, deposition, and transport (Praskievicz and Chang [2011]). To
properly model these processes, Smith et al. [2011] and Pelletier [2012] ar-
gued the need for sediment models to be distributed, while Bathurst [2010]
stated that physically-based, distributed models were the ones best suited
for projecting climate-related changes to sediment. Lumped linear regres-
sion models commonly used to predict sediment loads from water flux do not
account for any variability in sediment processes within the basin. This is
problematic as significant sediment events can be highly localized in nature
(Smith et al. [2011]). Distributed, empirical models such as the one pre-
sented in Pelletier [2012] can be useful for estimating current or historical
sediment processes, but in order to make long-term projections, must as-
sume that the driving empirical relationship remains stationary throughout
the simulation period. By contrast, physically-based models rely on equa-
tions such as force and mass balance; these relationships are likely to remain
valid in perpetuity.

Development of such a physically-based, distributed model is difficult.
The transport of fine particle sediment is often supply rather than fluvially
driven, which makes modelling sediment by water flux alone untenable. The
relationship that does exist between sediment load and water flux is complex
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and non-linear, meaning that any errors in water flux propagate and mag-
nify in sediment load. Over large basins, these issues exist in addition to the
challenges associated with modelling a highly localized phenomenon over a
heterogeneous area at a coarse scale. While a handful of fine-scale mecha-
nistic distributed models such as KINEROS (Beasley et al. [1980]), WEPP
(Nearing et al. [1989]), and the model developed in Patil et al. [2012] exist,
any attempt at upscaling one for large-scale use must resolve these issues of
heterogeneity both within a coarse grid cell and throughout a large basin.
Because of the difficulties associated with coarse resolution and upscaling,
continental and regional scale models are still in their infancy (Wood et al.
[2011]). Developing a large-scale, distributed, mechanistic model would pro-
vide a useful tool for studying long-term regional sediment processes and the
potential changes to these dynamics due to climate or landscape shifts. The
intent of this study is to adapt such a model and use it to investigate the
role of shifts in climate and hydrology in changes to the sediment dynamics
of a large basin.

1.2 Research Objectives and Strategies

The two primary goals of this research project are to 1) develop a mechanis-
tic distributed sediment transport model for use on large river systems and
2) use the developed model to investigate the potential impacts of climate
change on the sediment dynamics of a large-scale basin. To accomplish these
goals, I identify four main objectives:

• Adapt the semi-distributed, small-scale mechanistic sediment transport
model developed in Patil et al. [2012] for use on large-scale basins.

•Validate the adapted model against observed data within British Columbia,
Canada’s Fraser River Basin (FRB).

• Simulate future sediment dynamics within the FRB using the validated
model with hydrological data derived from future emission scenarios.

• Investigate potential future changes in the sediment dynamics of the FRB.

Physical characteristics of the FRB are described in Chapters 2-4. The
basin was chosen for our study because it is large, relatively free of an-
thropogenic influences, and culturally and economically important to the
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province of British Columbia (B.C.). Additionally, observed data as well as
the necessary climatic input data for both historical and climate scenario
simulations are available for the FRB. Details of the model developed in
Patil et al. [2012] are given in Chapter 3. It was chosen for adaptation be-
cause it is mechanistic, distributed, relatively computationally inexpensive,
and has been shown to be effective on a small scale.

To accomplish my research objects, I first integrate the model developed
in Patil et al. [2012] as a sediment routine in the Terrestrial Hydrology Model
with Biochemistry (THMB), a dynamic hydrological routing model. Next, I
identify the major controls on sediment dynamics that need to be included
or modified in the large-scale adaptation of the Patil et al. [2012] model.
Once these changes are implemented, I run historical sediment simulations,
driving the transport model with outputs from a historical run of the Vari-
able Infiltration Capacity (VIC) land surface hydrological model. Outputs
from the VIC simulations were provided by the Pacific Climate Impacts
Consortium (PCIC) and not performed in this study. To test the adapted
sediment transport model, simulated sediment loads are compared to histor-
ical observations. Once the ability of the transport model to match historical
sediment loads is established, it is run from 1965-2094 using as drivers the re-
sults from climate scenario-driven simulations of VIC performed in Shrestha
et al. [2012]. Potential future changes in sediment dynamics are then inves-
tigated by comparing dynamics from 1965-1994 to those of 2065-2094.

1.3 Structure of Dissertation

The structure of this dissertation is intended to systematically detail the
work performed towards accomplishing the stated research objectives and
goals. While chapters build upon the contents of previous chapters, each
is intended to be self-contained. Hence, several chapters have overlapping
information such as background details and study site descriptions. The
primary purpose of each chapter is as follows:

Chapter 1: Introduction of research problem, objectives, and structure.

Chapter 2: Description of gridded river direction computations. This chap-
ter details the novel method used to generate river directions which ac-
curately describe the Fraser River. The method is assessed by comparing
the sub-basin areas it delineates to values reported by the Water Survey of
Canada (WSC). A comparison of our method to more standard methods is
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also given.

Chapter 3: Adaptation of the Patil et al. [2012] model and validation against
observed historical data. The model of Patil et al. [2012] is adapted for large-
scale basins and run on the FRB using a historical run of VIC provided by
PCIC. Model performance is evaluated by R2, Nash-Sutcliffe Efficiency, and
percent bias metrics. As an example of the model’s utility, the FRB’s sed-
iment dynamics are simulated and analyzed beyond the period of available
observations.

Chapter 4: Simulations of sediment dynamics under climate change sce-
narios. The adapted model is run on the FRB using as inputs the results
of climate scenario-driven VIC simulations performed by PCIC in Shrestha
et al. [2012]. Potential future changes in sediment dynamics are investigated
by comparing a historical period to a future period. Basin-wide hillslope
generation, storage, sediment yield, inter-annual peak sediment load vari-
ability, and sediment hydrograph timing are analyzed as are inter-scenario
and inter-model variability.

Chapter 5: Conclusions, implications, and future work. General conclusions
regarding the results of my work are given. Implications for humans, habitat,
and biota are described. Strengths and limitations of the research methods
used are discussed as is potential future work in evolving the adapted model
and applying it to other basins for other purposes.
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Chapter 2

River Delineation

2.1 Introduction

River direction and slope play an important role in large-scale distributed
water and sediment transport modelling. Global studies such as Syvitski
et al. [2003] have found long-term sediment yield to depend non-linearly
on topographic relief. However, river networks and slopes are difficult to
resolve at global scales using coarse (∼ 5° lat×5° lon) digital elevation maps
(Pelletier [2012]). Intuitively, this difficulty is not surprising as the portion
of a 5° lat × 5° lon grid cell (in our study site ∼ 25km2) that is considered
“river” is relatively small and therefore does not play a large role in the cell’s
topographical value.

Studies such as Coe [2000] and Leong and Donner [2015] used 5° lat ×
5° lon river direction maps from the Center for Sustainability and the Global
Environment (SAGE) at the University of Wisconsin-Madison which were
derived from the Global DEM5 digital elevation model (GETECH [1995])
and manually adjusted to improve accuracy. However, this method doesn’t
address the issue of inaccurate river slopes and presents no clear method for
how to rescale the map to other resolutions. Furthermore, depending on the
study basin, manual correction may be impractical because of the number
of cells requiring adjustment.

In Pelletier [2012], the author avoided defining river slopes as simply the
topographic difference between a cell and its lowest neighbor and instead
assigned the slope as the maximum of this value and the cell’s topographic
value divided by its along-channel distance to the ocean. In this way, the
slope took on the value of the first type in mountainous regions and the
second type for relatively low-gradient rivers. Still, this method does not
illuminate how to accurately assign river direction so that “along-channel
distance” can be properly defined. Efforts in our study site to assign river
direction using steepest descent alone have proven to be highly inaccurate.

In this work, as part of a larger effort to model sediment transport, we
present a simple method to define gridded, basin-wide river direction and
slope and apply the method to the Fraser River Basin (FRB) in British
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Columbia, Canada to generate river direction and slope at a scale matching
that of the sediment transport model (1/16° lat × 1/16° lon). The principal
idea is to use a weighted “topographic” map to compute direction and slope
with the weights being determined by fine resolution flow accumulation. In
this way, sub-grid “river” cells (those that accumulated the most flow) are
more influential in the computation of the coarse grid cell’s topographic
value. Though other automated upscaling techniques that make use of sub-
grid cell data exist (e.g. Arora and Boer [1999]; Döll and Lehner [2002]),
we do not make comparisons between our algorithm and these methods.
Instead, we present our computation as a simple alternative to the standard
gradient descent and compare our results to this method.

2.2 Study Site and Input Data

2.2.1 Study Site

The 230,000 km2 FRB is the largest watershed in British Columbia. The
main stem of the Fraser River runs 1,400 km from headwaters in the Rocky
Mountains to its outlet into the Pacific Ocean at Vancouver. The basin
is often divided into three regions: i) an eastern mountain portion (Rocky
Mountains), ii) an interior plateau, and iii) a coastal mountain portion. The
mountainous eastern portion has the highest elevations and is characterized
by steep valleys shaped by glaciers, while the interior plateau has the low-
est mean elevation and is characterized by relatively low topography and
topographical gradient (Figure 2.1). The diverse terrain within the FRB
provides an opportunity to test our river delineation method under a vari-
ety of topographical conditions.

While the hydrology of the FRB has been extensively studied and mod-
elled, to the author’s knowledge, no accurate distributed river map for the
basin is readily available. Modelling efforts such as Schnorbus et al. [2010]
and Shrestha et al. [2012] have instead relied on transfer functions to esti-
mate flow from sub-basins. However, more dynamic distributed hydrological
models such THMB require a distributed river direction map. Efforts to as-
sign river direction within the FRB using a topographic map have proven to
be highly inaccurate at the 1/16° scale (see Section 2.4), presenting a need
for an alternative method to generate accurate, coarse scale river direction
maps for the FRB.
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Figure 2.1: Fraser River Basin (FRB) topography and river network. Num-
bers 1-14 correspond to the hydrometric stations (Table 2.1) used in this
study.
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Table 2.1: Hydrometric stations used in study and corresponding sub-basins.

Station
number

Sub-basin
name

WSC ID Sub-basin
area
([km2])

Station
number

Sub-basin name WSC ID Sub-basin
area
([km2])

1 Stuart 08JE001 14600 8 North Thompson 08LB064 19600
2 Nechako 08JC001 25100 9 South Thompson 08LE031 16200
3∗ Hansard 08KA004 18000 10 Thompson 08MF005 54900
4 Shelley 08KB001 32400 11∗ Hope 08MF005 217000
5 Quesnel 08KH006 11500 12∗ Agassiz 08MF035 218000
6∗ Marguerite 08MC018 114000 13 Harrison 08MG013 7680
7 Chilcotin 08MB005 19300 14∗ Mission 08MH024 228000
∗ Indicates stations with available sediment observations.
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2.2.2 Input Data

The primary input data used in this study is the United States Geologi-
cal Survey’s 15 arc-second Global Multi-resolution Terrain Elevation Data
(GMTED) map (Danielson and Gesch [2011]). We use the GMTED map,
despite the existence of finer resolution digital elevation maps (SRTM, ASTER),
because of its immediate availability to the authors and level of performance
in this study (see Section 2.4). In the FRB, 15 arc-seconds corresponds to
roughly 460 m × 260 m at 56° lat and 460 m × 310 m at 48° lat. Due
to the change in absolute area of grid cells from north to south within the
basin, southern grid cell’s should be viewed as having a lower resolution
than northern cells.

We evaluate our results at 14 FRB sub-basins using sub-basin areas
reported by the Water Survey of Canada (WSC) (Table 2.1) and visually
using a rivers and lakes map provided by the Canadian Ministry of Energy
and Mines (CMEM) (Figure 2.1).

2.3 Methods

To determine river direction at the 1/16°× 1/16° scale, we first assign river
direction at the 15 arc-second scale using the topographic map TM15 pro-
vided by Danielson and Gesch [2011] (Figure 2.2a). For a given 15” cell
(i, j)15, we assign a downstream cell (i + lonδ, j + latδ)15 corresponding to
the neighbor of (i, j)15 with the lowest topography. Here variables lonδ and
latδ can each take any value from the set {−1, 0, 1}. Using the 15” river
direction map DM15 we can determine the river’s path from any given cell
within the basin to the basin’s outlet. A 15” flow accumulation map AM15

is generated by assigning to each cell (i, j)15 a value equal to the number of
cells whose paths go through (i, j)15 (Figure 2.2b).

Next, a 1/16°×1/16° weighted “topographical” map TMw
1/16 is generated

from TM15 using AM15 as weights (Figure 2.3a). For a given 1/16° cell
(i, j)1/16, we compute its value in TMw

1/16 as

TMw
1/16(i, j) =

1

N ·AS(i, j)1/16

∑
(k,l)15∈(i,j)1/16

TM15(k, l) ·AM15(k, l), (2.1)

where, (k, l)15 ∈ (i, j)1/16 denotes the set of all 15” cells (k, l)15 within
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(i, j)1/16, N is the size of this set, and

AS(i, j)1/16 =
∑

(k,l)15∈(i,j)1/16

AM15(k, l). (2.2)

A 1/16° river direction map DMw
1/16 and flow accumulation map AMw

1/16 are
then generated from TMw

1/16 by methods analogous to those used to generate
DM15 and AM15.

To evaluate DMw
1/16, we analyze the map’s ability to delineate the 14 sub-

basins listed in Table 2.1 by comparing the sub-basin areas determined by
AMw

1/16 to those reported by WSC. Additionally, to place our results in the

context of standard river direction maps, we create un-weighted 1/16° river
direction and flow accumulation maps DMuw

1/16 and AMuw
1/16 for a standard

1/16° topographical map TMuw
1/16 and compute the corresponding sub-basin

areas.
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2.4 Results

The percent difference between the sub-basin area determined by AMw
1/16

and the area given by WSC was under 10% in 13 of 14 basins; Hansard, the
remaining sub-basin, had a percent difference of 20% (Table 2.2). Sub-basin
area results using AMw

1/16 were better than the results using AMuw
1/16 for

13 of the 14 sub-basins. At the remaining watershed, Quesnel, the percent
error of the calculated area was 9% using both AMw

1/16 and AMuw
1/16. In

many of the sub-basins, the percent error in basin area using AMw
1/16 was

one to two orders of magnitude smaller than the results using AMuw
1/16. For

instance, three mutually disconnected watersheds: Stuart, Nechako, and
South Thompson had un-weighted percent area differences of 137%, 363%,
and 134%, respectively and weighted percent area differences of 7%, 1%, and
3%. The basin as a whole was not well delineated by AMuw

1/16, which under

predicted the area upstream of Mission by 100% (compared to a prediction
within 1% by AMw

1/16).
The un-weighted method’s most problematic areas appear to occur within

the interior plateau where AMuw
1/16 prescribes a large sink between the Nechako

and Shelley outlets and near the transition from the interior plateau to the
coastal mountains where AMuw

1/16 disconnects the north-western and south-

eastern parts of the basin (Figure 2.4c). On the other hand, strictly moun-
tainous watersheds, such as Harrison and Hansard, were delineated with
generally lower percent area differences (32% and 7% for Hansard and Har-
rison, respectively).
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Table 2.2: Comparison of sub-basin area as reported by WSC and as com-
puted by AMw

1/16 (W) and AMuw
1/16 (UW)

Station
number

Sub-basin
name

Sub-basin
area
([km2])

W
∆Area (%)

UW
∆Area (%)

1 Stuart 14600 -7 137
2 Nechako 25100 - 1 363
3 Hansard 18000 -20 32
4 Shelley 32400 <1 -26
5 Quesnel 11500 9 -9
6 Marguerite 114000 1 -65
7 Chilcotin 19300 6 34
8 North Thompson 19600 4 -22
9 South Thompson 16200 3 134
10 Thompson 54900 -2 -93
11 Hope 217000 <1 -94
12 Agassiz 218000 <1 -89
13 Harrison 7680 5 7
14 Mission 228000 <1 -100
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Figure 2.4: Main FRB river system as delineated by various methods.
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2.5 Discussion and Conclusions

Using watershed area as a metric, river delineation by a weighted “topo-
graphical” map out-performed standard upscaling techniques in 13 of the
14 FRB sub-basins studied in this work. In many of these watersheds,
the difference in performance was on the order of one to two magnitudes.
At the remaining sub-basin, both methods performed equally well. The
weighted method appears to be particularly advantageous in the interior
plateau, where topographic gradients between cells are relatively small. In
this region, the standard method did not properly connect the upper por-
tion of the basin to its outlet, instead prescribing a sink in the northern
region of the watershed. The results of the interior plateau suggest that
the weighted method of river delineation may be advantageous in other low-
gradient basins such as the Mississippi and many of its sub-basins.

By the area metric, the most problematic sub-basin for the weighted
method was the Hansard watershed within the Rocky Mountains whose
calculated area was 20% different from its reported area. The Nechako
sub-basin, located in the north-western portion of the FRB also had some
struggles regarding river direction within its lakes. Fixing these issues re-
quired 24 of the 7,771 cells in DMw

1/16 be manually corrected using physical

maps, at which point all sub-basins had a computed area within 10% of
the WSC reported area. Conversely, because of the large area differences in
multiple, disconnected sub-basins, it is questionable if similar performance
is even feasible by manual correction of DMuw

1/16.
Finally, though the weighted method of river delineation appears to have

performed well in the FRB, care must be applied when using a weighted “to-
pographic” map for other purposes. We suggest that while it is reasonable
to use such maps to identify river direction and slope, for general topo-
graphical purposes a standard upscaled map is more appropriate as, by its
construction, TMw

1/16 is biased towards the lowest portions within a grid
cell.
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Chapter 3

Model Development and
Historical Simulation of the
FRB

3.1 Introduction

Changes to the sediment dynamics of the world’s large river basins can
have important consequences to humans and biota both within the basin
and globally. Terrestrial sedimentation is considered an active carbon sink
on the global scale (Walling [2009]; Stallard [1998]; Harden et al. [1999];
Van Oost et al. [2007]); reservoir sedimentation has been shown to effect the
efficiency of dams and their long-term ability to provide energy and control
over downstream water flux (Schleiss et al. [2016]); sedimentation in delta
regions can play significant roles in coastal retreat/advance (Syvitski et al.
[2005]) and floodplain agriculture (Manh et al. [2015]); and suspended sedi-
ment yield and concentration levels are closely tied to contaminant transport
and water quality (Motew et al. [2017]) and the health of aquatic biota (Kerr
[1995]; Sternecker et al. [2013]). Understanding the dynamics of suspended
sediment across large river basins is therefore important for predicting how
changes in land use or climate can impact the basin and its inhabitants and
making appropriate land management and policy decisions.

Prediction of fine sediment transport remains a difficult problem. For
many watersheds, suspended sediment is largely supply controlled, yet the
principal sediment sources and processes controlling hillslope entrainment
and delivery to the river channel are complex and not well understood
(Collins and Walling [2004]). Many of these processes occur over rela-
tively short time and spatial scales making them difficult to observe and
model throughout a large basin. Furthermore, supply limitations make the
relation between fine sediment transport and water flux complicated and
indirect. Exacerbating these complexities is the understanding that erosion,
transport, and deposition of fine sediment are non-linear processes with re-
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spect to both supply and water flux. Hence, small errors in these inputs can
translate into large errors in sediment transport (Smith et al. [2011]).

Despite these challenges, many attempts have been made to predict sed-
iment loads. Because sediment dynamics are closely linked to hydrology
(Walling [2009]), a common method to estimate sediment loads is to em-
ploy an empirical model that uses observational analysis to relate sediment
to more fundamental hydrological variables such as water flux or river slope.
A number of these empirical sediment models that are used for large-scale
studies (Hovius [1998]; Syvitski et al. [2003]; etc.) are lumped and only
predict load at the basin-scale with no consideration of variability within
the basin (Pelletier [2012]). Smith et al. [2011] and Pelletier [2012] both
argued that because a large portion of sediment within a basin is often
supplied by small, low-order streams, a spatially distributed model is es-
sential. Distributed empirical models have been developed in Prosser et al.
[2001] (SEDNET) and Pelletier [2012]; however, both models run at an an-
nual temporal scale and are not suited to capture the individual events that
Smith et al. [2011] argued can characterize annual sediment load. A problem
common to both lumped and distributed empirical models is the assump-
tion of stationarity: that the underlying characteristics of the watershed will
remain unchanged throughout the simulation. Assuming stationarity limits
the ability of empirical models to study changes within the catchment such
as land use or climate change.

For small scale basins (< 50 km2), several distributed or “semi-distributed,”
mechanistic models have been developed, including ANSWERS (Beasley
et al. [1980]), KINEROS (Smith [1981]), WEPP (Nearing et al. [1989]), and
perhaps the most commonly used transport model, SWAT (Arnold et al.
[1998]; Arnold and Fohrer [2005]). Typically, the computational and data
demands of these models are intensive and simulations are restricted to
smaller basins for discrete events (i.e. days) (Srinivasan and Engel [1994];
Elliott et al. [2012]). However in White et al. [2014], the authors were able
to simulate long-term sediment and nutrient transport in the Mississippi
Basin using SWAT. In part, this large-scale use of SWAT was possible be-
cause the model is “semi-distributed” in the sense that it does not simulate
sediment dynamics on a cell-by-cell basis, but rather divides a watershed
into sub-watersheds and further divides these sub-watersheds into hydro-
logic response units (HRUs) that are treated as homogeneous (Gassman
et al. [2007]). However, White et al. [2014] only evaluated the simulation’s
ability to reproduce long term (47 year) annual averages and did not demon-
strate that SWAT was capable of simulating inter-annual or even year-to-
year variability in sediment yields.
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3.1. Introduction

Modelling sediment transport across large scales (>1000 km2) is chal-
lenging because of the heterogeneity of the land surface and climate. A large
basin can host a range of climates, vegetation, soils, land uses, topography,
and landscape history, that create high spatial variability in sediment ero-
sion, deposition, and transport across the basin. Low order streams with
conducive physical characteristics such as steep slopes and high sediment
supply can act as significant sediment sources (Smith et al. [2011]). How-
ever, computational and data limitations typically necessitate a coarse spa-
tial resolution and a number of lumped, or partially lumped, parameters.
Such limitations can restrict a model’s ability to describe key processes and
physical features such as river slope, which has been shown to be inaccurate
when calculated directly from coarse resolution elevation data (Singh and
Frevert [2002]; Wu et al. [2011]), or lead to heavily parameterized models
which are challenging to calibrate and suffer from equifinality (Kumarasamy
and Belmont [2017]; Beven [2006]). To assess sediment load at a large scale,
physically-based, distributed models should resolve these issues of hetero-
geneity.

Patil et al. [2012] developed a physically-distributed model that was
tested on a small basin (<50 km2), but is well-suited to modification for
large-scale applications. It is semi-distributed in the sense that it divides a
watershed into several Representative Elementary Watershed (REW) reaches
which are treated as homogeneous, it is relatively computationally simplistic,
and is effective at estimating sediment load on a small scale. Its simulation
of Goodwin Creek, a sub-watershed of the Mississippi, correlated well with
observed data for daily, monthly, and annual sediment loads. Though up-
scaling any model for use on large, heterogeneous basins has a number of
difficult challenges, the specific characteristics of the model in Patil et al.
[2012] make it a viable candidate for such an adaptation.

In this chapter, we adapt and expand the work of Patil et al. [2012]
into a mechanistic, distributed and size-selective sediment transport model
for large river basins. The sediment model is integrated into the Terrestrial
Hydrology Model with Biochemistry (THMB) presented in Coe [2000], mak-
ing use of the dynamic water routing in THMB to simulate water flux as
well as hydraulic geometry. A preliminary version of this integrated mod-
elling system was used to simulate sediment-bound phosphorus transport
through a moderately-sized (1,000 km2) Midwest U.S. watershed (Motew
et al. [2017]). The integrated model is driven by outputs provided by the Pa-
cific Climate Impacts Consortium (PCIC) from their simulation of the FRB’s
land-surface hydrology using the generalized Variable Infiltration Capacity
(VIC) model. The VIC simulation results are derived from historical climate
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3.2. Models

and precipitation data; details are provided in Shrestha et al. [2012]. We
test the integrated model by simulating historic sediment transport within
the Fraser River Basin (FRB), a 230, 000 km2, complex watershed in SW
British Columbia, Canada. After the model’s ability to reproduce observed
loads has been verified, we demonstrate the model’s utility by simulating
sediment dynamics within the FRB from 1965-2004, analyze spatial and
temporal trends during this period, and compare the annual basin yield from
1987-2004 (when no long-term observed sediment load data is available) to
the yield from 1965-1986 (when observed sediment load is available). This
paper describes the model framework, testing of the model against historical
monthly river discharge and suspended sediment loads at five stations across
the basin, analysis of model limitations and parameter sensitivity, and the
results of a 40-year simulation of sediment transport across the FRB.

3.2 Models

3.2.1 Model Overview

The sediment routine is integrated into the hydrological routing and biogeo-
chemical cycling model THMB and driven by precipitation, surface runoff,
and subsurface drainage from VIC. At each time step and grid cell, THMB
provides dynamic water fluxes and hydraulic geometry to the sediment
model. The sediment routine then uses these variables along with land-
scape data to calculate erosion, deposition, and transport of suspended mud
(<0.0625 mm) and fine sand (0.0625-0.5 mm) at each time step and grid
cell (Figure 3.1). Simulations for this study are conducted at a 1 hour time
step and a 1/16° latitude × 1/16° longitude spatial resolution.

Below, we briefly describe VIC, THMB, and the sediment routine adapted
and expanded from Patil et al. [2012]. For more detail on the VIC model,
the reader is referred to Liang et al. [1994] and Liang et al. [1996] for its
development and Schnorbus et al. [2011] and Shrestha et al. [2012] for details
on the VIC simulation that created the climate drivers for this study. For
more details on THMB, the reader is referred to Coe [2000] and Coe et al.
[2008].

3.2.2 Land-Surface Hydrology Model: VIC

VIC is a land surface hydrological model developed in Liang et al. [1994] and
Liang et al. [1996]. It is intended for incorporation into general circulation
models (GCMs) which simulate the circulation of the Earth’s atmosphere
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and are often used for projecting changes in climate resulting from alter-
ations in greenhouse gas emissions. VIC is forced by precipitation, max-
imum and minimum daily temperatures, and wind speed. Drivers for our
study are provided by a previous historical run of VIC performed in Shrestha
et al. [2012] accessed from PCIC [2014]. In that study, 61 sub-basins of the
FRB were delineated using Water Survey of Canada (WSC) gauge data
from Environment Canada (EC). Five model parameters and their probable
ranges were chosen based on previous success in calibrating VIC for the FRB
in Schnorbus et al. [2011]. These parameters were: the variable infiltration
curve parameter, soil moisture content at which non-linear flow occurs, base-
flow velocity at which non-linear flow occurs, maximum baseflow velocity,
and the variation of hydraulic conductivity with soil moisture.

These parameters were calibrated using the Multi-Objective Complex
Evolution Method developed in Yapo et al. [1998]. This method allows
for the incorporation of several “objective functions” which calibration at-
tempts to maximize. The objective functions chosen typically measure dif-
ferent ways in which a model deviates from physical observations and thus
when used in concert give a more holistic view of the model’s performance.
In Shrestha et al. [2012], three metrics of model performance were used
as objective functions: the Nash-Sutcliffe coefficient of efficiency (NSE),
the Nash-Sutcliffe coefficient of efficiency of the log-transformed discharge
(LNSE), and the water balance error. These metrics indicate the overall fit,
fit of low flow, and fit of cumulative discharge, respectively. Of the three
metrics, the NSE is most sensitive to extreme high values and is therefore
likely best suited to evaluate the model’s ability to characterize the high
flows during which sediment transport is ostensibly highest.

Validation of the calibrated VIC was then performed for a 5-year pe-
riod on 11 sub-basins. Results are given in detail in Shrestha et al. [2012].
Generally, peak discharge was matched closely throughout most sub-basins
and years with NSE and LNSE values being greater than 0.70 for 9 of 11
sub-basins.

3.2.3 Water Routing Model: THMB

THMB simulates the time-dependent flow and storage of water and nutrients
in rivers, lakes, wetlands, and human-made constructions such as dams. The
model has been used to simulate several North American basins including
the Athabasca River Basin in Alberta, Canada (Leong and Donner [2015]).
The model requires as inputs topography, water surface evaporation, pre-
cipitation, surface runoff, and subsurface drainage (water that has drained
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3.2. Models

through the grid cell’s soil column). THMB is typically run at a spatial res-
olution of 5′ lat × 5′ lon, but the model is scalable, and has been executed
at resolutions as high as 220 m × 220 m (Motew et al. [2017]).

THMB characterizes the river flow volume at a cell (i, j) as a dynamic,
rectangular box. The length of this box l is given by l = d · sinu, where d
is the distance between the center of (i, j) and the center of its downstream
neighbor (ids, jds) and sinu is the sinuosity of the river at (i, j). For the
FRB, we assume that at all grid cells, sinu = 1. The width w and height h
of the river are calculated at each time step by assuming an empirical power
relationship with river discharge Q at (i, j). For the FRB, these relationships
were determined using WSC records provided by EC from 14 stations and
are given by:

w = 6.6588 min{Q,Qbf}0.4967 R2 = 0.80 (3.1)

h = 0.2307 min{Q,Qbf}0.4123 R2 = 0.71. (3.2)

Here, Qbf is the bank-full discharge at (i, j). One of the primary functions
of Qbf in our simulations is to estimate the median grain size, D50 (see
Section 3.2.4, Equation 3.6). For our study, based on performance estimating
D50, we set Qbf at each cell as the value of a large event with a 1.75 year
return period Q1.75, which is computed at each cell using the Pearson Log
III method and river discharges from a 20 year THMB simulation with no
flooding.

If at any time step Q > Qbf , the river flow volume at (i, j) ceases to
grow and THMB uses water in excess of Qbf to flood a fraction of the grid
cell. The fraction flooded is calculated as the cumulative probability of zx
defined as

zx = log(Wf/W50), (3.3)

where Wf is the floodplain flow volume, W50 is 50% of the cell’s poten-
tial volume and zx is assumed to follow a normal distribution centered at
zero with σ given by the standard deviation of the cell’s sub-grid elevation
data. Flow velocity through the floodplain is then estimated based on both
slope and the wetted perimeter of the floodplain using a Chezy-like formula.
Details on the calculations of inundated floodplain area and velocity are
provided in Coe et al. [2008].

River directions are determined by topography using a digital eleva-
tion map (DEM) provided by the United States Geological Survey (USGS)
(Danielson and Gesch [2011]) (see Section 3.3.2). If the flow path goes
through a lake, the lake is filled to its outlet cell’s elevation and any excess
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water is routed through the lake’s outlet. Changes in the potential water
surface’s volume are stored at the outlet grid cell and distributed through-
out the surface water at each time step to determine its elevation relative
to the outlet.

3.2.4 Sediment Transport Model

We base our transport routine on the Patil et al. [2012] semi-distributed
network model that attempts to simulate fluvially-driven sediment transport
from individual hillslopes through a watershed (Figure 3.2). The governing
equations for sediment transport follow Patil et al. [2012] with key differences
described below. A summary of the key variables used in the sediment
routine is found in Tables 3.1-3.3.
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Table 3.1: General transport variables and parameters

Symbol Description Equation/Value Reference

A Grid cell area
Ar Longitudinal river reservoir area Ar = d · 6.6588 min{Q,Qbf}0.4967 Data from WSC
h Height of river reservoir h = 0.2307 min{Q,Qbf}0.4123 Data from WSC
hbf Bank-full height of river reservoir hbf = 0.2307Q0.4123

bf Coe [2000]

V Volume of river reservoir V = Arh
ρw Density of water ρw = 1000 kg/m3

ρs Density of sediment ρs = 2650 kg/m3 Density of quartz
ρb Bulk density of sediment ρb = ρs(1− np) Patil et al. [2012]
np Channel porosity np = 0.1
βt(p) Characteristic settling time parameter βt = 10

(p) Indicates a calibrated parameter.
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Table 3.2: Sand transport variables and parameters

Symbol Description Equation/Value Reference

E5,i Entrainment rate of Di at 5% h E5,i = νi ·
βe(λXi)

5

1 + βe
0.3(λXi)5

· ρsAr Wright and Parker [2004]

Ei Channel erosion rate of Di Ei = FiE5,i Wright and Parker [2004]

Li Deposition rate of Di Li =
Ci

INT (ZRi)
νiρsAr Abad et al. [2008]

Bi Rate of Di entering from upstream
Gi Transport rate of Di max{Ei +Bi − Li, 0}

Xi Entrainment parameter Xi = S0.08
(u∗sk ·Re0.6pi

νi

)( Di

D50

)0.2
Wright and Parker [2004]

INT (ZRi) Approximation of Einstein inte-
gral

See Abad and Garćıa [2006] Abad and Garćıa [2006]

Repi Dimensionless sediment Reynolds
# for Di

Repi =
√
RgDiDi/κ

νi Vertical settling velocity of Di νi = gD2
iR/(18κ) Stoke’s law

u∗sk Shear velocity due to skin friction See Wright and Parker [2004] Wright and Parker [2004]
τ∗bf Bank-full channel Shields stress gravel: 0.049, sand: 1.86 Parker [2008]

Ci Depth-averaged concentration of
ith class

Ci =

(
Ei +Bi
ρsV

)
(βt0.05h/νi) Patil et al. [2012]

Fi Fraction of bed in ith class [vf, f, m] = [0.003, 0.01, 0.1] Data from WSC
βe Wright-Parker constant βe = 7.8× 10−7 Wright and Parker [2004]
λ Mixture suppression parameter λ = (1− 0.28σφ) Wright and Parker [2004]
σφ (p) std on sedimentological scale sand: 0.6, gravel: 2.6
Di ith grain class representative [vf, f, m] = [0.0088, 0.18, 0.35] mm

D50 Mean grain size in a given cell D50 =
hbfSρw

τ∗bf (ρs − ρw)
Parker [2008]

(p) Indicates a calibrated parameter.
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Table 3.3: Mud transport variables and parameters

Symbol Description Equation/Value Reference

Eh,m Hillslope erosion rate of mud Eh,m = max{βhFm(τh − τhc)A, 0} Patil et al. [2012]
Em Channel erosion rate of mud Em = max{e0 · ( τbτc − 1)Ar, 0} Patil et al. [2012]

Lm Deposition rate of mud Lm = max{(1− τb
τc

)νmCmAr, 0} Patil et al. [2012]

Bm Rate of mud entering from upstream
Gm Transport rate of mud Gm = max{Em +Bm − Lm, 0}
τh Hillslope shear stress See Patil et al. [2012]
τb Channel shear stress See Patil et al. [2012]
τhc(p) Critical hillslope shear stress τhc = 0.1 N/m2

τc Critical channel shear stress τc = kτ (ρb − ρw)0.73 Mitchener and Torfs [1996]
Fm Fraction of hillslope soil in mud class From ISRIC data Pelletier [2012]

Cm Depth-averaged concentration of
mud in channel

Cm =
Em
V

(βth/νm(t−1))

νm Settling velocity of mud See Patil et al. [2012] Hwang [1989]
Hy Hysteresis parameter
βr(p) Rising limb threshold coefficient for

hysteresis
βr = 2.4

βf (p) Falling limb threshold coefficient for
hysteresis

βf = 0.4

κτ (p) Critical channel shear stress param-
eter

Hy = 0: 0.003, Hy = 1: 0.006 Mitchener and Torfs [1996]

e0 Erosion coefficient rate e0 = 2.0× 10−4 kg/m2/s Patil et al. [2012]
βh(p) Hillslope proportionality constant βh = 1.8× 10−6 s/m Patil et al. [2012]

(p) Indicates a calibrated parameter.
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Patil et al. [2012] assumed a uniform bed grain size of 0.35 mm. The
variability of grains within the river beds of the FRB make this assumption
inappropriate for our study. In our model, we remove the assumption of
a uniform grain size and transport three classes of sand grains, 0.0625 −
0.125 mm, 0.125 − 0.25 mm, and 0.25 − 0.5 mm each represented by their
geometric means. For each class, the entrainment at 5% of river depth E5,i

at a given time step and grid cell comes from an empirical formula developed
in Garćıa and Parker [1991] and refined in Wright and Parker [2004].

In Patil et al. [2012], the sand entrainment rate is for uniform grains and
comes from Equation (38) of Garćıa and Parker [1991]. We instead use the
non-uniform entrainment rate given in Wright and Parker [2004]. For each
grain size class i, we have:

E5,i = νi ·
βe(λXi)

5

1 + βe
0.3(λXi)5

· ρsAr, (3.4)

where νi is the settling velocity of the ith class representative Di, βe =
7.8×10−7, λ = (1−0.28σφ) and σφ is the standard deviation of the bed dis-
tribution on the sedimentological scale, and Xi is the entrainment parameter
defined in Wright and Parker [2004]:

Xi = S0.08
(u∗sk ·Re0.6pi

νi

)( Di

D50

)0.2
. (3.5)

Here, S is the river slope, u∗sk is the shear velocity due to skin friction
(computed as in Wright and Parker [2004]), Repi is the dimensionless sedi-
ment Reynolds number of Di defined using kinematic viscosity κ = 1.307×
10−6 m2/s, and D50 is the median grain size. For our study, σφ takes on one
calibrated, fixed value for all cells identified as sand-bed σφs, and a second
calibrated, fixed value for all cells identified as gravel-bed σφg. To estimate
D50, we use a competency calculation based on the bank-full Shields number
τ∗bf expressed as

τ∗bf =
hbf · S · ρw
D50(ρs − ρw)

, (3.6)

where hbf is the bank-full height (provided by the hydraulic geometry of
THMB). We solve Equation (3.6) for D50 and complete the calculation using
the approximation

τ∗bf =

{
0.049 if gravel-bed
1.86 if sand-bed

(3.7)
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given in Parker [2008].
Though observed grain size distributions are limited in the FRB, McLean

[1990] reported a median grain size of 0.34 mm at Mission (sand-bed) and 12
mm at the Yaalstrick Bar (gravel-bed) roughly 10 km upstream of Mission,
and McLean et al. [1999] reported median surface grain sizes of 42 mm at
Agassiz (gravel-bed) and 100 mm at Hope (gravel-bed). At these locations,
our model estimates D50 as 0.71 mm, 18 mm, 77 mm, and 130 mm, respec-
tively. These results appear to indicate that our method of approximating
D50 may be biased towards overestimation, but produces reasonable results
at least near the basin’s outlet.

From the entrainment rate, we compute the rate of sand of class i enter-
ing suspension from erosion as Ei = FiE5,i, where Fi is the fraction of bed
composed of grains within the ith class. For sand-bed streams, we assume
a normal distribution and use D50 and σφ to compute Fi. For gravel-bed
streams, which typically have a bi-modal distribution, we set Fi to 0.003
for very fine sand, 0.01 for fine sand, and 0.1 for medium sand. These val-
ues were chosen so that percent finer distributions of simulated sand loads
roughly match WSC observations from EC (see Section 3.3.2).

Sand Deposition

For the ith grain class, we use the deposition rate Li used in Patil et al.
[2012], which originated from Abad et al. [2008], but with physical variables
computed specifically for the representative diameter Di:

Li =
Ci

INT (ZRi)
νiρsAr, (3.8)

where INT (ZRi) is an approximation of the suspended sediment concen-
tration profile used in Patil et al. [2012] and presented in Abad and Garćıa
[2006] and Ci is the depth-averaged volumetric concentration of the ith class.
In our work, we compute Ci as:

Ci =

(
Ei +Bi
ρsV

)
(βt0.05h/νi) . (3.9)

Here, Bi is the rate (kg/s) of suspended sand of class i entering the cell from
upstream cells, V is the water volume within the cell’s river flow volume,
and βt is a dimensionless, calibrated parameter. The transport rate Gi is
then given by Gi = max{Ei +Bi − Li, 0}.
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Mud Erosion

Like Patil et al. [2012], we assume that only mud originally generated from
hillslope erosion can be eroded in the river channel and the rate of hillslope
erosion Eh,m is proportional to the amount of hillslope shear stress τh over
some critical value τhc. However, following Pelletier [2012], we additionally
assume Eh,m within a cell is proportional to the fraction of soil texture
within the clay or silt class (< 0.0625 mm) Fm:

Eh,m = max{βhFm(τh − τhc)A, 0}. (3.10)

Here, βh is the proportionality constant with units s/m. As in Patil et al.
[2012], τhc and βh take single, fixed values obtained through calibration.

As in Patil et al. [2012], the mud supply can be eroded from the river at
a rate determined by the channel shear stress τb and a critical shear stress
threshold τc:

Em = max{e0 · (
τb
τc
− 1)Ar, 0}, (3.11)

where e0 = 2.0×10−4 kg/m2/s. To compute τc, like Patil et al. [2012] , we use
the formula suggested by Mitchener and Torfs [1996]: τc = kτ (ρb − ρw)0.73.
Here, kτ is a dimensionless coefficient and ρb is the bulk density of the
sediment and is dependent on channel porosity np as ρb = ρs(1 − np). For
beds composed overwhelmingly of mud, it is typical for kτ = 0.015. This
was the value of kτ used by Patil et al. [2012]. However, Mitchener and
Torfs [1996] noted that the erosion rate of mud decreases with increasing
sand content. Based on observed data, we conceptualize the river beds of
the FRB as having significant sand content in this regard throughout the
year and particularly high sand content during periods of high flow where
the mud supply is exhausted. We therefore allow kτ to take on two potential
values:

kτ =

{
kτL if Hy = 0
kτH if Hy = 1.

(3.12)

In (3.12), kτH > kτL and Hy is a binary variable (which we call the hysteresis
parameter) that takes the value 1 during the period when the rising/falling
of sediment load rates appears to be disconnected from the rising/falling of
water flux rates, and the value 0 when the two rates rise/fall in concert.
For our study, kτH and kτL are single, fixed calibrated values and in a given
year y, Hy is set to 1 the first time Q exceeds βrQy and returned to 0 the
first time Q falls below βfQy. Here, Qy is the average discharge for year
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y and the threshold coefficients βr and βf are calibrated. In Patil et al.
[2012], the value of np was calibrated between 0.1-0.5; however, because we
calibrate kτ , it is unnecessary to calibrate np and we instead set it to a fixed
value np = 0.1. While this decision does not affect the results of the process
of tuning the model, it will impact the values of kτ ; if we had instead set
np = 0.5, values of kτ would be roughly three times larger.

Mud Deposition

We compute the rate of mud deposition as in Patil et al. [2012]:

Lm = max{(1− τb
τc

)νmCmAr, 0}. (3.13)

In (3.13), Cm is the mass concentration of mud (kg/m3) and νm is the
settling velocity of mud. To compute Cm at a given time step t, we use:

Cm =
Em
V

(βth/νm(t−1)). (3.14)

Here, νm(t−1) is the value of νm at the grid cell in the previous time step
and is initialized at 1 × 10−4 m/s. The transport rate of mud Gm is given
by Gm = max{Em+Bm−Lm, 0}, where Bm is the rate (kg/s) of suspended
mud entering the cell from upstream cells.

Transport in Lakes and Floodplains

We assume that lake cells can only transport or deposit suspended sediment
(lakes are not allowed to eroded sediment into suspension). In these cells,
transport is computed as Gi = max{Bi−Li, 0} and Gm = max{Bm−Lm, 0},
where the governing equations of the transport rates are the same as those
for sand and mud within the river, but the geometry used is that of the
lake. In floodplains, we assume sediment is mainly supplied by the river
when bank-full discharge is exceeded and that the river is only capable of
supplying mud since suspended sand concentration at or above bank-full
discharge is expected to be essentially zero. These two assumptions allow
us to simplify floodplain computations to only consider the dynamics of
mud. Mud exchange between the river and floodplain is determined by mud
concentration and the water flux between the flow volumes. Flow height
and velocity through the floodplain are estimated as outlined in Section
3.2.3 and detailed in Coe et al. [2008]. The governing equations for mud
transport and concentration through the floodplain are the same as those
through the river reservoir, but use the geometry and flow properties of the
floodplain.
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3.2.5 Metrics for Analysis

We compare our model’s simulations of sediment load to observed values
using the R2, NSE, and percent bias (PBIAS) metrics. The coefficient of
determination, R2 is a commonly used metric that measures the percent of
the model variance that is explained by the variance of observations. By its
construction, it emphasizes a model’s ability to mimic high extreme events
and is insensitive to proportional and additive differences between observa-
tions and simulations (Legates and McCabe [1999]). The NSE measures a
model’s ability to predict observations relative to the predictive ability of
the mean observation. It is defined as

NSE = 1−
∑n

t=1(sim(t)− obs(t))2∑n
t=1(obs− obs(t))2

, (3.15)

where sim(t) and obs(t) are the simulated and observed values at time step
t, respectively, and obs is the mean of the n observations. The NSE is sensi-
tive to high extreme values, but unlike R2, it is also sensitive to differences in
simulated and observed means and variances (Legates and McCabe [1999]).
Both R2 and NSE are measures of the magnitude of error between simula-
tions and observations and neither accounts for a model’s potential bias to
overestimate or underestimate observed values; the PBIAS statistic, defined
as

PBIAS =

∑n
t=1 (sim(t)− obs(t))∑n

i=1 obs(t)
, (3.16)

measures this tendency. A positive PBIAS value indicates a tendency to
over-predict while a negative value indicates a tendency to under-predict.
The degree of this bias is given by the magnitude of the PBIAS. The NSE
and PBIAS metrics were given qualitative ranges for water flux and sediment
load in Moriasi et al. [2007] (Table 3.4).

3.3 Study Site and Input Data

3.3.1 Study Site

At 230,000 km2 in drainage area, the FRB is the largest watershed in British
Columbia, Canada (B.C.). It is both recreationally and economically im-
portant to the province of B.C. The river system provides habitat for over
100 species of fish including all five species of pacific salmon. Over 75%
of the basin is forested (Schnorbus et al. [2010]) and accounts for a large
percentage of the trees used in B.C.’s harvesting industry. Overall, 80% of
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Table 3.4: Qualitative ranges for NSE and PBIAS metrics. “VG”, “G”,
“S”, and “US” are “very good”, “good”, “satisfactory”, and “unsatisfactory,
respectively. Table is taken from Moriasi et al. [2007]

PBIAS

NSE Streamflow Sediment

VG 0.75 < NSE ≤ 1.00 PBIAS < ±10 PBIAS < ±15
G 0.65 < NSE ≤ 0.75 ±10 ≤ PBIAS < ±15 ±15 < PBIAS ≤ 30
S 0.50 < NSE ≤ 0.65 ±15 < PBIAS ≤ ±25 ±30 < PBIAS ≤ 55

US NSE ≤ 0.50 PBIAS ≥ ±25 PBIAS ≥ ±55

the provincial gross domestic product and 10% of the federal GDP comes
from within the FRB (Canadian Heritage Rivers Systems [2015]). More
than 60% of the B.C. population resides within the FRB, with many people
living on floodplains.

Hydrology and Climatology

The FRB runs 1,400 km from headwaters in the Rocky Mountains to its
outlet into the Pacific Ocean at Vancouver. Hydro-climatically, the basin
is often divided into three regions: i) an eastern mountain portion (Rocky
Mountains), ii) an interior plateau, and iii) a coastal mountain portion.
The mountainous eastern portion has the highest elevations and is char-
acterized by steep valleys shaped by glaciers. Average annual runoff and
precipitation are highest in the coastal mountains and lowest in the inte-
rior plateau (Figure 3.3). Runoff in the Rocky and coastal mountains is
snowmelt driven while the interior plateau contains hybrid and rain domi-
nated regimes. Peaks in both runoff and sediment flux tend to occur in late
spring or early summer with sediment peaks occurring first and showing
some hysteresis relative to water flux.

Sediment Sources

Slaymaker [1977] identified five main sources of sediment and solute in tem-
perate alpine environments such as those found within the mountainous
regions of the FRB: 1) atmosphere, 2) biosphere, 3) surface erosion, 4) sub-
surface erosion, and 5) bank erosion. Of these sources, the author concluded
surface and subsurface erosion are the dominant mechanisms of sediment
yield in such environments. Subsequent studies (Jordan [1991]; Slaymaker
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Figure 3.3: Average annual precipitation across the FRB during 1965-2004.

[1993]) of the Lillooet basin within the coastal mountains have used lake
sedimentation rates and the sediment budget concept to conclude that pri-
mary denudation alone does not account for the sediment yield out of the
basin and show the importance of the FRB’s glacial history in its sediment
yield. Indeed, significant glaciation occurred throughout the FRB during
the Pleistocene Epoch leaving behind thick glacio-lacustrine, glacio-fluvial,
and glacial deposits along the main valleys (McLean et al. [1999]). These
sediments were then incised post-glacially by the Fraser River and its main
tributaries and act as the primary supply source for these channels directly
through bank or terrace erosion (Church [1990]).

Because of the Quaternary sediments left from glaciation, the specific
sediment yield (yield per basin area) of British Columbia basins does not
scale with basin area as conventional wisdom predicts (Church et al. [1989];
Church and Slaymaker [1989]). While specific sediment yield is typically
expected to decrease with basin area as sediment sinks such as lakes and
hillslope bottoms act to disconnect sediment sources from the basin’s out-
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let, the remobilization of glacial sediment in the coastal mountains causes
positive allometry within its basins. Heterogeneity prevents extrapolation
of this allometry to the entire FRB; while specific sediment yield decreases
with basin size in the coastal mountains, Schiefer [1999] and Schiefer et al.
[2001] found negative allometry within the Nechako Plateau and lowlands
of the interior plateau and Church and Slaymaker [1989] showed a break in
the allometric relationship of B.C.’s specific sediment yield at a basin area
of 3 × 104 km2.

The Fraser River has a well document transition from a gravel to sand
dominated bed just before the Mission basin station (Venditti and Church
[2014]). Accordingly, for the purposes of computing D50 using Equation
(3.6), our model assumes the bed is gravel-dominated at each grid cell up-
stream of the Mission station and composed of sand beginning at Mission
and continuing downstream.

In our simulation of the FRB, we only explicitly model hillslope erosion
due to overland flow. In many watersheds, hillslope erosion rates can be
dominated by factors including earthquakes and landslides or mass wasting
(Parker et al. [2011]; Pearce and Watson [1986]), fires (Warrick and Rubin
[2007];Warrick et al. [2012]), and land use and urbanization (Manh et al.
[2015]; Yang et al. [2015]; Warrick et al. [2013]; Warrick et al. [2015]). While
in reality a number of these factors may influence the sediment dynamics
of the FRB, we view accounting for them as being outside the scope of our
study. There has been a historical lack of earthquakes affecting the FRB,
anthropogenic influence is minimal upstream of Mission, and using data from
Canadian Forest Service [2016], we estimate that an average of only 23,000
ha of the FRB (0.1% of the basin’s total area) is affected by wildfire. Though
landslides and mass wasting do occur within the basin and may affect small
order streams, the sediment they generate is typically disconnected from
the main channel network and we expect sediment transport along the main
stem to see minimal effects during our simulation period. The largest mass
movement event listed by Boyer et al. [2013] from 1965-2004 (the 1975, 13
million cubic meter Devastation Glacier landslide) occurred when sediment
load observations were available and both the year and five year period after
the landslide showed below average annual sediment yield at the Mission
station downstream of the event’s location.

Selection Rationale

The FRB was chosen to test our adapted model for three main reasons.
First, historical sediment load and river discharge data are available from
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the WSC for several stations across the basin (Table 2.1). Second, the
diverse landscape, ecology, and climate represent the heterogeneity common
in large basins. Third, the basin experiences relatively low anthropogenic
disturbance upstream of Mission, with agricultural and urban influences
either limited in scale or confined to the basin’s delta, less than 5% of B.C.’s
population residing upstream of Mission, and only two small hydroelectric
dams in the Nechako (25,000 km2 drainage area) and Bridge-Seton (4,700
km2 drainage area) sub-basins. The decrease in discharge at the Fraser River
outlet due to the Nechako reservoir has been calculated to range from 1 to
6 percent the annual mean flow (Moore [1991]). Furthermore, it is located
in the interior plateau where sediment generation is already expected to be
at a minimum.

3.3.2 Input Data

From 1965-1986 the WSC collected sediment load data at six gauges along
the main stem of the Fraser River (one gauge, located at Port Mann down-
stream of Mission, is not included in this study because it is within an estu-
ary). The WSC’s reported suspended loads at a gauge were typically based
on 150-220 manually collected samples at single vertical sections. During the
freshet period, where the majority of suspended load is transported, daily
samples were taken, while measurements were infrequent from October-
March when only a small amount of the basin’s suspended load is moved. To
properly depth-integrate the single vertical observations, a correction factor
K was computed as the ratio of the mean concentration computed with five
vertical observations c5 and the mean concentration computed with a single
vertical observation c1. To compute c5, WSC took load samples at five ver-
tical sections 10-15 times a year. Daily sediment loads gi were computed as
gi = KQiCi where Qi is the daily mean water flux and Ci is the daily mean
sediment concentration. For more details on the sampling and correction
process, see McLean et al. [1999]. We use observed sediment data from five
stations (indicated by a ∗ in Table 2.1). The locations of these stations, as
well as those of the river discharge gauges are displayed in Figure 2.1.

To tune river discharge, we use observations of water flux provided by
WSC at 14 stations during the time period that corresponds to that of
sediment concentration measurements (1965-1986) and at 13 stations over
the remaining period of the simulation (from 1987-2004, river discharge data
are unavailable at Agassiz) (Figure 2.1). Five of the 14 stations during the
first period and four of the 13 stations during the second period correspond
to locations of sediment concentration measurement. Because the Nechako
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reservoir delays and reduces flow out of the Nechako basin, simulations are
compared against naturalized flow at Nechako, Hope, and Mission (PCIC).
Naturalized flow was not available from PCIC for Marguerite and Agassiz.
These stations will be affected by the reservoir, but the impact is relatively
small as the water flux diverted from Nechako is roughly 6.5% and 3.5% of
the river discharge at Marguerite and Agassiz, respectively.

River elevation, river direction, and slopes at 1/16° × 1/16° resolution
across the basin were derived from USGS’s 15 arc-second Global Multi-
resolution Terrain Elevation Data map (Danielson and Gesch [2011]). River
direction and river slope are computed using the automated process and
manual corrections described in Chapter 2. The hillslope value of a given
1/16°× 1/16° cell is calculated as the difference between the maximum and
minimum values of the 15 arc-second data within that cell divided by the cell
length in the direction normal to flow as determined by the river direction
map.

Lakes are simulated by THMB prior to the sediment run using out-
let locations determined by a georectified, rasterized lake map provided by
the British Columbia Geological Survey (BCGS). Texture data is provided
by the International Soil Reference and Information Centre (ISRIC). River
height and width relations are calibrated using WSC data.

Stationary Inputs

By running the model as tuned for the 1965-1986 period over the 1965-2004
time period, we implicitly assume several variables and relationships remain
stationary throughout the time of simulation; these include the hydrometric
relationships that determine river width and height, the hysteresis parame-
ters that dictate critical channel shear stress, and bank-full height. We also
assume that the mechanism for hillslope erosion and sediment will continue
to be overland flow. While it is possible that a combination of changes to
land use, vegetation, dominate hillslope detachment mechanisms, and po-
tential mass wasting events such as a large-scale fire or landslides may violate
these assumptions, we view these possibilities as outside of the scope of our
study. The largest landslide in the basin listed by Boyer et al. [2013] during
the 1987-2004 was the Hummingbird Creek event in 1997 that generated
76,000 m3, or roughly 0.2 Mt, of sediment (Pearce and Watson [1986]). By
contrast, the average annual observed sediment load at Hansard is 3.7 Mt.
The average area annually affected by wildfires is roughly 0.1% of the basin
area and according to data from Canadian Forest Service [2016], the average
area annually affected by wildfires during the 1987-2004 period (11,500 ha)
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was roughly the same as the area during 1965-1986 (12,300 ha).
Perhaps the biggest change to land use and vegetation in the region dur-

ing the 1987-2004 period relates to the mountain pine beetle (MPB) out-
break that began in the early 1990’s and persisted through the remainder
of the simulation period. During the outbreak, the MPB infested and killed
trees within the FRB and may have affected sediment dynamics directly by
generating more hillslope erosion through detachment by rainfall or indi-
rectly by changing the flow regime within the basin. Schnorbus et al. [2010]
concluded that flow regimes in alpine and sub-alpine regions, where most
of the sediment within the FRB is generated, have low sensitivity to these
forest disturbances. Therefore flow regime changes caused by the MPB are
only likely to influence sediment dynamics in infested regions disconnected
from the coastal and Rocky mountains such as Stuart and Nechako.

We expect the direct influence of the MPB on sediment processes to
have been mitigated within the interior plateau by the understorey left after
the infestation. This growth was still likely to act as a rainfall intercept
(Schmid et al. [1991]), reducing the possibility that the infestation caused
rainfall detachment within the interior plateau to become significant rela-
tive to generation by overland flow in the mountainous regions. After the
infestation, there was an increase in clear-cutting in the FRB as a means of
salvage harvesting which would have removed any understorey and affected
the local sediment dynamics. However, the clear-cutting does not appear to
be widespread enough to impact the flow regimes of sub-basins (see Section
3.4) from 1987-2004.

Our confidence that the stationarity assumptions we have made are rea-
sonable is bolstered by the understanding that events such as wildfires and
landslides appear to have occurred with roughly the same frequency dur-
ing the period of 1965-1986 as during the period of 1987-2004. In Section
3.4, we will demonstrate that despite our model not accounting for these
factors, we are able to reproduce observed sediment yield values from 1965-
1986. Furthermore, though sediment observations are not available from
1987-2004, flow data is available during this period. If widespread changes
to vegetation, climate, or land use occurred in the FRB from 1987-2004,
they would likely manifest as some change to the flow regime, yet we will
demonstrate in Section 3.4 that using our stationary assumptions, our model
still adequately simulates the water flux throughout the basin.
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3.4 Results

Our simulation of the FRB is performed at a 1/16° lat × 1/16° lon spatial
scale and 1 hour timescale. To validate the model, we performed a simulation
from 1965-1986 during which period sediment observations are available. We
then executed the model over the 1965-2004 period to analyze any long-term
trends in sediment load.

3.4.1 Historical Comparison (1965-1986)

Metric Performance

The mean coefficient of determination between simulated and recorded val-
ues of river discharge and sediment load across all stations were 0.85 and
0.70, respectively during the validation period 1965-1986 (Tables 3.5-3.6).
For river discharge, NSE values were “very good” (> 0.75), using the stan-
dard outlined in Moriasi et al. [2007], for 12 of 14 stations (Table 3.5). The
remaining stations, Nechako and Stuart, had “good” (> 0.65) and “satis-
factory” (> 0.50) NSE values, respectively. The percent bias (PBIAS) was
at least “satisfactory” (< ±25%) for all of the stations but Nechako, where
naturalized streamflows were used as observations. Eight of the stations had
a “very good” PBIAS (< ±10%).
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Table 3.5: R2, Nash-Sutcliffe Efficiency, and percent bias in river discharge simulation

1965-1986 1987-2004

R2 NSE PBIAS (%) R2 NSE PBIAS (%)

Agassiz 0.90 0.86∗∗ 8∗∗ NA NA NA
Chilcotin 0.77 0.79∗∗ 17§ 0.80 0.68∗ 27†

Hansard 0.82 0.77∗∗ 22§ 0.78 0.74∗ 5∗∗

Harrison 0.88 0.78∗∗ 5∗∗ 0.86 0.68∗ 13∗

Hope 0.91 0.88∗∗ −7∗∗ 0.89 0.87∗∗ −1∗∗

Marguerite 0.85 0.82∗∗ 4∗∗ 0.85 0.76∗∗ −9∗∗

Mission 0.98 0.98∗∗ 2∗∗ 0.99 0.98∗∗ 1∗∗

Nechako 0.87 0.71∗ −27† 0.81 0.66∗ −25†

North Thompson 0.85 0.82∗∗ 16§ 0.64 0.79∗∗ 6∗∗

Quesnel 0.90 0.86∗∗ 16§ 0.89 0.87∗∗ 8∗∗

Shelley 0.83 0.80∗∗ 7∗∗ 0.80 0.72∗ −1∗∗

South Thompson 0.89 0.89∗∗ −3∗∗ 0.91 0.88∗∗ 2∗∗

Stuart 0.58 0.54§ 14∗ 0.58 0.56 8∗∗

Thompson 0.92 0.90∗∗ 9∗∗ 0.88 0.86∗∗ 8∗∗

§, ∗, ∗∗, and † indicate satisfactory, good, very good, and unsatisfactory metric
values, respectively (as dictated by Moriasi et al. [2007]).
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Table 3.6: R2, Nash-Sutcliffe Efficiency, and percent bias in sediment load
simulation. Only years where a station had a complete set of observations
were used to calculate these metrics.

Station R2 NSE PBIAS (%) Yearsa # Years

Agassiz 0.75 0.71∗ 13∗∗ 1967-1986 20
Hansard 0.70 0.39† −18∗ 1976-1980 5
Hope 0.73 0.72∗ 8∗∗ 1966-1979 14
Marguerite 0.54 0.53§ −11∗∗ 1974-1986 13
Mission 0.78 0.77∗∗ −20∗ 1966-1986 21
a “Years” indicate range for which complete set of observations exist.
§, ∗, ∗∗, and † indicate satisfactory, good, very good, and unsatisfactory
metric values, respectively (as dictated by Moriasi et al. [2007]).

For sediment load simulations, NSE was “very good” (> 0.75) at Mission,
“good” (> 0.65) at Hope and Agassiz, “satisfactory” (>0.50) at Marguerite,
and “unsatisfactory” (>0.50) only at Hansard, by far the smallest basin.
PBIAS was “very good” (< ±15% for sediment loads) at Agassiz, Hope,
and Marguerite and “good” (< ±30%) at Hansard and Mission (Table 3.6).
Figure 3.4 shows scatter plots of observed versus simulated loads at each sta-
tion for years when the station had a complete set of sediment observations.
Generally, the figures show a tendency to underestimate peak loads and
over estimate very small loads. Indeed, between 1965-1984, on an annual
average, the largest 10% of daily observed flows at Mission corresponded to
40% of the observed annual suspended sediment yield and the largest 50% of
observed flows corresponded to 93% of the observed yield. Comparatively,
the largest 10% and 50% of simulated daily flows corresponded to 30% and
86% of the simulated suspended sediment yield.

Lake Sedimentation and Yield

While observations of yield from lakes within the FRB are not available from
the WSC, several studies have used clastic sediment to estimate the long-
term rates of sedimentation at a number of the FRB’s lakes. At Lillooet
Lake upstream of the Harrison gauging station, Gilbert [1970] estimated the
sedimentation rate to be 1.8-4.4 Mt/a, Gallagher et al. [2004] estimated the
sedimentation rate of Kamloops Lake downstream of the confluence of the
South and North Thompson Rivers to be roughly 0.7 Mt/a, and McLean
et al. [1999] found the Harrison River downstream of both Lillooet and Har-
rison Lake transported an average of 0.12 Mt/a of suspended sediment to
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Figure 3.4: Plots of observed versus simulated monthly sediment load (kilo-
tonnes/day) during the historical comparison period (1965-1986) at each
station. Graphs are in log-log scale for visual purposes. Corresponding R2,
Nash-Sutcliffe efficiency, and percent bias metrics are presented in Table 3.6.

the main stem of the Fraser River at their confluence just downstream of the
Harrison gauging station. We regard Lillooet and Kamloops to be impor-
tant lakes for characterizing sediment transport because they are upstream
of large portions of the coastal and Rocky mountains, respectively and act
to disconnect these significant sediment sources from the main stem of the
Fraser River. Our model simulates suspended sediment deposition at Lil-
looet and Kamloops at a rate of 0.9 Mt/a and 1.6 Mt/a, respectively and
transport through the Harrison gauging station downstream of Lillooet to
be 0.28 Mt/a. While a comparison of simulated suspended sediment depo-
sition rates and previously reported sedimentation rates suggests our model
may not precisely predict lake deposition, the two types of estimations are
within an order of magnitude and we regard the model’s performance in
lakes as sufficient for our purposes since sediment transport through lakes
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is expected to be small relative to river transport.

3.4.2 Simulated Historical Sediment Dynamics (1965-2004)

In our simulation of the FRB from 1965-2004, over 40% of mud eroded within
the basin upstream of Mission originated downstream of Hope. This region
is directly connected to the coastal mountains, an area expected to transport
relatively large amounts of sediment (Figure 3.5). The interior mountains
were also an important mud source, accounting for more than 10% of the
total mud eroded. The Thompson sub-basin generated 20% of the total
eroded mud within the basin, but Thompson Lake, just downstream of the
Thompson station, acts as a sink in the model and prevents nearly any
mud from entering the main channel upstream of Hope. This is consistent
with common observations of the difference in water quality between the
Thompson and Fraser rivers at their confluence (Reynoldson et al. [2005]).

Simulated sand load across the basin highlights the expected high val-
ues downstream along the primary branch of the Fraser (Figure 3.6). The
majority of sand (∼ 90%) was generated along the main stem between Mar-
guerite and Hope where peak flows increase from roughly 4,000 m3/s to 7,500
m3/s and the simulated river bed continues to fine. Neither the coastal nor
interior mountain regions were significant sand sources, combined they ac-
counted for only 3% of total sand eroded within the river system. One can
also see the somewhat localized behavior of sand load consistent with signifi-
cant deposition rates. This stands in contrast to the connected, propagating
behavior of simulated mud, which tends to be supply controlled and have
low deposition rates (Figure 3.7). In total, less than 1% of sand generated
within the basin reached Mission compared to approximately 10% of all gen-
erated mud. Transport of both sand and mud was most widespread from
Jul-Sep (Figures 3.5-3.7). In terms of magnitude, mud was generally domi-
nant from August until May at which point simulated supply was exhausted
and sand transport began to peak. Throughout this summer period, sand
contribution was roughly 30-50%.

Since WSC ended its sediment monitoring program in the FRB in 1986,
no long-term estimates of suspended sediment trends have been available
for the region. Studies such as Attard et al. [2014] have compared sediment
loads of individual years to the background levels determined by the 1965-
1986 historical record, but have been unable to place their findings in the
larger context of long-term trends. For the first time, our study offers some
insight into the change in sediment load since the 1980s. In the first 20
years (1965-1984) of simulation, the mean and standard deviation of annual
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Figure 3.5: 1965-2004 average simulated total (mud+sand) load
(tonnes/day) for a) Jan-Mar, b) Apr-Jun, c) Jul-Sep, and d) Oct-Dec.

loads at Mission were 18.2 Mt and 4.7 Mt, respectively. In the last 20 years
(1985-2004), the mean and standard deviation were 18.3 Mt and 2.8 Mt.
Annual loads at Mission for all but one year from the 1985-2004 period fell
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Figure 3.6: 1965-2004 average simulated total sand load (tonnes/day) for a)
Jan-Mar, b) Apr-Jun, c) Jul-Sep, and d) Oct-Dec.

within a single 1965-1984 standard deviation of the 1965-1985 mean load.
These results do not suggest any trend towards overall larger or smaller
sediment transport rates, but do indicate some stabilization in sediment
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Figure 3.7: 1965-2004 average simulated mud load (tonnes/day) for a) Jan-
Mar, b) Apr-Jun, c) Jul-Sep, and d) Oct-Dec.

loads regarding inter-annual variability (Figure 3.8).
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Figure 3.8: Average annual observed sediment load (blue) and simulated
total load (black) at Mission in megatonnes.

3.4.3 Parameter Sensitivity

A sensitivity analysis of the calibrated parameters’ impact on the fit met-
rics at each station was performed (Table 3.7). Each parameter was shifted
±10% from its calibrated value and the effects on R2, NSE, and PBIAS were
averaged across all stations. The effects of changes to the standard deviation
of the sand-bed grain size distribution σφs were restricted to the sand-bed
portion of the basin. Similarly, effects due to changes in the gravel-bed stan-
dard deviation σφg were restricted to the gravel-bed portion of the basin.
Correspondingly, sensitivity values of σφ presented in Table 3.7 represent
the averaged effects of changes to σφs on simulated loads at Mission (lo-
cated within the sand-bed portion) and changes to σφg on simulated loads
at Agassiz, Hope, Marguerite, and Hansard (located within the gravel-bed
portion).

The model is most sensitive to values of σφ. Its impact on the NSE is
two orders of magnitude larger than the next most influential parameter
and its impact on R2 and PBIAS is one order of magnitude larger. Using
one fixed value of σφ for all sand-bed cells and a second fixed value for all
gravel-bed cells is therefore fairly restrictive. Ideally, σφ could vary in space
and time to more accurately reflect the true distribution of the river bed,
but historical records of bed distributions is limited and confined mostly to
the delta region of the basin.

The model is least sensitive to critical hillslope shear stress τhc and κτH ,
the critical channel shear stress coefficient when Hy = 1. The critical channel
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Table 3.7: Sensitivity analysis of parameters on fit metrics. The displayed
changes in R2, NSE, and PBIAS were averaged across all five sediment
stations and correspond to a change of ±10% in the calibrated parameter.

Parameter Value ∆R2 ∆NSE ∆PBIAS(%)

σaφ (0.6, 2.6) 0.020 0.306 42.1

βh 1.8× 10−6 0.002 0.009 4.7
βt 10 0.004 0.004 4.7
βf 0.4 0.004 0.004 3.6
βr 2.4 0.007 0.005 4.4
κτL 0.031 0.006 0.008 4.5
κτH 0.13 0.003 0.003 0.3
τhc 0.1 <0.001 0.001 0.6

a σφ = (σφs, σφg)

shear stress coefficient when Hy = 0 κτL , hillslope erosion proportionality
constant βh, hysteresis threshold coefficients βr and βf , and characteristic
settling time βt have roughly the same order of magnitude influence over
the three fit metrics.

3.5 Discussion

In this chapter, we successfully developed a distributed, mechanistic model
capable of matching monthly historical observations throughout a large and
diverse basin. Because sediment generation can occur over relatively small
spatial scales, both Smith et al. [2011] and Pelletier [2012] argued that de-
velopment of such a spatially distributed model was essential. Yet, there
exists only one other size-selective, distributed model capable of simulat-
ing sediment load across large basins. This model, presented in Pelletier
[2012], has the benefits of simplicity, low input requirements, and a small
number of calibrated parameters, but is also empirical and does not repro-
duce sub-annual loads. In this sense, we have developed a unique tool in
sediment modelling, capable of being used to study the effects of climate or
hydrological changes on sub-annual sediment dynamics across a large basin.

Overall, the performance of our model matched historical data well when
compared to both suggested metric ranges and other modelling attempts.
PBIAS scores at all stations were either “very good” or “good” and only at
Hansard, the station with the smallest basin in both area and sediment load,
was the NSE metric “unsatisfactory” (Table 3.6). The annual simulation of
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128 rivers performed in Pelletier [2012] had an r = 0.79 correlation score
with corresponding historical observations. Though it requires more inputs
and parameters, our model’s monthly simulations had a correlation of r =
0.88 at the gauge nearest the basin’s outlet (Mission).

The long-term simulation (1965-2004) of the FRB produced outcomes
that are consistent with many of our conceptualizations of sediment dynam-
ics within the basin. Sediment was mainly generated from the mountainous
regions in the eastern and coastal portions of the basin (Figure 3.5). Sand
transport was mostly confined to the main stem of the Fraser and had a
somewhat localized behaviour (Figure 3.6). In comparison, mud load also
showed high transport along the Fraser’s main stem, but displayed more
connectivity than sand load amongst cells (Figure 3.7). Simulation of loads
from 1987-2004, a period where no observations are available, provided new
insight into the long-term trends of sediment transport within the basin
(Figure 3.8). Our analysis showed no trend in the magnitude of the aver-
age annual load at Mission, but did indicate its inter-annual variability had
reduced since the mid 1980s.

A key limitation to simulating sediment load at large-scales is data on
bed distribution. The composition of the river bed can vary highly in time
and space. Our sensitivity analysis indicates the model would be highly
sensitive to these variations (Table 3.7). However, at present the model
only allows for a single value of bed distribution deviation for gravel beds
and a single value for sand beds. Observed data could potentially help
characterize a more accurate variation.

The lowest agreement between simulations and observations occurs at
Hansard and may point to limits of using the model to represent sediment
load at smaller scales without higher resolution input data and smaller grid
cells. Simulation of peak flow and sediment load is more challenging in such
small, upstream basins where model resolution is coarse relative to basin
size, and model performance is thus sensitive to input data (e.g. elevation,
climate) for individual grid cells. For example, THMB’s simulated peak
flow at Hansard is 19 days after the observed peak - a discrepancy 8 days
larger than at any other station - and this affects the timing of sediment
load. There is also a tendency for our model to overestimate loads between
10−1 − 101 kilotonnes/day (Figure 3.4), a range most of Hansard’s monthly
sediment loads lie within. This tendency may relate to the timing of loads of
this magnitude (fall and winter for Marguerite, Hope, Agassiz, and Mission),
or be indicative of a limitation of the model regarding load magnitude at
this resolution.

The model developed in this study is capable of producing distributed,
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long-term sediment load estimates across a large, complex basin. It can
reproduce historical sediment loads, but can also be used to forecast future
loads under a given set of assumptions. For instance, the model can be run
using hydrological inputs emanating from climate or land use scenarios to
study the impact these scenarios may have on sediment loads. Importantly,
these studies and other historical studies of sediment load are not restricted
to the FRB. The model’s governing equations are not specific to our study
site, but rather are generic. Thus with proper calibration, our model can
and has (Motew et al. [2017]) been used to study other North American
basins.
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Chapter 4

Sediment Simulations Under
a Changing Climate

4.1 Introduction

Changes in the temporal and spatial patterns of sediment sources and trans-
port regimes (amount and texture) within a large river basin can have im-
portant consequences to humans and biota both within the basin and world-
wide. Agricultural soil loss and the global carbon cycle are both closely tied
to the processes of sediment erosion, transport, and deposition within river
systems (Walling [2009]). Locally, water quality, nutrient and contaminant
transport, and fish habitat all depend on the movement of fine sediment,
as does shoreline retreat/advance in coastal systems (Syvitski et al. [2005]).
The relationships between sediment yield and the habitat and biota of a
basin should be regarded as somewhat sensitive balances; habitat and biota
are generally adapted to a range of sediment yield and both reductions
and increases in yield outside of that range have the potential for negative
repercussions. An attenuated sediment hydrograph corresponds to reduced
transport of nutrients to lakes and deltas and shoreline retreat in coastal sys-
tems. Increased yield over baseline typically has a negative effect on aquatic
biota (Kerr [1995]) and water quality (Whitehead et al. [2009]). Changes
in the variability of peak loads or the timing of the sediment hydrograph,
without any associated change in overall annual yield can also have impor-
tant consequences. Higher variability may lead to an increase in years with
peak loads beyond the thresholds of biota and acceptable water quality, and
a seasonal amplification of sediment output when gravel-bed spawning fish
lay their eggs may lead to river bed clogging and diminish the ability of the
fish to reproduce (Scheurer et al. [2009]).

Because sediment is closely linked to land cover and hydrology, sediment
transport is expected to be sensitive to changes in climate (Walling [2009]).
Previously, researchers have considered the impacts of a changing climate
on sediment yields, particularly in coastal regions; however, very few studies

52



4.1. Introduction

have investigated the effects on the entire erosion, transportation, and de-
positional sequence (Asselman et al. [2003]), in part because scientists have
been limited by a relatively small set of the physically-based, distributed
models that are best suited for assessing the consequences of climate change
(Bathurst [2010]). Further complicating these studies is the ambiguity in iso-
lating observed changes in basin dynamics due to climate change from those
caused by land management practices such as logging and dam construction
which are typically more influential (Walling [2009]).

British Columbia, Canada’s Fraser River Basin (FRB) is a research site
that is uniquely equipped for sediment-related climate change studies and a
location where some of the key issues raised by Bathurst [2010] and Walling
[2009] can be resolved. The FRB is a 230,000 km2 watershed that has over
20 years of daily observations of water discharge and suspended sediment
load available from the Water Survey of Canada (WSC) at several locations
across the basin, including near the basin’s outlet in the coastal zone. It is
also a relatively pristine watershed; there are only two small hydroelectric
dams: the Nechako (25,000 km2 drainage area) and the Bridge-Seton (4,700
km2 drainage area), and agricultural and urban impacts are either small
in scale or confined to downstream of the last gauging station. Because of
the low anthropogenic influence within the FRB, it is easier to ascribe any
changes in sediment dynamics to effects of climate and hydrological changes
rather than land management/use decisions. The impacts of climate change
on the hydrology of the FRB has also been extensively modelled by the Pa-
cific Climate Impacts Consortium (PCIC) which has provided climatic and
hydrological output from Variable Infiltration Capacity (VIC) simulations
performed in Shrestha et al. [2012] for three Intergovernmental Panel on Cli-
mate Change (IPCC) future scenarios. These simulations make modelling
sediment dynamics within the FRB tenable. Finally, we have already devel-
oped and calibrated a large-scale mechanistic, distributed sediment trans-
port model on the FRB in Chapter 3. This model is compatible with the
synthetic VIC outputs and can be used to simulate basin-wide suspended
sediment erosion, deposition, and transportation.

In this chapter, we use the model developed in Chapter 3 to investigate
the sensitivity of sediment dynamics within the FRB to potential changes
in climate and hydrology using three future climate scenarios. For each
scenario, the sediment model is driven by multiple sets of land-surface hy-
drology inputs provided by VIC simulations presented in Shrestha et al.
[2012]. Each of these sets of inputs corresponds to a different VIC simu-
lation driven by a specific general circulation model (GCM). We limit our
study to impacts of climate changes that are manifested in changes in pre-
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cipitation and hydrology as described by Shrestha et al. [2012] and do not
directly consider changes in land use, vegetation, or the mechanisms con-
trolling hillslope erosion. We analyze the resulting outputs for significant
changes in the FRB’s sediment yield and timing as well as changes in the
spatial distribution of sediment dynamics.

4.2 Methods

4.2.1 Model Overview

The transport model developed in Chapter 3 simulates sediment dynamics
by integrating a sediment routine into the Terrestrial Hydrology Model with
Biochemistry (THMB) developed in Coe [2000]. For each 1/16° latitude ×
1/16° longitude grid cell in the FRB, THMB makes hourly calculations of hy-
draulic geometry and water flux through the river and floodplain reservoirs.
The sediment routine then uses these variables as well as landscape data to
calculate hillslope erosion of clay and silt class sediment (<0.0625 mm) and
channel erosion, deposition, and transportation for mud and three classes
of sand grains. THMB requires as inputs groundwater, overland flow, and
precipitation. In our study, these inputs come from climate scenario-driven
VIC simulations performed in Shrestha et al. [2012] (Figure 4.1). Below, we
briefly describe the main components of the modelling sequence; details of
the model are covered in Chapter 3.

4.2.2 Water and Sediment Routing Model

To simulate water and sediment dynamics through the basin, we use the
calibrated model developed in Chapter 3. The transport model integrates
an adapted large-scale version of the sediment routine presented in Patil
et al. [2012] into THMB. THMB conceptualizes each grid cell as having
both a river and floodplain reservoir. The river reservoir is characterized
as a dynamic, rectangular box whose length is a function of the distance
between the grid cell and its downstream neighbor and whose width and
depth are related by power functions to the reservoir’s water flux. Details
on the THMB model are presented in Coe [2000] and Coe et al. [2008].

The sediment routine uses the calculated water flux and reservoir dimen-
sions in conjunction with landscape characteristics to compute hillslope and
river shear stresses and corresponding sediment dynamics through the basin
(Figure 3.2). The details of these calculations are provided in Chapter 3 and
Patil et al. [2012]. Below, we briefly describe the governing equations.
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Figure 4.1: Modelling framework. “BCGS” is the British Columbia Geolog-
ical Survey and “ISRIC” is the International Soil and Reference Centre. All
other acronyms have been defined in the text.

Sand Transportation

At each time step and grid cell, we transport three classes of sand grains,
0.0625-0.125 mm, 0.125-0.25 mm, and 0.25-0.5 mm with the classes repre-
sented by their geometric means. For each class i, the entrainment at 5% of
river depth E5,i is computed as in Wright and Parker [2004]:

E5,i = νi ·
βe(λXi)

5

1 + βe
0.3(λXi)5

· ρsAr. (4.1)

Here, Xi is the entrainment parameter defined in Wright and Parker [2004],
νi is the settling velocity of Di (the median grain size of class i), βe =
7.8 × 10−7, ρs = 2,650 kg/m3 is the density of sediment, and λ = (1 −
0.28σφ) where σφ is the standard deviation of the bed distribution on the
sedimentological scale. The standard deviations of the bed distributions of
grid cells in the FRB were calibrated in Chapter 3. From the entrainment
rate, the erosion rate Ei follows as Ei = FiE5,i, where Fi is the fraction of
bed composed of grains within the ith class.

Deposition of the ith class of sand Li is computed as prescribed by Abad
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et al. [2008]:

Li =
Ci

INT (ZRi)
νiρsAr. (4.2)

Here INT (ZRi) is the approximation of the suspended sediment concen-
tration presented in Abad and Garćıa [2006] and Ci is the depth-averaged
concentration of the ith class. The transport rate Gi follows as Gi =
max{Ei + Bi − Li, 0}, where Bi is the rate of suspended sand in class i
entering the cell from upstream.

Mud Transportation

The model dictates that only mud originally eroded from the hillslope can be
moved within the river system. It assumes overland flow is the mechanism
for hillslope erosion and that the rate Eh,m is a linear function of the fraction
of soil within the clay or silt class Fm as well as the hillslope shear stress τh
over a critical value τhc:

Eh,m = max{βhFm(τh − τhc)A, 0}. (4.3)

The proportionality constant βh is calibrated in Chapter 3. Within the river
reservoir, mud is eroded from the channel at a rate given by

Em = max{e0 · (
τb
τc
− 1)Ar, 0}. (4.4)

Here, τb is the channel shear stress, τc is a critical channel shear stress
computed as in Mitchener and Torfs [1996], and e0 = 2.0× 10−4 kg/m2/s.

The model computes mud deposition as

Lm = max{(1− τb
τc

)νmCmAr, 0}, (4.5)

where Cm is the mass concentration of mud (kg/m3) and νm is its settling
velocity. The transport rate Gm then follows as Gm = max{Em + Bm −
Lm, 0}, where Bm is the rate (kg/s) of mud entering from upstream.

4.2.3 Analysis of Simulations

Simulations were performed at a 1/16° lat × 1/16° lon spatial scale and
hourly timescale. Prior to simulating future water flux and sediment pro-
cesses, we considered the ability of the transport model and synthetic VIC
inputs to match the seasonality of historical records for the period 1965-1994
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using NSE and PBIAS metrics. The NSE measures a model’s ability to pre-
dict observations relative to the predictive ability of the mean observation.
It is defined as

NSE = 1−
∑n

t=1(sim(t)− obs(t))2∑n
t=1(obs− obs(t))2

, (4.6)

where sim(t) and obs(t) are the simulated and observed values at time step
t, respectively, and obs is the mean of the n observations. The PBIAS
statistic measures the relative tendency for the model to overestimate or
underestimate observed values, it is defined as

PBIAS =

∑n
t=1 (sim(t)− obs(t))∑n

i=1 obs(t)
. (4.7)

A positive PBIAS value indicates a tendency to over-predict while a negative
value indicates a tendency to under-predict. The degree of this tendency is
given by the magnitude of the PBIAS. These metrics were given qualitative
ranges for water flux and sediment load in Moriasi et al. [2007] (Table 3.4).

These metrics were calculated for the monthly ensemble averages of the
synthetic, GCM-driven sediment values for 1965-1986 and the synthetic wa-
ter flux values for 1965-1994. These periods were chosen based on availability
of observational data. Additionally, we checked for any biases in the model
ensembles by computing for each model in a given ensemble discharge and
sediment seasonal hydrographs, averaged over 1965-1994, and 1965-1986, re-
spectively. The resulting set of seasonal hydrographs for each scenario was
then compared to observations using a t-test to check for any significant
differences.

After checking historical results against observations, we then compared
the results of the simulation from 1965-1994 to those of 2065-2094 to assess
potential changes in sediment dynamics due to changes in climate/hydrological
regime. The baseline period was chosen to include all sediment observations
and be within the historical period of the GCM models used; the future pe-
riod was chosen to be 100 years after the baseline. We investigated changes
in sediment generation, storage, timing and yield across the basin.

To investigate changes in sediment generation within the FRB, we com-
puted for each scenario and season the ensemble mean and range of the
difference in mud generation between the future (2065-2094) and baseline
(1965-1994) periods. Because the model assumes sand is not supply limited,
the hillslope generation mechanism only produces mud, hence, we limit our
discussion to mud. We analyzed the changes in mud generation within the
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two major sources of the FRB’s mud: the Rocky and coastal mountains.
All changes from baseline values were then tested for significance using a
two-sample t-test and α = 0.05 with sample sets consisting of results from
each model in the ensemble. Unless explicitly stated, all changes in mud
generation presented in Section 4.4 are significant.

For storage analysis, the ensemble mean of the FRB’s mud supply at the
end of 2094 was compared to the mud generated from 1965-2094 to identify
the locations of any long term sinks for each scenario. Additionally, as with
hillslope generation, for each scenario and season the ensemble average of the
difference in mud supply between the future (2065-2094) and baseline (1965-
1994) periods was computed to analyze seasonal changes in mud storage
within the basin.

Sediment timing and yield was analyzed at all stations using 4 proper-
ties: total yield, and spring, centroid, and persistence timings, which are
defined as the day at which 10%, 50%, and 95% of the annual sediment
load has been transported, respectively. Changes in all of these properties
were tested for significance using a two-sample t-test and α = 0.05 with
sample sets consisting of results from each model in the ensemble. Signifi-
cant changes were compared to their analogous water flux properties using
Kendall’s τ and R2 to investigate the role of changes in water flux in changes
in sediment load and the ability of changes in water flux properties to pre-
dict changes in sediment load. Kendall’s tau is a rank coefficient ranging
from -1 (complete negative correlation) to 1 (complete positive correlation)
that evaluates correlation between two random variables without using any
assumptions on the underlying structure between them. It is defined for a
set of n joint observations (xi, yi) of random variables X and Y using the
number of concordant and discordant pairs (nc and nd, respectively) as

Kτ =
nc − nd

n(n− 1)/2
, (4.8)

where a pair (xi, yi) and (xj , yj) (with i 6= j) are concordant if (xi−xj)(yi−
yj) > 0 and discordant if (xi − xj)(yi − yj) < 0. Both Kτ and R2 were
tested for significance. Unless explicitly stated, changes in annual yield,
spring timing, centroid timing, and persistence timing and Kτ and R2 values
mentioned in the results are significant. In addition to this analysis, we
checked for changes in the variability in year to year monthly peak sediment
loads using the coefficient of variation (CV).
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4.3 Study Site and Input Data

4.3.1 Study Site

The Fraser River runs 1,400 km from headwaters in the Rocky Mountains to
its outlet into the Pacific Ocean at Vancouver. At 230,000 km2 in drainage
area, the FRB is the largest watershed in British Columbia, Canada (B.C.).
It is both recreationally and economically important to the province of B.C.
The river system provides habitat for over 100 species of fish including all
five species of pacific salmon. Over 75% of the basin is forested (Schnorbus
et al. [2010]) and accounts for a large percentage of the trees used in B.C.’s
harvesting industry. Overall, 80% of the provincial gross domestic product
and 10% of the federal GDP comes from within the FRB (Canadian Heritage
Rivers Systems [2015]). Roughly 60% B.C.’s population resides in the delta
region of the FRB near the river’s outlet. Importantly, this region is down-
stream of Mission, the gauging station farthest downstream in our study.
Because we stop our analysis at Mission, we do not model the confounding
tidal effects nor anthropogenic influences seen in the Fraser’s delta.

Hydro-climatically, the basin is often divided into three regions: i) an
eastern mountain portion (Rocky Mountains), ii) an interior plateau, and
iii) a coastal mountain portion. The mountainous eastern portion has the
highest elevations and is characterized by steep valleys shaped by glaciers.
Peaks in both water and sediment flux are snowmelt driven and tend to
occur in late spring or early summer with sediment peaks occurring first
and showing some hysteresis relative to water flux.

The FRB was chosen to test our adapted model for three main reasons.
First, historical sediment load and river discharge data are available from
the WSC for several stations across the basin (Table 2.1). Second, the di-
verse landscape, ecology, and climate represent the heterogeneity common in
large basins. Third, the basin experiences relatively low anthropogenic dis-
turbance upstream of Mission, with agricultural and urban influences either
limited in scale or confined to the basin’s delta, < 5% of B.C’s population
upstream of Mission, and only two small hydroelectric dams in the Nechako
(25,000 km2 drainage area) and Bridge-Seton (4,700 km2 drainage area)
sub-basins. The impact of the Nechako reservoir on annual discharge at the
Fraser River outlet has been calculated to range from 1 to 6 percent (Moore
[1991]). Furthermore, it is located in the interior plateau where sediment
generation is already expected to be at a minimum.
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4.3.2 Input Data

To validate river discharge, we use observations made available by the Water
Survey of Canada (WSC) at 14 stations from 1965-1994 (Figure 2.1). Be-
cause the Nechako reservoir affects the discharge hydrograph of the Nechako
basin, validation is performed against naturalized flow (provided by PCIC)
at Nechako, Hope, and Mission. Naturalized flows at the other downstream
stations, Marguerite and Agassiz, were not available from PCIC; however,
the impact of the reservoir at these locations is expected to be small as the
average annual reduction in water flux out of Nechako due to the reservoir
is approximately 6.5% and 3.5% of the annual discharge at Marguerite and
Agassiz, respectively.

Landscape data in this study, including river reservoir height and width
relations, lake locations, and soil texture, are taken from Chapter 3. River
elevation, river direction, hillslope gradient, and river gradient at 1/16° ×
1/16° come from upscaling the USGS’s 15 arc-second Global Multi-resolution
Terrain Elevation Data map (Danielson and Gesch [2011]) following the
methods described in Chapter 2.

Readily available for use as hydrological inputs to our model are outputs
from climate scenario-driven VIC model simulations performed on the FRB
in Shrestha et al. [2012] (https://pacificclimate.org/data). The scenarios
come from the Coupled Model Intercomparison Project phase 3 (CMIP3)
developed in 2007 (Meehl et al. [2007]). Since then, there has been an update
from the Special Report on Emission Scenarios (SRES) used in CMIP3 to
new Representative Concentration Pathways (RCP) scenarios. However,
because of the availability of the validated VIC runs, done with downscaled
output from CMIP3 models, we perform our modelling starting from SRES
scenarios A1B, B1, and A2 rather than the new RCP scenarios. Roughly,
the radiative forcings in SRES A1B and B1 are similar to those of RCP6.0
and RCP4.5, respectively and A2’s radiative forcing is somewhere between
the radiative forcing of RCP6.0 and that of RCP8.5 (IPCC [2014]). Below,
we provide a brief overview of the models and methods used by Shrestha
et al. [2012].

SRES scenarios, GCMs, BCSD, VIC

In Shrestha et al. [2012], the authors considered three SRES climate scenar-
ios: A1B, B1, and A2. Details on each scenario are provided in IPCC [2007];
roughly, all three scenarios represent futures where greenhouse gas emissions
and global surface temperatures rise above present day values, but increases
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are more pronounced in scenarios A1B and A2 than in B1. These scenarios
were used to drive the GCMs which in turn created climatic drivers for VIC

The GCM outputs used by Shrestha et al. [2012] come from the CMIP3
multi-model dataset (Meehl et al. [2007]). The CMIP3 project gives results
from a total of 24 GCMs. In studies such as Kay et al. [2009], Prudhomme
and Davies [2009a], Prudhomme and Davies [2009b], and Najafi et al. [2011],
researchers found that the structure of the GCM was the largest source of
uncertainty in assessing hydrological impacts. To account for this uncer-
tainty, outputs from 8 CMIP3 GCM simulations were used as inputs to
VIC. The 8 GCMs were selected from the larger set based on robustness
and their ability to simulate historical data globally, in the Northern Hemi-
sphere, in North America, and on the western coast of North America. The
GCM simulations used in this study are listed in Table 4.1. Details on the
GCM selection process and individual model performance are provided in
Werner [2011]. With the exception of UKMO-HadGEM1, which does not
simulate emission scenario B1, outputs of each GCM under scenarios A2,
A1B, and B1 were used as inputs to VIC for a total of 23 simulations. Each
simulation produced monthly precipitation and temperature outputs.

Table 4.1: GCMs used in study

GCM Atmospheric
Resolu-
tion

Reference

CCSM3 T85 L26 Collins et al. [2006]
CGCM3.1(T47) T47 L31 Scinocca et al. [2008]
CSIRO-Mk3.0 T63 L26 Rotstayn et al. [2010]
MPI-OM ECHAM5 T63 L18 Roeckner et al. [2006]
GFDL CM2.1 N45 L24 Delworth et al. [2006]
MIROC3.2 (medres) T42 L20 K-1 Model Developers [2004]
UKMO-HadCM3 T42 L19 Collins et al. [2001]
UKMO-HadGEM1* N96 L38 Martin et al. [2006]

* Does not simulate scenario B1.

Prior to being used as inputs to VIC, the climatological variables pro-
duced by the GCMs were downscaled both spatially and temporally using
The Bias Corrected Spatial Disaggregation (BCSD) method. Roughly, the
method downscales in three steps: 1) bias correction, 2) spatial disaggrega-
tion, and 3) temporal disaggregation. For more details, the reader is referred
to Wood et al. [2004].

61



4.3. Study Site and Input Data

Once the climatological variables had been disaggregated, they were used
as inputs to the land surface hydrological model VIC developed in Liang
et al. [1994] and Liang et al. [1996]. Details of the calibration and val-
idation of VIC on the FRB are provided in Schnorbus et al. [2011] and
Shrestha et al. [2012]. Roughly, model parameters were calibrated using the
Multi-Objective Complex Evolution Method (see Yapo et al. [1998]) with
three objective functions: the Nash-Sutcliffe coefficient of efficiency (NSE),
the Nash-Sutcliffe coefficient of efficiency of the log-transformed discharge
(LNSE), and the water balance error (WBE). Validation was performed for a
5-year period on 11 sub-basins. Generally, peak discharge was well-matched
with NSE and LNSE values being greater than 0.70 for 9 of 11 sub-basins
delineated in the study.

The results of the simulations performed in Shrestha et al. [2012] show
an overall increase in future mean annual temperature across the basin with
low variability between GCMs and increases in scenario A1B and B1 be-
ing the largest and smallest, respectively. Precipitation was also found to
increase across the basin, though there was high spatial and inter-GCM
variability. Generally, increases in the northern portion of the basin were
highest, with precipitation increases in the eastern mountains being more
pronounced than in the coastal mountains. Between scenarios, B1 had the
highest increase in precipitation. Seasonally, all scenarios showed a general
increase in precipitation between October and June and decreases between
July and August, though in the coastal mountains the increase was primarily
from October to January after which point levels returned to baseline until
June. Snow storage generally decreased in all scenarios which led to a tran-
sition from a snow-dominant regime to a hybrid regime in the coastal and
eastern mountains and a transition from a hybrid regime to rain-dominant
regime in the interior plateau.

Hydrologically, there was an overall increase in winter and spring runoff
and a decrease in summer and autumn runoff. These changes were likely due
to the changes in seasonal precipitation, transitions from snow-dominated
to hybrid regimes and from hybrid to rain-dominated regimes, and warmer
temperatures causing an earlier snowmelt. The three scenarios all demon-
strated an increase in annual discharge, with scenario B1 showing the great-
est change due to its relatively large increase in precipitation and milder
temperature increase.
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Stationary Inputs

By running the model of Chapter 3 as calibrated for the 1965-1986 period
over the 1965-2094 time period, we implicitly assume several variables and
relationships remain stationary throughout the time of simulation. These
include the hydrometric relationships that determine river reservoir width
and height, the hysteresis parameters that dictate critical channel shear
stress, and bank-full height. We also assume that the mechanism for hill-
slope erosion and sediment will continue to be overland flow. While it is
possible that a combination of changes to land use, vegetation, dominate
hillslope detachment mechanisms, and potential mass wasting events such
as a large-scale fire or earthquake may violate these assumptions, we view
these possibilities as outside of the scope of our study. There has been a
historical lack of earthquakes affecting the FRB, anthropogenic influence is
minimal upstream of Mission, and using data from Canadian Forest Service
[2016], we estimate that an average of only 23,000 ha of the FRB (0.1% of
the basin’s total area) is affected by wildfire. Though forest wildfires are
expected to increase in likelihood in some regions due to climate change
(Gonzalez et al. [2010]), we consider accounting for this change outside the
scope of this work.

4.4 Results

4.4.1 Historical Dynamics: 1965-1994

Overall, the seasonality of water flux and sediment load across the basin
were well-simulated by the ensemble mean which showed very little variance
amongst scenarios (Table 4.2). Following the standards outlined by Moriasi
et al. [2007] (Table 3.4), NSE values of water flux were “very good” at 12
of the 14 stations and only “unsatisfactory” at Nechako, the downstream
station nearest the Nechako reservoir. PBIAS values for water flux were
“very good” or “good” at 12 stations and “unsatisfactory” only at Nechako.
NSE values for sediment flux, for which observations were only available
from 1965-1986 and at five stations, were “very good” at four of the five
stations and “good” at the remaining station, Marguerite. All five PBIAS
values of sediment load were either “very good” or “good.”

However, because our simulations had relatively little variance in historic
water flux and sediment load amongst GCMs there was a general tendency
for all GCM models within an ensemble to under-predict water flux from the
fall through the spring and over-predict water flux in the summer (Figure
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Table 4.2: NSE and PBIAS results for seasonally averaged ensemble means
of water flux and sediment load during 1965-1994 (water flux) and 1965-
1986 (sediment load). Reported values are averages of ensemble results
from scenarios A1B, A2, and B1.

Water Flux Sediment Load

Station NSE PBIAS (%) NSE PBIAS (%)

Agassiz 0.90∗∗ −11∗ 0.83∗∗ −16∗

Hansard 0.89∗∗ −8∗∗ 0.78∗∗ −1∗∗

Hope 0.89∗∗ −8∗∗ 0.77∗∗ −16∗

Marguerite 0.89∗∗ −3∗∗ 0.69∗ 4∗∗

Mission 0.89∗∗ −7∗∗ 0.91∗∗ 20∗

Chilcotin 0.81∗∗ −22§

Harrison 0.81∗∗ −7∗∗

Nechako 0.63§ −28†
North Thompson 0.82∗∗ −16§

Quesnel 0.91∗∗ −13∗

Shelley 0.86∗∗ −7∗∗

South Thompson 0.95∗∗ < −1∗∗

Stuart 0.48† −14∗

Thompson 0.89∗∗ −11∗

§, ∗, ∗∗, and † indicate satisfactory, good, very good, and unsatisfactory
metric values, respectively (as dictated by Moriasi et al. [2007]).
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Figure 4.2: Observed and GCM ensemble seasonal a) water flux and b)
sediment load at Mission for scenario A1B from 1965 to 1994. Observed
values are in blue, simulated values of all GCMs in the ensemble are in red.
Scenarios A2 and B1 show similar results.

4.2(a)). The GCMs under-predicted sediment load in the spring and over-
predicted load from the summer through the winter (Figure 4.2(b)). These
tendencies were small enough that the simulations still gave relatively high
NSE values and low PBIAS values, but due to their presence we choose to
frame the results of simulations of the future dynamics as relative (rather
than absolute) changes to the 1965-1994 baseline.

4.4.2 Simulations of Future Dynamics (1965-1994 vs.
2065-2094)

We assess the impacts of future potential changes in climate and hydrology
to sediment dynamics by comparing simulation results from a baseline pe-
riod (1965-1994) to the results of a future period (2065-2094). We consider
changes to dynamic properties such as the timing and yield of sediment load,
the seasonal distribution of hillslope erosion, and sediment sinks/sources
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throughout the basin. To control for GCM biases, all changes in sediment
dynamics are presented as relative to the baseline period.

Hillslope generation

All models for every scenario project increased annual mud production
within the basin in the future period (Table 4.3). For each scenario, models
within the ensemble project this increase to range from ∼20-75 Mt or an in-
crease of roughly 15-60% above baseline production. Ensemble averages for
each scenario give a smaller range of 46 Mt (B1) to 59 Mt (A2), or 35-45%
of baseline levels. In most simulations, over 50% of this increase is produced
within the Rocky Mountains which represents less than 40% of the FRB’s
area and at baseline produced under 30% of the FRB’s mud (Table 4.3).
Variability in both coastal and Rocky mountain mud generation was higher
between models than between scenarios (Appendix A). The spatial and tem-
poral patterns in changes to hillslope generation are similar across all three
scenarios. Generally, scenario B1 shows the smallest relative changes and
scenario A2 shows the largest.

Seasonally, the FRB in the future period shows an increase in mud gen-
eration in the coastal mountains of 2-10 Mt and more moderate increase of
0.4-3 Mt in the northern Rocky Mountains from January to March (Figure
4.3a, Table 4.3). However, the amount of mud generated within the Rocky
Mountains relative to the entire basin’s mud generation during this time
is projected to increase from baseline levels while the contribution of the
coastal mountains shows a decrease (Table 4.3). Overall, simulations show
the basin’s mud generation during the Jan-Mar period increasing from 4%
of the FRB’s yearly production at baseline to 5-10% in the future period.
This increase is likely a reflection of the increasing temperature across the
FRB and earlier snowmelt in mountainous regions.

During the Apr-Jun period, increase in generation within the Rocky
Mountains is expected to be more widespread with ensemble averages pro-
jecting the region to produce 14 Mt (B1) to 21 Mt (A2) more mud and
increasing its relative contribution from 29% to 31-44% of the seasonal pro-
duction (Figure 4.3b and Table 4.3). The coastal mountains are expected to
decrease in mud generation at lower altitudes where snowmelt has already
occurred and reduce their relative contribution, but still have an overall in-
crease in production with ensemble averages ranging from 12 Mt (B1) to 15
Mt (A1B). All ensemble averages project the Apr-Jun percentage of yearly
mud production to increase from its baseline. As with annual increases,
model variability within a scenario is larger than ensemble average vari-
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Table 4.3: Ensemble averages and ranges (given in parenthesis) of changes
in the fraction of annual mud generation produced in each season (Seas/Yr)
and seasonal hillslope mud generation within the Rocky (RM) and coastal
(CM) mountains from baseline (1965-1994) to future (2065-2094) periods for
scenarios A1B, B1, and A2. Red values represent decreases from baseline.
Baseline basin wide seasonal generation is ∼(5, 55, 60, 10) Mt for (Jan-Mar,
Apr-Jun, Jul-Sep, Oct-Dec).

Scenario
∆ RM
(Mt)

∆ CM
(Mt)

RM/FRB
(%)

CM/FRB
(%)

Seas/Yr
(%)

Jan-Mar
A1B 2 (1-3) 5 (2-8) 14( 11-20) 66 (61-70) 8 (5-10)
A2 2 (1-3) 6 (4-10) 16 (12-22) 65 (63-71) 8 (7-11)
B1 1 (<1-2) 5 (3-8) 14 (8-21) 66 (61-70) 8 (6-9)
base - - 7 70 4

Apr-Jun
A1B 20 (5-38) 15 (6-28) 40 (32-44) 53 (50-61) 50 (38-64)
A2 21 (10-41) 15 (3-32) 41 (37-44) 52 (49-56) 49 (39-63)
B1 14 (3-31) 12 (4-26) 37 (31-41) 55 (52-60) 47 (37-59)
base - - 29 60 43

Jul-Sep
A1B 3† (6-13) 8 (23-3) 39 (34-47) 55 (48-59) 29 (13-39)
A2 3† (7-12) 7 (23-2) 39 (37-41) 55 (53-57) 29 (14-37)
B1 4† (6-13) 3 (16-4) 37 (33-42) 58 (53-60) 35 (18-46)
base - - 30 64 46

Oct-Dec
A1B 3 (2-5) 10 (7-13) 17 (15-20) 68† (64-72) 13 (12-16)
A2 3 (2-6) 10 (6-16) 18 (16-21) 67 (64-70) 14 (11-15)
B1 2 (1-3) 7 (4-11) 16 (14-17) 69† (68-71) 11 (10-13)
base - - 14 70 7

Annual
A1B 27 (9-42) 21 (13-38) 35 (30-39) 57 (54-62)
A2 29 (16-50) 24 (7-47) 35 (34-37) 56 (55-58)
B1 21 (10-32) 20 (6-30) 33 (31-35) 58 (57-61)
base - - 28 62
† indicates values that are not statistically significant (α = 0.05).
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ability amongst scenarios during this period with projected increases in the
Rocky and coastal mountain mud generation ranging over roughly an order
of magnitude amongst models within the same scenario ensemble.
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Figure 4.3: Ensemble mean difference in hillslope mud generation between
future (2065-2094) and baseline (1965-1994) periods for A1B scenario for
Jan-Mar (a), Apr-Jun (b), Jul-Sep (c), and Oct-Dec (d). Positive values
indicate future values are larger than baseline values. Scenarios A2 and B1
show similar results (see Appendix A).
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The Jul-Sep period is marked by a widespread decrease in mud gener-
ation within the coastal mountain range and, as in the coastal mountains
during the Apr-Jun period, a decrease in generation in the lower topograph-
ical portions of the Rocky Mountains where snow storage has already been
exhausted (Figure 4.3c). The coastal mountains are projected to experience
a decrease in mud production during Jul-Sep in the future period, while
the Rocky Mountains show no statistically significant change in any of the
three scenarios (Table 4.3). Again, there is more variability between models
than between scenarios. For example, model projections of the change in the
coastal mountains within A1B range from a decrease of 23 Mt to an increase
of 3 Mt while ensemble averages all predict a decrease ranging from 3-8 Mt.
Every model in all three scenarios project the relative contribution of the
coastal mountains to decrease and the contribution of the Rocky Moun-
tains to increase. Overall, simulations project the future Jul-Sep period to
decrease in its percentage of yearly mud production.

The Oct-Dec period shows results similar to the Jan-Mar period with
moderate increases in mud generation in the Rocky Mountains and larger
increases in the coastal mountains (Figure 4.3d, Table 4.3). There is a slight
increase in the relative contribution of the coastal mountains while scenarios
A1B and B1 show no statistically significant change in the contribution of the
Rocky Mountains and scenario A2 shows a small decrease. The percentage
of yearly mud produced in the Oct-Dec period increased slightly from 7%
at baseline to 10-16% in the future period.

Storage

Generally, there was more variance amongst ensembles than amongst sce-
narios in terms of storage (Appendix B), though all scenarios and models
produced relatively similar results regarding the spatial distribution and sea-
sonal changes of storage within the FRB (Figure 4.4). Overall, the basin
retained roughly 90% of the mud generated between 1965 and 2094. Two sig-
nificant long-term sinks within the basin were identified: the Harrison sub-
basin (outlet at Gauge 13) and the Thompson sub-basin (outlet at Gauge
10) (Figure 4.4). These watersheds are part of the coastal and Rocky moun-
tains, respectively, and produce 30-40% and 15-25% of the basin’s mud. The
Harrison sub-basin retains over 99% of its generated mud while the Thomp-
son sub-watershed retains over 95%. The Nechako watershed, though its
mud contribution and supply is relatively small, displays similar behavior,
retaining over 99% of its generated mud. All three of these sub-basins are
characterized by lakes near their outlet. Seasonal supply within the Rocky
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and coastal mountain ranges is generally synchronous with mud generation
(Figure 4.3). The coastal mountains see an increase in storage during Jan-
Jun (Figures 4.4a and 4.4b), a decrease during Jul-Sep (Figure 4.4c) and
an increase during Oct-Dec (Figure 4.4d). Seasonal changes in the Rocky
Mountain mud storage was mostly restricted to an increase during Apr-Jun.
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Figure 4.4: Ensemble mean difference in storage between future (2065-2094)
and baseline (1965-1994) periods for A1B scenario for Jan-Mar (a), Apr-Jun
(b), Jul-Sep (c), and Oct-Dec (d). Positive values indicate future values are
larger than baseline values. Scenarios A2 and B1 show generally similar
spatial dynamics (see Appendix B).
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Sediment timing and yield

A shift towards earlier spring timing is projected in all scenarios at all sta-
tions and a shift towards earlier centroid timing is projected at every station
for all scenarios with the exception of A2 at Agassiz. No scenario projects
a change in persistence timing at North Thompson or Stuart, while the
remainder of the stations are generally expected to show a delay in persis-
tence timing. Scenario B1 simulates the most widespread change in annual
sediment yield, projecting increases at all stations except for South Thomp-
son and Thompson. Scenario A1B simulated the least widespread change,
projecting no significant changes in South Thompson, Harrison, Chilcotin,
Thompson, and Hope. Persistence timing showed the least widespread cor-
relation to its analogous Q property, while changes in annual sediment yield
were generally found to be correlated to changes in annual water flux. Sed-
iment centroid timing is typically correlated to the centroid timing of Q
outside of small, northern sub-basins (Hansard, Nechako, and Shelley) and
the spring timing of sediment yield is generally correlated to the spring tim-
ing of Q away from mountainous sub-basins. In each scenario, the CV of
year to year peak monthly sediment load is generally projected to decrease
or show no change in the small northern basins (Hansard, Shelley, Nechako,
and Stuart) and increase across the remainder of the basin.

In the following sub-sections, we restrict our analysis to the results at four
sub-basins in four distinct regions within the FRB: 1) the western interior
plateau 2) the Rocky Mountains, 3) the coastal mountains, and 4) the outlet.
Results from the remaining sub-basins can be found in Appendix C.

FRB Outlet: Mission (Gauge 14) Simulation results produce signifi-
cant differences at Mission in future and baseline yield and all three timing
variables for all climate scenarios (Table 4.4). Annual sediment yield at Mis-
sion is projected to increase 2-3 Mt with the sediment hydrograph reaching
its spring and centroid yield earlier and persisting longer (Figure 4.5). With
the exception of CCSM3 in scenario B1, all simulations of A2 and B1 simu-
late an increase in the CV of year to year peak monthly sediment loads with
the average increase in both scenarios being roughly 30%. While scenario
A1B also showed an average increase in the CV of peak monthly sediment
loads (35%), three of eight GCMs (CCSM3, CSIRO35, and HadCM) project
slight decreases. In all three scenarios, an increase in fall and winter sedi-
ment loads were responsible for the overall increase in annual sediment yield,
with transport during peak months actually showing a reduction in the fu-
ture period not seen in the discharge hydrograph (Figure 4.5), indicating
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that it is potentially due to supply limitations rather than a reduction in
stream power.

Results at Mission are generally congruous with the results of Shrestha
et al. [2012], the seasonal hillslope supply (Figure 4.3), and the conceptual-
ization that warmer temperatures will lead to earlier snowmelt and spring
water flux, which result in earlier sediment loads in watersheds where over-
land flow is the dominate sediment supply generator. With the exception
of sediment persistence timing, which shows no significant correlation with
the persistence of Q in any scenario, sediment properties at Mission are
generally correlated to water flux properties (Table 4.4).
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Figure 4.5: Seasonal Q and suspended sediment load at Mission for scenarios
A1B, A2, and B1 for baseline (blue line) and future ensemble mean (red line)
and future ensemble range (red region).

Rocky Mountains: Hansard (Gauge 3) At Hansard, simulations project
an increase in annual yield, earlier spring and centroid timings, and later
persistence timings in all scenarios (Table 4.5) while the CV of year to year
peak monthly sediment load is roughly unchanged. The changes in spring
and centroid timing appear to be products of a shift in the sediment hydro-
graph towards an earlier rising limb while the change in persistence timing is
likely caused by the increased sediment load between September and Decem-
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Table 4.4: Comparison of baseline and future projected values at Mission of
average sediment spring, persistence, and centroid timing, and yield. “∆”
is computed as average future value minus average baseline value. Annual
baseline yield at Mission was ∼20 Mt.

Mission

Spring Timing Persistence Timing

Scenario ∆(days) Kτ R2 ∆(days) Kτ R2

A1B -36 0.86 0.90 59 0.43† 0.30†

A2 -42 0.79 0.72 55 0.14† 0.11†

B1 -33 0.24† 0.79 37 0.14† 0.06†

Centroid Timing Yield

∆(days) Kτ R2 ∆(Mt) Kτ R2

A1B -8 0.64 0.62 2.1 0.71 0.62
A2 -9 0.64 0.67 2.8 0.93 0.93
B1 -12 0.81 0.68 2.5 0.90 0.91
† indicates values that are not statistically significant (α = 0.05).

ber (Figure 4.6). The increase in sediment yield appears primarily between
April and July and secondarily between September and December. These
results are consistent with earlier snowmelt in the region and our projections
of increased hillslope supply in the northern Rocky Mountains, particularly
from April-March (Figure 4.3). However, with the exception of the change
in annual yield in scenario A2, the changes in sediment were not significantly
correlated with changes in Q. This may suggest that shifts in the sediment
output at Hansard are driven by alterations in supply rather than fluvial
changes.

Coastal Mountains: Harrison (Gauge 13) Though the Harrison basin
is situated directly in the coastal mountains, its outlet is also directly up-
stream of Lillooet Lake and Harrison Lake, hence, results from Harrison
must be viewed with this caveat in mind. Simulations only showed a signif-
icant change in annual sediment yield in scenario B1 where it is expected
to increase in the future period (Table 4.6). However, all simulations in
all scenarios projected an increase in the CV of year to year peak monthly
sediment with average increases ranging from 60% (B1) to 100% (A2). All
timing variables show a significant change with spring and centroid tim-
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Figure 4.6: Seasonal Q and suspended sediment load at Hansard for scenar-
ios A1B, A2, and B1 for baseline (blue line) and future ensemble mean (red
line) and future ensemble range (red region).

ing decreasing and persistence timing increasing in each scenario. The lack
of change in annual sediment yield at Harrison in scenarios A1B and A2
is likely due to trapping in Lillooet and Harrison Lakes, since the coastal
mountains are projected to significantly increase sediment production in the
future period in both of these scenarios (Table 4.3). Changes in sediment
centroid and persistence timings are correlated to changes in their analogous
Q properties in all scenarios except for A1B where no significant Kendall’s τ
correlation was found between the persistence timings. The changes in peak
and winter sediment yield timing generally aligned with the changes in Q
caused by earlier snowmelt (Figure 4.7). The projected relationship between
changes in the spring timing of sediment and that of Q was mixed with sce-
nario B1 showing a relatively high correlation (Kτ , R2 > 0.70), A2 showing
no significant correlation, and A1B only showing a significant correlation in
Kτ . This is in contrast to Hansard, another mountainous sub-basin, where
generally sediment changes were not correlated to changes in Q. Again, it
is likely that this difference in results is due to the effect of upstream lakes.
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Table 4.5: Comparison of baseline and future projected values at Hansard
of average sediment spring, persistence, and centroid timing, and yield. “∆”
is computed as average future value minus average baseline value. Annual
baseline yield at Hansard was ∼3 Mt.

Hansard

Spring Timing Persistence Timing

Scenario ∆(days) Kτ R2 ∆(days) Kτ R2

A1B -23 0.36† 0.22† 33 0.07† 0.01†

A2 -27 0.07† 0.13† 43 0.07† 0.07†

B1 -18 0.62† 0.50† 20 0.52† 0.24†

Centroid Timing Yield

∆(days) Kτ R2 ∆(Mt) Kτ R2

A1B -16 0.33† 0.40† 1.8 0.43† 0.41†

A2 -17 0.36† 0.46† 1.9 0.57† 0.56
B1 -15 0.33† 0.66 1.6 0.52† 0.49†

† indicates values are not statistically significant (α = 0.05).

Table 4.6: Comparison of baseline and future projected values at Harrison
of average sediment spring, persistence, and centroid timing, and yield. “∆”
is computed as average future value minus average baseline value. Annual
baseline yield at Harrison was ∼0.3 Mt.

Harrison

Spring Timing Persistence Timing

Scenario ∆(days) Kτ R2 ∆(days) Kτ R2

A1B -38 0.64 0.43† 55 0.57† 0.50
A2 -39 0.50† 0.34† 62 0.69 0.81
B1 -35 0.71 0.77 35 0.81 0.75

Centroid Timing Yield

∆(days) Kτ R2 ∆(Kt) Kτ R2

A1B -15 0.86 0.89 6† - -
A2 -10 0.79 0.59 1† - -
B1 -11 1.00 0.95 14 0.43† 0.25†

† indicates values are not statistically significant (α = 0.05).
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Figure 4.7: Seasonal Q and suspended sediment load at Harrison for scenar-
ios A1B, A2, and B1 for baseline (blue line) and future ensemble mean (red
line) and future ensemble range (red region).

Western Interior Plateau: Chilcotin (Gauge 7) Though some head-
waters of the Chilcotin basin are connected to the coastal mountains, for
our purposes, we characterize the watershed as mainly within the interior
plateau since we expect much of the coastal sediment to be trapped by Chilko
Lake in the south-western portion of the watershed. With the exception of
CSIRO35 in scenarios A1B and B1, all simulations of Chilcotin project an
increase in the CV of year to year peak monthly sediment load with average
increases ranging from 20% (A1B) to 35% (B1). Only scenario B1 displays a
significant increase in annual sediment yield while spring and centroid tim-
ings are projected to decrease in all scenarios (Table 4.7). Unlike the other
sub-basins discussed, persistence timing is expected to decrease in scenarios
A1B and B1. Shrestha et al. [2012] noted while the mountainous regions of
the FRB were projected to have larger autumn runoff than winter runoff,
parts of the interior plateau began to show the opposite relationship as the
region transitioned from a hybrid to rain-dominated regime. In Chilcotin,
the relationship shifts from autumn runoff being larger at baseline, to au-
tumn and winter runoff being roughly the same in the future period (Figure
4.8). This effect may help explain the decrease in persistence timing in the

78



4.5. Discussion and Conclusions

Table 4.7: Comparison of baseline and future projected values at Chilcotin
of average sediment spring, persistence, and centroid timing, and yield. “∆”
is computed as average future value minus average baseline value. Annual
baseline yield at Chilcotin was ∼1 Mt.

Chilcotin

Spring Timing Persistence Timing

Scenario ∆(days) Kτ R2 ∆(days) Kτ R2

A1B -34 0.86 0.91 -4 0.29† 0.56
A2 -40 0.93 0.91 -4† - -
B1 -26 0.62† 0.75 -8 0.81 0.86

Centroid Timing Yield

∆(days) Kτ R2 ∆(Kt) Kτ R2

A1B -23 0.69 0.92 72† - -
A2 -23 0.86 0.91 69† - -
B1 -18 1.00 >0.99 105 1.00 0.99
† indicates values are not statistically significant (α = 0.05).

future period as changes in sediment persistence timing were significantly
correlated to changes in the persistence timing of Q in both scenarios where
significant changes were found. Generally, projections of Chilcotin display
some of the strongest correlations between sediment and water flux, sug-
gesting that in areas were mud supply is limited, changes in sediment are
better predicted by changes in Q.

4.5 Discussion and Conclusions

To the authors’ knowledge, this study is the first to use a distributed,
physically-based model to simulate sediment dynamics within a large-scale
river system under changing climate scenarios. The simulations in this study
project a number of substantive changes to sediment dynamics related to fu-
ture changes in climate and hydrology. These include a significant increase
in annual yield, an increase in hillslope erosion, changes in the distribu-
tion of sediment generation within the basin, and alterations in the timing
of sediment load and distribution of hillslope-supplied mud. Though the
hydrological response of mountainous basins to changing climate depends
on many site-specific characteristics, our projections are consistent with ob-
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Figure 4.8: Seasonal Q and suspended sediment load at Chilcotin for sce-
narios A1B, A2, and B1 for baseline (blue line) and future ensemble mean
(red line) and future ensemble range (red region).

served shifts towards earlier spring and centroid streamflow in western North
America (Stewart [2009]).

In all scenarios, the basin is expected to generate and yield more sed-
iment. Scenario A2 produced the largest ensemble average increase of 2.8
Mt/a (14% over baseline) while A1B’s ensemble average projected 2.1 Mt/a
(10% over baseline) and B1’s projected 2.5 Mt/a (13% over baseline). Though
upstream of the coastal mountains, B1’s projected yield is typically smallest,
it likely simulates more sediment transport from the basin than A1B because
of its yield during Jul-Sep when it produces more coastal mountain sediment
than A1B or A2 (Table 4.3). Scenario B1 projected the overall mildest in-
crease in generated sediment (46 Mt, 35% over baseline) while scenario A2
projects the largest increase (59 Mt, 45% over baseline). Roughly 90% of this
intensification in production occurs within the Rocky and coastal mountains.
All future simulations project the role of the coastal mountains in sediment
generation to diminish in every season of the year, while the Rocky Moun-
tains are expected to contribute a larger percentage of basin-wide generated
sediment in each season.

Sub-basins connected to the coastal or Rocky mountains with a down-
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stream lake act as sinks within the basin. At the end of 2094, the Harrison
and Thompson sub-basins had retained 38% and 20% of the mud generated
within the basin since 1965. The Nechako sub-basin, which is dammed at
its outlet, does not contribute or store significant amounts of the FRB’s
sediment, but it does retain over 99% of the sediment it generates.

In the future period, the timing of FRB’s sediment generation and yield
is generally expected to shift to earlier in the year and be distributed rela-
tively more evenly throughout the year with ensemble averages projecting
the standard deviation of the seasonal fractions of annual sediment pro-
duction to reduce from 22.5% at baseline to between 18.3% (A1) and 18.9%
(A1B and B1) in the future period. In all scenarios, spring and centroid yield
occur significantly earlier in the year while persistence of yield is longer.

The overall increase in sediment yield and generation, particularly from
August to April, may have significant effects on the FRB’s aquatic biota.
Sockeye salmon, an important industrial and cultural fish in British Columbia,
spawn in the Fraser River between August to January depending on the
stock (Pauley et al. [1989]) and emerge as free swimming fry in April or
May depending on water temperature (Reiser and Bjornn [1979]). These
salmonids can be negatively affected by suspended and deposited fine sed-
iment due to reduced oxygen, reduced feeding, and clogging of fish gills
(Huang and Garćıa [2000]; Pauley et al. [1989]). In the past, the period
of the year between sockeye spawning and becoming fry had relatively little
sediment production and yield in the FRB; however, future scenarios project
increases in production and yield during this period when the salmon are
most affected.

While coastal retreat and relative sea level rise are important issues in the
delta region of the FRB where 60% of the B.C. population resides, proper
simulation of these effects requires more detail than our model provides.
Our simulations, which stop at Mission, upstream of the delta, are coarse in
scale and meant to provide sediment load estimates where tidal influences
and anthropogenic effects are minimal. The delta region of the FRB is
influenced by tides, has productive farmland and industry, contains some of
the largest cities in the province, including Vancouver, and has a population
of over 2.8 million people; it has seen considerable urbanization and land
use change. Additionally, Amos et al. [1997] found that properties such as
wet bulk density, which we roughly estimate for the basin, are important
in the fine-grain stability of the delta. Still, we estimate that the projected
increase in sediment yield at Mission (Table 4.4) is unlikely to significantly
counteract the effects of sea-level rise. Even if all of the additional sediment
transported through Mission were retained in the delta, the net accretion
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would be < 0.1 mm/a, while Mazzotti et al. [2009] reports subsidence rates
of 3-8 mm/a in some areas of the delta where anthropogenic effects are large
and IPCC [2014] projects global sea-level rise rates of 8-16 mm/a by the
end of the century.

Several caveats regarding the conclusions of this work must be discussed.
Though urban and agricultural land make up only a small portion of the
simulated basin and are not expected to grow significantly in the future, our
model does not explicitly account for these land types. We have assumed
several variables such as the reservoir dimensions and hysteresis parame-
ter have maintained the same relationships with water flux throughout the
simulation period. We have assumed that soil type and topography have re-
mained stationary, and that the only significant source of hillslope generated
sediment is from overland flow. While in reality many of these relationships
and variables may change over time, we consider accounting for these tem-
poral changes outside of the scope of our work. We have used results from
CMIP3 GCMs rather than from CMIP5 which use the updated RCP sce-
narios. A study comparing CMIP3 simulations to those of CMIP5 in the
Pacific Northwest showed generally warmer temperatures in RCP4.5 and
RCP8.5 relative to B1 and A2, respectively (most of which can be explained
by increased forcing in the newer scenarios) and no discernible differences in
precipitation between the newer and older scenarios (CIRC [2013]). Warmer
simulated temperatures may amplify the earlier snowmelt seen in the basin
and lead to earlier spring and centroid yields than those projected by our
simulation. However, because in most of our analysis model variability was
higher than the variability amongst scenarios, it is likely that our range
of projections would cover the majority of projections produced using the
CMIP5 models with the RCP scenarios. CMIP5-based projections expected
to be outside our CMIP3-based range come from RCP8.5 which has larger
forcing than any of the SRES scenarios modelled in our study.

Because we use the results of the modelling performed in Shrestha et al.
[2012], we also carry their assumptions, as well as those of the GCMs into
our own results; in particular, we assume that vegetation and land surface
remain unchanged throughout the simulation period. In reality, a range of
changes to vegetation are possible. Carroll et al. [2006] found that the area
within the FRB where mountain pine beetles (MPB) can survive is likely
to expand, particularly in the interior plateau, due to climate change. The
MPB has a history of infesting and killing trees within the FRB and may
influence sediment dynamics directly by generating more hillslope erosion
through detachment by rainfall or indirectly be changing the flow regime
within the basin. Schnorbus et al. [2010] concluded that flow regimes in
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alpine and sub-alpine regions, where most of the sediment within the FRB
is generated, have low sensitivity to these forest disturbances. Therefore
flow regime changes caused by the MPB are only likely to influence sedi-
ment dynamics in infested regions disconnected from the coastal and Rocky
mountains such as Stuart and Nechako.

Direct influences of the MPB on sediment processes are expected to be
mitigated within the interior plateau by the understorey left after an in-
festation. This growth is still likely to act as a rainfall intercept (Schmid
et al. [1991]), reducing the possibility that an infestation would cause rain-
fall detachment within the interior plateau to become significant relative to
generation by overland flow in the mountainous regions. There is a possi-
bility that MPB infestation may lead to clear-cutting as a means of salvage
harvesting or that an increase in the FRB’s already active logging industry
results in widespread future clear-cutting irrespective of any MPB infesta-
tion. In either case, harvesting would result in the removal of any under-
storey and affected interior plateau regions where sediment is not controlled
by alpine or sub-alpine sediment (such as Stuart and Nechako) may see sed-
iment yield and hillslope generation larger than our projections. To affect
other regions of the FRB, the clear-cutting would need to be widespread
enough that sediment generation within the interior plateau is on the order
of generation within the mountainous regions of the basin.

Another possible change in vegetation is the migration of vegetation to-
wards higher elevations due to warmer temperatures (Malcolm et al. [2002]).
Vegetation can delay snowmelt by acting as a solar-radiation shield (Boon
[2009]) and resist hillslope erosion and increase slope stability (Sidle [1980]).
In the event of vegetation migration in the Rocky and coastal mountains,
we expect the sediment yield, hillslope generation, and the change in the
spring timing of sediment to be reduced relative to our model projections.

In river systems such as Asia’s Huang He (Yellow), Mekong, and Yangtze,
the impacts of climate change on sediment dynamics have been studied
alongside significant anthropogenic influences such as dam construction and
vegetative restoration (Wang et al. [2007]; Yang et al. [2015]; Manh et al.
[2015]). In these systems, sediment erosion, deposition, and transport play
a key role in agriculture and aquaculture as well as in the recession/advance
of vital wetlands and delta regions. While Manh et al. [2015] found an-
thropogenic influences to significantly outweigh changes in climate within
the Mekong system, Wang et al. [2007] and Yang et al. [2015] found both
anthropogenic influences and decreases in precipitation play an important
role in the changes of sediment yield in the Huang He and Yangtze sys-
tems. Most of the studies in these regions rely on observations or regression
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analysis for estimates of sediment yields. Manh et al. [2015] noted that de-
spite the importance of upstream sediment estimates in evaluating Mekong
delta dynamics, no catchment model simulating sediment dynamics in the
Mekong basin exists. Distributed, mechanistic models like the one used in
this study, hold the potential to be adapted for such a purpose. While the
basin in our study did not see significant anthropogenic effects, it is possible
to make alterations to the model’s hillslope generation and trapping mech-
anisms in order to adapt it to these sites. With such an adapted model, one
could make valuable predictions of spatial and temporal changes in sediment
dynamics under varying climate and land use scenarios in these and other
regions.
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Chapter 5

Conclusions

5.1 Overview

In this study, the model presented in Patil et al. [2012] was upscaled for
application to large basins by adapting several of the model’s governing
equations and making use of sub-grid data to characterize hillslope, river
direction and slope, and soil texture. The resulting distributed, mechanis-
tic sediment transport model is capable of simulating large-scale sediment
dynamics and is a unique tool in the study of basin-wide sediment pro-
cesses. The transport model was applied to the FRB using historical inputs
from VIC simulations provided by PCIC and produced simulated loads that
matched available observations with relatively high R2, NSE, and PBIAS
values (Table 3.6). When given VIC outputs derived from climate scenar-
ios (performed in Shrestha et al. [2012], provided by PCIC) as inputs, the
sediment model projected a number of substantive changes to the erosion,
deposition, and transport dynamics of the FRB.

When compared to the historical baseline (1965-1994), the future pe-
riod (2065-2094) is generally expected to produce sediment hydrographs
with earlier spring and centroid timing, later persistence timing, increased
annual yield, and increased inter-annual variability in peak monthly sedi-
ment loads. These projections are consistent with the earlier snowmelt and
corresponding stream flow expected in the mountainous regions of western
North America under climate scenarios (Stewart [2009]). In sub-basins with
relatively little influence from the coastal or Rocky mountains, significant
changes in sediment timing properties and yield are usually predictable by
changes in analogous water flux properties (for example Chilcotin, Table
4.7). In these basins, sediment transport appears to be fluvially controlled.
On the other hand, sub-basins heavily influenced by the Rocky Mountains
have changes in sediment timing and yield properties that are not signifi-
cantly correlated to those of water flux (for example Hansard, Table 4.5). In
these basins, changes in sediment transport is likely to be supply controlled.

Annual hillslope generation of fine sediment within the basin is projected
to increase in the future period with the largest increases occurring in the
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coastal and Rocky mountains. Seasonally, hillslope generation in the coastal
and Rocky mountains is expected to increase during Oct-Jun and decrease in
the coastal mountains Jul-Sep. The Rocky Mountains showed no significant
change in hillslope generation during Jul-Sep. The relative role of the Rocky
Mountains in the FRB’s hillslope generation is expected to grow while the
role of the coastal mountains is projected to diminish. Both the coastal
and Rocky mountains contain sub-basins that act as significant sediment
sinks for the FRB. The Harrison and Thompson sub-basins (part of the
coastal and Rocky mountains, respectively) produce 30-40% and 15-25% of
the FRB’s annual hillslope mud, respectively and each retains over 95% of
the hillslope mud generated within them due to the presence of a large lake
upstream of their outlet.

5.2 Implications

Changes in the sediment dynamics of the FRB associated with climate
change may have a number of important consequences for the habitat, biota,
and humans within the basin. While sediment yield into the FRB’s delta is
projected to increase, this increase is expected to be minimal (<0.1 mm/a)
relative to rates of local subsidence due to anthropogenic effects (3-8 mm/a,
Mazzotti et al. [2009]), observed rates of 20th century sea-level rise (1.7-1.8
mm/a, Mazzotti et al. [2009]), and projected rates of 21st century global sea-
level rise (8-16 mm/a by the end of the century, IPCC [2014]). Thus, shore-
line retreat under the modelled scenarios is expected to continue through
the end of the century in the FRB’s delta, an area with a population of 2.8
million people and active farmland and industry.

The increase in year to year variability of peak monthly loads and the
changes in the timing and shape of the sediment hydrograph are also of con-
cern to biota in the river system. Increased variability in the peak monthly
loads may lead to a higher frequency of sediment loads beyond the toler-
able thresholds of biota (Kerr [1995]). For the sockeye salmon, which is
already expected to be vulnerable to the warmer river temperatures in the
FRB associated with climate change (McDaniels et al. [2010]), increased
sediment loads from August through April correspond with the timing of
spawning (Pauley et al. [1989]) and emergence as free-swimming fry (Reiser
and Bjornn [1979]). Increase in fine suspended and deposited sediment dur-
ing this time in a salmon’s life cycle can have negative effects on the salmonid
due to de-oxygenation, gill clogging, and reduced feeding (Huang and Garćıa
[2000], Pauley et al. [1989]). Negative impacts on sockeye salmon popula-
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tions in the FRB propagate to impacts on B.C.’s fishing industry for which
the sockeye salmon is the most economically valuable fish (Williams [2007]),
as well as aboriginal communities for whom the sockeye salmon is valuable
both as food and for cultural purposes (Jones et al. [2004]).

5.3 Strengths and Limitations

To the author’s knowledge, this is the first study to use a physically-based
transport model to project the distributed sediment dynamics of a large
basin under climate change scenarios. Studies such as Smith et al. [2011]
and Pelletier [2012] have argued that, because of the localized nature of
sediment sinks and sources, spatially distributed models are essential to
properly capture basin-wide sediment dynamics. The model in this study
does indeed identify a number of local sinks (such as the lakes near the Har-
rison and Thompson outlets) and sources (regions of the coastal and Rocky
mountains) that are significant for basin-wide sediment yields. Physically-
based, distributed models are also best suited to study the impacts of climate
change on erosion, deposition, and transport of sediment (Bathurst [2010]).
Empirical models and linear regression techniques for sediment estimates
are generally limited in their ability to forecast sediment dynamics far into
the future because they rely on the temporal stationarity of the relation-
ship between sediment yield and flux. In our study, changes in sediment
timing and yield properties at several sub-basins were not found to be sig-
nificantly correlated to changes in water flux. At these stations, empirical
models would not predict such changes. Because the model in this study
is governed by physical force and mass-balance equations its fundamental
relationships are not expected to change over time.

The mechanistic nature of the adapted transport model not only allows
for simulation of sediment dynamics in future scenarios, but also in land use
scenarios and other study sites. In principle, any change in FRB land use
that can be entirely expressed for sediment purposes as changes in hydrology
(i.e. dominant mechanisms for sediment erosion, deposition, and transport
remain unchanged) can be studied with the model used in this study. For
example, in Schnorbus et al. [2010], the authors performed VIC simulations
of the FRB under a number of land use scenarios involving the MPB infesta-
tion. Provided these scenarios do not change the fundamental mechanisms of
sediment dynamics in the FRB, the transport model can be directly applied
to study any effects of changes to the flow regime on sediment processes,
thereby confirming or refuting this study’s claims that such effects are likely
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minimal outside of regions within the interior plateau. Other large-scale
sites can be simulated with the adapted transport model by making site-
specific adaptations, such as changes to hillslope erosion computations in
basins where detachment by rainfall is significant. In Motew et al. [2017],
the authors used a version of the model from this thesis to study phosphorus
transport through parts of the Mississippi watershed. The sediment model’s
mechanistic nature makes it flexible and allows it to be used for a variety of
studies in a number of different regions.

In addition to the strengths in the sediment model, my methodology
also makes use of an ensemble of GCMs and statistical tests to check the
significance of projected changes in sediment properties. Studies such as
Kay et al. [2009], Prudhomme and Davies [2009a], Prudhomme and Davies
[2009b], and Najafi et al. [2011] found that GCM structure was the largest
source of uncertainty in assessing hydrological impacts. Because Shrestha
et al. [2012] used an ensemble of GCMs to create their VIC outputs, this
study had a corresponding ensemble of inputs available for the sediment
model that created a range of possible sediment dynamics for each climate
scenario. Making use of the ensemble range allowed me to control for outly-
ing behavior in individual model results and check the significance of changes
in dynamics between the baseline and future periods relative to the variabil-
ity amongst models.

While my methodology had a number of strengths, several limitations
must be discussed. At the heart of many of these limitations are the ques-
tions of what is expected to remain stationary throughout the simulation
period, what is expected to change, and how do these changes affect the
projected results. As previously discussed, by simulating future dynamics
with a model that was developed using historical data, I have implicitly
assumed that all relationships and properties that are not modelled as a
function of time will remain unchanged throughout the simulation period.
These include hydrometric relationships with water flux, hysteresis parame-
ters, gravel-bed sediment distributions, soil texture, and topography. I also
assume that the dominant mechanism for hillslope mud generation will con-
tinue to be shear stress from overland flow. Additionally, this study carries
all the assumptions of the models used as inputs to the sediment model;
specifically the assumptions of Shrestha et al. [2012] that vegetation and
land use are unchanged. While the likelihood/significance of some of these
assumptions (such as vegetation and hillslope sediment sources) have been
addressed in previous chapters, much of the discussion around them remains
speculative. If one or a number of these properties change significantly in
the future, my projections may prove skewed in unexpected ways. Results
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from this study should be interpreted with these limitations in mind. In
other study sites, such as those that have been heavily dammed or urban-
ized, some of these assumptions are likely to be false. In these locations,
appropriate adaptations to the model are feasible (for instance, THMB has
a built-in ability to model dams), but must be implemented prior to any
simulations.

Chapter 4 employed output from older CMIP3 GCMs run with the SRES
scenario suite rather than the more recent CMIP5 models and RCP scenar-
ios described in the Fifth IPCC Assessment. This was necessary due to
the availability VIC outputs under SRES scenarios and not the updated
RCPs. Comparison of the CMIP3 and CMIP5 outputs within the FRB
shows an agreement between the two ensembles regarding streamflow esti-
mates and the qualitative responses of stream flow to snowmelt within the
basin (Schnorbus and Cannon [2014]). Additionally, because inter-model
variability was generally found to be higher than the variability of ensem-
ble means amongst scenarios, simulations of this study likely model most of
the range of possible outcomes of the new RCP scenarios; however, there
are still likely gaps, particularly regarding the high end emission scenarios
such as RCP8.5 which has larger forcings than the highest SRES scenario
simulated in this study (A2).

5.4 Future Work

In future studies, the sediment model can be expanded by adding a bedload
component. Combining a bedload routine with the suspended sediment
transport model would allow the paired model to simulate changes in the
bed distribution. With reasonable initial conditions, this would allow for
the removal of the assumptions on bed distribution to which the model was
found to be highly sensitive (Table 3.7). It also allows the model to directly
calculate median grain size rather than relying on a bank-full shear stress
equation (Equation (3.6)). Furthermore, simulating the bed distribution
would allow us to express critical channel shear stress in terms of sand and
mud content rather than using calibrated parameters.

There is also an opportunity to generalize the model to make it appli-
cable to other study sites, particularly those with significant anthropogenic
influences. Asian river systems such as the Yangtze, Huang He (Yellow),
and Mekong have been subjected to large-scale damming. In these systems
where agriculture, aquaculture, and coastal zones are vitally important,
studies have found damming to significantly affect sediment yield (Wang
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et al. [2007]; Yang et al. [2015]; Manh et al. [2015]). In Wang et al. [2007]
and Yang et al. [2015], climate change was also found to influence sedi-
ment transport in the Huang He and Yangtze basins, respectively. While
sediment dynamics in these basins play an important role in downstream
deltas, agriculture, and aquaculture, to date, studies have mostly relied on
observations and linear regression to make sediment yield analysis. As Manh
et al. [2015] noted, no catchment-scale sediment model is available for use
in the Mekong system. Evolving the adapted sediment transport model for
use on these sites would not only make the model more generalized, it may
also contribute key insights into the possible effects of damming and climate
change on these systems. To adapt the sediment model for these river sys-
tems, the role of vegetation, the mechanism of hillslope sediment generation,
and the conceptualization of sediment transport through lakes and dams all
may need to be modified. However, the large number of spatially distributed
observations in these systems make them well-suited for such work.

In addition to evolving the model for use at other sites, there are op-
portunities for continued study within the FRB. As stated previously, the
availability of VIC output under various land use scenarios involving the
MPB make studying the effects on sediment dynamics related to changes
in flow regime caused by infestation and salvage harvesting straightforward.
PCIC is also currently working on modelling the hydrology of the FRB us-
ing CMIP5 models under the updated RCP climate scenarios. When these
results are made available, it is possible to update the sediment projections
given in this thesis.
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Figure A.1: Ensemble averaged difference in Jan-Mar hillslope mud generation between future and baseline periods
for scenarios B1 (a) and A2 (b). Positive values indicate future values are larger than baseline values.
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Figure A.2: Ensemble averaged difference in Apr-Jun hillslope mud generation between future and baseline periods
for scenarios B1 (a) and A2 (b). Positive values indicate future values are larger than baseline values.
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Figure A.3: Ensemble averaged difference in Jul-Sep hillslope mud generation between future and baseline periods
for scenarios B1 (a) and A2 (b). Positive values indicate future values are larger than baseline values.
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(a) B1 Oct-Dec generation differences
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Figure A.4: Ensemble averaged difference in Oct-Dec hillslope mud generation between future and baseline periods
for scenarios B1 (a) and A2 (b). Positive values indicate future values are larger than baseline values.
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(a) GFDL2.1 Jan-Mar generation differences
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(b) MIROC3.2 Jan-Mar generation differences

Figure A.5: Difference in Jan-Mar hillslope mud generation between future and baseline periods for A1B scenario
for GCM models GFDL2.1 (a), and MIROC3.2 (b). Positive values indicate future values are larger than baseline
values.
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(b) MIROC3.2 Apr-Jun generation differences

Figure A.6: Difference in Apr-Jun hillslope mud generation between future and baseline periods for A1B scenario
for GCM models GFDL2.1 (a), and MIROC3.2 (b). Positive values indicate future values are larger than baseline
values.
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(a) GFDL2.1 Jul-Sep generation differences
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Figure A.7: Difference in Jul-Sep hillslope mud generation between future and baseline periods for A1B scenario
for GCM models GFDL2.1 (a), and MIROC3.2 (b). Positive values indicate future values are larger than baseline
values.
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(a) GFDL2.1 Oct-Dec generation differences
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(b) MIROC3.2 Oct-Dec generation differences

Figure A.8: Difference in Oct-Dec hillslope mud generation between future and baseline periods for A1B scenario
for GCM models GFDL2.1 (a), and MIROC3.2 (b). Positive values indicate future values are larger than baseline
values.
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Figure B.1: Ensemble averaged difference in Jan-Mar sediment storage between future and baseline periods for
scenarios B1 (a) and A2 (b). Positive values indicate future values are larger than baseline values.
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(a) B1 Apr-Jun storage differences
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(b) A2 Apr-Jun storage differences

Figure B.2: Ensemble averaged difference in Apr-Jun sediment storage between future and baseline periods for
scenarios B1 (a) and A2 (b). Positive values indicate future values are larger than baseline values.
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(a) B1 Jul-Sep storage differences
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(b) A2 Jul-Sep storage differences

Figure B.3: Ensemble averaged difference in Jul-Sep sediment storage between future and baseline periods for
scenarios B1 (a) and A2 (b). Positive values indicate future values are larger than baseline values.
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(a) B1 Oct-Dec storage differences
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(b) A2 Oct-Dec storage differences

Figure B.4: Ensemble averaged difference in Oct-Dec sediment storage between future and baseline periods for
scenarios B1 (a) and A2 (b). Positive values indicate future values are larger than baseline values.
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(a) GFDL2.1 Jan-Mar storage differences
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(b) MIROC3.2 Jan-Mar storage differences

Figure B.5: Difference in Jan-Mar sediment storage between future and baseline periods for A1B scenario for
GCM models GFDL2.1 (a), and MIROC3.2 (b). Positive values indicate future values are larger than baseline
values.
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(a) GFDL2.1 Apr-Jun storage differences
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(b) MIROC3.2 Apr-Jun storage differences

Figure B.6: Difference in Apr-Jun sediment storage between future and baseline periods for A1B scenario for GCM
models GFDL2.1 (a), and MIROC3.2 (b). Positive values indicate future values are larger than baseline values.
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(a) GFDL2.1 Jul-Sep storage differences
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(b) MIROC3.2 Jul-Sep storage differences

Figure B.7: Difference in Jul-Sep sediment storage between future and baseline periods for A1B scenario for GCM
models GFDL2.1 (a), and MIROC3.2 (b). Positive values indicate future values are larger than baseline values.
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(a) GFDL2.1 Oct-Dec storage differences
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(b) MIROC3.2 Oct-Dec storage differences

Figure B.8: Difference in Oct-Dec sediment storage between future and baseline periods for A1B scenario for GCM
models GFDL2.1 (a), and MIROC3.2 (b). Positive values indicate future values are larger than baseline values.
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Appendix C. Timing and Yield: Additional Tables and Graphs

Table C.1: Comparison of baseline and future projected values at Agassiz of
average sediment spring, persistence, and centroid timing, and yield. “∆”
is computed as average future value minus average baseline value. Annual
baseline yield at Agassiz was ∼15 Mt.

Agassiz

Spring Timing Persistence Timing

Scenario ∆(days) Kτ R2 ∆(days) Kτ R2

A1B -39 0.79 0.84 54 0.07† 0.01†

A2 -43 0.64 0.69 51 -0.21† 0.01†

B1 -33 0.33† 0.80 32 0.04† <0.01†

Centroid Timing Yield

∆(days) Kτ R2 ∆(Mt) Kτ R2

A1B -6 0.71 0.73 1.4 0.36† 0.23†

A2 -5† - - 2.0 0.86 0.84
B1 -10 0.62† 0.44† 1.9 0.71 0.79
† indicates values are not statistically significant (α = 0.05).

Table C.2: Comparison of baseline and future projected values at Hope of
average sediment spring, persistence, and centroid timing, and yield. “∆”
is computed as average future value minus average baseline value. Annual
baseline yield at Hope was ∼15 Mt.

Hope

Spring Timing Persistence Timing

Scenario ∆(days) Kτ R2 ∆(days) Kτ R2

A1B -41 0.79 0.85 53 0.14† 0.03†

A2 -45 0.71 0.74 50 0.00 † <0.01†

B1 -33 0.43† 0.85 32 0.05† <0.01†

Centroid Timing Yield

∆(days) Kτ R2 ∆(Mt) Kτ R2

A1B -10 0.57† 0.55 1.2† - -
A2 -10 0.57† 0.65 1.9 0.79 0.83
B1 -13 0.49† 0.51† 1.7 0.81 0.82
† indicates values are not statistically significant (α = 0.05).

126



Appendix C. Timing and Yield: Additional Tables and Graphs

Table C.3: Comparison of baseline and future projected values at Marguerite
of average sediment spring, persistence, and centroid timing, and yield. “∆”
is computed as average future value minus average baseline value. Annual
baseline yield at Marguerite was ∼10 Mt.

Marguerite

Spring Timing Persistence Timing

Scenario ∆(days) Kτ R2 ∆(days) Kτ R2

A1B -42 0.79 0.79 29 0.57 0.86
A2 -46 1.00 0.93 30 0.57 0.54
B1 -32 0.90 0.98 20 0.43† 0.53†

Centroid Timing Yield

∆(days) Kτ R2 ∆(Mt) Kτ R2

A1B -15 0.86 0.95 2.2 0.50† 0.29†

A2 -17 0.86 0.88 2.8 0.71 0.88
B1 -15 0.52† 0.82 2.1 0.52† 0.65
† indicates values are not statistically significant (α = 0.05).

Table C.4: Comparison of baseline and future projected values at Nechako
of average sediment spring, persistence, and centroid timing, and yield. “∆”
is computed as average future value minus average baseline value. Annual
baseline yield at Nechako was ∼15 Kt.

Nechako

Spring Timing Persistence Timing

Scenario ∆(days) Kτ R2 ∆(days) Kτ R2

A1B -75 -0.29† 0.07† 64 0.47† 0.17†

A2 -75 -0.21† 0.06† 63 -0.21† 0.06†

B1 -71 0.33† 0.01† 62 0.24† 0.29†

Centroid Timing Yield

∆(days) Kτ R2 ∆(Kt) Kτ R2

A1B -15 0.29† 0.25† 151 0.71 0.76
A2 -17 0.18† 0.06† 154 0.71 0.85
B1 -12 0.24† 0.30† 150 0.24† 0.58
† indicates values are not statistically significant (α = 0.05).
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Appendix C. Timing and Yield: Additional Tables and Graphs

Table C.5: Comparison of baseline and future projected values at North
Thompson of average sediment spring, persistence, and centroid timing, and
yield. “∆” is computed as average future value minus average baseline value.
Annual baseline yield at North Thompson was ∼2 Mt.

North Thompson

Spring Timing Persistence Timing

Scenario ∆(days) Kτ R2 ∆(days) Kτ R2

A1B -33 0.64 0.43† 7† - -
A2 -40 0.57† 0.61 8† - -
B1 -26 0.62† 0.81 <1† - -

Centroid Timing Yield

∆(days) Kτ R2 ∆(Kt) Kτ R2

A1B -17 0.71 0.84 220 0.93 0.92
A2 -20 0.64 0.83 280 1.00 0.93
B1 -16 0.43† 0.70 200 0.90 0.91
† indicates values are not statistically significant (α = 0.05).

Table C.6: Comparison of baseline and future projected values at Quesnel
of average sediment spring, persistence, and centroid timing, and yield. “∆”
is computed as average future value minus average baseline value. Annual
baseline yield at Quesnel was ∼0.5 Mt.

Quesnel

Spring Timing Persistence Timing

Scenario ∆(days) Kτ R2 ∆(days) Kτ R2

A1B -45 0.43† 0.30† 27 0.64 0.52
A2 -52 0.50† 0.41† 27 0.57† 0.69
B1 -36 0.62† 0.41† 16 0.33† 0.30†

Centroid Timing Yield

∆(days) Kτ R2 ∆(Kt) Kτ R2

A1B -22 0.79 0.74 83 0.57† 0.60
A2 -24 0.79 0.91 92 0.79 0.73
B1 -19 0.71 0.88 68 0.71 0.78
† indicates values are not statistically significant (α = 0.05).
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Appendix C. Timing and Yield: Additional Tables and Graphs

Table C.7: Comparison of baseline and future projected values at Shelley of
average sediment spring, persistence, and centroid timing, and yield. “∆”
is computed as average future value minus average baseline value. Annual
baseline yield at Shelley was ∼3 Mt.

Shelley

Spring Timing Persistence Timing

Scenario ∆(days) Kτ R2 ∆(days) Kτ R2

A1B -23 0.18† 0.07† 41 0.07 † <0.01†

A2 -29 0.43† 0.07† 54 0.00† 0.06†

B1 -21 0.43† 0.43† 27 0.62† 0.28†

Centroid Timing Yield

∆(days) Kτ R2 ∆(Mt) Kτ R2

A1B -13 0.21† 0.10† 1.8 0.57† 0.48†

A2 -14 0.64 0.48† 1.9 0.64 0.59
B1 -13 0.43† 0.52† 1.5 0.52† 0.61
† indicates values are not statistically significant (α = 0.05).

Table C.8: Comparison of baseline and future projected values at South
Thompson of average sediment spring, persistence, and centroid timing, and
yield. “∆” is computed as average future value minus average baseline value.

South Thompson

Spring Timing Persistence Timing

Scenario ∆(days) Kτ R2 ∆(days) Kτ R2

A1B -31 0.43† 0.38† 23 0.71 0.66
A2 -38 0.64 0.54 24 0.71 0.64
B1 -25 0.81 0.92 7† - -

Centroid Timing Yield

∆(days) Kτ R2 ∆(Kt) Kτ R2

A1B -20 0.64 0.82 10† - -
A2 -22 0.62 0.82 14† - -
B1 -17 0.71 0.92 4† - -
† indicates values are not statistically significant (α = 0.05).
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Appendix C. Timing and Yield: Additional Tables and Graphs

Table C.9: Comparison of baseline and future projected values at Stuart of
average sediment spring, persistence, and centroid timing, and yield. “∆”
is computed as average future value minus average baseline value. Annual
baseline yield at Stuart was ∼0.5 Kt.

Stuart

Spring Timing Persistence Timing

Scenario ∆(days) Kτ R2 ∆(days) Kτ R2

A1B -28 0.50† 0.63 4† - -
A2 -30 0.84 0.57 1† - -
B1 -23 0.43† 0.80 2† - -

Centroid Timing Yield

∆(days) Kτ R2 ∆(t) Kτ R2

A1B -37 1.00 0.94 80 0.93 0.99
A2 -39 0.86 0.97 90 0.86 0.99
B1 -27 0.81 0.98 66 0.71 0.97
† indicates values are not statistically significant (α = 0.05).

Table C.10: Comparison of baseline and future projected values at Thomp-
son of average sediment spring, persistence, and centroid timing, and yield.
“∆” is computed as average future value minus average baseline value. An-
nual baseline yield at Thompson was ∼2 Mt

Thompson

Spring Timing Persistence Timing

Scenario ∆(days) Kτ R2 ∆(days) Kτ R2

A1B -50 0.79 0.74 12 0.71 0.76
A2 -55 0.71 0.78 15 0.64 0.66
B1 -36 0.71 0.88 1† - -

Centroid Timing Yield

∆(days) Kτ R2 ∆(Kt) Kτ R2

A1B -25 0.71 0.74 -160† - -
A2 -28 0.93 0.97 -130† - -
B1 -20 0.24† 0.76 -50† - -
† indicates values are not statistically significant (α = 0.05).
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Figure C.1: Seasonal Q and suspended sediment load at Agassiz for scenarios A1B, A2, and B1 for baseline (blue
line) and future ensemble mean (red line) and future ensemble range (red region).
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Figure C.2: Seasonal Q and suspended sediment load at Hope for scenarios A1B, A2, and B1 for baseline (blue
line) and future ensemble mean (red line) and future ensemble range (red region).

132



A
p
p
en

d
ix

C
.
T
im

in
g
an

d
Y
ield

:
A
d
d
ition

al
T
ab

les
an

d
G
rap

h
s

A1B Marguerite load
Lo

ad
[k

ilo
to

nn
es

/d
ay

]

0

50

100

150

A1B Marguerite Q

Q
[m

3 /s
]

J F M A M J J A S O N D
0

1000

2000

3000

4000

A2 Marguerite load

0

50

100

150

A2 Marguerite Q

J F M A M J J A S O N D
0

1000

2000

3000

4000

5000

B1 Marguerite load

0

50

100

150

B1 Marguerite Q

J F M A M J J A S O N D
0

1000

2000

3000

4000

Figure C.3: Seasonal Q and suspended sediment load at Marguerite for scenarios A1B, A2, and B1 for baseline
(blue line) and future ensemble mean (red line) and future ensemble range (red region).
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Figure C.4: Seasonal Q and suspended sediment load at Nechako for scenarios A1B, A2, and B1 for baseline (blue
line) and future ensemble mean (red line) and future ensemble range (red region).
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Figure C.5: Seasonal Q and suspended sediment load at North Thompson for scenarios A1B, A2, and B1 for
baseline (blue line) and future ensemble mean (red line) and future ensemble range (red region).
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Figure C.6: Seasonal Q and suspended sediment load at Quesnel for scenarios A1B, A2, and B1 for baseline (blue
line) and future ensemble mean (red line) and future ensemble range (red region).
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Figure C.7: Seasonal Q and suspended sediment load at Shelley for scenarios A1B, A2, and B1 for baseline (blue
line) and future ensemble mean (red line) and future ensemble range (red region).
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Figure C.8: Seasonal Q and suspended sediment load at South Thompson for scenarios A1B, A2, and B1 for
baseline (blue line) and future ensemble mean (red line) and future ensemble range (red region).
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Figure C.9: Seasonal Q and suspended sediment load at Stuart for scenarios A1B, A2, and B1 for baseline (blue
line) and future ensemble mean (red line) and future ensemble range (red region).
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Figure C.10: Seasonal Q and suspended sediment load at Thompson for scenarios A1B, A2, and B1 for baseline
(blue line) and future ensemble mean (red line) and future ensemble range (red region).
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