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Abstract

Optical and opto-electronic components play important roles in both classical and quantum infor-

mation processing technologies. Despite fundamental differences in these technologies, both stand

to benefit greatly from moving away from bulky, individually packaged components, toward a scal-

able platform that supports dense integration of low power consumption devices. Planar photonic

circuits, composed of devices etched in a thin slab of high refractive index material, are considered

an excellent candidate, and have been used to realize many key components, including low-loss

waveguides, light sources, detectors, modulators, and spectral filters. In this dissertation, a novel

triple-microcavity structure was designed, externally fabricated, and its linear and nonlinear optical

properties were thoroughly characterized. The best of the structures exhibited both high four-wave

mixing conversion efficiencies and low threshold optical bistability, which are relevant to frequency

conversion and all-optical switching applications.

The device consisted of three coupled photonic crystal (PC) microcavities with three nearly

equally spaced resonant frequencies near telecommunication wavelengths (λ ∼ 1.5 µm), with high

quality factors (∼ 105, 104 and 103). The microcavity system was coupled to independent input and

output PC waveguides, and the cavity-waveguide coupling strengths were engineered to maximize

the coupling of the input waveguide to the central mode, and the output waveguide to the two

modes on either side.

A novel and sophisticated measurement and analysis protocol was developed to characterize the

devices. This involved measuring and modelling the linear and nonlinear transmission characteris-

tics of each of the modes separately with a single tunable laser, as well as the frequency conversion

efficiency (via stimulated four-wave mixing) when two tunable lasers pumped two of the modes,

and the power generated in the third mode was monitored.

Comparisons of the entire set of model and experimental results led to the conclusion that this
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Abstract

structure can be used to achieve both low-power-threshold optical switching and high efficiency

four-wave-mixing-based frequency conversion. The advantages of this structure over others in

the literature are its small footprint, multi-mode functionality and independent input and output

channels. The main disadvantage that requires further refinement, has to do with its sensitivity to

fabrication imperfections.
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Lay Summary

The transmission infrastructure of the Internet consists of a global network of glass optical fibres

that carry light signals, encoded with information, between data centers. In modern data centres,

information processing is performed in microelectronic chips, and relatively bulky equipment is

used to interface the optical and electronic signals. In the field of “integrated optics”, research and

development is aimed towards realizing compact and efficient interfacing components, integrated in

light-based “photonic” microchips, much like their electronic counterparts, to help meet the grow-

ing demands of the ever-expanding Internet. One class of photonic technologies aims to achieve

all-optical information processing functionalities by controlling light with light in the microchip. In

this dissertation, a compact and efficient microchip device of this class is presented that exhibits a

number of potentially useful functionalities. In order to understand and predict its performance,

a complex analysis protocol is developed, that uses a novel combination of complimentary experi-

mental probes, to characterize the device behaviour.
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(a) The signal-to-noise ratio (SNR) in a modulated amplitude signal (high and low

amplitudes represent 1’s and 0’s, respectively) is reduced through the FWM process

by translating the data signal from the pump light to idler light. The SNR is im-

proved in the idler amplitude owing to the quadratic dependence of the idler power

on the pump power. The schematic shows that the amplitude-modulated pump

light undergoes frequency mixing with the unmodulated signal (ωs) light, to produce

modulated light at the idler frequency ωi. Here the solid lines show the modulated

signals, that sit above the no-power baselines (dashed-lines). (b) The timing jitter in

a return-to-zero data stream (each bit is separated by a low amplitude time interval)

is reduced by modulating the signal on the same clock, such that idler power can

only be generated when the signal excitation is on. . . . . . . . . . . . . . . . . . . 11
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1.6 Proposed photonic crystal structure that supports multiple nonlinear functionalities.

(a) Scanning electron microcavity image of a fabricated structure. The microcavity

and waveguide regions are indicated. (b)-(d) Schematics of the microcavity (cir-

cle) coupled to input and output waveguides (rectangles) under different excitation

schemes. The red, green and blue arrows show the passage of light at three different

frequencies. (b) Spontaneous four-wave mixing. Pump light at ωp (green) enters

the input waveguide and resonantly excites a mode of the microcavity. Photon pairs

are generated at signal and idler frequencies ωs (blue) and ωi (red), respectively,

through spontaneous four-wave mixing. Energy conservation requires 2ωp = ωs +ωi,

and the conversion process is only efficient where ωs and ωi pairs coincide with mi-

crocavity resonant modes. Photons leave the microcavity through coupling to the

output waveguide, the input waveguide, and radiation, as indicated by the arrows.

The microcavity photons are also absorbed by the silicon. (c) Stimulated four-wave

mixing. Pump and signal excitations at ωp (green) and ωs (blue), respectively, res-

onantly excite two modes of the microcavity and photons are generated at the idler

frequency ωi (red). (c) Kerr effect. One mode of the microcavity is resonant probed

with a single laser and the induced nonlinear changes to the microcavity refractive

index affect transmission spectrum lineshape through resonant frequency shifts and

decreased peak transmission. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
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1.7 Planar photonic crystal defined in a silicon-on-insulator (SOI) wafer. (a) A hexagonal

periodic lattice of holes is etched in the top silicon slab of the SOI, called the device

silicon, which sits on an oxide layer and a silicon base. (b) Light is contained in

the device silicon with respect to the ẑ direction by total internal reflection (TIR)

occuring at the air and SiO2 oxide interfaces. The planar photonic crystal supports

transverse-electric (TE) and transverse-magnetic (TM) modes. (c) Bandstructure of

a PC, plotted as a function of the three reciprocal lattice vectors, in the first Brillouin

zone. The TE and TM modes are shown as red and blue lines, respectively. The

TE bandgap is indicated (shaded green), and the light cone is also indicated (shaded

yellow). Modes that fall below of the light cone (solid lines) are bound to the device

silicon through TIR, while those falling within the light cone are partially unbound

(dashed lines). This figure is reproduced and modified, with permission, from Ref.

[24]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

1.8 Photonic crystal (PC) defect structures defined in silicon-on-insulator. (a) Photonic

crystal waveguide introduced to the PC by omitting a row of holes. The Ey field

profiles in the center slab of the silicon for two different transverse electric waveguide

modes are plotted, and the PC holes are outlined in white. (b) Bandstructure dia-

gram for the line defect, plotted as a function of the wavevector along the waveguide

axis, kx, in units of 2π/a, where a is the lattice spacing of the PC. The continuum of

bulk PC modes are shown in gray. Two waveguide modes that exist in the bandgap

are plotted as the solid blue and dashed red lines. The light cone is shown in pale

yellow. The field profiles of the two modes at kx = π/a edge, indicated by solid

and dotted arrows, are shown in (a), as the left and right plots, respectively. (c)

Photonic crystal microcavity introduced to the PC by omitting three holes in a row,

called an “L3” microcavity. The field intensity of the fundamental mode supported

by the defect is plotted, and the holes are outlined in white. (d) Examples of cou-

pling geometries between PC waveguides (WG) marked with red arrows and an L3

microcavity. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
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2.1 Triple photonic crystal (PC) microcavity coupled to input and ouput waveguides

studied in this thesis. (a) Schematic diagram of the cavity modes coupling to var-

ious channels. The cavity is represented by the circle, while the waveguides are

represented by rectangles. The coupling lifetimes for mode m are labelled, where τ in
m

and τout
m are the coupling lifetimes to the input and output waveguides, respectively,

while τ scatt
m is the scattering lifetime and τabs

m is the linear absorption lifetime. (b)-(d)

Electric field intensity plots of modes M1, M2 and M3 (in that order). The PC holes

are shown with white contours. The input and output waveguides are labelled is

“IN” and “OUT”. (e) Example of an experimental transmission spectrum measured

in the linear regime for a triple microcavity device. . . . . . . . . . . . . . . . . . . 26

2.2 Fabry-Perot cavity. (a) Schematic of a Fabry-Perot cavity with two mirrors sepa-

rated by a distance L, containing a medium with refractive index n. The mirrors

have field transmission and reflection coefficients ri and ti. (b) Example relative

transmission spectrum of a lossless Fabry-Perot cavity with identical mirrors. The

resonant frequencies, ωm are labelled, along with the linewidth δωm and maximum

transmission T
lin
m for mode m. The free spectral range (FSR) is also labelled. (c)

Relative transmission spectra for lossless cavity with identical mirrors (solid line),

a cavity with loss and identical mirrors (dashed line), and a losses cavity with non-

identical mirrors (dash-dotted line). . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

2.3 Simplified schematic of transmission measurement of photonic crystal (PC) triple

microcavity device. Light from a tunable laser is focused on the input grating coupler

and diffracted into a parabolic waveguide that narrows to a single-mode channel

waveguide. This waveguide is interfaced with the input PC waveguide, which couples

the microcavity. Light is extracted from the microcavity through the ouput PC

waveguide, which is coupled to channel and parabolic waveguides terminated by the

output grating coupler. The extract light is measured by a photodetector. . . . . . 32
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2.4 Single photonic crystal linear three hole defect (L3) microcavity with input and out-

put waveguides. (a) Schematic of the microcavity, where black circles indicate holes

etched in the silicon. The red arrows show the passage of light through the de-

vice for transmission measurements. (b) Transmission spectrum for the fundamental

mode of an L3 cavity simulated with a finite-difference time-domain simulation. The

resonant wavelength, λ1, linewidth, δλ1 and maximum transmission T
lin
1 are labelled. 33

2.5 Transmission set-up. Light from a tunable laser is coupled into an optical fibre, and

the out-coupled light passes through a polarizer (ŷ-polarized) then is focused by

two aspherical lenses onto the input grating coupler of a device on the sample (see

Fig. 2.3), at an angle θ. Light leaving the output grating coupler is collected by an

elliptical mirror (also at angle θ) that directs light through the output polarizer also

ŷ-polarized) and focuses it in a plane of an iris, and only the output grating light

is passed onto a photodetector. Alternatively, the iris is left open and the sample is

imaged on the CCD Camera. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

2.6 Nonlinear transmission spectra measured for the center mode of a photonic crystal

(PC) triple cavity, where the transmission is relative to the input/output PC waveg-

uides. (a) The absolute nonlinear transmission spectra measured with a forward

sweep (wavelength swept from low to high) are plotted for input powers ranging

from 16 to 250 µW . The arrow indicates the minimum threshold power, Pth, where

the sharp drop in the transmission spectrum begins to appear. (b) Same as in (a) but

for the relative transmission. (c) Same as in (b) but for a backward sweep (wave-

length swept from high to low). (d) Example forward (blue) and backward (red)

spectra taken at two 16 and 250 µW . The bistability is present in the higher power

spectra, as the forward and backward sweep have a range of wavelengths where the

spectra are non-overlapping. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
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2.7 Nonlinear behaviour a triple microcavity under (a)-(b) single frequency excitation,

and (c)-(d) dual frequency excitation when cross-coupling of nonlinear effects be-

tween modes is present. (a) Energy loaded in mode M2 as a function of sweep

wavelength for an input power of Pin = 300 µW. (b) Resonant wavelength of the

cavity mode as a function of sweep wavelength (solid line). The dashed line shows

the sweep wavelength, for reference. (c) Nonlinear resonant wavelength shift of mode

M1, ∆λNL
1 , as a function of the energies U1 and U2 loaded in modes M1 and M2,

respectively, for the same microcavity device in (a) and (b). The color scale is in

units of nanometer. (d) Same as (c) but the resonant wavelength shift of M2, ∆λNL
2 ,

is plotted. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

2.8 Example experimental data extracted from nonlinear transmission spectra taken as a

function of input power for Modes M1 and M2. (a) Peak transmission. (b) Resonant

wavelength shift. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

2.9 (a) Simplified schematic of the stimulated four-wave mixing (FWM) set-up. Pump

and signal lasers tuned to wavelengths λp and λs are coupled into the input waveguide

of the multimode microcavity and the light collected is sent through a spectral filter,

to extract the idler photons at wavelength λi, before measurement by a single photon

detector. The green and blue arrows represent path the pump and signal continuous

wave excitations, respectively, and the red arrows represent the path of the idler

photons generated through FWM. (b) Transmission spectrum for a triple photonic

crystal microcavity. The three frequencies involved in FWM are indicated with

dashed lines, and the three microcavity modes are labelled M1, M2 and M3. . . . . . 43
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2.10 Examples of stimulated four-wave mixing (FWM) idler powers experimentally mea-

sured for triple photonic crystal microcavity devices. The red and blue markers

indicate that the FWM configuration implemented resulted in idler photons gener-

ated near Mode 3 and Mode 1, respectively. Circles and triangles indicate that the

power measured as a function of signal and pump power, respectively. The solid lines

are estimates of what the idler powers are predicted to be in the absence of nonlinear

losses (linear/quadratic for signal/pump power dependencies). (a) Stimulated FWM

results for a triple cavity probed largely in the low power limit. The signal power

sweep has a fixed pump power of 29 µW , and the pump power sweep has a fixed

signal power = 3.6 µW . Nonlinear loss effects result in sub-linear and sub-quadratic

power dependencies near the ends of the sweeps. (b) A different triple cavity device

probed largely in the high power limit. The signal power sweep has a fixed pump

power of 44 µW , and the pump power sweep has a fixed signal power = 44 µW . . 44

2.11 Optical set-up used to measure four-wave mixing. Light from the pump and signal

lasers are coupled into a single mode fibre and focused on the input grating coupler

of a triple microcavity device. Light that leaves the sample surface is collected and

focused by an elliptical mirror, and an iris in the image plane is used to transmit

only the light leaving the output grating. A lens is then used to focus the light into

an optical fibre, that is connected to two JDSU TB9 Tunable Grating Filter, tuned

to the idler wavelength, such that idler photons are detected by the id210 avalanche

photodetector. See Fig. 2.3 for more details on unlabelled components. . . . . . . . 45
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3.1 Triple photonic crystal (PC) microcavity with input and output waveguides. (a)

Schematic of the microcavity with design parameters highlighted. The heterostruc-

ture is composed of photonic crystal regions labelled I, II, and III, and separated by

red lines, where the lattice spacings in the x direction are a1, a2 and a3, respectively,

while the row spacing of the bulk PCs is
√

3a1/2 throughout. The widths of the three

line defects are wwg. The solid black circles represent holes with radius r, while the

circles coloured in gray have radius rmid. The input and output waveguides are la-

belled, and the holes lining the waveguides are coloured cyan and green, and have

radii rin
wg and rout

wg , respectively. The 12 holes that finely control the mode spacing

are coloured purple, and have radius rmid,ms and are shifted outward from the line

defect by a distance hms. The four yellow holes have radius rwg,sym. (b) Scanning

electron microscope image of a fabricated triple microcavity device. . . . . . . . . . 48

3.2 Finite-difference time-domain (FDTD) microcavity simulations using Lumerical FDTD

[79]. (a) The simulation layout of the triple microcavity device is shown in the x− y

(top) and x − z (bottom) planes. The thick orange regions outline the simulation

volume and the perfectly matched layers (PML). The blue region in the bottom plots

show the symmetric boundary condition applied in ẑ. The thin orange lines in the top

image show the boundaries of the heterostructure mesh override regions. A source

polarized in ŷ is placed at an antinode in the top defect region to excite the modes.

A time monitor (yellow cross) is placed at the location of an antinode in the bottom

defect. Two-dimensional planar frequency monitors are placed at the outputs of the

two waveguides (WGs) to measure waveguide transmission (yellow lines in the top

image) and a box of 2D monitors encloses the full simulation power to measure all

power leaving the volume. (b) Fourier transform of the Ey field measured by the

time monitor (blue), apodized to remove the source excitation. A Gaussian spectral

filter around the center mode is shown as a dashed red line. (c) Natural logarithm

of Ey decay envelope for center mode, found from the inverse Fourier transmission

of the filter spectrum. The dashed red lines is the line of best fit. . . . . . . . . . . . 51
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3.3 Bandstructure simulations using Lumerical FDTD Solutions [79]. (a) The simulation

layout for photonic crystal line defect is shown in the x−y (top) and x− z (bottom)

planes. The x− y plane near the center axis is expanded in the image to the right.

The simulation volume spans one lattice spacing in x̂, ax and is outlined in orange.

Symmetric boundary conditions are applied in ẑ, as indicated by the coloured blue

region in the bottom image, and Bloch boundary conditions are applied in x̂. Dipole

sources (blue double arrows) are randomly placed to excite the Bloch mode. Time

monitors (yellow crosses) are also randomly placed to measure the field excited in

the silicon. (b) Example of the bandstructure measured for a line defect. The base

10 logarithm of the intensity spectrum extracted from simulations with fixed kx are

plotted. The light line is shown with the white line. . . . . . . . . . . . . . . . . . . 54

3.4 Single photonic crystal (PC) heterostructure microcavity. (a) Schematic of the struc-

ture, where the different PC regions are highlighted in different shades of gray and

labelled I, II and III. The horizontal lattice spacings are exaggerated for clarity. (b)

Electric field intensity of the mode profile. The PC heterostructure boundaries are

highlighted with yellow lines and the PC holes are outlined in white. The horizontal

lattice spacings are a1 = 410 nm, a2 = 418 nm and a3 = 425 nm, respectively. (c)

Bandstructure calculation for the PC line defects (missing row of holes) in Regions

I, II and III. The wavevector on the x axis is given in terms of the horizontal lattice

spacing a for each region considered (i.e. a = a1, a2, a3). The solid lines indicate the

PC waveguide bands. The continuum of bulk PC bands are colored in gray, and are

outlined for each region with dotted lines. The black dashed line shows the resonant

cavity mode frequency, and the light cone is shaded in yellow. . . . . . . . . . . . . . 55

3.5 Simulation results for a triple heterostructure photonic crystal (PC) microcavity with

hole sizes r = 124 nm throughout and waveguide width wwg = 693 nm. Electric

field intensity mode profiles are plotted for modes (a) M1, (b) M2 and (c) M3. The

heterostructure boundaries are shown with yellow lines and the PC holes are outlined

in white. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
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3.6 Process followed to design the triple photonic crystal (PC) microcavity for spon-

taneous four-wave mixing applications. The microcavity parameters are defined in

Table 3.1 and highlighted in Fig. 3.1. . . . . . . . . . . . . . . . . . . . . . . . . . . 58

3.7 Triple photonic crystal (PC) microcavity designs as a function of waveguide width

wwg. (a) Bandstructure calculation for the line defect of Region I (outermost PC)

of the heterostructure. The bulk PC mode continuum is shown in gray, and the

PC waveguide (WG) modes are shown as thick dash-dotted, solid, and dashed blue

lines for structures with wwg = 675, 693 and 710 nm, respectively. The resonant

frequencies for each of these structures are shown as thin lines blue, green and red

lines for modes M1, M2 and M3 respectively. The highlighted yellow shows the

region above the air light-line. (b) Total quality factors for M1, M2 and M3. . . . . 59

3.8 Resonant frequencies of the triple microcavity structures as a function of mode spac-

ing tuning parameters described in Fig. 3.1. (a) The resonant frequencies found from

FDTD simulations for M1 (blue circles), M2 (green triangles) and M3 (red squares)

are plotted as a function of rmid. (b) Frequency offset, ∆foff = f1 + f2 − 2f2, as a

function of rmid (yellow diamonds) calculated with FDTD simulations, and rmid,ms

(empty diamonds) with fixed rmid = 126 nm calculated with perturbation theory,

where fm are the mode resonant frequencies. (c) Mode frequencies found from FDTD

simulations plotted as a function of the shift hms [markers same as in (a)]. The large

open markers show the mode frequencies calculated using perturbation theory. (d)

Frequency offsets plotted for the resonant frequencies presented in (c), found from

FDTD simulations (filled yellow diamonds) and perturbation theory (empty dia-

monds). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
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3.9 Input and output photonic crystal waveguides (PC WG) and the coupling to single-

mode channel waveguides. (a) Bandstructure plots for the input and output PC WG

modes. The bulk PC mode continuum is shown in gray for the Region I PC with r =

124nm. The mode frequencies are plotted for modes M1, M2 and M3 respectively.

The region above the air light-line is shaded in pale yellow. (b) Finite-difference time-

domain (FDTD) simulation layout [79] of the impedance matching region between

the PC and single-mode waveguides. The simulation volume is outlined in orange.

A mode source is used to launch the TE channel waveguide mode , and a planar two-

dimensional monitor is used to measure the transmission into the PC WG. The region

contained in the blue box is expanded to the right, where the design parameters of

the impedance matching region are labelled. (c) Transmission spectra measured

by the simulation layout in (b), for the input and output waveguides. The dashed

and solid vertical lines show the bottom of the input and output waveguide bands,

respectively. The dashed-dotted lines show the resonant frequencies of the triple

microcavity. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

3.10 Triple photonic crystal (PC) microcavity waveguide coupling geometries. The het-

erostructure PC region boundaries are shown with red lines and are labelled I, II and

III. Input waveguides are introduced in (a) and (b), and the holes lining the waveg-

uide are highlighed in cyan. The coupling geometries are (a) (Xwg
in , Y

wg
in ) = (3, 7)

and (b) (Xwg
in , Y

wg
in ) = (4, 7). Output waveguide are introduced in (c) and (d), and

the holes lining the waveguide are highlighed in green. The coupling geometries are

(c) Xwg
out = 7 and (d) Xwg

out = 8. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

3.11 Input and output quality factors for waveguide coupling. (a) Input waveguide quality

factors, Qin
m are shown for modes M1 (blue circles), M2 (green triangles) and M3

(red squares) simulated for coupling geometries (Xwg
in , Y

wg
in ) = (3, 7) (left) and (4, 7)

(right). (b) Output waveguide quality factors, Qout
m are shown simulated for coupling

geometries Xwg
out = 7 (left) and Xwg

out = 8 (right). . . . . . . . . . . . . . . . . . . . . . 64
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3.12 Input/output port for the microcavity device. The single-mode channel waveguide

is expanded from 0.5 µm to 20 µm by a parabolic waveguide, which is terminated

by a grating coupler. The black regions show where silicon is removed to define the

structure. The grating coupler is defined by an array of slots with apodized widths,

designed for coupling light between the waveguide and light propagating backwards

in free-space at an angle θ = 45◦. Input and output coupling are shown in the top

diagram with pairs of solid blue and dashed red the arrows, respectively. . . . . . . 66

3.13 Apodized grating coupler design and simulation results. (a) Schematic of the apodized

grating coupler, where black regions show where the silicon is removed. (b) Scanning

electron microscope image of an apodized grating coupler. (c) Simulated input and

output transmission efficiencies between free-space and the single mode waveguide

(via the grating coupler and parabolic waveguide). (d) Far field electrical field in-

tensity projection on a 15 cm hemisphere of the field monitored 1 µm off the grating

surface when the single-mode waveguide is excited at λ = 1530 nm. The collection

area of the elliptical mirror, that is situated on the hemisphere at an angle of −45◦

from the vertical, is outlined in black. (e) Same as in (d) but for light launched in

the single mode waveguide at λ = 1565 nm. (f) Simulated input and output, and

total transmission efficiencies. The output transmission efficiency shown in this plot

accounts for the collection efficiency of the elliptical mirror [unlike the plot in (c)]. . 68

3.14 Fabrication layout of the devices studied in this thesis. There are 168 microcavity

devices, and 48 reference devices. Markings on the chip are used to identify the Group

number and Set number of the devices adjacent. Devices in the same group have

identical grating couplers, while devices in the same set have identical hole size scale

factors. Alignment marks are also included for the post-fabrication photolithography

process. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
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3.15 Reference devices included in the fabrication layout that contain input and output

grating couplers and parabolic waveguides. In (a) and (b) PCWGin and PCWGout

devices are shown that contain photonic crystal (PC) waveguides with structural

parameters identical to those of the input and output PC waveguides of the triple

microcavity device, respectively. In (c) and (d), the PC waveguides are omitted and

the channel waveguides are directly connected to form G2Gout and G2Gout references

devices. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

3.16 Optical microscope images of the silicon microchip at various stages in undercutting

process. (a) Image taken post-photolithography, such that the developed photoresist

is intact. Light pink lines where the bare silicon is exposed. (b) Same as in (a), but

with higher magnification. (c) Image taken after the hydrofluoric acid etch and the

photoresist removal. The pink hallow around the photonic crystal region outlines

where the oxide is removed beneath the silicon. . . . . . . . . . . . . . . . . . . . . 75

4.1 Transmission measurements for G2Gin devices in Groups 1 to 4 of Chip A (bottom to

top), (a) taken with a −41◦ coupling angle, (b) taken with coupling angles between

−42◦ and −37◦ (labelled on plot) to achieve peaks near λ = 1545 nm. . . . . . . . . 77

4.2 (a) Transmission measurements of Type I microcavity devices on Chip A, with mode

spacing parameter sms = 0 nm, for the three hole size brackets labelled on the plot.

(b) Transmission measurements of Type II microcavity devices on Chip A, with

sh = 0.97 and mode spacing parameters labelled on the plot. . . . . . . . . . . . . . 77
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4.3 Microcavity mode spacing offsets, ∆λoff = λ1 + λ3 − 2λ2 found from transmission

measurements, plotted as a function of device number in the sh = 0.97 set, where λm

are the resonant wavelength, for Type I and Type II microcavities. (a)-(d) Results

for Groups 1 to 4 (top to bottom) devices on Chip A. (e)-(h) Results for Groups 1

to 4 (top to bottom) devices on Chip B. In Groups 1 to 3, each device has a different

mode spacing parameter, with sms = 8, 4, 2, 0,−2,−4 nm for Devices 1 to 7, where

sms is the position shift of a select group of holes. In Group 4, the mode spacing

is modified by scaling a select group of holes by sms = 0.968 to 1.02, linearly over

the seven devices. Data is omitted in cases where three modes are not observed

in the transmission spectrum. The dashed lines show the simulated results (from

perturbation theory) for Type I and II microcavities. The gray region has a width

of 0.5 nm, which is a typical linewidth for the M3 mode (the lowest Q mode). . . . 78

4.4 (a) Linear transmission for a microcavity structure studied with four-wave mixing

(FWM). Resonant wavelengths λ1, λ2, and equally spaced λFWM
3 = 2λ2 − λ1, are

plotted as the dashed blue, green and red lines, respectively. (b)-(d), Four-wave

mixing results, measured using pump and signal powers 38.5 µW and 22.4 µW re-

spectively. The idler power is reported relative to the output PC waveguide (without

accounting for the output spectral filtering). (b) Stimulated FWM idler power as

a function of the filter center wavelength for λsignal = 1543.01 nm (circles). The

dashed line shows the wavelength λFWM
3 . (c) Same as (b) but with λsignal = 1547.58

nm. The shaded regions in (b)-(c) are the scaled filter transmission spectra, and

the triangles show the background power when the signal laser is turned off and the

pump laser remains on. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

5.1 Linear transmission spectra for (a) Device 1, (b) Device 2, (c) Device 3 and (d)

Device 4. The transmission is calculated using the best fit Fabry-Perot parameters,

φin and φout. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
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5.2 Linear transmission results for the four devices characterized: (a) resonant wave-

lengths, λm, (b) total quality factors, Qlin
m , and (c) peak transmission, T lin

m . The

results are plotted for modes M1, M2 and M3. The T lin
m are calculated using the best

fit Fabry-Perot parameters, φin and φout. . . . . . . . . . . . . . . . . . . . . . . . . 83

5.3 Nonlinear transmission and four-wave mixing analysis results for Devices 1 to 4

(top to bottom rows). Columns 1 and 2 contain the peak transmission and reso-

nant wavelength shifts, respectively, for Mode 1 (blue) and Mode 2 (green), found

experimentally (filled circles), and using the model with best fit parameters (open

markers). Column 3 shows the experimental FWM idler power in Mode 1 (blue) and

Mode 3 (red), as a function of pump power (triangles) for fixed signal power at Ps

(labelled on the plots) and as a function signal power (circles) for fixed pump power

at Pp (also labelled). The fixed pump power The predicted idler powers are shown

with thick black lines. The dashed lines show the predicted power when nonlinear

absorption is ignored. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

5.4 Nonlinear transmission results for Devices 1 to 4 (top to bottom rows), for Modes 1

and 2 (left and right columns). Bottom plots show the experimental data and top

plots show the spectra predicted using the model with best fit parameters, where

both are plotted on absolute transmission scales, shifted relative to each other. The

input powers for each spectrum corresponds power for each marker in the nonlinear

transmission data plots of Fig. 5.3 (first two columns). . . . . . . . . . . . . . . . . . 86

xxix



List of Figures

5.5 Nonlinear transmission and four-wave mixing analysis results for Devices 1 to 4 (top

to bottom rows) when Rth, Qabs and τcarrier are held fixed at their average values.

Columns 1 and 2 contain the peak transmission and resonant wavelength shifts,

respectively, for Mode 1 (blue) and Mode 2 (green), found experimentally (filled

circles), and using the model with best fit parameters (open markers). Column 3

shows the experimental FWM idler power in Mode 1 (blue) and Mode 3 (red), as a

function of pump power (triangles) when the signal power is fixed at Ps (labelled) and

signal power (circles) when the pump power is fixed at Pp (labelled). The predicted

idler power are shown with thick black lines. The dashed lines show the predicted

power when nonlinear absorption is ignored. . . . . . . . . . . . . . . . . . . . . . . . 87

5.6 Schematic of coupled-mode theory for cavity supporting three modes. Cavity mode

m has field amplitude am and energy |am|2. The mode is coupled with lifetime τ im to

channel i. The optical power of light propagating toward the microcavity is |sin
m+|2,

and the optical powers exiting through the input and output waveguides are |sin
m−|2

and |sout
m−|2, respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

5.7 Nonlinear effects in a typical triple microcavity, as a function of energy loaded in

the microcavity mode M2, under single frequency excitation. (a) The inverse of the

nonlinear quality factors due to two-photon absorption (TPA),QTPA, and free-carrier

absorption (FCA), QFCA, along with the linear and total quality factors, Qlin and

Qtot (dashed), respectively. The quality factors are related to the lifetimes through Q

= ωτ/2. (b) Nonlinear wavelength shifts are plotted for contributions including the

Kerr effect, ∆λKerr, free-carrier dispersion (FCD), ∆λFCD, and thermal effects due to

power absorption through the linear material absorption ∆λth,abs, TPA, ∆λth,TPA,

and FCA, ∆λth,FCA. The total shift is also plotted ∆λth,tot . The shifts ∆λth,abs and

∆λth,abs have similar values for the range of energies studied, and ∆λth,abs is dotted

for clarity. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

xxx



List of Figures

5.8 Numerical solutions for the nonlinear transmission predicted for triple microcavity

Device 3, Mode 2. (a) Solutions for input powers P in
2 = 100 and 300 µW. Circles

show where a single solution is found, while the top, middle and bottom branches

in the bistable regime are marked by +, 2 and ×, respectively. (b) Solutions for

P in
2 = 300 µW are shown as in (a), and the transmission spectra predicted for forward

(solid black) and backward (dashed red) wavelength sweeps are also shown. . . . . . 97

5.9 Nonlinear transmission spectral features calculated for an excitation power of 300

µW, using best fit parameter values for M2 of Device 3 (given in Table 5.7 and

Fig. 5.17), while one parameter is free to vary on the x-axis. (a)-(b) Peak relative

transmission, T
NL

. (c)-(f) Peak wavelength shift, ∆λNL. ηwg
2 = τout

2 /τ in
2 and Qabs =

ωτabs/2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

5.10 Four-wave mixing idler power calculated for pump and signal excitations of 84 µW

and 43 µW, respectively, using best fit parameter values for Device 3 (given in Table

5.7 and Fig. 5.17), while one parameter is free to vary on the x-axis. Two excitation

configurations are included: M1/M3 are the signal/idler modes (red), and M3/M1

are the signal/idler modes (blue). ηwg
m = τout

m /τ in
m . . . . . . . . . . . . . . . . . . . . . 101

5.11 Four-wave mixing idler power calculation flowchart. The solid arrows indicate the

step sequence and the dashed arrow indicates an iterative loop that continues until

convergence is met. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

5.12 Nonlinear transmission analysis example results for Device 2. The base 10 logarithm

X2
T is plotted across the parameter set {ηwg

1 , ηwg
2 , Qabs, Rth, τcarrier, φin, φout}. For

each parameter pair on the x and y axes, the minimum log 10(X2
T) across all other

parameters is plotted. Blank results show where no viable parameter sets exist due

to a lack of energy conservation. Each plot has the same color scale (shown to the

right of each row). There is a total of 13 degrees of freedom in the X2
T calculation. 108

xxxi



List of Figures

5.13 Four-wave mixing example results for Device 2. The X2
FWM is plotted across the

parameter set {ηwg
1 , ηwg

2 , ηwg
3 }, while Qabs, τcarrier, φin and φout are held fixed at the

values that minimize X2
T. For each parameter pair on the x and y axes, the minimum

X2
FWM across the other parameter is plotted. Blank results show where no viable

parameter sets exist due to a lack of energy conservation. Each plot has the same

color scale (shown to the right). There are 55 degrees of freedom in the X2
FWM

calculation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

5.14 Nonlinear transmission results for Device 2. Plots (a)-(c) show X2
tot, X

2
FWM , and

X2
T. The parameter on each x axis is fixed and the minimum X2 over all other

fit parameters involved in the respective analysis is shown. X2
T is calculated as a

function of ηwg
1 , ηwg

2 , Rth, τcarrier, Qabs, φin and φout. X
2
FWM is calculated as a function

of ηwg
1 , ηwg

2 , ηwg
3 , while τcarrier, Qabs, φin and φout are held fixed at the values that

minimize X2
T. X2

tot is the sum over X2
T and X2

FWM. Plots (d)-(e) show X2
tot and the

X2 minimization that is used to determine the fit parameter on the x axis using the

iterative fitting process, where X2
T in (d) is calculated for fixed ηwg

2 and X2
FWM in

(e) and (f) is calculated with fixed ηwg
1 . . . . . . . . . . . . . . . . . . . . . . . . . . 110

5.15 Nonlinear transmission analysis example results for Device 2. The X2
T is plotted

across the parameter set {ηwg
1 , Qabs, Rth, τcarrier, φin, φout}, when ηwg

2 = 3 is held

fixed at the best fit values from the four-wave mixing analysis. For each parameter

pair on the x and y axes, the minimum X2
T across all other parameters is plotted.

Each plot has the same color scale (shown to the right), where X2
T > 100 at set the

maximum of the color scale range. White lines contour X2
T = min(X2

T) + 1. There

is a total of 12 degrees of freedom in the X2
T calculation. . . . . . . . . . . . . . . . . 111

xxxii



List of Figures

5.16 Nonlinear characterization results. (a)-(h) Best fit parameters (markers), with ±1σ

uncertainties (rectangles). Parameters that minimize the X2 are shown with black

markers, and those that do not are red. (i)-(j) The minimum X
2

= X2/(N−k) from

the nonlinear transmission and the four-wave mixing analyses are shown, where N

is the number of data points in the fit and k is the number of fit parameters. Fits

where X2 does not reach a minimum with respect to all parameters are marked as

red. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

5.17 Nonlinear characterization results, for both the original individual devices analyses

(circles), for when Rth, Qabs and τcarrier are fixed to the average values in the model

functions (squares). (a)-(c) Best fit parameters (markers), with ±1σ uncertainties

(gray rectangles for original fit parameters, and yellow rectangles for the new fit

parameters). Parameters that minimize the X2
tot are shown with black markers, and

those that do not are red. (d) The minimum X
2
tot = X2

tot/(Ntot − ktot) is shown,

where Ntot is the number of data points in the fit and ktot is the number of fit

parameters. Fits where X2
tot is not fully minimized are marked as red. . . . . . . . . 115

5.18 Nonlinear transmission results for Device 2 when Rth, Qabs and τcarrier are held fixed

at the mean values. The parameter on each x axis is fixed and the minimum X2
tot,

X2
T, and X2

FWM, over all other fit parameters involved in the respective analysis is

shown. X2
T is calculated as a function of ηwg

1 , ηwg
2 . X2

FWM is calculated as a function

of ηwg
1 , ηwg

2 , ηwg
3 , while φin and φout are held fixed at the best fit values from the X2

T

minimization. X2
tot is the sum over X2

T and X2
FWM. . . . . . . . . . . . . . . . . . . . 116

xxxiii



List of Figures

5.19 Nonlinear characterization results for the best fit analysis (filled circles) and for the

converged results (empty squares) when T
NL,model
m,i is used to calculate the Um,i in the

model functions [Eqns. (5.37),(5.38) and (5.40)]. The minimum X
2
T = X2

T/(NT−kT)

from the nonlinear transmission is shown in (a), where NT is the number of data

points in the fit and kT is the number of fit parameters. Fits where X2
T does not

reach a minimum with respect to all parameters are marked as red. (b)-(e) Best fit

values with ±1σ uncertainties (gray rectangles) are shown, along with the converged

parameter values. Parameters that minimize the X2
T are shown with black markers,

and those that do not are red. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

5.20 Effective free-carrier lifetime calculated for both M1 (circles) and M2 (triangles) of

Devices 1 to 4 (top to bottom). The best fit τcarrier are drawn as dashed lines. . . . . 118

6.1 Four-wave mixing efficiency ηP
FWM = Pi/(P

2
pPs) for (a) Device 1, (b) Device 2, (c)

Device 3 and (d) Device 4. The experimental FWM idler powers for idler photons

in Mode 1 and Mode 3 are plotted as a function of pump power (triangles) when the

signal power is fixed at Ps (labelled) and signal power (circles) when the pump power

is fixed at Pp (labelled). The idler powers predicted using the model function with

best fit parameters found from the least-squares analysis when Rth, Qabs and τcarrier

are held fixed at their average values are shown with thick solid and dashed-dotted

black lines for the pump and signal sweeps. The dashed lines show the predicted

power when nonlinear absorption is ignored. . . . . . . . . . . . . . . . . . . . . . . . 121

6.2 Quality factors for Devices 1 to 4, found by the nonlinear characterization (NLC)

performed with the average values for Rth, τcarrier and Qabs, and by simulations, are

plotted for modes (a) M1, (b) M2, and (c) M3. The total quality factor Qtot, the

input waveguide quality factor, Qin and the output waveguide quality factor Qout

are all plotted, as is summarized in the legend. . . . . . . . . . . . . . . . . . . . . . 128

xxxiv



List of Figures

6.3 Mode field profiles for heterostructure photonic crystal (PC) microcavities. Electric

field Re(Ey) mode profiles in the center plane of the silicon are plotted for modes (a)

M1, (b) M2 and (c) M3 of a triple microcavity, in the absence of input and output

waveguides. The heterostructure boundaries are shown with black lines and the PC

holes are outlined in white. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129

B.1 Schematic of a Yee cell [107]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157

C.1 Apodized grating coupler design. (a) FDTD simulation layout for in-coupling of light

from a Gaussian beam with a 1/e2 width of 10 µm at θ = −45◦ into the silicon slab

via a 1D grating. (b) Grating spacing, as, that optimizes in-coupling transmission

(θ = −45◦), as a function of the slot width, ws, for a uniform grating. The line of

best fit for a linear function is shown (red dashed). (c) FDTD simulation layout

for out-coupling light from the silicon slab mode to free-space above the grating.

(d) Out-coupling radiation profile measured 1 µm above the uniform grating coupler

with ws = 100 nm and as = 474 nm (blue), when the silicon slab mode is launched.

The best fit exponential decay curve (dash-dotted yellow line), and the profile of the

input Gaussian beam (dashed red) are also included. (e) Decay rates as a function

of ws, for uniform gratings with as found from the line of best fit in (b). (f) Out-

coupling radiation profile measured 1 µm above the apodized grating coupler (blue),

when the silicon slab mode is excited. The predicted decay profile (yellow dash

dotted) and the excitation Gaussian beam for in-coupling profile (red dashed), as

also plotted. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160

xxxv



List of Figures

D.1 Transmission spectra for reference devices in Group 3 of Chip A, with sms = 0.97.

(a) Transmission from directly before the input grating coupler to directly after col-

lection by the elliptical mirror, for the G2Gout (blue), G2Gin (red), PCWGout (pur-

ple) and PCWGin (yellow) devices. (b) Transmission efficiencies, ηout
ref,GC (blue) and

ηin
ref,GC (red) from found transmission measurements of G2Gout and G2Gin respec-

tively. (c) Transmission efficiencies, ηout
ref,PCwg (purple) and ηin

ref,PCwg (yellow) from

found transmission measurements of PCWGout and PCWGin, respectively. (d). The

green lines in (b) and (c) are ηmean
ref,X (λ), found by filtering ηref,X(λ) spectra to remove

the fast oscillations. The black lines are the best fit g(λ, φ) functions. (d) The scaled

coupling efficiencies for (bottom to top) G2Gin (blue), G2Gout and PCWGin (blue),

PCWGout. (e) The input (yellow) and output (purple) PC waveguide coupling effi-

ciencies. Black lines plot the best fit sinusoidal functions. . . . . . . . . . . . . . . . 167

D.2 Spectral filter transmission efficiencies measured by fixing the filter center wavelength

at λfilter = 1545 nm and sweeping the laser wavelength. (a) Transmission efficiencies

of filters A (blue), B (red) and C (yellow) on a linear scale. (b) Same as (a) but on a

log scale. (c) Product of the transmission efficiencies for filters A and B, when their

peak wavelengths are aligned, plotted on a linear scale. (d) Same as (c) but on a log

scale. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173

D.3 Single photon detector characterization, when set with a dead time of 100 µs and

efficiency 10 %. (a) Detected power calculated with a dead-time τDT = 99.9788 µs

for high-power (blue circles) and low-power (orange triangles) measurements, and

calculated with the detector setting τDT = 100 µs is also plotted (large gray circles).

The line of best fit for τDT = 99.9788 µs is plotted (black line), with the slope giving

detection efficiency ηD = 0.116. (b) Chi squared based on the square differences

between the calculated detected power (dependent on τDT) and the linear best fit to

the data. The X2 is minimized for τDT = 99.9788 µs. (c) The detection efficiencies

calculated with τDT = 99.9788 µs for high-power (blue circles) and low-power (orange

triangles) measurements. Error bars show uncertainty in the measurement. . . . . . 175

xxxvi



List of Figures

G.1 Device 1 X2 minimization plots. The parameter on each x axis is fixed and the

minimum X2 over all other parameters is shown. The straight black lines show the

min(X2) + 1. The shaded region in (g) indicates ηwg
2 values outside of the range of

possible values. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191

G.2 Device 2 X2 minimization plots. The parameter on each x axis is fixed and the

minimum X2 over all other parameters is shown. The straight black lines show the

min(X2) + 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 192

G.3 Device 3 X2 minimization plots. The parameter on each x axis is fixed and the

minimum X2 over all other parameters is shown. The straight black lines show the

min(X2) + 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193

G.4 Device 4 X2 minimization plots. The parameter on each x axis is fixed and the

minimum X2 over all other parameters is shown. The straight black lines show the

min(X2) + 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 194

G.5 Device 1 X2 minimization plots, when Rth, Qabs and τcarrier are fixed to the average

values in the model functions. The parameter on each x axis is fixed and the mini-

mum X2 over all other free parameters is shown. The straight black lines show the

min(X2) + 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 194

G.6 Device 2 X2 minimization plots, when Rth, Qabs and τcarrier are fixed to the aver-

age values in the model functions. The parameter on each x axis is fixed and the

minimum X2 over all other parameters is shown. The straight black lines show the

min(X2) + 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195

G.7 Device 3 X2 minimization plots, when Rth, Qabs and τcarrier are fixed to the aver-

age values in the model functions. The parameter on each x axis is fixed and the

minimum X2 over all other parameters is shown. The straight black lines show the

min(X2) + 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195

G.8 Device 4 X2 minimization plots, when Rth, Qabs and τcarrier are fixed to the aver-

age values in the model functions. The parameter on each x axis is fixed and the

minimum X2 over all other parameters is shown. The straight black lines show the

min(X2) + 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195

xxxvii



List of Abbreviations

CW Continuous wave

EBL Electron beam lithography

FCD Free-carrier dispersion

FDTD Finite-difference time-domain

FWHM Full width at half maximum

FWM Four-wave mixing

G2G Grating to grating reference device

M1 Cavity mode 1 (with lowest resonant wavelength)

M2 Cavity mode 2 (with center resonant wavelength)

M3 Cavity mode 3 (with highest resonant wavelength)

NLC Nonlinear characterization

PC Photonic crystal

PCWG Photonic crystal waveguide reference device

PIC Photonic integrated circuit

Q Quality factor

QI Quantum information

SEM Scanning electron microscope

TCMT Temporal coupled mode theory

TIR Total internal reflection

TMC Triple microcavity device

TPA Two-photon absorption

xxxviii



List of Symbols

βFWM Four-wave mixing conversion coefficient

βTPA Two-photon absorption coefficient

∆λNL
m Resonant wavelength shift of mode m

∆ωNL
m Resonant frequency shift of mode m

ζFCD Free-carrier dispersion nonlinear parameter

ηP
FWM Four-wave mixing conversion efficiency

ηwg
m Waveguide coupling ratio of mode m, τout

m /τ in
m

λm Resonant wavelength of mode m

σFCA Free-carrier absorption cross-section

τm Total microcavity lifetime of mode m

τabs Linear material absorption lifetime

τcarrier Effective free-carrier lifetime

τ in
m Input waveguide coupling lifetime of mode m

τ lin
m Total linear microcavity lifetime of mode m

τout
m Output waveguide coupling lifetime of mode m

τ scatt
m Scattering lifetime of mode m

τFCA
m Free carrier absorption lifetime of mode m

τTPA
m Two-photon absorption lifetime of mode m

φin Fabry-Perot phase shift of input port

φout Fabry-Perot phase shift of output port

χ(3) Third order nonlinear susceptibility

X2 Sum of the squared differences

ωm Resonant frequency of mode m

xxxix



List of Symbols

dn/dT Refractive index temperature dependence

nSi Refractive index of silicon

n2,Si Nonlinear index coefficient

N Free-carrier density

pout
m Probably that cavity photon in mode m couples to output waveguide

Pth Kerr effect input power threshold

Qm Total quality factor of mode m

Qabs Linear material absorption quality factor

Qin
m Input waveguide coupling quality factor

Qout
m Output waveguide coupling quality factor

Rth Thermal resistance

T
lin
m Linear peak relative transmission

T
NL
m Noninear peak relative transmission

vg Group velocity

xl



Acknowledgements

First and foremost, I would like to sincerely thank Dr. Jeff Young for his guidance and support

during my graduate studies. I thank him for sharing his vast knowledge, for challenging me, and

for providing a wide variety of learning opportunities. I leave this lab knowing that no piece of lab

equipment is too old to resurrect.

Thanks to the members of the Nanolab for creating a friendly and supportive environment.

A special thanks to fellow graduate students Jonathan Massey-Allard, Dr. Hamed Mirsadeghi,

Dr. Charles Foell and Xiruo Yan, it’s been a pleasure learning and laughing with them over the

years, and I thank them for all the stimulating discussions and for all their help. Thanks to Jingda

Wu, Megan Nantel, and Lisa Rudolph for being great lab-mates during the end of my time in the

Nanolab.

Thanks to Dr. Moshen Akhlaghi for his mentorship and for sharing with me his systematic

problem solving techniques. Thanks to Dr. Mario Beaudoin and Dr. Alina Kulpa for their help in

the cleanroom, and to Dr. Lukas Chrostowski, Dr. Richard Bojko and Shane Patrick for their help

with device fabrication. Thanks to Dr. Ovidiu Toader, I don’t think there is any computer related

problem he can’t solve.

I also thank Dr. James Day, Andrew Macdonald, Nathan Evetts, and the rest of the AMPEL

building lunch crew for the light-hearted discussions about science and well beyond.

I am also very grateful for the support I received from the Natural Sciences and Engineering

Research Council (NSERC), the Silicon Electronic-Photonic Integrated Circuits (Si-EPIC) Program

and the Quantum Electronic Science and Technology (QuEST) Program, as well as the meaningful

experiences they have afforded me. I’d like to thank the people at Lumerical for the opportunity to

do an internship, and specifically Dr. James Pond and Dylan McGuire for sharing their expertise

and for patiently teaching me.

xli



Acknowledgements

Thanks to my family and friends for all their love and support during this journey. Finally,

an immeasurable thank you to my partner Dan, for his unwavering support and encouragement

through it all.

xlii



Chapter 1

Introduction

1.1 Context

Over the last two decades, the rapid growth of the Internet has lead to increasing demands for high

bandwidth information processing and transmission. Large amounts of information are processed

and stored in data centers using microelectronic chips. For long-haul transmission, the information

is encoded in light, and launched into glass optical fibres that form a global network. The elec-

tronic and optical information is interfaced using optical and electro-optical components including

lasers, photodetectors, modulators, and spectral multiplexers and demultiplexers, as illustrated in

Fig. 1.1. On the transmission end, electronic signals are encoded in laser light using modulators,

meanwhile on the receiving end, optical signals are converted to electronic signals using photode-

tectors. In transmission, multiple signals are transmitted in a single optical fibre by multiplexing

(and demultiplexing) optical signals with different carrier frequencies. In modern day data centers,

many of these interfacing components are bulky individual units, with high power consumption,

that are installed in racks. This is in stark contrast to the microelectronic chips, where millions of

compact electronic components are densely integrated.

One vision in “integrated optics” is to replace these racks of optical components with compact

and efficient photonic integrated circuits (PICs) [48, 49, 83, 87] that support the same functional-

ities. This PIC approach has the potential to revolutionize data centers, and substantial progress

has been made, by both academic and industry parties, toward developing the necessary integrated

components. In PICs, the “wires” that transport light through the circuit are waveguides defined

in planar 2D geometries, where total internal reflection confines the light to the high refractive

index guiding channels, as shown in Fig. 1.2(a). Optical components like beam-splitters [54] and

spectral filters [12, 100] are realized in compact geometries, as shown in Fig. 1.2(b) and (c). A
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Figure 1.1: Schematic example of information sending and receiving. Three electronic signals, produced in
one microelectronic chip, are transmitted to a remote microelectronic chip via a single optical fibre. The
electronic signals (black dashed lines) are applied to modulators that encode the information in light arriving
from continuous wave (CW) lasers via optical fibres (solid coloured lines). Each laser has a different optical
frequency, and the three optical signals leaving the modulators are directed into a single optical fibre using
a spectral multiplexer. The optical fibre carries the multiplexed signal to a remote destination, where it
is separated into the three optical frequencies using a demultiplexer. The individual optical signals then
arrive at photodetectors, that translate them into electronic signals, which are then directed to a second
microelectronic chip.

long-standing goal has been to greatly reduce conversions between optical and electric signals by

performing processing tasks like switching and routing in PICs, where light is controlled with light

[2, 47, 60–62]. This will require devices that operate in the nonlinear optical regime, where one light

signal perturbs the optical material through a nonlinear interaction, thus affecting the response of

other light signals as they pass through the device.

In parallel, quite independently, while this PIC research and development has been evolving,

so has the field of quantum information (QI). In one of the most application-ready areas of QI,

namely quantum communication, manipulation of light at the single photon level is essential [28]. In

addition, one of the many schemes being considered for realizing a full quantum computer involves

launching and routing single photons through complex paths of beam-splitters, phase-shifters and

detectors [36, 45, 57]. Just as with the Internet example above, current demonstrations have relied

mostly on bulky components [77, 90, 108], but the potential advantages of using PICs for QI

applications, chiefly scalability and manufacturability, are driving the development of integrated
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Figure 1.2: Schematic of PIC components. (a) An example waveguide that is composed of a high index
channel that confines light by total internal reflection. The waveguide sits on a low index substrate, and is
otherwise surrounded by air. An example of the cross-sectional mode profile for a PIC waveguide is shown on
the right, where the white lines contour the channel and substrate. (b) A beam-splitter (directional coupler),
that transfers light between two waveguides by evanescent coupling. (c) A compact spectral filter formed
by a ring resonator coupled to two waveguides. In this example, the input excitation at λ1, is resonant with
the ring and is transmitted through to the top waveguide, while the other wavelengths are non-resonant and
are directly transmitted.

waveguide circuits that incorporate single photon sources and detectors [1, 17, 29, 36, 57, 64, 68,

78, 98].

1.1.1 Photonic integrated circuit basics

In PICs, optical components are linked by channel waveguides that are interfaced with optical fibres

to bring light in and out of the photonic circuit, as is schematically shown in Fig. 1.3. An ideal
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1.1. Context

host-material for PICs supports low-loss passive components, like waveguides, beam-splitters and

spectral filters, as well as active components like light sources (lasers, single-photon), detectors,

and modulators, in which the material’s optical properties are controlled electrically or optically.

Detector

Phase-shifter

Ring resonator 

spectral lter
Directional coupler 

beam-splitter

Grating coupler 

input/output port

Figure 1.3: Schematic of a photonic integrated circuit, where optical components are defined in a high
refractive index material, that sits on a slab of lower index index material (gray). Passive components
including grating couplers, beam-splitters and spectral filters are shown, in addition to active components
including phase-shifters and detectors. The dotted arrows show that light is routed elsewhere in the photonic
circuit.

There are a number of different host-materials that have been explored for classical and quantum

PICs, including most-significantly, silica-on-silicon, compound III-V semiconductors and silicon-

on-insulator. Silica-on-silicon PICs have been widely employed, particularly for passive devices

like waveguides and spectral filters (multiplexers and demultiplexers) [43], and to date, most PIC

demonstrations of QI-relevant circuits have been in this platform [36, 69]. In this material system,

silica is thermally grown on a silicon base and optical components are defined by doping the silica

to change the refractive index. The most-significant advantage of this host-material is the small

propagation loss that can be achieved with its relatively large cross section waveguides, that also

affords efficient coupling to optical fibres. One primary disadvantage is that because the refractive

index contrast is small, the critical angle for total internal reflection (TIR) is also small, which limits

the bending radius of the waveguides, resulting in large device footprints (chip sizes on the order
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1.1. Context

of several cm2). In addition, these devices have limited active functionality. Index of refraction

tuning, essential for phase-shifters in QI-related circuits, has been realized by integrating heating

elements, however this process is inefficient and slow, due to the low thermo-optic coefficient of silica

[36, 57]. Light sources and detectors are not viable in this platform without hybrid integration of

more suitable active materials [33].

Compound III-V semiconductors, like InP, GaAs, GaInP, AlGaAs and InAs, are used to form

compact devices with a number of active and passive functionalities. Many different types of de-

vices have been successfully realized in this platform including lasers, detectors, modulators, single

photon sources, photon pair sources, and optical switches [22, 35, 49, 62]. These semiconductor

materials have direct electronic bandgaps, that make them excellent candidates for both classical

and single-photon sources, as well as detectors [15, 42, 99]. The semiconductor crystal symme-

try also supports a second order nonlinear susceptibility such that relatively efficient high speed

electro-optic modulators are achievable. Many third order nonlinear processes, like four-wave mix-

ing, have also been demonstrated, with relatively low nonlinear losses. These III-V PICs are in

many ways the most versatile and successful to date, but in the context of high-volume manufac-

turing, of sophisticated opto-electronic circuits, they suffer from high material costs and a lack of

well-developed foundries for mass manufacturing. The latter issue is related to another practical

disadvantage, that large-scale microelectronic circuits are not manufactured in this platform, thus

direct integration of optical and electronic components is not simple.

In contrast, silicon-on-insulator is highly attractive due to the central role that silicon plays

in the semiconductor industry [37, 86, 87, 91], and the advanced complementary metal-oxide-

semiconductor (CMOS) fabrication technologies that now exist for large scale manufacturing for

both microelectronic and photonic circuits. Silicon-on-insulator (SOI) wafers contain a silicon

device layer where optical components are defined by lithography and etching, that is supported

by an oxide layer that is supported by a silicon base. Owing to the strong index contrast between

silicon and the surrounding materials (oxide and air), TIR is strong, and compact silicon photonic

devices are realized. There is a large academic and industrial research effort toward developing

silicon PIC components, and a wide range of passive and active components have been realized [12,

78, 91, 97, 104]. However, the main drawback of working with silicon is its indirect bandgap, which
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1.2. Thesis motivation

makes it challenging to realize good sources and detectors. In addition, the centrosymmetry of the

silicon prohibits second order nonlinear effects that are typically used for fast electro-optic switching

in other host-materials. Alternative approaches are explored to overcome these issues. Silicon has

a relatively strong third order nonlinear susceptibility, and third order nonlinear processes have

been employed for all-optical signal processing devices and photon sources. Hybrid integration

with other semiconductor materials has also seen some success, where laser sources and detectors

made from III-V direct bandgap materials are wafer bonded to the silicon [91]. Ultra-sensitive

detectors have also been realized by depositing and patterning superconducting materials on the

silicon surface [1, 68].

1.2 Thesis motivation

The original motivation behind this work was to develop a photon source for quantum information

processing in silicon photonic microchips. In quantum photonic technologies, a source that gener-

ates single photons either on demand, or at known times, is critical for photon state preparation

and processing. One avenue for realizing an on-demand single photon source involves the deposi-

tion of quantum emitters, like quantum dots (semiconductor crystals with ∼ 5 nm dimensions), on

the silicon surface. A quantum dot acts like an “artificial atom” that emits a single photon when

optically or electrically excited with a pulse [15]. This type of source is considered to be “deter-

ministic”, as there is control over when the photons are emitted. There are a number of technical

challenges associated with ensuring the quantum emitter efficiently emits into the silicon microchip,

often requiring a combination sophisticated device engineering and/or complex chemistry.

An alternative approach, the one taken in this thesis, takes advantage of the strong third

order nonlinearity of silicon to spontaneously generate pairs of photons through a process called

spontaneous four-wave mixing [17]. When the silicon device is excited with a single continuous-wave

(CW) pump laser, signal and idler pairs of photons are spontaneously generated at two different

frequencies, equally spaced above and below the pump frequency such that energy is conserved,

as illustrated in Fig. 1.4(a). This process is proposed to realize “heralded” single photon sources,

where the detection of one of the photons from a pair signals (or “heralds”) the presence of the
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(a) (b)

Single photon 

detector

Figure 1.4: (a) Schematic of spontaneous four-wave mixing. Two “pump” photons with frequency ωp

are converted to a pair of “signal” and “idler” photons with frequencies ωs and ωi, respectively. Energy
conservation requires that 2ωp = ωs +ωi. (b) Spontaneous photon pair generation is implemented a heralded
single photon source, when pumped with light at ωp. The detection of a signal photon, by a single photon
detector, heralds the presence of the idler photon.

other, as shown in Fig. 1.4(b). This source is non-determinstic, in that there is no control over when

the pairs are generated. However, proposals have been suggested for achieving near-deterministic

operation by multiplexing multiple sources and incorporating routing components like optical delays

and switches [19, 101, 102]. The photon pair sources have also been used to realize quantum

mechanically entangled photons, which also have applications in quantum information processing

[29, 78, 97].

A silicon PIC was designed and fabricated for this purpose. In the process of characterizing its

performance, specifically in comparing its nonlinear behaviour to model predictions, it was realized

that owing to slight differences in the fabricated devices, as compared to the corresponding designs,

many of the key model parameters had to be extracted from a non-trivial set of linear and nonlinear

experiments, none directly associated with spontaneous pair generation. Some of these ancillary

experiments are pertinent to other all-optical signal processing functions (alluded to above). In

the end, the novel and sophisticated characterization scheme developed for this generic nonlinear

structure became the main theme of the thesis.

1.3 Nonlinear processes in silicon

The nonlinear processes of interest to this thesis are first presented in the context of bulk silicon

in Section 1.3.1. Applications based on these nonlinear processes are then discussed in Section

1.3.2, and examples of photonic structures that can be used to reduce the operating power and the

footprint of nonlinear optical devices are reviewed in Section 1.3.3. The photonic structure pursued
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1.3. Nonlinear processes in silicon

in this work is presented in Section 1.3.4.

1.3.1 Bulk silicon

Stimulated and spontaneous four-wave mixing (generating light at frequencies other

than the driving frequency(s))

The nonlinear device presented in this thesis is specifically designed to promote pair generation

through spontaneous four-wave mixing. Spontaneous four-wave mixing is a quantum mechanical

nonlinear process, which is closely related to its classical counterpart, stimulated four-wave mixing.

To help explain these third order nonlinear processes, classical nonlinear frequency mixing is first

considered, using a simplified picture of nonlinear interactions (a more rigorous derivation for

stimulated FWM is presented in Chapter 5).

In classical nonlinear frequency mixing, excitations at two or more different optical frequen-

cies induce a nonlinear polarization density in the material that generates light at one or more

new frequencies. For example, when excitations at optical frequencies ω1 and ω2 are present

in material with a second order nonlinearity, the induced second order polarization density is

P (2)(t) = ε0χ
(2)E(t)2, where E(t) is the total electric field present and is approximately equal to

E1 cos(ω1t) + E2 cos(ω2t) (ignoring nonlinear field contributions) [14]. The polarization density in

the medium thus contains contributions that go as ∼ cos(ω1t) cos(ω2t), that acts as a source that

generates new electromagnetic fields at mixing frequencies |ω1 ± ω2|.

In third order nonlinear materials, the polarization density depends on the field through P (3)(t) =

ε0χ
(3)E(t)3. When excitations at two optical frequencies (derived from incident laser fields at ω1 and

ω2) are present, the polarization density has contributions with |ωx±ωy±ωz|, where ωx, ωy, ωz = ω1

or ω2. In stimulated four-wave mixing, light is generated at the new frequency ω3 = |±ω2±ω2∓ω1|

through the third order nonlinear polarization density, where ω1, ω2 and ω3 are commonly called the

signal, pump and idler frequencies, respectively. In this process, two pump photons at the center

frequency (ω2) are mixed with one signal photon (at the other excitation frequency, ω1) to generate

an idler photon at the mixing frequency ω3, where energy conservation requires ω2 = (ω1 + ω3)/2

(i.e. the three optical frequencies are equally spaced). The photon generation rate (i.e. power) at
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1.3. Nonlinear processes in silicon

the idler frequency has a quadratic dependence on the pump power, and a linear dependence on

the signal power.

When two continuous-wave lasers tuned to ω1 and ω2 are launched along the same axis into the

bulk nonlinear material, the idler power depends on the degree to which the propagating optical

modes involved in the conversion process (at ω1, ω2 and ω3) are phase-matched.1 This can be

satisfied fairly naturally for FWM, by choosing |ω2 − ω1| such that |ω2 − ω1| << ω2 and such

that the bandwidth for the FWM process is narrow enough that the linear material dispersion is

minimal.

In the spontaneous version of this process, only the pump excitation is present (ω2), and vacuum

fluctuations facilitate the conversion of two ω2 pump photons to a pair of photons with frequencies

ω1 and ω3. Alternatively, when two excitations are present at frequencies ω1 and ω3, two single

photons at each of these frequencies are spontaneously converted to two photons at ω2.

Kerr effect and two-photon absorption (modifying propagation properties at the

driving frequency)

The Kerr nonlinearity is a classical third order nonlinear process which causes changes to both

the real and imaginary parts of the refractive index of silicon, dependent on the field intensity.

In contrast to the stimulated frequency mixing processes described above, where the third order

polarization density oscillates at a new frequency, the Kerr nonlinearity arises due to polarization

density contributions that oscillate at the excitation frequencies, through mixing processes like

| ± ω1 ∓ ω1 ± ω1| = ω1. In the linear limit, the refractive index is n0 =
√

1 + χ(1), where P (1) =

ε0χ
(1)E(t). When excitation at a single frequency is injected in the silicon, with electric field

E(t) = E1 cos(ω1t), the Kerr nonlinearity introduces a third order polarization contribution that

is proportional to both E(t) and the field intensity I, such that the total polarization density is

P (t) ∼ ε0
[
χ(1) + 3χ(3)

2ε0cn0
I
]
E(t), and the nonlinear refractive index is nNL ' n0 + 3χ(3)

4n2
0ε0c

I.

In silicon, the real part of the χ(3), at the frequencies of interest, is positive such that the real

1Phase matching means that the polarization density with oscillation frequency ω3, which in general has a spatial
dependence of exp(ikP3 z), where z is the propagation direction, will only efficiently generate electromagnetic fields at
ω3 if kP3 matches the wavevector that light with frequency ω3 propagates in the medium, k3 = ω3n(ω3)/c, where n(ω3)
is the refractive index at ω3. The polarization density that arises from FWM is kP3 = 2k2−k1, where k1 = ω1n(ω1)/c
and k2 = ω2n(ω2)/c, such that phase matching requires ω3n(ω3) = 2ω2n(ω2)− ω1n(ω1).

9



1.3. Nonlinear processes in silicon

part of nNL increases with intensity, thus introducing nonlinear dispersion. The imaginary part

of the silicon χ(3) is associated with two-photon absorption, a process in which two photons, with

total energy ωtot ∼ 2.4 × 1015 rad/s (in units of ~), are absorbed to excite a free-carrier above

the silicon electronic bandgap (∆ωSi = 1.68× 1015 rad/s). The absorption process is mediated by

phonons to achieve momentum conservation across the indirect bandgap. Two-photon absorption

has implications beyond directly introducing loss through the χ(3)-dependent refractive index. The

free-carriers generated cause dispersion by lowering the real part of the refractive, and they also

introduce further loss by absorbing radiation, thus adding yet another nonlinear contribution to the

imaginary part of the refractive index. Furthermore, the power absorbed in both of these nonlinear

processes result in thermal dispersion, such that the real part of the refractive index increases with

heating. These “knock-on” effects can be described in terms of their contributions to an effective

degenerate χ(3).

In the discussions above, the χ(3) is assumed to be a scalar, while in practice, it is a tensor that

depends on the frequencies involved in the mixing processes. As such, the non-degenerate frequency

mixing χ(3) tensor, is different from degenerate nonlinear propagation χ(3) tensor. However, for the

cases considered in this thesis, the differences in the non-degenerate frequencies are so small that

the χ(3) tensor is effectively the same as that for degenerate mixing.

1.3.2 Applications of nonlinear processes in silicon

Frequency mixing

The original motivation of this work was to use spontaneous FWM in silicon to generate photon

pairs for QI-related applications, including non-deterministic heralded single photon sources. It is

interesting to note that second order nonlinear photon pair sources are currently the workhorses

of bulk optical QI implementations, and also widely used for testing QI-related photonic circuits.

These sources efficiently generate photon pairs through a second order process called “spontaneous

parametric down-conversion” (SPDC), where a single pump photon is converted to two lower en-

ergy signal and idler photons [41]. Spontaneous FWM sources cannot, in general, serve as direct

replacements for these sources, as SPDC sources can be operated in configurations where they
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1.3. Nonlinear processes in silicon

generate photon pairs in quantum mechanically entangled states, which are of great interest in

QI applications. It is not possible for spontaneous FWM sources to directly produce entangled

photon pairs, however entangled states can be achieved by passing the photons through networks

of beam-splitters and other optical components [29, 78, 97].

Pump

Signal

Idler

Idler

(a)

(b)

Pump

Signal

Figure 1.5: Schematic of stimulated four-wave mixing (FWM) signal processing applications. The signal,
pump and idler frequencies are ωs, ωp and ωi, where 2ωp = ωs +ωi. (a) The signal-to-noise ratio (SNR) in a
modulated amplitude signal (high and low amplitudes represent 1’s and 0’s, respectively) is reduced through
the FWM process by translating the data signal from the pump light to idler light. The SNR is improved in
the idler amplitude owing to the quadratic dependence of the idler power on the pump power. The schematic
shows that the amplitude-modulated pump light undergoes frequency mixing with the unmodulated signal
(ωs) light, to produce modulated light at the idler frequency ωi. Here the solid lines show the modulated
signals, that sit above the no-power baselines (dashed-lines). (b) The timing jitter in a return-to-zero data
stream (each bit is separated by a low amplitude time interval) is reduced by modulating the signal on the
same clock, such that idler power can only be generated when the signal excitation is on.

Stimulated four-wave mixing has applications in classical quantum information processing, for

various all-optical signal processing tasks [25, 74]. For example, this process can be used to dis-

tribute information over multiple frequency channels for parallel processing, as illustrated in Fig.

1.5(a). Information encoded in the modulated amplitude of an optical signal with carrier frequency

ωp (the pump), is translated to another frequency, ωi (the idler), by activating a signal laser at

ωs = 2ωp − ωi which stimulates the four-wave mixing conversion process. Four-wave mixing is also

used for improving the quality of optical signals by increasing the signal-to-noise and reducing the

timing jitter, as illustrated in Fig. 1.5(a) and (b), respectively. In Fig. 1.5(a), when stimulated

FWM is performed with an amplitude modulated pump excitation, and an unmodulated signal ex-

citation, the idler light generated has a higher signal-to-noise than the pump due to the quadratic
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dependence on the pump power. The timing jitter is reduced when the signal is modulated on a

clock that coincides with that of the pump, such that idler power can only be generated over the

durations of time when the signal is active, as shown in Fig. 1.5(b). This approach is appropriate

for “return-to-zero” data streams where there are time intervals between each bit when the signal

is held in a low state.

The spontaneous and stimulated four-wave mixing applications are adversely affected by non-

linear absorption introduced by the Kerr nonlinearity. Input powers are raised to compensate for

losses in the pump/signal excitations. In addition, absorption reduces the idler power in stimulated

FWM applications and reduces pair generation rates in spontaneous four-wave mixing applications.

In the context of heralded photon sources, the latter problem is two-fold, as the absorption of a

single photon in a pair leads to a greater number of occurrences when the heralding photon triggers

the detector in the absence of a partner photon [35].

Nonlinear dispersion

Nonlinear dispersion effects are employed to realize all-optical signal processing components like all-

optical switches, all-optical bit memories and optical logic functions [3, 60, 63]. One basic approach

taken involves using strong “pump” and weak “probe” excitations. The transmission response of

the weak probe through the silicon device depends on the strength of the pump excitation that

nonlinearly modifies the real part of the refractive index. When the transmission response function

has a very strong dependence on the refractive index, low pump powers can achieve the desired

control of the probe transmission. Optical resonators that contain nonlinear optical materials are

commonly employed for this reason, as the resonant transmission frequencies are very sensitive to

the refractive index.

In a high finesse optical resonator that contains a nonlinear optical material, high intensities of

light build up inside the resonator when it is resonantly excited, such that nonlinear interactions can

be achieved even with relatively low excitation powers. At very low incident powers the resonator

effectively acts like a spectral filter, such that it only transmits light (and correspondingly only

allows light within the resonator) with optical frequencies lying within the narrow-bandwidths of

the resonant modes it supports. A probe excitation tuned to a resonant frequency is transmitted
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through the device, however its transmission is affected when a pump excitation, tuned near a

different resonant mode frequency, is activated. The nonlinear change of the refractive index within

the resonator induced by the pump causes the resonator mode frequencies to shift, such that the

probe becomes non-resonant and its transmission significantly drops. This is the basic premise of

all-optical switching.

There is also an “optical bistability” phenomenon that arises due to nonlinear dispersion in

resonator structures, and plays an important role in a number of all-optical processing devices.

Optical bistability is effectively a hysteresis in the resonator response function. In other words,

the resonator response depends on the history of how it was probed. For example, when the

transmission of light through the resonator is measured as a function of the excitation frequency,

the resulting spectrum is different when the frequency is swept from low-to-high, as compared to

when its swept high-to-low, and the nature of this altered spectrum depends on the incident power.

1.3.3 Efficient and compact nonlinear devices

For the bulk silicon nonlinear processes described above, the third order nonlinear polarization

density is large when the local excitation intensity is high. A strong third order nonlinear response

is achieved in bulk silicon when high excitation intensities are maintained over large volumes.

Consider the case where the excitation is derived from laser light launched into the bulk silicon. A

trivial way to increase the excitation intensity in the bulk silicon, is to simply increase the laser

power. Alternatively, the laser can be tightly focused, such that a strong localized intensity is

achieved. The highest intensity reached in a Gaussian beam is inversely proportional to the beam

waist radius (at the narrowest point) squared. Away from the waist, the beam width diverges due

to diffraction. The length over which the width is maintained below a factor of
√

2 of the waist

radius, called the Raleigh length, is proportional to the beam waist squared. As a result, for focused

lasers in bulk silicon, there is a trade-off between peak intensity and the volume over which a high

intensity is maintained, that ultimately limits the achievable total nonlinear response for a given

laser power. This means that in practice, nonlinear experiments in bulk silicon are almost always

done with pulsed laser sources that have much higher peak power than CW sources.

The waveguides used to route light in PICs offer a simple and very effective means of avoiding
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this diffraction limit. Their cross-sectional areas are on the order of a squared wavelength, close

to the diffraction limited area of a focused laser beam, but their Raleigh length is effectively the

length of the waveguide itself. The effective distance of propagation over which the nonlinear

interactions occur is thus increased over the bulk case by roughly the ratio of the waveguide length

to the Raleigh length associated with a diffraction limited beam waist: this ratio can be huge. In

four-wave mixing applications in silicon, CW pump powers of < 10 mW are launched into 1.0 cm

long waveguides, and signal to idler conversion efficiencies of ∼ −35 dB are observed [26]. As in

the bulk case, it is critical that the three waveguide modes involved in the nonlinear process (at

the pump, signal and idler frequencies) have propagation phases compatible with phase-matching.

In the waveguides, the related mode dispersion is due to a combination of material dispersion and

so called “waveguide dispersion” associated with the index contrast and waveguide dimensions.

The footprint of such a device can be dramatically reduced by turning a short segment of

waveguide into a circular loop (radius ∼ 5 − 10 µm), such that light circulates many times be-

fore eventually coupling out into a connecting waveguide. The structure described here is a ring

resonator, that supports travelling wave resonant modes, such that only excitations with optical

frequencies near the resonant mode frequencies are allowed to propagate in the ring. Over the

phase-matching bandwidth of the waveguide, the modes frequencies are nearly equally spaced and,

the mode profiles are spatially overlapping. This resonator structure is suitable for four-wave mix-

ing applications, where the signal, pump and idler frequencies coincide with resonant modes. It

is also suitable for the all-optical switching applications described above, as it supports multiple

modes, and has a resonant response that is sensitive to nonlinear dispersion promoted in the ring.

Other types of travelling wave resonators are also considered for four-wave mixing applications,

including pedestal microdisks and microtoroidal resonators [44, 72]. Light travels along the inner

rim of the circular structure, which is suspended in air by a pedestal at its center, and is evanescently

coupled to a tapered optical fibre for excitation and extraction. Silica microtoroidal whispering

gallery mode resonators support very high quality factor modes (Q > 108) and demonstrate efficient

frequency conversion spanning large bandwidths (cascaded over many modes), to create frequency

combs [44]. However, these structures are not easily integrated into photonic circuits.

In general, resonator structures have the drawback of being narrowband (they only work if
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the excitation wavelengths correspond to the resonant mode frequencies). An alternative way to

enhance the effective nonlinear interaction strength in a non-resonant manner is by engineering the

dispersion of a straight waveguide to greatly reduce the group velocity of the relevant modes. By

slowing the propagation speed of light, the relevant interaction time can be achieved over a much

shorter propagation distance [9]. A common way to achieve “slow-light” is using photonic crystal

waveguide structures [19, 56, 103]. In these structures, coherent scattering of submicron features

etched in the silicon results in net propagation speeds of ∼ 30 times smaller than the speed of light

[9]. Photonic crystal waveguides ∼ several 100 µm long have been found to yield spontaneous four-

wave mixing pair generation efficiencies ∼ 20 times higher than centimeter long wire waveguides

[35]. These compact structures are less amenable to the nonlinear dispersion applications discussed

above as they are non-resonant.

The ultimate limit for reducing the footprint of nonlinear devices is reached by stopping light

propagation. This is achieved with resonator structures that confine light for thousands or millions

of optical cycles in cavities with dimensions on the order of a cubic wavelength. Section 1.4 explains

how such resonators can be fabricated in silicon PICs using photonic crystal-based microcavities.

These types of ultra-compact resonators have a footprint on the order 100 squared wavelengths,

compared to a ring resonator, which typically occupies 1000 squared wavelengths. For optical

switching applications, the smaller mode volume of these PC microcavities compared to ring res-

onators allow them to perform optical switching functions at reduced power levels. However, for

FWM applications, a single PC microcavity can’t be used since it typically supports only a single

high Q mode.

One way to take advantage of these compact microresonators for FWM applications is to fabri-

cate three copies in close enough proximity so that their nearly degenerate modes couple and form

three distinct modes of a triple-cavity structure. A triple microcavity structure, was found to have

spontaneous four-wave mixing photon generation rates 100 times greater than a ring resonator [8].

To realize efficient, low power, nonlinear devices based on optical resonators, like ring resonators

and PC microcavities, it is critical that light is efficiently loaded in the microcavity, and unloaded

into PIC waveguides. This requires careful engineering of the waveguide coupling. Single ring

resonator structures are evanescently side coupled channel waveguides, with limited flexibility. In
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contrast, 2D PC microcavities offer a platform for flexible waveguide coupling, which adds to the

the benefits of realizing nonlinear devices in this platform [58].

1.3.4 Nonlinear device design and performance

A photonic structure is proposed in this thesis, originally for use as an efficient photon pair source,

but it is also well-suited for all-optical frequency conversion, and all-optical switching applications.

A scanning electron microscope (SEM) image of the structure is shown in Fig. 1.6(a). It incorpo-

rates three coupled PC microcavities and two waveguides, and has a device area of ∼ 50 µm2. The

structure is defined in an SOI wafer with a 220 nm device layer of silicon, that sits on 3 µm thick

layer of SiO2 that lies on the silicon base.

Schematics of the excitation schemes used to measure the structure’s nonlinear functionalities

are shown in Figs. 1.6(b)-(d). Figure 1.6(b) illustrates that spontaneous four-wave mixing mea-

surements involve resonantly coupling pump light from a single laser into the PC microcavity via

the input waveguide, resulting in the generation of signal and idler photons in separate microcav-

ity modes. These photons, along with pump microcavity photons, are coupled into the output

waveguide, and directed off-chip for detection. Photons also leave the microcavity through other

mechanisms, including coupling back into the input waveguide, scattering, and absorption in the

silicon. The major challenge that the proposed design sought to overcome was to achieve preferen-

tial coupling of the signal and idler photons to the output waveguide, and preferential coupling of

the pump photons to the input waveguide. In this work, attempted measurements of spontaneous

FWM did not yield clear indications of photon pair generation, and future studies are required to

understand the results from these measurements.

The frequency conversion is observed by resonantly exciting two modes of the microcavity

using light from two lasers, such that idler photons are generated in a third resonant mode through

stimulated four-wave mixing, as shown in Fig. 1.6(c). Across the four devices measured, the best

frequency conversion efficiency (idler power divided by the product of the signal power and the

squared pump power) is found to be ηP
FWM = 1.4 × 10−8 µW−2, which is an order or magnitude

higher than a comparable triple nanobeam photonic crystal microcavity [8] and ring resonator

structures [5, 7, 92, 109].
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Figure 1.6: Proposed photonic crystal structure that supports multiple nonlinear functionalities. (a) Scan-
ning electron microcavity image of a fabricated structure. The microcavity and waveguide regions are
indicated. (b)-(d) Schematics of the microcavity (circle) coupled to input and output waveguides (rect-
angles) under different excitation schemes. The red, green and blue arrows show the passage of light at
three different frequencies. (b) Spontaneous four-wave mixing. Pump light at ωp (green) enters the input
waveguide and resonantly excites a mode of the microcavity. Photon pairs are generated at signal and idler
frequencies ωs (blue) and ωi (red), respectively, through spontaneous four-wave mixing. Energy conservation
requires 2ωp = ωs + ωi, and the conversion process is only efficient where ωs and ωi pairs coincide with
microcavity resonant modes. Photons leave the microcavity through coupling to the output waveguide, the
input waveguide, and radiation, as indicated by the arrows. The microcavity photons are also absorbed
by the silicon. (c) Stimulated four-wave mixing. Pump and signal excitations at ωp (green) and ωs (blue),
respectively, resonantly excite two modes of the microcavity and photons are generated at the idler frequency
ωi (red). (c) Kerr effect. One mode of the microcavity is resonant probed with a single laser and the in-
duced nonlinear changes to the microcavity refractive index affect transmission spectrum lineshape through
resonant frequency shifts and decreased peak transmission.

The nonlinear Kerr effect, which is critical to all-optical switching applications, is demonstrated

by exciting the microcavity with a single laser and measuring the transmission spectrum as a
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1.4. Photonic crystal structures

function of the laser power, as illustrated in Fig. 1.6(d). When probed at sufficiently high power,

the nonlinear Kerr effect causes changes to the real and imaginary parts of the refractive index that

results in shifts of the resonant wavelength and reduced transmission, such that the transmission

lineshape becomes distinctly different from the Lorentzian lineshape observed at low powers. Based

on the transmission spectra, it is possible to extract the minimum power threshold figure-of-merit,

above which the Kerr effect is strong enough for the structure to be considered for all-optical

processing applications. For the structures presented in this thesis, power thresholds as low as 17

µW are measured which compares well with those reported in the literature for 2D PC structures,

which range from ∼ 10− 200 µW [11, 63, 84, 94].

1.4 Photonic crystal structures

A photonic crystal (PC) is a periodic arrangement of dielectric materials, and a planar two-

dimensional (2D) PC is commonly realized by etching a periodic array of holes in a dielectric

slab[61], as shown in Figs. 1.7(a) and (b). Planar photonic crystals are designed so that there is

a range of frequencies over which light bound to the slab is prohibited from propagating in the

crystal, called the photonic bandgap, which is analogous to the electronic band gap for an electron

in an atomic lattice. The photonic bandgap plays important roles in common PC-based devices,

slow-light waveguides and compact microcavities that strongly promote light-matter interactions.

Figure 1.7(c) shows the photonic bandstructure of a planar 2D PC, consisting of a high-index

slab perforated by an hexagonal array of holes and surrounded by a uniform low-index region

above and below. The bandstructure describes the electromagnetic modes supported by the PC

at frequency ω, which obey Bloch’s theorem, Ek(r, ω) = exp(ik · r)uk(r, ω), where uk(r, ω) is a

periodic function, with lattice vector a in the plane of the slab, such that uk(r + a, ω) = uk(r, ω).

This is alternatively stated as, Ek(r+a, ω) = exp(ik·a)Ek(r, ω) [38]. Here modes are plotted for the

three different axes of symmetry of the hexagonal PC structures. The k labels an electromagnetic

mode that satisfies the Bloch equation with that k vector. There are two types of modes in

this symmetrically clad slab, which appear in the bandstructure: transverse electric (TE) and

transverse magnetic (TM). Transverse electric and magnetic modes have electric and magnetic
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Figure 1.7: Planar photonic crystal defined in a silicon-on-insulator (SOI) wafer. (a) A hexagonal periodic
lattice of holes is etched in the top silicon slab of the SOI, called the device silicon, which sits on an oxide
layer and a silicon base. (b) Light is contained in the device silicon with respect to the ẑ direction by total
internal reflection (TIR) occuring at the air and SiO2 oxide interfaces. The planar photonic crystal supports
transverse-electric (TE) and transverse-magnetic (TM) modes. (c) Bandstructure of a PC, plotted as a
function of the three reciprocal lattice vectors, in the first Brillouin zone. The TE and TM modes are shown
as red and blue lines, respectively. The TE bandgap is indicated (shaded green), and the light cone is also
indicated (shaded yellow). Modes that fall below of the light cone (solid lines) are bound to the device silicon
through TIR, while those falling within the light cone are partially unbound (dashed lines). This figure is
reproduced and modified, with permission, from Ref. [24].

field components that lie completely in the plane of the slab at its midpoint, respectively.

The bandstructure in Fig. 1.7(c) shows that the TE modes have a large photonic bandgap in

thin slabs containing a periodic array of etched holes, which makes them ideal for device engineering.

It is important to note that for 2D planar PCs, the bandgap is never a full bandgap, as there are

always radiation modes that exist where ω ≥ c|k|/ns, with ns being the index of the material

surrounding the slab (typically air and/or SiO2). The presence of radiation modes goes hand in

hand with the limitations of TIR in confining light to the slab. It is common to indicate the presence
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1.4. Photonic crystal structures

of the radiation modes in the bandstructure by including a “light-line” or “light-cone”, as shown

in Fig. 1.7(c). Modes that fall within the light cone (above the light-line) are called “quasi-bound”

modes, while those that fall below the light-line are called “bound modes” as they are rigorously

confined to the slab.
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Figure 1.8: Photonic crystal (PC) defect structures defined in silicon-on-insulator. (a) Photonic crystal
waveguide introduced to the PC by omitting a row of holes. The Ey field profiles in the center slab of the
silicon for two different transverse electric waveguide modes are plotted, and the PC holes are outlined in
white. (b) Bandstructure diagram for the line defect, plotted as a function of the wavevector along the
waveguide axis, kx, in units of 2π/a, where a is the lattice spacing of the PC. The continuum of bulk PC
modes are shown in gray. Two waveguide modes that exist in the bandgap are plotted as the solid blue and
dashed red lines. The light cone is shown in pale yellow. The field profiles of the two modes at kx = π/a edge,
indicated by solid and dotted arrows, are shown in (a), as the left and right plots, respectively. (c) Photonic
crystal microcavity introduced to the PC by omitting three holes in a row, called an “L3” microcavity. The
field intensity of the fundamental mode supported by the defect is plotted, and the holes are outlined in
white. (d) Examples of coupling geometries between PC waveguides (WG) marked with red arrows and an
L3 microcavity.

When a defect is introduced to the uniform photonic crystal structure, quasi-bound and bound

modes can be introduced within the PC bandgap. A PC waveguide is created in a two-dimensional
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1.4. Photonic crystal structures

(2D) planar PC by a omitting a line of holes [9, 53], as shown in Fig. 1.8(a). An example of

the bandstructure along the waveguide axis is shown Fig. 1.8(b). In PC waveguides, light is

transversely confined to the waveguide due to the absence of modes supported in the bulk photonic

crystal. The guided light coherently scatters off the crystal as it propagates, making it possible

to engineer very low group velocities, as exemplified by the flat dispersion curve. Photonic crystal

waveguides are routinely used to achieve propagation speeds of ∼ c/30, for applications requiring

strong light-matter interactions.

Photonic crystal structures are not only used to slow light, but also to stop light. Microcav-

ity resonators supporting standing-wave modes are realized in photonic crystals by perturbing the

photonic crystal in a localized volume, like the example shown in Fig. 1.8(c). The microcavities

provide a means to confine light to small volumes [∼ (λ/n)] for many optical cycles, creating an

ideal environment for enhancing light-matter interactions. PC microcavities are considered for

applications in a number of different fields included nonlinear optics, cavity quantum electrody-

namics, optical trapping and optomechanics. Various designs have been proposed including linear

hole defect structures [like the “L3” cavity in Fig. 1.8(c)] where one or more holes are omitted,

heterostructure structures where the lattice spacing is perturbed, and mode gap structures where

holes are shifted to create a defect region.

The oxide layer beneath the planar 2D PC microcavities is typically removed, in a process called

“undercutting”, to increase the photon cavity lifetime (and quality factor). The removal of SiO2

increases the index contrast at the boundary (nSi = 3.47, nSiO2 = 1.44, nair = 1), resulting in a

stronger TIR condition (or equivalently, making the light-cone smaller), such that radiation losses

are reduced. This process has been found to improve quality factors by over an order of magnitude.

Light is coupled into and out of PC microcavities using PC waveguides that are brought in

close enough proximity that their mode fields overlap. This is achieved using a variety of waveguide

coupling schemes, like those shown for an L3 cavity in Fig. 1.8(d).

Ring resonators and nanobeam microcavities are two alternative compact microresonators con-

sidered for similar applications as 2D PC microcavities. Ring resonators typically have radii of

∼ 5−10 µm and Q ∼ 104, and they support multiple modes separated by a free-spectral range, much

like Fabry-Perot cavities. The free-spectral range is dependent on the waveguide mode/material
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dispersion. While the mode volumes of ring resonators are larger than 2D PC structures, they

are competitive candidates for nonlinear applications owing to the multiple modes supported and

the relative ease of fabrication. Nanobeam microcavities are another strong candidate. These are

structures formed by patterning a one dimensional PC along a channel waveguide. These micro-

cavities also benefit strongly from undercutting, and high Q undercut cavities with small mode

volumes have been observed, comparable to those found for 2D PC structures. Two disadvantages

of the nanobeam structure compared to the 2D PC structures is that they are less structurally

stable after undercutting, and they offer less flexibility for waveguide coupling.

1.5 Dissertation overview

This thesis describes an efficient nonlinear integrated optical device structure that is thoroughly

characterized using a novel combination of complementary experimental probes and associated

nonlinear models. The device exhibits optical bistable behaviour at low excitation powers, and

high efficiency frequency conversion (via stimulated four-wave mixing).

The primary focus of this work is on the device characterization, which is nontrivial in this

structure primarily due to the presence of the two distinct waveguides coupled to the microcavity.

The waveguide coupling strengths play important roles in controlling how much energy is coupled

into the microcavity, and thus affect the magnitude of the nonlinear response. For a microcavity

coupled to a single waveguide, the waveguide coupling strength is the same for both directions (as-

suming perfect fabrication), and so can be found from a straight-forward measurement, taken in the

linear regime. As a result, the linear behaviour of the microcavity is reasonably well characterized,

and the nonlinear behaviour can be studied directly [11, 94]. When a second microcavity-coupled

waveguide is introduced, as is done here, it becomes impossible to determine both waveguide

coupling strengths from the same, relatively simple, linear measurement. Numerical simulations

provide good estimates for waveguide coupling strengths, so long as fabrication imperfections do

not strongly affect them. Unfortunately, the current state of the art for SOI PC device fabrication

does not satisfy this condition. As a result, it was necessary to develop a complex analysis protocol

that takes into account, and relies on, a complete set of linear and nonlinear transmission, and
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stimulated FWM data.

Chapter 2 contains a basic overview of the linear transmission, nonlinear transmission (Kerr

effect/bistability), and stimulated four-wave mixing spectroscopy measurement used in this work.

The device design and fabrication considerations are described in Chapter 3. The systematic

procedure followed to design the photonic crystal structure, for spontaneous four-wave mixing, is

outlined, and the numerical simulations that guide the design process are described. The design of

the other circuit components, namely the input and output ports is also presented. An overview is

also given of the fabrication layout, where critical device parameters are varied across the layout in

an effort to ensure that at least a subset of the actual fabricated devices are similar to the designed

devices. The “reference devices” included in the layout, which ultimately make it possible to esti-

mate the contribution of the input and output ports to the total device response, are also described.

Finally, the post-fabrication procedure used to undercut the fabricated devices is presented.

In Chapter 4, the initial measurements used to characterize the basic properties of the micro-

cavity devices and lay the groundwork for the nonlinear measurements and characterization are

presented. For example, to identify “good” microcavity candidates for four-wave mixing, which

support three nearly equally spaced modes, the linear transmission spectra are surveyed for 56

devices across two microchips. The basic measurement scheme and results for stimulated four-wave

mixing are presented for a good candidate device.

The main results of this work are presented in Chapter 5. Here the linear and nonlinear

transmission results are reported, along with the four-wave mixing results, for four different triple-

mode microcavity devices. The analysis procedure used to characterize the devices, and find the

15 microcavity parameters for each device that ultimately determine the device behaviour in the

regimes of interest, is described. The best fit parameters are presented, and experimental data is

compared to the model functions that contain these parameters.

In Chapter 6, the results presented in the previous chapter are discussed. The best fit parameters

resulting from the analysis are compared to the literature and to numerical simulations. Two

performance metrics for the nonlinear device are also compared to those in the literature: the

stimulated four-wave mixing efficiency and the Kerr effect threshold power.

Finally, the conclusions of this work are presented in Chapter 7. The impact of this work is
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summarized here, and future work is proposed.

There are a number of appendices that are referenced within the body of the work. These

appendices provide supplementary information on a range of different components of this work,

including design, theory and analysis.
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Chapter 2

General overview of linear and

nonlinear measurements

Measurements of the linear and nonlinear functionalities of fabricated triple microcavity photonic

crystal structures are central to this thesis. The measurements results not only help quantify the

structure’s suitability for frequency conversion and all-optical processing applications, but they are

actually required in the characterization protocol used to extract the optical parameters necessary

for creating a model that describes all nonlinear functionalities.

There are 15 unknown parameters that are sought after, which are summarized in Table 2.1. In

the “linear” regime, when the microcavity is probed at low enough power that nonlinear effects are

negligible, the parameters that dictate the response include the resonant wavelengths of the three

resonant modes of interest, λm, and the lifetimes of different scattering and absorption processes

that determine how light couples into and out of the microcavity, shown schematically in Fig.

2.1(a). The circle represents cavity mode m which has a standing wave pattern, and the rectangles

represent the input and output PC waveguides. The black arrows show that light couples between

the microcavity mode and the input and output waveguide modes with coupling lifetimes τ in
m

and τout
m , respectively. The coupling strengths depend on the overlap between the cavity mode

and the waveguide modes supported at the mode resonant frequency. Each mode has different

coupling strengths to the input/output waveguides due to their distinct mode profiles, as shown

in Figs. 2.1(b)-(d). The gray arrow shows that light can also couple out of the cavity through

other mechanisms, like out-of-plane scattering and material absorption, with lifetimes τ scatt
m and

τabs, respectively. The absorption lifetime is not taken to be mode-dependent in this study, as it

is expected to be very similar for each of the three modes, owing to the similar surface to volume
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ratios. Throughout this thesis, modes m = 1, 2, 3 refer to the lowest, middle and highest resonant

wavelengths, respectively, and are also referred to as M1, M2 and M3.
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Figure 2.1: Triple photonic crystal (PC) microcavity coupled to input and ouput waveguides studied in this
thesis. (a) Schematic diagram of the cavity modes coupling to various channels. The cavity is represented
by the circle, while the waveguides are represented by rectangles. The coupling lifetimes for mode m are
labelled, where τ in

m and τout
m are the coupling lifetimes to the input and output waveguides, respectively,

while τ scatt
m is the scattering lifetime and τabs

m is the linear absorption lifetime. (b)-(d) Electric field intensity
plots of modes M1, M2 and M3 (in that order). The PC holes are shown with white contours. The input and
output waveguides are labelled is “IN” and “OUT”. (e) Example of an experimental transmission spectrum
measured in the linear regime for a triple microcavity device.

In the “nonlinear” regime, the optical Kerr effect leads to changes in both the real and imaginary

parts of the refractive index, that impact the resonator response. The effective free-carrier lifetime,

τcarrier, and the thermal resistance, Rth, are two microcavity parameters that determine the change

in free carrier density and sample temperature as a function of excitation power. Excitation-power-

depedent free-carrier density and microcavity temperature contribute to the nonlinear shifts of the

cavity resonant frequency and Q value. There are other important parameters related directly or

indirectly to the nonlinear response that are known for bulk silicon, and therefore do not have

to be found in the characterization process. They include: the two-photon absorption coefficient,

βTPA, the free-carrier absorption cross-section, σFCA, the electron and hole free-carrier dispersion
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Chapter 2. General overview of linear and nonlinear measurements

Table 2.1: Summary of the linear and nonlinear microcavity parameters. The subscript m labels the mi-
crocavity modes, of which there are three. The number of unknown parameters of each type are listed in
the “Unknown” column. The nonlinear parameters that are known for bulk silicon have no entry in this
column. The number of unknown parameters that enter the model functions for the linear transmission (LT),
nonlinear transmission (NLT), and stimulated four-wave mixing (FWM) measurements are indicated, and
check marks indicate which of the known parameters are also included. The NLT model contains parameters
for m = 1 and 2 only, as only these two modes are measured.

Parameter Description Unknown LT NLT FWM

λm Resonant wavelength 3 3 2 3

τ in
m Input waveguide coupling lifetime 3 3 2 3

τout
m Output waveguide coupling lifetime 3 3 2 3

τ scatt
m Scattering lifetime 3 3 2 3

τabs Linear material absorption lifetime 1 1 1 1

Rth Thermal resistance 1 1

τcarrier Effective free-carrier lifetime 1 1 1

βTPA Two-photon absorption coefficient 3 3

σFCA Free-carrier absorption cross-section 3 3

ζFCD Free-carrier dispersion nonlinear parameter 3

dn/dT Refractive index temperature dependence 3

βFWM
† FWM conversion coefficient 3

Total unknown parameters 15 13 11 14

† Calculated using χ(3) for silicon (known) and numerical simulations.

parameter, ζe,h
FCD, and temperature dependent index change of bulk silicon, dn/dT . Four-wave

mixing also depends on the conversion coefficient βFWM, which captures the strength of the third

order susceptibility, χ(3), and the overlap between the three modes involved in the process, and is

well-estimated using numerical simulations.

Linear transmission spectra, measured at low power, directly and almost trivially provide nine

pieces of information about the linear microcavity response: the resonant wavelength, λm, the peak

relative transmission (normalized to the input power), T
lin
m , and the total lifetime, τ lin

m , for all three

modes. However, the linear transmission model depends on 13 linear parameters [see the “LT”

(linear transmission) column of Table 2.1]. So while the three λm are directly extracted from the

linear transmission spectra, there are only 6 pieces of information about the unknown 10 lifetimes.
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It is evident that this measurement alone is not sufficient for extracting all unknown microcavity

parameters. Supplemental measurements in the nonlinear regime are required to provide necessary

additional information on the linear parameters, and to extract the effective free carrier lifetime

and thermal resistance parameters.

Measurements of the optical Kerr effect and stimulated frequency conversion together provide

enough supplemental information about the optical response to reliably extract all unknown pa-

rameters. The optical Kerr effect is observed by measuring the transmission spectrum as a function

of the input laser power. Specifically, in the nonlinear regime, the resonant wavelength undergoes

a shift, ∆λNL
m , and the peak transmission, T

NL
m , decreases. For the structures studied in this the-

sis, two of the three modes have sufficiently high Qs that enough energy is loaded in the modes

to induce observable nonlinear effects (for the laser powers accessible). The nonlinear transmis-

sion ∆λNL
m and T

NL
m for the two modes involved in the analysis are modelled using 11 unknown

parameters, as shown in the “NLT” (nonlinear transmission) column of Table 2.1.

Frequency conversion is measured by resonantly exciting two modes of the microcavity using

two lasers, and the power generated in the third mode through stimulated four-wave mixing is

recorded as a function of one of the input powers, while the other is held fixed. There are two

different excitation configurations (excite M1 and M2, or excite M2 and M3), resulting in a total

of four data sets. The model that simultaneously describes both excitation configurations involves

14 unknown parameters, as shown in the “FWM” column of Table 2.1.

Conceptually, and in practice, the data obtained from the linear transmission spectra of each

of the three modes, the nonlinear transmission of the two high Q modes, and the stimulated FWM

power-dependent conversion efficiencies can be, and are, all combined into a single, least-squares

analysis, where the squared differences between the experimental results and their respective model

functions are globally minimized to extract a unique set of device parameters that adequately

explain all linear and nonlinear behaviours. This approach was in fact only used after following a

slightly different way of separately and iteratively applying a least-squares analysis to the nonlinear

transmission and stimulated FWM data. While both approaches yield the same final result, the

latter was used originally because it was more intuitive, and helped reveal useful information about

correlations that exist between various parameters when focused on just one or the other of these
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nonlinear datasets.

2.1 Transmission in linear regime

In linear transmission measurements, light from a single laser is coupled into the microcavity, and

out-coupled light is studied as a function of the laser wavelength. This is in many ways similar

to the transmission measurement of a conventional macroscopic Fabry-Perot cavity, which is first

reviewed here, before considering a more complex microcavity system.

2.1.1 Fabry-Perot cavity transmission
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Figure 2.2: Fabry-Perot cavity. (a) Schematic of a Fabry-Perot cavity with two mirrors separated by a
distance L, containing a medium with refractive index n. The mirrors have field transmission and reflection
coefficients ri and ti. (b) Example relative transmission spectrum of a lossless Fabry-Perot cavity with
identical mirrors. The resonant frequencies, ωm are labelled, along with the linewidth δωm and maximum

transmission T
lin

m for mode m. The free spectral range (FSR) is also labelled. (c) Relative transmission
spectra for lossless cavity with identical mirrors (solid line), a cavity with loss and identical mirrors (dashed
line), and a losses cavity with non-identical mirrors (dash-dotted line).

The simple Fabry-Perot cavity consists of two parallel flat mirrors with field reflectance r and

transmittance t, as shown in Fig. 2.2(a), separated by distance L, containing a dielectric medium

with refractive index n. In the transmission measurement, the light from single a continuous-wave

(CW) laser is incident through one of the cavity mirrors and the light transmitted through the

second mirror at the output of the cavity is measured. An example transmission spectrum is

plotted as the solid line in Figs. 2.2(b) and (c), for the case where two mirrors are identical and

there is no loss inside the cavity. This is a relative transmission spectrum, calculated by dividing
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the transmitted power after the second mirror by the power incident on the first mirror.

The peaks in the spectrum correspond to the resonant modes characteristic of the cavity, where

the round-trip phase of light circulating the cavity is an integer multiple of 2π. The resonant modes

are separated by the free spectral range,

FSR =
πc

ngL
(2.1)

where c is the speed of light in vacuum, ng is the group velocity of light the cavity dielectric medium,

and L is the length of the cavity. In the following, dispersion is ignored such that ng = n = constant,

and ωm = mFSR, where m is the mode number.

Each resonant peak has three important features, which are labelled in Fig. 2.2(b): the resonant

frequency, ωm, the linewidth δωm, and the maximum relative transmission, T
lin
m . These parameters

contain information about the cavity geometry, material, and mirrors.

The linewidth, δωm, is the full-width at half-maximum (FWHM) of the resonant transmission

peak, and is given by,

δωm =
FSR

F
(2.2)

where F = π/(1 −
√
R1R2) is the cavity finesse, and R1 = |r1|2 and R2 = |r2|2 are the intensity

reflection coefficients for the first and second mirrors, respectively 2. When the mirror reflectivities

are high, such that F is large, the linewidth is small because light trapped in the cavity undergoes

many optical cycles before leaking out, so only a small detuning of the laser frequency off-resonance

leads to a large amount of destructive interference within the cavity, resulting in a low steady-state

energy in the cavity and a drop in the transmission. The linewidth is related to the lifetime of

photons in the cavity, τm, by,

τm =
2F

FSR
=

2

δωm
, (2.3)

The photon lifetime is also expressed in units of the oscillation period using the quality factor, Q,

Qm = τmωm/2 =
δωm
ωm

= mF . (2.4)

2Here the cavity is assumed to be a “good” resonator with R1R2 ' 1, such that it is appropriate to express the
finesse F = π(R1R2)1/4/(1−

√
R1R2) to the lowest order of (1−

√
R1R2).
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2.1. Transmission in linear regime

Both F and Q are useful dimensionless parameters used to describe the strength of a resonator.

For macroscopic cavities, it is sometimes more practical to work with F because m can be very

large for the resonant modes in the laser wavelength range (m ∼ 105).

For the transmission spectrum in Fig. 2.2(c), the maximum transmission relative to the input

power outside of the first mirror, T
lin
m , is unity. This is a signature of a lossless cavity with equal

mirror reflectivities. When losses are introduced in the cavity, due to material absorption, scattering

and other effects, T
lin
m is reduced along with τm, Qm and Fm, resulting in a broadening of the

resonant linewidth, δωm, as shown in the dashed line in Fig. 2.2(c). The transmission peak also

falls below unity when the mirrors have different reflectivities, as is shown by the dash-dotted line

in Fig. 2.2(c). This can be qualitatively understood by considering that when the reflectivities

are equal, light resonantly reflected from the cavity completely destructively interferes with the

non-resonantly (directly) reflected light off the first mirror, resulting in no reflected light. When

the mirror reflectivities are unbalanced, this destructive interference condition is no longer met due

to an imbalance in the resonantly and non-resonantly reflected light, resulting in some net reflection

on resonance.

While the intensity of the output wave can never exceed the intensity of the input wave (i.e.

T
lin
m ≤ 1), the intensity of light circulating in the cavity when excited on resonance can be signif-

icantly larger than the input intensity. For example, consider a lossless cavity with equal mirror

reflectivities, probed on resonance. Given that the cavity transmission is unity, the right-ward

travelling wave inside the microcavity has intensity Iright = Iout/T = Iin/T , where Iin and Iout

are the input and output wave intensities (outside of the cavity), and T = |t|2 is the transmission

of the mirror. When T is very small, as true for a high finesse cavity, Iright >> Iin, and in the

limit of high finesse, Iright ' (Fm/2π)Iin [85]. In a high finesse cavity, there are both right-ward

and left-ward travelling waves with close to equal amplitudes, such that a sinusoidal standing-wave

pattern is formed, and the total intracavity intensity as a function of position z is,

Icav(z) '
∣∣∣√I exp(ikz)−

√
I exp(−ikz)

∣∣∣2 = 4I sin2(kz) (2.5)

where I = Iright ' Ileft, and k = ωn/c is the propagation wavevector inside the cavity. This results
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2.1. Transmission in linear regime

Tunable laser

OUTPUT
INPUT

Photodetector

Figure 2.3: Simplified schematic of transmission measurement of photonic crystal (PC) triple microcavity
device. Light from a tunable laser is focused on the input grating coupler and diffracted into a parabolic
waveguide that narrows to a single-mode channel waveguide. This waveguide is interfaced with the input PC
waveguide, which couples the microcavity. Light is extracted from the microcavity through the ouput PC
waveguide, which is coupled to channel and parabolic waveguides terminated by the output grating coupler.
The extract light is measured by a photodetector.

in a maximum cavity intensity of ' (2Fm/π)Iin. The cavity enhancement of the field intensity

plays an important role in promoting light-matter interactions for the nonlinear processes explored

in this thesis.

Despite some major physical differences between a planar three-dimensional photonic crystal

microcavity and the macroscopic Fabry-Perot cavity, both transmission spectra have the same three

main features discussed above (ωm, δωm, and T
lin
m ).

2.1.2 Microcavity transmission

A simplified schematic of the measurement scheme used to study the transmission through micro-

cavities is illustrated in Fig. 2.3. A more detailed schematic and description is given later, with

other technical considerations in Section 2.1.3. The PC waveguides adjacent to the microcavity

are coupled to channel waveguides that are expanded parabolically and terminated by grating cou-

plers, which play the role of input/output ports. In transmission measurements, light from a single

tunable CW laser is focused on the input grating coupler to launch light into the waveguides, while

light leaving the output grating coupler is collected and sent to a photodetector.

The transmission spectrum for the single PC microcavity structure in Fig. 2.4(a), shown in Fig.

2.4(b), has a Lorentzian lineshape, and λm, δλm, and T lin
m are labelled. The transmission spectrum

is obtained by dividing the spectrum at the output PC waveguide (the point labelled A in Fig.
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2.1. Transmission in linear regime
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Figure 2.4: Single photonic crystal linear three hole defect (L3) microcavity with input and output waveg-
uides. (a) Schematic of the microcavity, where black circles indicate holes etched in the silicon. The red
arrows show the passage of light through the device for transmission measurements. (b) Transmission spec-
trum for the fundamental mode of an L3 cavity simulated with a finite-difference time-domain simulation.

The resonant wavelength, λ1, linewidth, δλ1 and maximum transmission T
lin

1 are labelled.

2.4(a)) by the spectrum at the input PC waveguide (the point labelled B in Fig. 2.4(a)), such that

the effects of all other optical and device components are excluded. The way in which these two

spectra are determined is described in Section 2.1.3.

When contrasting the microcavity linear transmission spectrum in Fig. 2.4(a) with the Fabry-

Perot transmission spectrum in Fig. 2.2(b), one superficial difference is that the microcavity trans-

mission spectrum is plotted as a function of wavelength λ, as opposed to frequency, ω, in order to

be consistent with the majority of the literature considered in this thesis. As such, the linewidth

is labelled as δλ, and the Q is well approximated by Qm = δλm/λm, so long as δλm << λm, which

is true for the microcavities studied here.

One important difference between the microcavity and Fabry-Perot spectra is that the former

contains only a single mode of interest. While multiple modes can be supported by these micro-

cavities, the free spectral range is enormous compared to typical macroscopic resonator cavities,

owing to the short microcavity ”length” that is on the order of λ. As a result, one typically works

with a microcavity mode with mode number m = 1, instead of m ∼ 105 for macroscopic cavities.

Given the low order of the modes considered for microcavities, it is common practice to quote the

Q, instead of the finesse F . When m = 1, Q serves as a good estimate of the cavity enhancement,

where max(Icav) ' (2F/π)Iin ' QIin.
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2.1. Transmission in linear regime

The large free-spectral range of this single wavelength-scale microcavity makes this resonator

structure a poor candidate of four-wave mixing processes, which involve frequency mixing between

light simultaneously in three resonant modes separated by a tiny fraction of the centre frequency.

Ideally, all three modes are close to λ = 1545 nm, nearly equally spaced in wavelength, and within

the laser tuning range. This can be achieved using these low-order microcavity modes by including

three such cavities in close proximity, as shown in Fig. 2.1. In this structure, three nearly identical

cavities are fabricated in close proximity to form a coupled-resonator system. The coupled cavity

system modes in Fig. 2.1 are a result of degenerate mode splitting. Transmission spectra of coupled-

cavity devices show peaks associated with each of the three modes, with an example shown in Fig.

2.1(e). Each mode has a distinct set of λm, δλ and T
lin
m , as determined by the various rates at

which energy in the three distinct modes dissipates to the environment.

2.1.3 Technical considerations

Transmission set-up

The transmission set-up used to measure the triple cavity devices is illustrated in Fig. 2.5. Light

from a Venturi TLB 6600 Swept-Wavelength Tunable Laser is coupled into a single mode fibre

(mode-field diameter 10.4 µm), and light exiting the fibre passes through a ŷ-polarized linear

polarizer (consistent with transverse electric excitation of the grating coupler) then is focused on

the silicon chip surface using a pair of aspherical lenses (Thorlabs AL2550-C: focal length 50 mm,

diameter 25 mm, numerical aperture 0.230). The focusing optics are arranged to produce one-

to-one imaging, such that the spot on the sample (chip) is approximately 10 µm (verified using

a knife edge measurement [10]). Light is collected off the chip surface using an elliptical mirror

(numerical aperture ∼ 0.06) placed 15 cm away from the sample that focuses light scattering from

the chip surface at 1.5 m from the mirror, resulting in a 10× magnification factor. The collected

light is reflected off Mirror 1, and is then sent through a linear polarizer (also ŷ-polarized) and an

iris before it’s incident the Newport 818-G photodetector. Mirror 1 is adjusted to direct only the

light from output grating coupler through the iris. While the elliptical mirror remains fixed, both

the excitation optics (lenses and input polarizer) and the sample are mounted on x, y, z translation
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2.1. Transmission in linear regime

Figure 2.5: Transmission set-up. Light from a tunable laser is coupled into an optical fibre, and the out-
coupled light passes through a polarizer (ŷ-polarized) then is focused by two aspherical lenses onto the input
grating coupler of a device on the sample (see Fig. 2.3), at an angle θ. Light leaving the output grating
coupler is collected by an elliptical mirror (also at angle θ) that directs light through the output polarizer
also ŷ-polarized) and focuses it in a plane of an iris, and only the output grating light is passed onto a
photodetector. Alternatively, the iris is left open and the sample is imaged on the CCD Camera.
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2.1. Transmission in linear regime

stages to facilitate alignment. They are also mounted on separate rotation stages, making it possible

to send/collect light over a range of angles, θ. This angular flexibility is important for grating

coupling, as discussed in Section 3.2.2. In the initial alignment stages, the photodetector is replaced

by an Electrophysics CCD camera (model 7290), such that the sample image is viewed.

Provided that each mode is spaced at least a couple linewidths away from neighbouring modes,

it is possible to identify the three main spectral features distinct for each mode. The measurement

apparatus and device components are typically optimized to work within a range of wavelengths,

so ideally the modes also are spaced close enough together such that they all can be probed using

only one measurement configuration.

Transmission normalization

One of the key pieces of information extracted from the relative transmission spectra is the abso-

lute value at resonance. This quantity requires knowledge of the power in the input and output

waveguides directly before and after the microcavity, respectively, which are not directly accessible.

In typical transmission measurements, power measurements occur outside of the device, either in

free-space or using optical fibers. There are often a number of optical elements between where

the input/output powers are measured and the input/output waveguides. Some of these elements

belong to the optical set-up (e.g. mirrors, lenses, polarizers), others are in the device itself (grat-

ing couplers, waveguides, impedance matching waveguide couplers that interface PC and channel

waveguides, etc), as shown in Fig. 2.5. These components cause losses in the system that need to

be accounted for to properly determine the power at the input/output PC waveguides. Some of

these components also have spectral dependences that need to be carefully measured, and included

in the normalization of the transmission spectrum.

It is possible to characterize the optical components that lie outside of the device on an individual

basis. It is typically very difficult or impossible to characterize the intermediate components within

the actual device of interest, so it is common practice to use reference devices, that contain isolated

(or grouped) identical components that are studied separately. Of course, this method is only

suitable so long as fabrication inconsistencies are minimal, and the reference components represent

the actual device components well. This is generally true for the devices studied in this thesis,
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2.2. Nonlinear transmission

with the exception of one issue. Fabry-Perot interference between different circuit elements leads

to parasitic sinusoidal modulations of the transmitted light intensity, which are phase-shifted from

device to device. To deal with this issue, two unknown phase shift parameters, φin and φout, enter

the least-squares analysis and are extracted as fit parameters, for each device. The transmission

normalization procedure is described in greater detail in Appendix D.

2.2 Nonlinear transmission
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Figure 2.6: Nonlinear transmission spectra measured for the center mode of a photonic crystal (PC) triple
cavity, where the transmission is relative to the input/output PC waveguides. (a) The absolute nonlinear
transmission spectra measured with a forward sweep (wavelength swept from low to high) are plotted for
input powers ranging from 16 to 250 µW . The arrow indicates the minimum threshold power, Pth, where
the sharp drop in the transmission spectrum begins to appear. (b) Same as in (a) but for the relative
transmission. (c) Same as in (b) but for a backward sweep (wavelength swept from high to low). (d)
Example forward (blue) and backward (red) spectra taken at two 16 and 250 µW . The bistability is present
in the higher power spectra, as the forward and backward sweep have a range of wavelengths where the
spectra are non-overlapping.

Transmission spectra are measured in the nonlinear regime where the laser power is sufficiently

high that changes to the silicon refractive index are induced through the Kerr effect. In this regime,

the transmission lineshape become distinctly non-Lorentzian, as shown in Figure 2.6 where examples
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2.2. Nonlinear transmission

of the absolute and relative transmission are plotted as a function of probe power. Changes induced

in the real part of the refractive index result in a shift in the resonant wavelength of the microcavity

mode, and changes in the imaginary part of the index result in losses, which lower the total cavity

lifetime and reduce the transmission. These effects result in complex spectral behaviour that is

dependent on the sweep direction as well as the input power level, and contains information about

waveguide coupling, and the nonlinear properties of the material and cavity structure.

The transmission spectra are also used to quantify the strength of the Kerr effect using a power

threshold figure-of-merit. This is the minimum power where the sharp drop in the transmission

spectrum begins to appear (see the spectrum labelled the arrow in Fig. 2.6(a)), which signifies

that the structure can be considered for all-optical processing applications like all-optical switching

[31, 63].

2.2.1 Nonlinear transmission lineshape

Each spectrum in Fig. 2.6 reflects the steady-state transmission for each individual wavelength,

which means that each time the sweep wavelength is adjusted, there is a delay before the mea-

surement is taken, to allow any transients in the temperature, free-carrier distribution and cavity

energy to pass. To understand the transmission lineshape, it is useful to first consider what is

happening to the resonant wavelength of the microcavity as a function of sweep wavelength and

how that affects the transmission. In this example microcavity, it is assumed that the resonant

wavelength shift is dominated by thermal effects, resulting in a red-shift as a function of energy

loaded in the cavity. Figures 2.7(a) and (b) show the energy loaded in the microcavity and resonant

wavelength as a function of the sweep wavelength, respectively.

For the forward wavelength sweep shown here, the laser wavelength starts blue-detuned off

resonance, such that little energy is loaded into the cavity and the resonant wavelength is essentially

equal to the cold cavity (linear) λm. As the wavelength is increased toward λm, more energy is loaded

into the cavity and the resonant wavelength begins red-shift. As the sweep wavelength increases,

more energy continues to be loaded into the cavity and the resonant wavelength continues to red-

shift, until the sweep wavelength eventually catches the resonant wavelength. Just beyond this

point is where the steady-state transmission undergoes a sudden drop due to an unstable cycle:
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2.2. Nonlinear transmission

1545.4 1545.5 1545.6 1545.7

Wavelength (nm)

0

0.2

0.4

0.6

0.8

1

E
n

e
rg

y
 (

J
)

×10 -14

1545.4 1545.5 1545.6 1545.7

Wavelength (nm)

1545.4

1545.5

1545.6

1545.7

R
e

s
o

n
a

n
t 

W
a

v
e

le
n

g
th

 (
n

m
)

0 0.5 1

U
1
 (J)

0

0.5

1

U
2
 (

J)

10-14

0

0.5

1

10-14x

0 0.5 1

U
1
 (J)

0

0.5

1

U
2
 (

J)

0

0.5

1
x 10-14x

10-14x

(a) (b)

(c) (d)

Figure 2.7: Nonlinear behaviour a triple microcavity under (a)-(b) single frequency excitation, and (c)-(d)
dual frequency excitation when cross-coupling of nonlinear effects between modes is present. (a) Energy
loaded in mode M2 as a function of sweep wavelength for an input power of Pin = 300 µW. (b) Resonant
wavelength of the cavity mode as a function of sweep wavelength (solid line). The dashed line shows the
sweep wavelength, for reference. (c) Nonlinear resonant wavelength shift of mode M1, ∆λNL

1 , as a function
of the energies U1 and U2 loaded in modes M1 and M2, respectively, for the same microcavity device in (a)
and (b). The color scale is in units of nanometer. (d) Same as (c) but the resonant wavelength shift of M2,
∆λNL

2 , is plotted.

the microcavity energy decreases due to the excitation being off-resonance, causing the resonant

wavelength to blue-shift as the heating reduces, such that the excitation is increasingly further

off-resonance. Beyond the drop, the relative transmission follows the low power spectral lineshape.

The transmission lineshape for the backward wavelength sweep (laser starts red-detuned from

λm and ends blue-detuned) is different from the forward sweep and is illustrated in Fig. 2.6(c).

For the backward sweep, as the wavelength is swept toward λm, energy is loaded into the cavity

and the resonant wavelength is red-shifted toward the sweep wavelength. The sharp increase in the

steady-state transmission occurs when an unstable cycle is initiated: the cavity energy is increasing,

causing the resonant wavelength to approach the sweep wavelength, causing more energy to be
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2.2. Nonlinear transmission

loaded. Beyond this point, the wavelength is tuned increasingly off resonance and the energy in the

cavity reduced. The wavelength where the transmission jumps is generally not at the same point

where the power drops in a forward sweep 2.6(d), due to how energy gets loaded as a function of

wavelength. The microcavity is in a bistable state for the range of wavelengths where the forward

and backward sweeps yield different transmission, as labelled in Fig. 2.6(d).

Nonlinear losses also play a role in defining the nonlinear transmission lineshape. For both

forward and backward sweeps, the transmission is reduced due to free-carrier nonlinear losses when

the energy loaded in the cavity is high, as seen in Figs. 2.6(b) and (c), respectively. This results in

a decrease in the maximum relative transmission as a function of sweep power.

2.2.2 Nonlinear transmission data analysis

All of this detailed spectral information obtained at a number of input power settings (see Fig. 2.6)

can be reduced, for the purposes of modelling and parameter extraction, to two data sets: the peak

transmission, T
NL
m , and peak resonant wavelength shift, ∆λNL

m , versus input power, both obtained

in the forward sweep direction, like the example shown in Fig. 2.8. These data sets are obtained

for the two high Q modes, M1 and M2, while the low Q mode (M3) is not studied, as insufficient

energy is loaded into the cavity to induce significant nonlinear effects, even when the laser is at its

maximum power.

0 200 400

Input Power ( W)

0

0.5

1

T
ra

n
s
m

is
s
io

n

0 200 400

Input Power (µW)

0

0.05

0.1

0.15

0.2

λ
(n

m
)

N
L

µ

M2

M1

M2

M1

Figure 2.8: Example experimental data extracted from nonlinear transmission spectra taken as a function
of input power for Modes M1 and M2. (a) Peak transmission. (b) Resonant wavelength shift.

The model used to predict the wavelength shifts and transmission maximum values for M1 and

M2 includes 11 unknown microcavity parameters: λ1, λ2, τ
in
1 , τ

in
2 , τ

out
1 , τout

2 , τ scatt
1 , τ scatt

2 , τabs, τcarrier,

40



2.2. Nonlinear transmission

and Rth. In the least-squares approach taken in this work, there are six fit parameters that are

directly extracted (ηwg
1 = τout

1 /τ in
1 , τabs, τcarrier, Rth, φin, φout), while the rest of the parameters are

informed from the linear transmission and four-wave mixing analysis results.

2.2.3 Technical consideration: time scales

Transmission spectra considered in this thesis are composed of sequences of steady-state measure-

ments. This requires that all transient effects have passed when each step measurement is taken.

There are a number of different processes at play during nonlinear transmission measurements, each

with their own time scales. The time scales most relevant to the device operation are: the effective

free-carrier lifetime, the effective thermal relaxation lifetime and the optical cavity lifetime.

The effective free-carrier lifetime, τcarrier, depends on a number of different factors, including

the carrier density and the microcavity structure. Single microcavities comparable to the those

involved in the triple cavity have been found to have saturated effective carrier lifetimes around

0.5 − 1.8 ns [11, 95, 105], and unsaturated lifetimes on the order of 10’s of nanoseconds[11]. The

saturated lifetime is expected to be limited by surface recombination effects [89, 95]. The thermal

relaxation rate is related to the thermal resistance. A higher thermal resistance results in slower

diffusion of heat from the microcavity. The time scale for single photonic crystal microcavities

has been found to be around 100 ns [63]. The time scale for light loading and unloading from the

microcavity depends on the total lifetime of the mode. For the triple cavity, the total lifetimes are

different for each of the modes. The lowest Q modes have lifetimes ∼ 3 ps (Q ∼ 2000), while the

highest Q modes have lifetimes ∼ 300 ps, (Q ∼ 2× 105).

The overall time scale required for the microcavity to reach steady-state is therefore limited

by the thermal relaxation, to ∼ 100 ns. In nonlinear transmission measurements, a delay of

microseconds between the wavelength step and the measurement is sufficient for ensuring that the

system has reached steady-state. A relatively large delay of 50 ms was employed in the experiments

in this thesis, to safely allow time for the necessary electronic communications to occur, and for

the laser to change the wavelength.
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2.3. Stimulated four-wave mixing

2.3 Stimulated four-wave mixing

In four-wave mixing frequency conversion measurements, the microcavity is excited by pump and

signal lasers, at wavelengths λpump and λsignal, respectively, and photons are generated at the idler

wavelength λidler, as illustrated in the simplified schematic in Fig. 2.9(a). The full measurement

set-up is described in Section 2.3.1. The microcavity idler photons are coupled into the output PC

waveguide, along with unconverted signal and pump photons, and are sent off-chip where spectral

filters are used to transmit only the idler photons to a single photon detector. The idler, pump and

signal microcavity photons also couple to the other possible waveguide and loss channels.

Conservation of energy requires that the signal and idler frequencies are equally spaced from

the pump frequency. For photons with wavelengths near 1550 nm, the wavelength spacing is also

essentially equal [(λpump − λsignal/idler) << λpump]. Ideally the pump, signal and idler wavelengths

coincide with resonant wavelengths of the microcavity. The triple PC cavities considered in this

thesis are generally not perfectly equally spaced, and support two relatively high Q neighbouring

modes (Q >∼ 30, 000), and a low Q mode (Q ∼ 3000), as in the example given in Fig. 2.9(b). For

the devices measured in this thesis, the pump wavelength coincides with the central high Q mode,

and one of the signal/idler wavelengths coincides with the outer high Q mode, while the third

wavelength (idler/signal) falls within a linewidth of the low Q mode peak. The details regarding

how the laser and filter wavelengths are chosen for optimal generation rates are discussed more

thoroughly in Appendix A.

The idler power is generally reported with respect to the output waveguide, and is found by

dividing the photon count rate measured by the single photon detector by the losses between the

output waveguide and the detector, and multiplying by the energy of an idler photon, ~ωidler. This

calculation includes the same optical and device components considered in the relative transmission

normalization, as well as additional sources of loss like the spectral filter and the detector efficiency.

The normalization procedure is described in Appendix D. The idler steady-state photon generation

rate is measured as a function of the pump or signal power, while the other input power is kept

fixed. This is done for both signal/idler mode excitation configurations.

When the pump and signal powers are relatively low such that nonlinear losses are negligible,

42



2.3. Stimulated four-wave mixing

1542 1543 1544 1545 1546 1547 1548 1549

Wavelength (nm)

0

0.5

1

R
e

la
ti
v
e

 T
ra

n
s
m

is
s
io

n

(a)

(b)

Pump laser

OUTPUT
INPUT

Single photon 

detector

Tunable 

spectral lter

Signal laser

Coupler

M1 M2 M3

Figure 2.9: (a) Simplified schematic of the stimulated four-wave mixing (FWM) set-up. Pump and signal
lasers tuned to wavelengths λp and λs are coupled into the input waveguide of the multimode microcavity
and the light collected is sent through a spectral filter, to extract the idler photons at wavelength λi, before
measurement by a single photon detector. The green and blue arrows represent path the pump and signal
continuous wave excitations, respectively, and the red arrows represent the path of the idler photons generated
through FWM. (b) Transmission spectrum for a triple photonic crystal microcavity. The three frequencies
involved in FWM are indicated with dashed lines, and the three microcavity modes are labelled M1, M2 and
M3.

the idler power depends quadratically on the pump power, and linearly on the signal power, as

is illustrated in Fig. 2.10(a). These dependencies are somewhat intuitive, as the FWM process

involves two pump photons and one signal photon that get converted to one idler photon.

When the pump and/or signal powers are sufficiently high, nonlinear absorption losses affect

all three modes, and cause reductions in the idler power. Free-carrier effects reduce the total

microcavity cavity lifetimes of all three modes, resulting in a reduction in the amount of energy

that can be optimally loaded into the pump and signal modes, and absorption of the generated

photons. The nonlinear absorption effects also cause the resonant wavelengths to shift due to

changes in the real part of the refractive index. It is common practice to adjust the pump, signal

and idler wavelengths as a function of pump/signal power to track the mode peaks and maintain
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Figure 2.10: Examples of stimulated four-wave mixing (FWM) idler powers experimentally measured for
triple photonic crystal microcavity devices. The red and blue markers indicate that the FWM configuration
implemented resulted in idler photons generated near Mode 3 and Mode 1, respectively. Circles and triangles
indicate that the power measured as a function of signal and pump power, respectively. The solid lines are
estimates of what the idler powers are predicted to be in the absence of nonlinear losses (linear/quadratic
for signal/pump power dependencies). (a) Stimulated FWM results for a triple cavity probed largely in
the low power limit. The signal power sweep has a fixed pump power of 29 µW , and the pump power
sweep has a fixed signal power = 3.6 µW . Nonlinear loss effects result in sub-linear and sub-quadratic power
dependencies near the ends of the sweeps. (b) A different triple cavity device probed largely in the high
power limit. The signal power sweep has a fixed pump power of 44 µW , and the pump power sweep has a
fixed signal power = 44 µW .

equal spacing. The modes typically shift very close to the same amount as they have similar mode

field distributions relative to silicon and the surrounding materials (air, oxide).

Nonlinear losses cause the FWM idler power pump dependence to become sub-quadratic and

the signal dependence to become sub-linear, as shown in Fig. 2.10(b). A subtle but important

consequence is that at low pump or signal sweep powers, the generation rate does not necessarily

return to the nonlinear loss-free quadratic or linear trend, respectively, as the trends may be shifted

to overall lower powers due to nonlinear losses induced by the other (fixed) input excitation.

The least-squares analysis for each device involves four FWM data sets: the idler powers mea-

sured separately as a function of pump and signal powers, for both excitation configurations (sig-

nal/pump/idler modes as M1/M2/M3 and M3/M2/M1). In the presence of nonlinear losses, the

model function used to predict the idler powers depends on 14 microcavity parameters, as indicated

in Table 2.1. There are only two fit parameters for this analysis, ηwg
2 = τout

2 /τ in
2 and ηwg

3 = τout
3 /τ in

3 ,

and the rest of the model parameters are informed from the linear and nonlinear transmission mea-

surements.
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2.3. Stimulated four-wave mixing

2.3.1 Technical consideration: four-wave mixing set-up

Figure 2.11: Optical set-up used to measure four-wave mixing. Light from the pump and signal lasers are
coupled into a single mode fibre and focused on the input grating coupler of a triple microcavity device.
Light that leaves the sample surface is collected and focused by an elliptical mirror, and an iris in the image
plane is used to transmit only the light leaving the output grating. A lens is then used to focus the light into
an optical fibre, that is connected to two JDSU TB9 Tunable Grating Filter, tuned to the idler wavelength,
such that idler photons are detected by the id210 avalanche photodetector. See Fig. 2.3 for more details on
unlabelled components.

The transmission set-up for four-wave mixing measurements is shown in Fig. 2.11. The base

components in this set-up are the same as the ones in the transmission set-up, shown in Fig. 2.5,

however there are modifications to the excitation and detection schemes. Two lasers, a Venturi

TLB 6600-H-CL and a Venturi TLB 6600-L-CL are included in this set-up to provide the pump

and signal excitations. The Venturi TLB 6600-H-CL is a higher power laser with a noise level of

−43 dB below the continuous-wave power, due to spontaneously emitted photons. A JDSU TB9

Tunable Grating Filter is placed along the optical path of this laser to reduce the noise level to

∼ −90 dB. This noise reduction is necessary to maximize the signal to noise ratio obtained when

measuring the photon power generated by FWM. The noise level of the Venturi TLB 6600-L-CL

lower power laser is ∼ −80 dB, so no filtering is required. A 50/50 coupler is used to couple the
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2.3. Stimulated four-wave mixing

light from both lasers into a single optical fibre.

The detection scheme is modified such that in lieu of putting a photodetector or CCD camera

in the image plane, the output light propagates to a lens where it is focused into a single mode

fibre. The fibre is connected to two tunable JDSU filters that are used to filter out the pump and

signal photons, and transmit the idler photons, by providing a total of ∼ 100 dB rejection at ∼ 2.5

nm away from the center wavelength, as reported in Appendix D. The idler photons are then sent

to a ID Quantique id210 single photon detector, which is an avalanche photodetector (APD).

Stimulated four-wave mixing measurements are critically dependent on the pump and signal

wavelengths, as well as the idler filter wavelength. Special care is taken to choose the wavelengths

that optimize the generated photon rate. This presents an added challenge when pump and/or

signal excitations introduce nonlinear absorption effects. In this regime, resonant wavelengths shift

as a function of both the pump and signal powers. This is exemplified in Figs. 2.7(c) and (d)

where the nonlinear resonant wavelength shifts of modes M1 and M2, respectively, are plotted as

a function of the energies simultaneously loaded into these modes. In Appendix A, the procedures

used to align the pump, signal and idler wavelengths are discussed for the triple cavity, where

the modes are unequally spaced and have different Q’s. Different strategies are used for optimal

alignment, depending on whether the signal is exciting the high Q outer mode, or the low Q mode.
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Chapter 3

Design and fabrication

In this chapter, the triple microcavity structure central to this thesis is described in detail. The

original design goal was to engineer a resonator structure suitable for spontaneous FWM in silicon-

on-insulator, that supports three high Q modes that are spatially overlapping, and equally spaced

in frequency. Ideally, the center mode couples preferentially to the input waveguide and the outer

modes preferentially couple to the output waveguide, to enable efficient loading of the pump photons

and efficient unloading of the signal and idler photons spontaneously generated.

The full microcavity structure for spontaneous FWM, that includes three side-coupled het-

erostructure cavities, and input and output waveguides, is plotted in Fig. 3.1(a) and a scanning

electron microscope (SEM) image of a fabricated structure is shown in Fig. 3.1(b). The microcavity

structure is defined in an SOI wafer with a silicon device layer thickness of tSi = 220 nm and a

buried oxide thickness of tSiO2 = 3 µm, however after fabrication the oxide beneath the microcavity

is removed, to leave the silicon device layer suspended (also called “undercut”). The optimized

structure is defined by 19 design parameters, listed in Table 3.1.

The quality factors numerically simulated for the optimized design structure are reported in

Table 3.2, for each of the three resonant modes of interest. Also reported here are the probabilities

that a photon generated in a microcavity mode couples to the output waveguide, and the peak

relative transmission values.

3.1 Numerical simulations

Numerical simulations play a very important role in both the design and analysis procedures. Due

to the complexity of the dielectric structures considered, it is not practically possible to study

the electromagnetic responses analytically, and numerical approaches are required. The numerical
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Figure 3.1: Triple photonic crystal (PC) microcavity with input and output waveguides. (a) Schematic of
the microcavity with design parameters highlighted. The heterostructure is composed of photonic crystal
regions labelled I, II, and III, and separated by red lines, where the lattice spacings in the x direction are
a1, a2 and a3, respectively, while the row spacing of the bulk PCs is

√
3a1/2 throughout. The widths of the

three line defects are wwg. The solid black circles represent holes with radius r, while the circles coloured in
gray have radius rmid. The input and output waveguides are labelled, and the holes lining the waveguides
are coloured cyan and green, and have radii rin

wg and rout
wg , respectively. The 12 holes that finely control the

mode spacing are coloured purple, and have radius rmid,ms and are shifted outward from the line defect by
a distance hms. The four yellow holes have radius rwg,sym. (b) Scanning electron microscope image of a
fabricated triple microcavity device.

approach that is primarily used in this thesis is the finite-difference time-domain (FDTD) method,

which effectively evaluates Maxwell’s equations on a spatial discretized grid, at discrete time steps.

The method is described in greater detail in Appendix B. All FDTD simulations are done using

Lumerical FDTD Solutions software [79].

3.1.1 Microcavity simulations

Simulation set-up considerations

A typical microcavity simulation studied in this thesis shown in Fig. 3.2(a). This simulation is

used to extract the mode frequencies, Q’s and mode profiles of the triple cavity shown in Fig.

3.1. The approach taken here is generally applicable to 2D planar PC microcavities. The silicon

device layer is shown in red and the etched holes defining the PC microcavity are gray. The

orange box shows the boundaries of the simulations volume. The blue double arrow shows a dipole

source, polarized in the ŷ direction. This is a passive “soft” source that introduces a polarization
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3.1. Numerical simulations

Table 3.1: Design parameters for the triple photonic crystal microcavity device coupled to input and output
waveguides.

Parameters Value Description

PC microcavity

a1 410 nm Lattice spacing for Region I

a2 418 nm Region II lateral lattice spacing for

a3 425 nm Region III lateral lattice spacing for

wwg 693 nm Waveguide width

Ny,cav 3 Inter-cavity separation (# of rows)

r 124 nm Radius of holes in top and bottom PCs

rmid 126 nm Radius of holes in middle two PCs

rmid,ms variable Radius of holes that finely tune mode spacing

hms variable Shift of holes that finely tune mode spacing

PC waveguide

rwg,sym 115 nm Hole radius

rin
wg 111 nm Radius of holes lining input PC waveguide

rout
wg 108 nm Radius of holes lining output PC waveguide

X in
wg 7 Starting X position of input waveguide

Y in
wg 4 Starting Y position of input waveguide

Xout
wg 7 Starting X position of input waveguide

vin 14 nm Input PC to channel waveguide impedance
matching parameter

vout 14 nm Output PC to channel waveguide impedance
matching parameter

tin 341 nm Input PC to channel waveguide impedance
matching parameter

tout 346 nm Output PC to channel waveguide impedance
matching parameter

hin 146 nm Input PC to channel waveguide impedance
matching parameter

hout 166 nm Output PC to channel waveguide impedance
matching parameter

density pulse to one rectangle of the spatial grid, and allows scattered fields to pass through the

source unperturbed. The source pulse length is typically ∼ 9 fs, resulting in a spectral bandwidth

δf = 50 THz that is centered near the cavity resonant mode frequencies, such that these modes
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3.1. Numerical simulations

Table 3.2: Summary of the quality factors simulated for triple photonic crystal microcavity devices with input
and output waveguides. The quality factors Qin

m, Qout
m , Qother

m correspond to coupling to the input waveguide,
the output waveguide, and other loss channels including scattering absorption, respectively, while Qm is the
total quality factor, for modes m = 1, 2, 3. The probability that photons generated in the cavity will couple
to the output waveguide is given by pout

m = Qm/Q
out
m . The relative transmission from the input to the output

waveguide is given by T = 4Q2
m/(Q

in
mQ

out
m ). The total quality factors for the microcavity structure without

input and output waveguides, Qnowg
m , are also included.

Mode, m

Parameter Description 1 2 3

Qm Total quality factor 2.8× 104 1.3× 105 3.7× 103

Qin
m Input coupling quality factor 1.5× 106 1.5× 105 1.4× 105

Qout
m Output coupling quality factor 3.2× 104 2.6× 106 4.1× 103

Qother
m Scattering/other losses quality factor 3.2× 105 9.7× 105 4.5× 104

Qnowg
m Total quality factor in absence of waveguides 2.2× 106 1.4× 106 8.1× 105

pout
m Probability of output waveguide coupling 0.89 0.89

Tm Relative transmission 0.065 0.16 0.096

are transiently excited, and then gradually leak out of the cavity region after the excitation pulse

has completely disappeared from the simulation volume. The yellow cross is a time monitor that

records the fields at the nearest mesh cell as a function of time. A number of planar 2D frequency

monitors are also included (outlined in yellow). Two of these monitors lie at the ends of the PC

waveguides, and six form a box around the simulation volume. These record the fields at each of

the mesh points within the monitor, in the frequency domain, by implementing a numerical Fourier

transform. The power transmission through the monitors is calculated based on the fields. It is

also possible to include a 3D frequency monitor that records the fields over a volume (not shown).

There are a number of considerations that are involved in setting up the simulation. The sim-

ulation boundaries are chosen to be “perfectly matched layers” (PML), which absorb all outgoing

radiation. In the ẑ direction, a symmetric boundary condition is applied to the “undercut” sus-

pended microcavity (indicated by the blue shading in the x− z view), that effectively reduces the

simulation volume and run-time by half. The symmetry is known a priori to be consistent with

the symmetry of the modes of interest (here the base silicon layer of the SOI is ignored). It is

important that the hole pitch is an integer multiple of the mesh size to maintain the periodicity
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Figure 3.2: Finite-difference time-domain (FDTD) microcavity simulations using Lumerical FDTD [79]. (a)
The simulation layout of the triple microcavity device is shown in the x−y (top) and x− z (bottom) planes.
The thick orange regions outline the simulation volume and the perfectly matched layers (PML). The blue
region in the bottom plots show the symmetric boundary condition applied in ẑ. The thin orange lines in
the top image show the boundaries of the heterostructure mesh override regions. A source polarized in ŷ is
placed at an antinode in the top defect region to excite the modes. A time monitor (yellow cross) is placed
at the location of an antinode in the bottom defect. Two-dimensional planar frequency monitors are placed
at the outputs of the two waveguides (WGs) to measure waveguide transmission (yellow lines in the top
image) and a box of 2D monitors encloses the full simulation power to measure all power leaving the volume.
(b) Fourier transform of the Ey field measured by the time monitor (blue), apodized to remove the source
excitation. A Gaussian spectral filter around the center mode is shown as a dashed red line. (c) Natural
logarithm of Ey decay envelope for center mode, found from the inverse Fourier transmission of the filter
spectrum. The dashed red lines is the line of best fit.

of the PC. For the “heterostructure” cavity studied here, which has five regions with different

PC lattice spacings (labelled with I,II, and III in Fig. 3.1(a), and discussed in greater detail in

Section 3.2), five mesh override regions are appropriately defined. The mesh override regions are

outlined in orange in Fig. 3.2(a), and have ∆x = ax/15, ∆y = a1

√
3/30 and ∆z = tSi/20 = 110

nm, where ax is the horizontal lattice spacing of the heterostructure region, and a1 is the lattice

spacing in Region I PC. The dipole source and time monitor are also deliberately located at two

antinodes of all three cavity modes of interest and the dipole polarization direction (ŷ) is consistent

with the field direction at the source antinode. These decisions are informed by knowledge from

previous simulations involving randomly placed monitors and dipoles, the latter with randomized
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3.1. Numerical simulations

polarization directions. The simulation time is 35 ps, which is not long enough to fully resolve

modal spectral properties, due to the high Q’s of the modes, but it is sufficiently long to accurately

capture the information of interest.

Analysis of simulation results

Modal frequencies and lifetimes The mode frequencies appear as peaks in the spectrum found

by taking the Fast Fourier Transform (FFT) of the Ey field recorded by the time monitor. The

linewidths of the peaks in the FFT spectrum are not resolved due to the short simulation time,

resulting in the sinc functions plotted in Fig. 3.2(b). The quality factors (and actual linewidths)

are extracted from the decay characteristics of the time monitor signal. After the excitation has

passed, the cavity has the following time dependence,

E(t) = A sin(−i2πfmt) exp(−t/τm) (3.1)

where fm is the mode frequency and τm is the total lifetime of the mode. The total quality factor,

Qm = πfmτm, is extracted using a multi-step process: i) a Gaussian filter is applied around the

“positive frequency peak” of the mode of interest in the FFT data, as illustrated in Fig. 3.2(b),

ii) the inverse FFT of the filtered signal is computed, iii) the absolute value is taken to remove the

e−i2πfmt carrier signal time dependence, leaving the envelope of the mode time decay, clear of the

fast carrier oscillations and the responses of other modes, iv) the natural logarithm is taken and is

fit with a line, as shown in Fig. 3.2(c), where the slope is −1/τm, and the Q is computed. This

process is repeated for each of the three modes of interest.

The two-dimensional planar frequency monitors at the ends of the input and output PC waveg-

uides measure the power transmitted through the monitor, Pin(λ) and Pout(λ), respectively, and the

box of monitors around the whole simulation volume monitor the total power leaving the volume,

Pbox(λ). The individual quality factors for the PC waveguides are found by studying the relative

power transmitted on resonance through these monitors, where Qi
m = QmP

box
m /P im, with i = “in”,

“out” and “other”, and P other
m = P box

m − P in
m − P out

m . This relationship between the transmitted

power and the quality factors is found by considering that the energy in the cavity mode m decays
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3.1. Numerical simulations

as Um ∼ exp(−2t/τm), such that the power lost to each channel is P im ∼ (−2/τ im) exp(−2t/τ im),

resulting in P im(fm) ∝ 1/τ im ∝ 1/Qim.

Modal field distributions To find the mode field distributions in the centre of the silicon slab,

Em(x, y, z = 0; fm), a 2D planar frequency monitor is placed in the x−y plane at z = 0 (not shown

in Fig. 3.2(a)), and the recorded fields are evaluated at the mode frequencies, fm. The time signal

that enters the FFT begins after the source excitation has passed, such that only the resonant field

is involved in the calculation.

For some calculations, it is necessary to extract the mode field distributions over the microcav-

ity volume, Em(r; fm), in which case a 3D frequency monitor is implemented. For example, 3D

frequency monitors are used to find the four-wave mixing coefficient βFWM, introduced in Chapter

2, based on volume overlap integrals involving the three mode field distributions and the silicon.

The 3D modal field distributions are also used in a perturbative approach to study changes in

the mode frequencies due to small perturbations in the dielectric environment, by calculating [39],

δfm
fm

= −1

2

∫
drδε(r)|Em(r)|2∫
drε(r)|Em(r)|2

, (3.2)

where ε(r) is the original permittivity, Em(r) is the original mode profile for mode m, and δε(r) =

εnew(r)− ε(r), with εnew(r) as the new permittivity. While there are some known issues with this

approach [39], it appears to give sufficiently accurate results for the cases tested here, and is used

to quickly test microcavity geometries.

3.1.2 Bandstructure simulations

Numerical FDTD simulations are also used to extract the mode bandstructures for periodic dielec-

tric structures, which is useful for identifying the photonic band gap of the host 2D PCs and the

waveguide modes supported by PC waveguides. A typical simulation for a PC waveguide is shown

as an example in Fig. 3.3(a). The simulation span in x is equal to the lateral pitch ax, while the

span in y encompasses 7 rows on both sides of the waveguide. “Bloch” boundary conditions are

applied for the x boundaries, while PML is applied for the y and z boundaries, in addition to a
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Figure 3.3: Bandstructure simulations using Lumerical FDTD Solutions [79]. (a) The simulation layout for
photonic crystal line defect is shown in the x − y (top) and x − z (bottom) planes. The x − y plane near
the center axis is expanded in the image to the right. The simulation volume spans one lattice spacing
in x̂, ax and is outlined in orange. Symmetric boundary conditions are applied in ẑ, as indicated by the
coloured blue region in the bottom image, and Bloch boundary conditions are applied in x̂. Dipole sources
(blue double arrows) are randomly placed to excite the Bloch mode. Time monitors (yellow crosses) are also
randomly placed to measure the field excited in the silicon. (b) Example of the bandstructure measured for
a line defect. The base 10 logarithm of the intensity spectrum extracted from simulations with fixed kx are
plotted. The light line is shown with the white line.

symmetric boundary condition applied in z to study the transverse electric modes of interest only.

The Bloch boundaries apply the following condition:

Fkx(x+ ax, y, z) = exp(ikxax)Fkx(x, y, z), (3.3)

where Fkx(x + ax, y, z) is the electric or magnetic field for a mode labelled by kx, where kx is

the wavevector in the x̂ direction set for the simulation. A cluster of broadband dipole sources

oriented in the plane are used to excite the modes and time monitors record the fields at various

locations. The Fourier transforms of the time signals are computed after apodizing the signal to

remove the source pulse, and their squared magnitudes are summed together. The spectra are

plotted in Fig.3.3(b), on a logarithmic (base 10) color scale, as a function of kx, from 0 to π/ax.

The air light line, ω = ckx, where c is the speed of light in vacuum, is also included as the white

line. The mode frequencies correspond to the peaks in the spectra, and these shift as a function

of kx, revealing the mode dispersion. The mode shapes associated with different bands can be

extracted by including a 2D planar frequency monitor.
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Figure 3.4: Single photonic crystal (PC) heterostructure microcavity. (a) Schematic of the structure, where
the different PC regions are highlighted in different shades of gray and labelled I, II and III. The horizon-
tal lattice spacings are exaggerated for clarity. (b) Electric field intensity of the mode profile. The PC
heterostructure boundaries are highlighted with yellow lines and the PC holes are outlined in white. The
horizontal lattice spacings are a1 = 410 nm, a2 = 418 nm and a3 = 425 nm, respectively. (c) Bandstructure
calculation for the PC line defects (missing row of holes) in Regions I, II and III. The wavevector on the x
axis is given in terms of the horizontal lattice spacing a for each region considered (i.e. a = a1, a2, a3). The
solid lines indicate the PC waveguide bands. The continuum of bulk PC bands are colored in gray, and are
outlined for each region with dotted lines. The black dashed line shows the resonant cavity mode frequency,
and the light cone is shaded in yellow.

The microcavity structure in Fig. 3.1(a) is composed of three nearly identical PC heterostruc-

ture cavities located in close proximity (along the y direction), allowing them to couple, lifting the

degeneracy of the three modes’ frequencies. An example of a single heterostructure cavity, known to

support high Q, small volume modes [81], is illustrated in Fig. 3.4(a). The regions highlighted I,II

and III are derived from three different hexagonal photonic crystals, with lattice constants a1 = 410
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3.2. Device design

nm, a2 = 418 nm and a3 = 425 nm, respectively, and hole radius r = 124 nm. The modification

to the lattice is that the row separation in ŷ is held constant at ay =
√

3a1/2 throughout all PC

regions. In Fig. 3.4(a), the spacings a2 and a3 are exaggerated for clarity. There is a line defect of

omitted holes along the center of the microcavity, with width wwg =
√

3× 400 nm = 693 nm. The

intensity profile of the fundamental mode of this cavity is plotted in Fig. 3.4(b).

The mechanism by which this structure localizes light in region III can be understood by

considering how the dispersion of the 1D waveguide modes supported in the line defect (missing

row of holes), at frequencies within the band gap of the bulk PC, varies between Regions I, II, and

III. As shown in Fig. 3.4(c), there is a range of frequencies where waveguide modes can propagate

in Regions II and III, but not in Regions I. The Regions I therefore act as “potential barriers”,

or more specifically as mirrors that define a Fabry-Perot like cavity between them. Regions II are

introduced, instead of directly interfacing Regions I and III, in order to make the transition more

gentle, such that scattering is minimized and high Q’s are achieved. The separation of the “mirrors”

(the effective width of Regions II and III) affects the cavity mode frequency. It is important that

all of the relevant 1D bands involved in all regions exist below the light line, to avoid intrinsic

out-of-plane scattering losses.

In order to achieve three equally spaced modes, three heterostructure cavities are side-coupled,

as shown in Fig. 3.5, where the mode intensity profiles are plotted for the triple cavity version of the

structure presented in Fig. 3.4. Three rows of holes are chosen to separate the cavities, Ny,cav = 3,

resulting in mode spacings of ∆fms ' (f3 − f1)/2 ' 0.4 THz [∆λms ' (λ3 − λ1)/2 ' 3 nm]. In

contrast, when the cavities are spaced by a single row (i.e. Ny,cav = 1), the modes are very strongly

coupled and the spacing is ∆fms ' 8 THz (∆λms ' 65 nm). With such high frequency shifts, the

high energy mode is no longer reflected by Regions I, and the low energy mode gets pushed below

the bulk PC band-edge of Region III: the Q values then degrade and the mode separation becomes

asymmetric. For an intercavity spacing Ny,cav = 2, the x positions of omitted the holes are different

in the outer cavity line defects as compared to the center line defect, and only two distinct cavity

modes appear in the spectra.

The design process to determine the microcavity parameters in Table 3.1, is outlined in Fig.

3.6. The waveguide width wwg = 693 nm is chosen to appropriately shift the waveguide band away
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Figure 3.5: Simulation results for a triple heterostructure photonic crystal (PC) microcavity with hole sizes
r = 124 nm throughout and waveguide width wwg = 693 nm. Electric field intensity mode profiles are
plotted for modes (a) M1, (b) M2 and (c) M3. The heterostructure boundaries are shown with yellow lines
and the PC holes are outlined in white.

from the lower band edge of the host PC while maintaining resonant frequencies within the laser

tuning range (λlaser = 1520 to 1610 nm). Figure 3.7(a) shows the waveguide dispersion curves as a

function of the waveguide width, where dashed-dotted, solid and dashed blue lines correspond to

waveguide modes supported when wwg = 675, 693 and 710 nm, respectively. The resonant mode

frequencies f1 (blue), f2 (green) and f3 (red) are also plotted for each of the three triple microcavity

structures. As expected, the waveguide and resonant cavity modes shift to lower energies as the

width is increased, due to an increase in the amount of the mode energy concentrated in the high

index silicon, as opposed to the low index air 3. The Q’s for modes 1,2 and 3 are plotted in

Fig. 3.7(b), as circles, triangles and squares as a function of wwg. The Q’s decrease when wwg

is increased from 693 nm to 710 nm because the waveguide band become closer to the bulk PC

band-edge resulting in greater leakage into the bulk PC. For wwg = 675 nm, the cavity modes f1

3This is effectively due to the variational principle for electromagnetic modes. The energy functional, Uf =
(
∫
d3r|∇×E(r, fm)|2)/(

∫
d3rε(r)E(r, fm)|2), is minimized for each mode [38]. Modes concentrated in high dielectric

constant regions have relatively low mode frequencies (energies).
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Figure 3.6: Process followed to design the triple photonic crystal (PC) microcavity for spontaneous four-wave
mixing applications. The microcavity parameters are defined in Table 3.1 and highlighted in Fig. 3.1.

and f2 are closer to the waveguide band, leading to a reduction in Q1 and Q2. The wwg = 693 nm is

chosen to achieve modes with relatively high Q’s (Q1 = 2.3× 105, Q2 = 1.4× 105, Q3 = 7.2× 104 ),

and frequencies within the laser tuning range. At this point, the mode frequencies are f1 = 195.72,

f2 = 195.46 and f3 = 194.94 THz (λ1 = 1531.77, λ3 = 1533.75 and λ2 = 1537.83 nm), which is

within ∼ 1.5 THz (∼ 10 nm) of the laser tuning range edge.

The resonant frequencies presented above for this structure are not equally spaced: there is a

frequency offset of ∆foff = f3 − fFWM
3 = f1 + f3 − 2f2 = −0.26 THz, where fFWM

3 = 2f2 − f1

is the four-wave mixing frequency. The mode profiles in Fig. 3.5(b) show that the center mode

has relatively little of its field in the center cavity region, thus if the structure is perturbed in this

region, one would expect it to affect this mode less than the others, thus making it possible to tune

the outer mode frequencies relative to the center mode frequency. The hole radii for the center two

blocks of the structure (with three rows each), gray holes in Fig. 3.1, are tuned from rmid = 124 to

128 nm, and the resulting resonant frequencies are plotted in Fig. 3.8(a). The ∆foff is plotted in

Fig. 3.8(b) as yellow diamonds. This tuning method is effective and rmid = 126 nm is chosen, to

reduce the offset to ∆foff = 0.085 THz (∆λoff = λ1 + λ3 − 2λ2 = −0.65 nm).

Fine tuning of the mode spacing is incorporated across the fabrication layout, to ensure that

a subset of devices are near equally spaced. In the tuning method present above, ∆foff changes
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Figure 3.7: Triple photonic crystal (PC) microcavity designs as a function of waveguide width wwg. (a)
Bandstructure calculation for the line defect of Region I (outermost PC) of the heterostructure. The bulk
PC mode continuum is shown in gray, and the PC waveguide (WG) modes are shown as thick dash-dotted,
solid, and dashed blue lines for structures with wwg = 675, 693 and 710 nm, respectively. The resonant
frequencies for each of these structures are shown as thin lines blue, green and red lines for modes M1, M2
and M3 respectively. The highlighted yellow shows the region above the air light-line. (b) Total quality
factors for M1, M2 and M3.

by ∼ 0.17 THz per nanometer increase in the hole radius (∆λoff changes by ∼ −1.3 nm per

nanometer), which is large relative to the typical linewidth of the lowest Q mode of the fabricated

devices, δf3 ' 0.065 THz (δλ3 ' 0.5 nm). To achieve finer tuning of the mode spacing, the hole

radius is tuned for only 12 holes in the middle two PC blocks, highlighted in purple in Fig. 3.1, as

opposed to all of them. When rmid = 126 nm and the 12 hole radii are tuned from rmid,ms = 122 to

128 nm, the resulting ∆foff change by ∼ 0.056 THz per nanometer increase in radius, as shown by

the empty diamonds in Fig. 3.8(b), simulated using perturbation theory. Alternatively, the mode

spacing is tuned by shifting these 12 holes. Figures 3.8(c) and (d) show the mode frequencies and

∆foff calculated both full FDTD simulations (filled markers) and using perturbation theory (empty

markers), for rmid = 126 nm and hole shifts hms = −4 to 8 nm (outward from the waveguide is

a “positive” shift), in respectively. Both simulation approaches yields similar results, with ∆foff

changing by ∼ 0.028 THz per nanometer shift. The fine tuning methods, using rmid,ms and hms,

are both applied in the fabrication layout to bracket the mode spacing.

At this stage, the microcavity structure with Ny,cav = 3, wwg = 693 nm, r = 124 nm and

rmid = 126 nm, supports three nearly equally spaced modes with high Qs. The input and output

waveguides are now introduced.
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Figure 3.8: Resonant frequencies of the triple microcavity structures as a function of mode spacing tuning
parameters described in Fig. 3.1. (a) The resonant frequencies found from FDTD simulations for M1 (blue
circles), M2 (green triangles) and M3 (red squares) are plotted as a function of rmid. (b) Frequency offset,
∆foff = f1 + f2 − 2f2, as a function of rmid (yellow diamonds) calculated with FDTD simulations, and
rmid,ms (empty diamonds) with fixed rmid = 126 nm calculated with perturbation theory, where fm are the
mode resonant frequencies. (c) Mode frequencies found from FDTD simulations plotted as a function of
the shift hms [markers same as in (a)]. The large open markers show the mode frequencies calculated using
perturbation theory. (d) Frequency offsets plotted for the resonant frequencies presented in (c), found from
FDTD simulations (filled yellow diamonds) and perturbation theory (empty diamonds).

Input and output photonic crystal waveguides

The input and output photonic crystal waveguides defined in the microcavity structure are labelled

in Fig. 3.1. The output waveguide is introduced by reducing the radii of holes lining the center

line defect (highlighted in green), and the input waveguide is defined by introducing a line defect

on the diagonal and reducing the radii of holes lining it (highlighted in cyan).

Photonic crystal waveguide structure The first step in designing the input and output waveg-

uides is to ensure that the waveguides support modes at the cavity resonant frequencies. The
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Figure 3.9: Input and output photonic crystal waveguides (PC WG) and the coupling to single-mode channel
waveguides. (a) Bandstructure plots for the input and output PC WG modes. The bulk PC mode continuum
is shown in gray for the Region I PC with r = 124nm. The mode frequencies are plotted for modes M1,
M2 and M3 respectively. The region above the air light-line is shaded in pale yellow. (b) Finite-difference
time-domain (FDTD) simulation layout [79] of the impedance matching region between the PC and single-
mode waveguides. The simulation volume is outlined in orange. A mode source is used to launch the TE
channel waveguide mode , and a planar two-dimensional monitor is used to measure the transmission into
the PC WG. The region contained in the blue box is expanded to the right, where the design parameters
of the impedance matching region are labelled. (c) Transmission spectra measured by the simulation layout
in (b), for the input and output waveguides. The dashed and solid vertical lines show the bottom of the
input and output waveguide bands, respectively. The dashed-dotted lines show the resonant frequencies of
the triple microcavity.

waveguide band energies are lowered, to intersect with the resonant mode frequencies, by reducing

the hole radii lining the input and output waveguides to rin
wg = 108 nm and rout

wg = 111 nm, as is

plotted in Fig. 3.9(a) with dashed and solid thick lines, respectively. These radii are chosen so that

the bands intersect the resonant frequencies above the “slow light” region where the bands are flat

and propagation losses are high due to enhanced interaction with the photonic crystal waveguide

structure scattering off non-uniformities. The hole radii are different because the waveguides have

different widths and the bulk PC holes have different radii as the input waveguide is defined in the
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bulk PC in Region I, while the output waveguide is defined in the line defect (input wwg = 710 nm,

r = 124 nm; output wwg = 693 nm, rmid = 126 nm).

Impedance matching region between photonic crystal and channel waveguides The

coupling efficiencies between the PC waveguide modes and the single mode waveguides is briefly

visited before taking a closer look at the resonant cavity mode coupling lifetimes. Figure 3.9(b)

shows the simulation set-up employed to study the impedance matching region between the two

types of waveguides, which is parameterized by three labelled properties, h, t and v [59]. A mode

source is used to excite the fundamental mode of the channel waveguide at f = 196 THz and

the power transmitted into the PC waveguide is monitored 7 lattice spacings away from the edge.

Lumerical FDTD Solutions’s optimization algorithm is used to find the set of properties that

optimizes the transmission. The optimal transmission efficiency at f = 196 THz is 0.93 for both

waveguides, achieved with hin = 146 nm, tin = 341 nm, vin = 9 nm and hout = 166 nm, tout = 346

nm, vout = 14 nm for the input and output PC waveguides respectively. The transmission spectra

found for the input and output waveguides using the optimal impedance matching regions are

plotted as dashed and solid black lines in Fig. 3.9(c), respectively. Also plotted are the waveguide

band-edge frequencies as dashed and solid thick lines, and the mode resonant frequencies (blue,

green and red thin lines). The coupling efficiencies increase from near zero to > 0.75 quickly for

resonant frequencies approaching the waveguide band-edges, and then they level out at ∼ 0.93.

Input and output waveguide coupling geometries Input and output waveguides are first

independently introduced to the microcavity structure, and two different geometries for each are

investigated, as is illustrated in Fig. 3.10. The coupling strengths are studied using the procedure

outlined in Section 3.1. The best combination of four possibilities is identified, and then the full

microcavity structure, with both input and output coupling is simulated.

Figures 3.10(a) and (b) show the two input waveguide geometries, where the diagonal waveguide

begins on the third and fourth rows, respectively. In both cases the waveguide begins seven holes

away from the center such that the geometries are defined as (Xwg
in , Y

out
wg ) = (7, 3) and (7, 4). The

input coupling quality factors, Qin
m, are summarized in Fig. 3.11(a) for all three modes. The Qin

m is
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Figure 3.10: Triple photonic crystal (PC) microcavity waveguide coupling geometries. The heterostructure
PC region boundaries are shown with red lines and are labelled I, II and III. Input waveguides are introduced
in (a) and (b), and the holes lining the waveguide are highlighed in cyan. The coupling geometries are (a)
(Xwg

in , Y wg
in ) = (3, 7) and (b) (Xwg

in , Y wg
in ) = (4, 7). Output waveguide are introduced in (c) and (d), and the

holes lining the waveguide are highlighed in green. The coupling geometries are (c) Xwg
out = 7 and (d) Xwg

out

= 8.

approximately an order of magnitude larger for the second configuration.

Figures 3.10(c) and (d) show the two output waveguide geometries, where the in-line waveguide

begins seven and eight holes from the center, such that Xout
wg = 7 and 8, respectively. The output

coupling quality factors, Qout
m , are summarized in Fig. 3.11(b) for all three modes. For M1, Qout

m

is approximately the same for both geometeries, while for M2 and M3, Qout
m increases by over one,

and three order(s) of magnitude when Xout
wg goes from 7 to 8, respectively. The Xout

wg = 8 coupling

scheme is clearly not an option, as Qout
3 is so high that M3 cannot preferentially coupling to the

output waveguide, for either of the input waveguides chosen.

The design waveguide is chosen to have (Xwg
in , Y

out
wg ) = (7, 4) and Xout

wg = 7. The former is

chosen in order to promote preferential coupling of M1 to the output waveguide, as Qin
1 is over
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an of magnitude larger than Qout
1 for (Xwg

in , Y
out

wg ) = (7, 4), while for the other input coupling

scheme, they are much closer. The quality factors for the microcavity with both input and output

waveguides are summarized in Table 3.2. The probability that a photon couples to the output

channel is calculated as pout
m = Qm/Q

out
m , and is included in the table for the signal/idler modes M1

and M3. Both pout
1 and pout

3 are equal to 0.89, and thus meet the qualitative design requirement for

preferential coupling to the output waveguide. The predicted transmission from the input to the

output waveguide, T = 4Q2
m/(Q

in
mQ

out
m ), is also included in the table. The pump mode transmission

is 0.16, which is fairly low due to the weak coupling to the output channel, and also qualitatively

meets the design requirement.

It is also interesting to compare Qother
m to the total quality factors of the microcavity structure

without input and output waveguides, Qnowg
m , which are also included in Table 3.2. The Qnowg

m are

found to be higher than Qother
m , which suggests that the waveguides introduce additional scattering

losses (i.e. light scattered off the waveguides radiates out of the microcavity, instead of coupling to

a waveguide mode).

At this stage, the main design for the microcavity has been described. Preferential waveguide

coupling of the signal and idler modes to the output waveguide is achieved, and the center mode

transmission is low. Overall, the Q’s are high, relative to the previously reported nanobeam design,

where Q2 is 7 times larger than that of the nanobeam, Q1 is 4.6 times larger, and Q3 is on par.
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Figure 3.11: Input and output quality factors for waveguide coupling. (a) Input waveguide quality factors,
Qin

m are shown for modes M1 (blue circles), M2 (green triangles) and M3 (red squares) simulated for coupling
geometries (Xwg

in , Y wg
in ) = (3, 7) (left) and (4, 7) (right). (b) Output waveguide quality factors, Qout

m are shown
simulated for coupling geometries Xwg

out = 7 (left) and Xwg
out = 8 (right).
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Symmetrizing holes One final microcavity design parameter is introduced, swg,sym, in an effort

to lower Qout
1 , so that it’s closer to Qout

3 , for better symmetry. To achieve this, the four holes along

the center axis, opposite the output waveguide, are perturbed to have radii rwg,sym = swg,sym × r,

where swg,sym is a scaling factor. These holes are labelled in yellow in Fig. 3.1, and the new quality

factors are included in Table 3.3. The output waveguide coupling is strengthened (Qout
1 is reduced),

however the scattering is also increased (Qother
1 is reduced). The increased scattering is somewhat

surprising as Qnowg
1 is roughly the same for the waveguide-less microcavities with swg,sym = 0.912

and swg,sym = 1 (unperturbed). Both types of microcavities (swg,sym = 1, 6= 1) are ultimately

included in the fabrication layout, as is described below in Section 3.3.1.

Table 3.3: Summary of the quality factors simulated for triple photonic crystal microcavity devices with
input and output waveguides, and hole radii rwg,sym = 0.912r for the holes are labelled in yellow in Fig. 3.1
(i.e. swg,sym = 0.912). The quality factors Qin

m, Qout
m , Qother

m correspond to coupling to the input waveguide,
the output waveguide, and other loss channels including scattering absorption, respectively, while Qm is the
total quality factor, for modes m = 1, 2, 3. The probability that photons generated in the cavity will couple
to the output waveguide is given by pout

m = Qm/Q
out
m . The relative transmission from the input to the output

waveguide is given by T = 4Q2
m/(Q

in
mQ

out
m ). The total quality factors for the microcavity structure without

input and output waveguides, Qnowg
m , are also included.

Mode, m

Parameter Description 1 2 3

Qm Total quality factor 5.4× 103 1.3× 105 4.1× 103

Qin
m Input coupling quality factor 1.6× 106 1.5× 105 1.6× 105

Qout
m Output coupling quality factor 5.9× 103 2.9× 106 4.6× 103

Qother
m Scattering/other losses quality factor 6.7× 104 9.9× 105 4.8× 104

Qnowg
m Total quality factor in absence of waveguides 2.0× 106 1.4× 106 6.2× 105

pout
m Probability of output waveguide coupling 0.91 0.89

Tm Relative transmission 0.013 0.14 0.091

3.2.2 Input and output ports

The input and output ports of the microcavity devices consist of 20 µm wide grating couplers

that terminate 150 µm long parabolic waveguides that narrow to 500 nm wide single mode channel

waveguides, as is shown in Fig. 3.12. The relatively large grating width is designed to accommodate

the free-space coupling scheme used in this thesis, shown in Fig. 2.3, where light from a single mode
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Figure 3.12: Input/output port for the microcavity device. The single-mode channel waveguide is expanded
from 0.5 µm to 20 µm by a parabolic waveguide, which is terminated by a grating coupler. The black regions
show where silicon is removed to define the structure. The grating coupler is defined by an array of slots
with apodized widths, designed for coupling light between the waveguide and light propagating backwards
in free-space at an angle θ = 45◦. Input and output coupling are shown in the top diagram with pairs of
solid blue and dashed red the arrows, respectively.

optical fibre is focused on the input grating coupler with a 1/e2 intensity Gaussian beam diameter

of ∼ 10 µm, and light from the output grating coupler is collected by an elliptical mirror with a

numerical aperture, NA= 0.06.

The grating couplers are designed to efficiently couple light near the microcavity resonant fre-

quencies into and out of device at a −45◦ angle, as is illustrated in Fig. 3.12. The negative angle

is chosen so that uncoupled incident light is scattered away from the rest of the device, such that

background noise is reduced. The 45◦ angle is chosen to be compatible with another optical-setup

(ultimately not used in this thesis) where the sample is placed within a cryostat with windows at

−45◦ and 45◦.

The grating coupler is composed of a series of slots, with widths and spacings that are carefully

engineered so that the spatial profile and direction of light coupled out of the grating roughly

matches the spatial profile and direction of the excitation beam. The better the overlap between

these two profiles, the higher the coupling efficiency. Another aim of the design is to keep reflections

between the parabolic section and the grating coupler at a minimum. The design of the grating

coupler is outlined in Appendix C. A schematic of the apodized grating design is shown in Fig.

3.13(a), along with an SEM image of a fabricated grating, in 3.13(b).
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The parabolic waveguide has a full width that is given by,

w(x) =

√
w2

i −
[
w2

i − w2
f

] x
L
, (3.4)

where wf = 20 µm is the final width, wi = 500 nm is the initial width, L = 150 µm is the length,

and x goes from 0 to L. The length of the parabolic waveguide is chosen to be long enough to

reduce propagation losses, and short enough to be convenient for the fabrication and measurement

processes. The final width, wf , is chosen to be small enough to minimize propagation losses, and

also large enough that its wider than the input excitation beam diameter, and also sufficiently large

that out-coupled light diffracts over a small enough angle for efficient collection by the elliptical

mirror.

The transmission efficiency of light from free-space into the single-mode channel waveguide

is estimated using a combination of FDTD simulations and simulations with Lumerical’s MODE

solver [80]. A similar approach is taken to estimate the transmission efficiency of light from the

single-mode waveguide, to beyond the elliptical collection mirror. These are described in Appendix

C.

The in-coupling and out-coupling transmission efficiencies between the single-mode waveguide

and free-space directly above the grating-coupler (elliptical mirror collection not included here)

are plotted in Fig. 3.13(c). These are plotted as a function of wavelength to be consistent with

measurement results presented later in this thesis. The in-coupling spectrum peaks around λ = 1535

nm (f = 195.4 THz), while the out-coupling exhibits modulations due to multiple reflections

occuring in the 3 µm thick buried oxide. The lack of a peak is because the transmission is taken

to be the integral over all outgoing radiation, such that all diffraction angles are accepted.

Figures 3.13(d) and (e) shows a plot of the far field distribution at λ = 1530 and 1565 nm over

the surface of a half sphere of radius R = 15 cm, along with a contour of the mirror collection area

on this surface. Here it is shown that light at λ = 1530 nm diffracts at an angle close to −45◦ and

is collected by the mirror, while that at λ = 1565 nm diffracts away from the mirror. The collection

efficiency of the elliptical mirror is estimated by considering the fraction of light intensity that falls

within the elliptical mirror, and is explained in further detail in Appendix C. The total output
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Figure 3.13: Apodized grating coupler design and simulation results. (a) Schematic of the apodized grating
coupler, where black regions show where the silicon is removed. (b) Scanning electron microscope image of
an apodized grating coupler. (c) Simulated input and output transmission efficiencies between free-space
and the single mode waveguide (via the grating coupler and parabolic waveguide). (d) Far field electrical
field intensity projection on a 15 cm hemisphere of the field monitored 1 µm off the grating surface when
the single-mode waveguide is excited at λ = 1530 nm. The collection area of the elliptical mirror, that is
situated on the hemisphere at an angle of −45◦ from the vertical, is outlined in black. (e) Same as in (d) but
for light launched in the single mode waveguide at λ = 1565 nm. (f) Simulated input and output, and total
transmission efficiencies. The output transmission efficiency shown in this plot accounts for the collection
efficiency of the elliptical mirror [unlike the plot in (c)].

efficiency is plotted in Fig. 3.13(f), along with the input efficiency and the product of in-coupling

and out-coupling spectra. The bandwidth of the full transmission spectrum is 35 nm.

The ratio between the in-coupling and out-coupling efficiencies, which is not possible to exper-

imentally measure, is required for the nonlinear analysis. For the grating coupler described above,

the peak input efficiency is 1.96 times larger than the peak output efficiency. The calculation

presented here is repeated for each of the four grating coupler structures used in the nonlinear

characterization analysis.
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3.3 Fabrication

The devices are fabricated by electron beam lithography (EBL) with a 100 keV JEOL JBX-6300FS

writing system at the University of Washington Microfabrication/Nanotechnology User Facility. In

this EBL process, the “5th lens” writing mode is employed, with a low beam current of 500pA,

and a shot pitch of 2 nm (minimum beam translation step distance). The electon beam writes

the pattern by selectively exposing the ZEP-520 A positive resist (Nippon-Zeon Co. Ltd.) that

covers the SOI. The exposed resist is chemically removed, then the exposed silicon is etched using

an Oxford PlasmaLab System 100 with chlorine gas. The layout pattern submitted for fabrication

is composed of the geometric shapes that define the etched silicon areas.

Two fabrication iterations were done as part of this project, where the second iteration produced

the Chips A and B studied in this thesis. The first iteration is not discussed in detail here, however

the results from this iteration were used to guide the design second iteration, and is acknowledged

in this context.

3.3.1 Fabrication layout

The fabrication layout for each chip is shown schematically in Fig. 3.14. It contains 168 microcavity

devices, and 48 reference devices, with different device parameters systematically varied over a range

that includes the nominal design value.

Reference devices

The four different types of reference devices included in the layout are illustrated in Fig. 3.15.

The reference devices are designed to mimic either the input or output components of the triple

microcavity (TMC) devices. The reference device in Fig. 3.15(a), contains PC waveguide prop-

erties identical to the input waveguide of the TMC, and is referred to here as PCWGin. The PC

waveguide length is twice as long as that in the TMC device such that the full PCWGin device,

including input and ouput parabolic waveguides and grating couplers, is effectively a mirrored ver-

sion of the TMC input components. Similarly, the reference device in Fig. 3.15(b), PCWGout,

contains a mirrored version of the TMC output components, including the appropriate output PC
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Group #
Set #

Alignment Marks

Figure 3.14: Fabrication layout of the devices studied in this thesis. There are 168 microcavity devices,
and 48 reference devices. Markings on the chip are used to identify the Group number and Set number
of the devices adjacent. Devices in the same group have identical grating couplers, while devices in the
same set have identical hole size scale factors. Alignment marks are also included for the post-fabrication
photolithography process.

waveguide. The devices in Fig. 3.15(c) and (d) are grating-to-grating devices G2Gin and G2Gout,

respectively, that are the same as PCWGin and PCWGout, however without the PC waveguides.

The total length of each device is made the same by choosing appropriate lengths of the single

mode channel waveguides. This makes it possible to layout devices in columns with their input and

ouput grating couplers aligned, which makes measurements within a column convenient. Trans-

mission measurements of the reference devices are used to determine the efficiencies of input and

output grating couplers, parabolic waveguides and the PC waveguides, that affect the TMC device

response.

Bracketing

In anticipation of deviations between the design and the actual devices, a number of device param-

eters are varied across the layout. This increases the probability that there is a subset of devices on

the chip that have similar properties as the target. The device parameters that are varied across the

chip are summarized in Table 3.4 and are discussed below. The ranges over which each parameter

70



3.3. Fabrication

(a) PCWGin

(b) PCWGout

(c) G2Gin

(d) G2Gout

Figure 3.15: Reference devices included in the fabrication layout that contain input and output grating
couplers and parabolic waveguides. In (a) and (b) PCWGin and PCWGout devices are shown that contain
photonic crystal (PC) waveguides with structural parameters identical to those of the input and output PC
waveguides of the triple microcavity device, respectively. In (c) and (d), the PC waveguides are omitted and
the channel waveguides are directly connected to form G2Gout and G2Gout references devices.

is varied are chosen based on the results from the first iteration of fabrication.

The grating coupler groove widths are bracketed over the layout to ensure that light can be

coupled into and out of at least a subset of microcavity devices. Each quadrant of the layout in

Fig. 3.14 contains groups of gratings, where Groups 1 to 4 are indicated by the number of squares

in the first column of markers to the left of each set of devices. For Groups 1, 2 and 3, the grating

slot widths are scaled by factors sgc = 0.91, 0.94 and 0.97, respectively. The devices within each

of these groups are otherwise identical. Group 4 contains gratings with sgc = 0.94, and modified

microcavity devices, addressed shortly. These sgc are chosen because, in the previous iteration, the

transmission of the sgc = 1 grating peaked at f ' 197.4 THz (f ' 1520 nm), which is in good

agreement with the simulated result and at higher energy than the target resonant mode center

wavelength f2 ' 196 THz (λ2 ' 1530 nm). The scaling factors of sgc = 0.91, 0.94 and 0.97 are

simulated to give a peaks near λ ' 193.5, 194.8 and 196 THz, respectively. The choice is made

to err on the side of small hole sizes, because the grating coupling peaks can be shifted to higher

frequencies by decreasing the magnitude of the coupling angle from 45◦ down to 10◦ (shift is ∼ 0.5

THz per degree), while the angle can only be increased to ∼ 50◦, limiting the lowest achievable

peak frequencies.
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3.3. Fabrication

Table 3.4: Summary of device parameters bracketed across the layout. The set of values is given for each
bracket parameter. The “Bracket name” describes how each bracket is referred to in the text, usually followed
by a number (e.g. Group 1 corresponds to devices with sgc = 0.91), with the exception of “Type” where
they are labelled as Type I (swg,sym = 1) and II (swg,sym = 0.912). The “Affected” column describes which
of the microcavity and reference devices are affected by this parameter.

Parameters Bracket name Affected Description

sgc = 0.91, 0.94, 0.97, 0.94 Group All Grating groove width scaling
factor

sh = 0.91, 0.94, 0.97, 0.94 Set TMC,
PCWGin,
PCWGout

PC hole radius scaling factor

hms = −4,−2, 0, 2, 4, 6, 8 nm Number TMC† Mode spacing tuning hole
shift

sms = 0.97 to 1.02∗ Number TMC‡ Mode spacing tuning hole ra-
dius scaling factor

swg,sym = 1, 0.912 Type TMC Symmetrizing hole radius
scaling factor

† Only affects TMC devices in Groups 1 to 3
∗ Linearly spaced over 7 devices
‡ Only affects TMC devices in Group 4

Within each group, the overall hole sizes are scaled by three different factors, sh = 0.91, 0.94

and 0.97, for Sets 1, 2 and 3, indicated by the number of squares in the second column of markers

to the left of each set. The scaling factors are applied to all hole radii, including r, rmid, rwg,sym, r
in
wg

and rout
wg . These scaling factors are chosen because, in the first iteration, the microcavity mode

energies for sgc = 1 were ∼ 197.3 THz, which is 1.4 THz higher than the simulated result, such

that many of the mode frequencies coincided with the high energy end of the laser tuning range

(197.3 THz). Simulations show that decreasing the hole radii by a 3% shifts the modes by ∼ −1.4

THz, so the bracket used incrementally shifts the modes away from the laser tuning limit.

For Groups 1 to 3, the mode spacing of the microcavities is fine-tuned by shifting the targeted

holes near the center of the microcavity. The shifts are hms = −4,−2, 0, 2, 4, 6 and 8 nm, for device

Numbers 1 to 7. The two nanometer increment is the minimum shift possible given that the shot

pitch is 2 nm for this EBL process. In Group 4, instead of shifting holes, the mode spacing is

tuned by scaling the radii by sms = 0.97 to 1.02 nm over 7 devices (rmid,ms = 122 to 128 nm, when

72



3.3. Fabrication

sh = 1). The mode spacing parameters are chosen because, the “identical” TMC target devices on

the first iteration chip have ∆foff between −0.10 to 0.18 THz, and the chosen hms and sms result

in mode spacing tuning roughly over this range, as shown in Fig. 3.8(d) and (c), respectively. The

shift is chosen as the primary tuning method (Groups 1 to 3) because it was anticipated to be more

reliably reproduced than the hole size tunings of ∆r ∼ 1 nm.

Finally, for each of the brackets described above, two types of microcavity devices are included

in the layout. Type I devices are defined by setting rwg,sym = rmid for the holes that aim to

provide symmetry around the output waveguide, such that the scaling factor applied to these holes

is swg,sym = 1. In Type II devices, symmetrization is applied and swg,sym = 0.912. Within each set

of the layout, the seven Type I and II devices are laid out, paired as the top two devices in each

column, and the bottom two. The center device of each column is a reference device (G2Gout,G2Gin,

PCWGin,PCWGout, from left to right).

Alignment marks are included in the fabrication layout (crosses in Fig. 3.14) to aid the pho-

tolithography process described in the next section.

3.3.2 Post-fabrication processing

Once the silicon-on-insulator chips are fabricated, the buried oxide layer (silicon dioxide, SiO2) is

removed from underneath the microcavity regions defined in the silicon device layer in order to

achieve high Q modes. This processing involves photolithography and a hydrofluoric acid (HF)

etch.

The full undercutting procedure is outlined in Table 3.5. First, photoresist is spin-coated on the

fabricated microchip. The photoresist is selectively exposed with ultra-violet radiation by using a

mask that covers all but the regions around the microcavities and a mask aligner. The exposed

resist is removed using a developer and the microchip is submerged in HF to etch the silicon dioxide.

Finally, remaining photoresist is removed from the sample.

An optical microscope images of Chip B, after the photoresist is developed is shown in Figs.

3.16(a) and (b). The light pink strips show where the photoresist has been removed. Figure 3.16(c)

shows TMC device after the undercutting process is complete. The darker pink hallow roughly

outlines where the silicon dioxide is removed beneath the silicon device layer.
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3.3. Fabrication

Table 3.5: Recipe for post-fabrication undercutting.

Process

Step Procedure Time Duration

1 Cover with HMDS Primer

2 Ramp up to 500 rpm/s

3 Spin at 1700 rpm 40s

4 Spin down at 500 rpm

5 Let HMDS dry 1 min

6 Cover with AZ P4110 photoresist

7 Repeat steps 2 to 4

8 Soft bake at 90◦C 10 min

Exposure
9 Align mask

10 Expose with 320 nm light at 22 W/cm2 45 s

Development

11 Emerse in AZ P4110 developer solution
(4:1, developer: DI water)

90 s

12 Rinse with DI water and dry with N2 gas

13 Hard bake at 120◦C 10 min

Etch
14 Emerse in HF solution (10 parts 40% NH4F

to 1 part 49% HF)
15-20 min

15 Rinse with DI water and dry with N2 gas
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3.3. Fabrication

(a)

(b)

(c)

Figure 3.16: Optical microscope images of the silicon microchip at various stages in undercutting process.
(a) Image taken post-photolithography, such that the developed photoresist is intact. Light pink lines where
the bare silicon is exposed. (b) Same as in (a), but with higher magnification. (c) Image taken after the
hydrofluoric acid etch and the photoresist removal. The pink hallow around the photonic crystal region
outlines where the oxide is removed beneath the silicon.
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Chapter 4

Survey results to identify the best

devices for full FWM analysis

In this chapter, a survey of the linear transmission spectra for devices across the microchip is

described that was used to identify the specific structures used for the nonlinear characterization

reported in the following chapter.

4.1 Survey of devices across microchips

The transmission spectra of the grating couplers are first studied, in order to ensure that light is

appropriately coupled into and out of the devices. As discussed in Section 3.3.1, the grating coupler

groove widths are bracketed with three different scaling factors, where sgc = 0.91, 0.94, 0.97 and

0.94, for Groups 1,2,3 and 4, respectively. Figure 4.1 plots the raw transmission spectra measured

for grating-to-grating G2Gin devices in each of the four groups on Chip A, that directly link input

and output gratings with parabolic and channel waveguides. In Fig. 4.1(a), the angle of incidence

is θ = −41◦ for all devices measured, and in (b) the angles of incidence, −37◦, −39◦, −42◦ and

−39◦, are chosen for Groups 1 to 4, to achieve peak coupling at ∼ 1545 nm, which is near the

target microcavity resonant wavelengths. The peaks shift by ∼ 4 nm/degree, and by adjusting the

grating coupling angle (adjustable between ∼ 10◦− 50◦), it is possible to shift the grating coupling

peaks over the full tuning range of both lasers (λ = 1520 nm to 1610 nm). This means that any

microcavity devices with resonant wavelengths within the tuning range of the lasers are accessible

with these gratings. Similar results are found for the grating couplers on Chip B.

There is good agreement between the transmission spectra measured for “identical” (same lay-

out) grating-to-grating reference devices within the same group: the transmission efficiencies vary
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4.1. Survey of devices across microchips

within ±3 %, while the peak wavelengths vary within ±1 nm. This indicates that the reference

devices can be used to reliably estimate the input and output coupling efficiencies of the micro-

cavity devices. However, the fast sinusoidal modulations in the spectra (see Fig. 4.1), caused by

multiple reflections off the grating and parabolic waveguide components, have phase-shifts that

vary significantly from device to device. The approach to dealing with this issue is discussed in

greater detail in Appendix D.
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Figure 4.1: Transmission measurements for G2Gin devices in Groups 1 to 4 of Chip A (bottom to top), (a)
taken with a −41◦ coupling angle, (b) taken with coupling angles between −42◦ and −37◦ (labelled on plot)
to achieve peaks near λ = 1545 nm.
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Figure 4.2: (a) Transmission measurements of Type I microcavity devices on Chip A, with mode spacing
parameter sms = 0 nm, for the three hole size brackets labelled on the plot. (b) Transmission measurements
of Type II microcavity devices on Chip A, with sh = 0.97 and mode spacing parameters labelled on the plot.

The microcavity transmission is studied by adjusting the grating coupler angle appropriately

such that the coupling peak is near the resonant mode wavelengths. Only a subset of all fabri-
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4.1. Survey of devices across microchips
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Figure 4.3: Microcavity mode spacing offsets, ∆λoff = λ1 +λ3−2λ2 found from transmission measurements,
plotted as a function of device number in the sh = 0.97 set, where λm are the resonant wavelength, for Type
I and Type II microcavities. (a)-(d) Results for Groups 1 to 4 (top to bottom) devices on Chip A. (e)-(h)
Results for Groups 1 to 4 (top to bottom) devices on Chip B. In Groups 1 to 3, each device has a different
mode spacing parameter, with sms = 8, 4, 2, 0,−2,−4 nm for Devices 1 to 7, where sms is the position shift
of a select group of holes. In Group 4, the mode spacing is modified by scaling a select group of holes by
sms = 0.968 to 1.02, linearly over the seven devices. Data is omitted in cases where three modes are not
observed in the transmission spectrum. The dashed lines show the simulated results (from perturbation
theory) for Type I and II microcavities. The gray region has a width of 0.5 nm, which is a typical linewidth
for the M3 mode (the lowest Q mode).

cated microcavity devices are expected to have resonant mode wavelengths near the target, due to

bracketing of the PC hole sizes across the microchip. The overall hole size is bracketed with scaling

factors, sh = 0.91, 0.94 and 0.97, for Sets 1 to 3, and the resonant wavelengths are red-shifted by 10

nm per 3% decrease in hole size, as shown in the transmission spectra in Fig. 4.2(a). Transmission

spectra for the last set, with the largest holes (sh = 0.97), have resonant wavelengths near ∼ 1545

nm, and there are three well defined resonant peaks for most devices in Set 3. Devices from this set
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4.1. Survey of devices across microchips

are best suited for FWM measurements and are the ones used for the studies reported in Chapter

5.

Within each set with sh = 0.97, the mode spacing tuning parameter, hms, is bracketed over seven

different values, for the two types of microcavity devices, resulting in a total of 14 devices per set.

The raw transmission spectra for the third, fifth (target), and seventh Type II devices of a sms = 0.97

bracket on Chip A are plotted in Fig. 4.2(b). The mode spacing offsets, (∆λoff = λ1 + λ3 − 2λ2),

extracted from the transmission spectra of all devices in the four sets of each chip are summarized

in Figs. 4.3(a)-(d) and 4.3(e)-(h) for Chips A and B respectively. The mode spacings roughly follow

the simulated results (using perturbation theory), which are shown as dashed lines4. There are 10

and 12 devices on Chips A and B, respectively, that have mode spacing offsets within roughly a

linewidth of the third mode (typical linewidth is ∼ 0.5 nm), and are “good” candidates for four-wave

mixing.

In Table 4.1, the average experimental results for “good” candidate devices are compared to

simulation results for the designed Type I and II microcavity structures (with the layout hole

scaling, sh = 0.97). The center mode (M2) resonant wavelengths are fairly close to those simulated,

however the simulated mode spacings are larger. The quality factors of the lowest Q mode (Q3)

agrees well with those simulated, while the higher Q’s don’t agree as well.

Table 4.1: Comparison of experimental results averaged over “good” candidate devices, and simulation
results for the designed structures. λ2 is the resonant wavelength of the center mode, ∆λms is the mode
separation, and Qm are the total quality factors for modes m = 1, 2, 3. Type II microcavities have four holes
that are scaled by swg,sym = 0.912. These holes are not scaled in Type I microcavities (swg,sym = 1).

Experiment Simulation

Parameter Type I Type II Type I Type II

λ2 (nm) 1546 1547 1541 1541

∆λms (nm) 2.4 2.4 3.1 3.1

Q1 73,000 74,000 59,000 16,000

Q2 30,000 37,000 102,000 102,000

Q3 3,200 3,100 3,800 3,300

4The simulated results are evaluated for discrete hms and sms, and the dashed lines in Fig. 4.3 are actually the
connections between the discrete results.
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4.2. Stimulated four-wave mixing spectrum

4.2 Stimulated four-wave mixing spectrum

Stimulated four-wave mixing measurement results for a typical “good” candidate device, are pre-

sented in Fig. 4.4. The linear transmission spectrum is shown in Fig. 4.4(a), where the dashed

blue and green lines coincide with the resonant wavelengths of M1 and M2, while the dashed red

line coincides with λFWM
3 = 2λ2−λ1. Figures 4.4(b) and (c) show the stimulated FWM idler power

(circles) as a function of the output filter center wavelengths when signal wavelength is set to λ1

and λFWM
3 , respectively, and the pump wavelength is tuned to λ2. The pump and signal powers are

38.5 µW and 22.4 µW, respectively. The idler power spectra are essentially a convolution between

the filter transmission spectrum, ηfilter(λ), and the actual spectrum of idler power in the output

PC waveguide. The filter transmission spectrum lineshape is plotted as the gray shaded regions in

these figures. The idler power closely follows the filter lineshape near the peak, which means that

the linewidth over which the idler photons are actually generated is much much smaller than the

linewidth of the filter (0.17 nm). Also included in Fig. 4.4(b) and (c) is the background power

measured (triangles) when the signal laser is turned off, but the pump power remains active. While

in Chapter 1, this excitation configuration was suggested for measuring spontaneous FWM, it is

not currently clear if the background signal here is due to spontaneous nonlinear FWM, or perhaps

some other processes. This is discussed further in Chapter 7.

4.3 Analysis of survey results

After surveying the linear transmission data from a large number of devices, examples of which

were provided above, it was clear that the fabricated structures behaved only qualitatively as the

simulations done during their design. While the absolute resonant wavelengths were within ∼ 10

nm of those expected, and their dependences on systematic, bracketed parameter sweeps agreed

well, many other properties did not. In particular, the absolute Q values of M1 and M2 were off

(some higher, some lower) by as much as a factor of 5, and the absolute on-resonant transmission

values were often off by factors of 3. The wavelength separation of the modes was also off by as

much as 1 nm. Clearly the original simulations of various device parameters can not be used to

accurately predict or explain the nonlinear behaviour of the actual samples.
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Figure 4.4: (a) Linear transmission for a microcavity structure studied with four-wave mixing (FWM).
Resonant wavelengths λ1, λ2, and equally spaced λFWM

3 = 2λ2 − λ1, are plotted as the dashed blue, green
and red lines, respectively. (b)-(d), Four-wave mixing results, measured using pump and signal powers 38.5
µW and 22.4 µW respectively. The idler power is reported relative to the output PC waveguide (without
accounting for the output spectral filtering). (b) Stimulated FWM idler power as a function of the filter
center wavelength for λsignal = 1543.01 nm (circles). The dashed line shows the wavelength λFWM

3 . (c) Same
as (b) but with λsignal = 1547.58 nm. The shaded regions in (b)-(c) are the scaled filter transmission spectra,
and the triangles show the background power when the signal laser is turned off and the pump laser remains
on.

The bulk of this thesis work addressed a solution to this problem. By quantitatively and

thoroughly measuring and modelling the nonlinear transmission of modes M1 and M2, and the

power dependence of the stimulated FWM response measured using both M1 and M3 as separate

signal channels, a least-squares minimization of the modelled and actual data yields well-defined

values for all relevant linear and nonlinear device parameters of the actual devices. This overall

characterization protocol for a triple-microcavity nonlinear structure therefore represents a novel

means of extracting detailed linear and nonlinear device parameters that cannot be obtained using

linear transmission spectroscopy alone.
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Chapter 5

Nonlinear characterization

Three types of optical measurements are used to characterize the triple microcavity performance

and develop a model to predict its nonlinear response: linear transmission, nonlinear transmission

and stimulated four-wave mixing measurements. Least-squares analyses of the nonlinear experi-

mental results are used to determine the 15 unknown microcavity parameters, and two Fabry-Perot

parameters, described in Chapter 2, that enter the nonlinear response models.

5.1 Measurement and modelling results

Four devices with nearly identical designs are measured and modelled. The microcavity structures

are differentiated by only small perturbations. The design parameters for these four devices are

summarized in Table 5.1. Three are from Chip A and one is from Chip B.

Table 5.1: Design parameters for the triple microcavity devices studied in this thesis. The factor sh scales
the holes radii r, rmid, rmid,ms, r

in
wg, rout

wg , and rwg,sym described in Table 3.1 and illustrated in Fig. 3.1. The
hole shift hms is also presented therein. The factor swg,sym applies an additional scaling factor to rwg,sym.

Device Chip sh hms swg,sym

1 A 0.97 0 nm 1

2 A 0.97 -2 nm 0.912

3 A 0.97 0 nm 0.912

4 B 0.97 0 nm 0.912

The linear transmission spectra are plotted in Fig. 5.1. All peaks are resolved in these plots.

The resonant wavelengths λm, total quality factors Qlin
m and maximum transmissions T

lin
m extracted

from these results are summarized in Figs. 5.2(a), (b) and (c), respectively. The quality factor is

estimated as Q = δλm/λm, where δλm is the full-width at half maximum. It is unknown why the
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5.1. Measurement and modelling results

low Q mode, M3, is not Lorentzian for Devices 2 to 4, as FDTD simulations predict a Lorentzian

lineshape.
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Figure 5.1: Linear transmission spectra for (a) Device 1, (b) Device 2, (c) Device 3 and (d) Device 4. The
transmission is calculated using the best fit Fabry-Perot parameters, φin and φout.
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Figure 5.2: Linear transmission results for the four devices characterized: (a) resonant wavelengths, λm, (b)
total quality factors, Qlin

m , and (c) peak transmission, T lin
m . The results are plotted for modes M1, M2 and

M3. The T lin
m are calculated using the best fit Fabry-Perot parameters, φin and φout.

Figure 5.3 shows the experimental results for nonlinear transmission and stimulated four-wave

mixing measurements for the four devices (results for Devices 1 to 4 are shown in Rows 1 to 4 (top
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Figure 5.3: Nonlinear transmission and four-wave mixing analysis results for Devices 1 to 4 (top to bottom
rows). Columns 1 and 2 contain the peak transmission and resonant wavelength shifts, respectively, for
Mode 1 (blue) and Mode 2 (green), found experimentally (filled circles), and using the model with best fit
parameters (open markers). Column 3 shows the experimental FWM idler power in Mode 1 (blue) and Mode
3 (red), as a function of pump power (triangles) for fixed signal power at Ps (labelled on the plots) and as
a function signal power (circles) for fixed pump power at Pp (also labelled). The fixed pump power The
predicted idler powers are shown with thick black lines. The dashed lines show the predicted power when
nonlinear absorption is ignored.

to bottom), respectively). The data sets presented here are used in the least-squares analyses for

each device, where the experimental data is compared against model functions. The model function
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5.2. Derivation of model functions

predictions, that apply the extracted best fit values, are also plotted in Fig. 5.3. The first two

columns show nonlinear transmission results, where the experimental results for Modes 1 and 2 are

blue and green filled circles, respectively, while the model predictions are upward and downward

open triangles. The last column shows four-wave mixing results, where circles and triangles show

experimental idler powers measured as a function of the signal and pump power, respectively, while

the other input power is fixed. The red filled markers are for idler photons generated in M3, and

the blue markers are for idler photons generated in M1. The black lines show the predicted idler

powers.

Figure 5.4 shows the experimental nonlinear transmission spectra, from which the peak trans-

mission and wavelength shifts in Fig. 5.3 are extracted. The spectra predicted based on the model

functions are also plotted, where results for Devices 1 to 4 are shown in Rows 1 to 4 (top to bottom),

respectively. The left and right columns show the transmission spectra for M1 and M2, respectively.

The results presented in Fig. 5.3 are replotted in Fig. 5.5, where new model functions apply

microcavity parameters extracted from a modified analysis procedure. In the modified procedure,

a subset of the parameters (Rth, τcarrier, and τabs) are held fixed at the average best fit values

found across Devices 2 to 4, instead of entering the analyses as fit parameters. These parameters

are expected to be roughly the same for all devices as they are relatively insensitive to small

perturbations in the photonic structures (introduced by design or due to fabrication imperfections).

The Device 1 best fit parameters are excluded from the average because they couldn’t be reliably

extracted, as the sum of the least-squares wasn’t minimized across all parameters.

5.2 Derivation of model functions

The models used in the microcavity least-squares analyses are derived using temporal coupled mode

theory (TCMT). In this theory, localized microcavity modes and propagating waveguide modes are

weakly coupled through a small perturbation. Conservation of energy is used to calculate the

steady-state energy in the microcavity modes for a given continuous-wave waveguide excitation

scheme. This method is appropriate for studying resonant modes with Q & 30 [38], as is the case

here. The triple microcavity is modelled as a single resonator that supports multiple modes. The
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Figure 5.4: Nonlinear transmission results for Devices 1 to 4 (top to bottom rows), for Modes 1 and 2 (left
and right columns). Bottom plots show the experimental data and top plots show the spectra predicted using
the model with best fit parameters, where both are plotted on absolute transmission scales, shifted relative
to each other. The input powers for each spectrum corresponds power for each marker in the nonlinear
transmission data plots of Fig. 5.3 (first two columns).
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Figure 5.5: Nonlinear transmission and four-wave mixing analysis results for Devices 1 to 4 (top to bottom
rows) when Rth, Qabs and τcarrier are held fixed at their average values. Columns 1 and 2 contain the peak
transmission and resonant wavelength shifts, respectively, for Mode 1 (blue) and Mode 2 (green), found
experimentally (filled circles), and using the model with best fit parameters (open markers). Column 3
shows the experimental FWM idler power in Mode 1 (blue) and Mode 3 (red), as a function of pump power
(triangles) when the signal power is fixed at Ps (labelled) and signal power (circles) when the pump power
is fixed at Pp (labelled). The predicted idler power are shown with thick black lines. The dashed lines show
the predicted power when nonlinear absorption is ignored.

equations of motion are decoupled in the linear regime and become coupled in the nonlinear regime,

where the refractive index of the silicon can, in general, be dependent on the electromagnetic energy
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5.2. Derivation of model functions

stored in any of the three modes.

The TCMT is first considered in the case where nonlinear effects are negligible. Next, nonlinear

frequency conversion and absorption effects are introduced and included in the TCMT model, and

the nonlinear transmission and FWM formulations are reported.

5.2.1 Linear model

The cavity modes considered here are coupled to one input and output waveguide, as well as loss

channels, including radiation and material absorption, as illustrated in Fig. 5.6. The electric field

of light in the cavity mode is Em(r, t) = Re

[
am(t)Ĕm(r)/

√∫
d3x1

2ε(r)|Ĕm(r)|2
]
, where Ĕm(r) is

the unnormalized electric field mode profile and |am(t)|2 is the energy stored in the cavity. Here,

am(t) is a classical amplitude, not a quantum operator. In the linear regime, the equation of motion

of the amplitude, am(t), for cavity mode m is [38],

ma
INPUT WAVEGUIDE OUTPUT WAVEGUIDE

Figure 5.6: Schematic of coupled-mode theory for cavity supporting three modes. Cavity mode m has field
amplitude am and energy |am|2. The mode is coupled with lifetime τ im to channel i. The optical power of
light propagating toward the microcavity is |sin

m+|2, and the optical powers exiting through the input and
output waveguides are |sin

m−|2 and |sout
m−|2, respectively.

ȧm(t) = −(iωm + τ−1
m )am(t) +

√
2

τ j
m

sin
m+(t) (5.1)

where ωm is the mode resonance frequency, τm
−1 =

∑
i

(τ im)−1 where τ im are the coupling lifetimes

for channel i = {in, out, scatt, abs}, and |sin
m+(t)|2 is the power that is launched into the input

waveguide from an external source (here the output waveguide is not excited). The total quality

factor of the mode is Qm = ωmτm/2. The power leaving via channel i, |sim−|2, is described by,

sim−(t) = ζsim+(t) +

√
2

τ i
m

am(t). (5.2)
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5.2. Derivation of model functions

where sin
m+(t) 6= 0 and sout

m+(t) = sscatt
m+ (t) = sabs

m+(t) = 0. The first term on the right hand side is a

contribution from input light that is directly (non-resonantly) reflected from the microcavity, while

the second term is a contribution from light that leaks into the ith channel from energy stored in

the mth mode of the microcavity. Time reversal symmetry requires that ζ = −1 [38].

In the linear transmission measurements studied in this thesis, continuous-wave excitation is

launched into the input waveguide, and the power transmitted to the output waveguide is measured

in steady-state. The drive amplitude of the input excitation is sin
m+(t) = sin

m+e
−iωdt, and in steady-

state, the electric field in the cavity oscillates at the drive frequency, such that am(t) = ame
−iωdt,

where the steady-state amplitude am is described by,

0 = iωdmam − iωmam − τ−1
m am +

√
2

τ in
m

sin
m,+, (5.3)

and

si
m− = −si

m+ +

√
2

τ i
m

am, (5.4)

where sout
m+ = sscatt

m+ = sabs
m+ = 0. The steady-state energy stored in the cavity is,

Um = |am|2 =
2τ in
m
−1
P in
m

(ωdm − ωm)2 + τ−2
m
, (5.5)

where P in
m = |sin

m+|2, which has a Lorentzian lineshape. The transmission spectrum of power in the

output channel is, directly proportional to Um,

Tm(ωd) =
2

τout
m

Um =
4τ in
m
−1
τout
m
−1
P in
m

(ωdm − ωm)2 + τ−2
m
, (5.6)

thus it also has a Lorentzian lineshape.

5.2.2 Nonlinear model

In this section, nonlinear absorption effects are included in the model, along with nonlinear fre-

quency conversion through the third order nonlinearity, χ(3). These effects are discussed here and

derived in Appendix E.
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5.2. Derivation of model functions

The equations of motion that include nonlinear absorption and frequency conversion are given

by [52, 71, 110],

ȧ1(t) =− i[ω1 + ∆ωNL
1 (|a1|2, |a2|2, |a3|2)]a1(t)− τ1(|a1|2, |a2|2, |a3|2)−1a1(t) (5.7)

+ iω1β1[a2(t)]2a∗3(t) +

√
2

τ in
1

sin
1+(t),

ȧ2(t) =− i[ω2 + ∆ωNL
2 (|a1|2, |a2|2, |a3|2)]a2(t)− τ2(|a1|2, |a2|2, |a3|2)−1a2(t) (5.8)

+ iω2β2a1(t)a3(t)a∗2(t) +

√
2

τ in
2

sin
2+(t),

ȧ3(t) =− i[ω3 + ∆ωNL
3 (|a1|2, |a2|2, |a3|2)]a3(t)− τ3|a1|2, |a2|2, |a3|2)−1a3(t) (5.9)

+ iω3β3[a2(t)]2a∗1(t) +

√
2

τ in
3

sin
3+(t).

and

sout
m−(t) =

√
2

τout
m

am(t). (5.10)

Three main modifications are made to the linear equation of motion in Eqn. (5.1) to arrive at Eqns.

(5.7) to (5.9). Nonlinear frequency shifts, ∆ωNL(|a1|2, |a2|2, |a3|2), are introduced, which depend on

the energies |am|2 loaded in each of the modes. These shifts arise to due nonlinear effects that per-

turb the real part of the refractive index of the silicon. The total mode lifetimes τm(|a1|2, |a2|2, |a3|2)

are also modified to include the mode energy dependent perturbations to the imaginary part of the

refractive index of the silicon. In steady-state, the frequency shifts and lifetimes depend on the

steady-state mode energies, U1, U2 and U3. Finally frequency conversion/mixing terms involving

the conversion coefficient βm are included. Each of these nonlinear effects is now briefly described

in more detail.

The steady-state nonlinear total cavity lifetime, τm(U1, U2, U3) is given by,

τm(U1, U2, U3)−1 = τ in
m
−1

+ τout
m
−1

+ τ scatt
m

−1
+ τabs

m
−1

+ τTPA
m (U1, U2, U3)

−1
+ τFCA

m (U1, U2, U3)
−1
,

(5.11)

where the first four terms are linear contributions discussed above, τTPA
m (U1, U2, U3) is the two-

photon absorption lifetime, and τFCA
m (U1, U2, U3) is the free-carrier absorption lifetime. As discussed
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Figure 5.7: Nonlinear effects in a typical triple microcavity, as a function of energy loaded in the microcavity
mode M2, under single frequency excitation. (a) The inverse of the nonlinear quality factors due to two-
photon absorption (TPA), QTPA, and free-carrier absorption (FCA), QFCA, along with the linear and total
quality factors, Qlin and Qtot (dashed), respectively. The quality factors are related to the lifetimes through Q
= ωτ/2. (b) Nonlinear wavelength shifts are plotted for contributions including the Kerr effect, ∆λKerr, free-
carrier dispersion (FCD), ∆λFCD, and thermal effects due to power absorption through the linear material
absorption ∆λth,abs, TPA, ∆λth,TPA, and FCA, ∆λth,FCA. The total shift is also plotted ∆λth,tot . The
shifts ∆λth,abs and ∆λth,abs have similar values for the range of energies studied, and ∆λth,abs is dotted for
clarity.

in Chapter 2, two photon absorption occurs when two photons are absorbed in the silicon to excite

an electron above the electronic bandgap of silicon. This process is associated with the imaginary

part of the third order susceptibility, χ(3)(r) of silicon. In addition, the free-carriers excited through

TPA absorb photons. Both absorption processes depend on the energy loaded in the cavity, and

reduce the total mode lifetimes. Figure 5.7(a) shows an example of the energy dependent quality

factors (proportional to lifetimes) when mode M2 of a triple microcavity is excited by a single

excitation frequency.
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The steady-state nonlinear frequency shift, ∆ωNL(U1, U2, U3), is given by,

∆ωNL
m (U1, U2, U3) =∆ωKerr

m (U1, U2, U3) (5.12)

+ ∆ωFCD,e
m (U1, U2, U3) + ∆ωFCD,h

m (U1, U2, U3)

+ ∆ωthermal
m (U1, U2, U3)

where ∆ωKerr
m (U1, U2, U3) is the Kerr nonlinearity shift, ∆ωFCD,e

m (U1, U2, U3) and ∆ωFCD,h
m (U1, U2, U3)

are free-carrier dispersion shifts for electrons and holes, respectively, and ∆ωthermal
m (U1, U2, U3) is

the thermal shift due to heating of the silicon. The Kerr shift is associated with the real part

of the χ(3) susceptibility of silicon. Free-carrier dispersion is caused by the free-carriers excited

through TPA. The thermal shift depends on the total power absorbed through linear material

absorption (τabs
m ), TPA [τTPA

m (U1, U2, U3)] and FCA [τFCA
m (U1, U2, U3)]. Figure 5.7(b) shows the

energy dependent frequency shifts for the example introduced above.

It is important to note that both free-carrier absorption and dispersion depend on the density

of free-carriers present, which in turn depends on the lifetime of the free-carriers in the vicinity of

the cavity. The lifetime is sensitive to the carrier density, proximity of carriers to surfaces and the

nature of the surfaces. An effective free-carrier lifetime, τcarrier, is often considered that captures

the net lifetime across the microcavity, and has been found to saturate at effective free-carrier

densities & 1016 cm−3 [11, 50]. The saturated τcarrier is one of the key parameters sought after in

the characterization scheme.

The frequency conversion terms in Eqns. (5.7) to (5.9) arise due to the presence of light in the

three microcavity modes (and only these three modes), which undergo mixing through the third

order nonlinear χ(3) of silicon. The factors involving the βm introduce nonlinear driving terms to

each equation of motion. The conversion coefficient βm is based on an overlap integral between the

mode profiles of the three modes and the silicon.

Model functions that describe the nonlinear effects are summarized in Tables 5.2 and 5.3. In Ta-

ble 5.2, expressions are given for the various contributions to ∆ωNL
m (U1, U2, U3) and τm(U1, U2, U3).

These include coefficients that depend on material parameters and overlap integrals between the

silicon and the mode fields, which are given in Tables 5.3 and 5.4. The frequency conversion
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5.2. Derivation of model functions

coefficients βm are also given in Table 5.3. The model functions are derived using perturbation

theory.

In the perturbation theory, weak changes to the real and imaginary parts of dielectric constant

of silicon, δεNL
m (r), at mode frequency ωm, result in a complex valued change δωNL

m to the resonant

frequencies ωm, where [39, 71],

δωNL
m

ωm
= −1

2

∫
d3xδεNL

m (r)|Em(r)|2∫
d3xε(r)|Em(r)|2

. (5.13)

The linear equation of motion [Eqn. (5.1)], is modified such that ωm → ωm + δωNL
m , and the

nonlinear equations of motion [Eqns . (5.8) to (5.9)] result. The perturbed resonant frequencies

are,

δωNL
m = δωKerr

m + δωthermal
m + δωFCD

m + δωTPA
m + δωFCA

m + δωFWM
m , (5.14)

and are alternatively expressed as,

δωNL
1 =∆ωNL

1 − i
(
τTPA

1 (U1, U2, U3)−1 + τFCA
1 (U1, U2, U3)

−1
)
− ω1β1(a2)2(a3)∗/a1, (5.15)

δωNL
2 =∆ωNL

2 − i
(
τTPA

2 (U1, U2, U3)−1 + τFCA
2 (U1, U2, U3)

−1
)
− ω2β2a1a3(a2)∗/a2, (5.16)

δωNL
3 =∆ωNL

3 − i
(
τTPA

3 (U1, U2, U3)−1 + τFCA
3 (U1, U2, U3)

−1
)
− ω3β3(a2)2(a1)∗/a3. (5.17)

The derivations for the nonlinear contributions are in Appendix E. In this appendix, the sub-

set of perturbations that arise directly due to the third order polarization, P
(3)
m (r), through the

susceptibility χ(3), are found by re-expressing the perturbation equation above as,

δω
(3)
m

ωm
= −1

2

∫
d3xP

(3)
m (r) ·E∗m(r)∫

d3xε(r)|Em(r)|2
. (5.18)

where P
(3)
m (r) = δε

(3)
m (r)Em(r), and δω

(3)
m = δωKerr

m + δωFWM
m + δωTPA

m .

Nonlinear transmission

In nonlinear transmission measurements, light from a CW laser excites the microcavity through

the input waveguide, and the steady-state transmission for each fixed wavelength is recorded. A
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Table 5.2: Summary of the cavity lifetimes and nonlinear frequency shifts. The summation indices m′, l, l′

are over {1, 2, 3}.

Cavity lifetime

Linear τ in
m

τout
m

τ scatt
m

τabs

Two-photon absorption τTPA
m

−1
= ρ0

∑
m′
αm,m′Um′

Free-carrier absorption τFCA
m

−1
= κ0

∑
l,l′
κFCA
m,l,l′UlUl′

Resonant frequency shift

Kerr effect ∆ωKerr
m = −α0

∑
m′
αm,m′Um′

Free-carrier dispersion ∆ωFCD,e
m = νFCD,e

0

∑
l,l′
κFCA
m,l,l′UlUl′

∆ωFCD,h
m = νFCD,h

0

∑
l,l′
κFCD,h
m,l,l′ (UlUl′)

0.8

Thermal effects ∆ωthermal
m = −2Γth

m
nSi

dn
dTRthωm

∑
m′

(
τabs
m′
−1

+ τTPA
m′

−1
+ τFCA

m′
−1
)
Um′

model for the nonlinear transmission is found by considering the equation of motion for a single

cavity mode in the presence of excitation sin
m+(t),

ȧm(t) = −i[ωm + ∆ωNL
m (|am|2)]am(t)− τm(|am|2)−1am(t) +

√
2

τ in
m

sin
m+(t). (5.19)

This is obtained from the general equations of motion [Eqns. (5.7) to (5.9)] by assuming there is

excitation at a single frequency, such that no frequency mixing occurs, and the terms with βm are

set to 0. The steady-state equations for CW excitation sin
m+(t) = sin

m+e
−iωd

mt are,

0 = iωdmam − i[ωm + ∆ωNL
m (Um)]am − τm(Um)−1am +

√
2

τ in
m

sin
m+, (5.20)

and

sout
m− =

√
2

τout
m

am. (5.21)
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Table 5.3: Summary of nonlinear coefficients derived from perturbation theory. χ
(3)
Si is the diagonal element

of the χ(3) tensor for silicon.

α0 = ωm
4 ε0 Re(χ

(3)
Si )

ρ0 =
ε0 Im(χ

(3)
Si )ωm

4

κ0 =
σFCAτcarrier Im(χ

(3)
Si )ε0c

8~nSi

νFCD,e
0 =

ωmζeSiτcarrierε0 Im(χ
(3)
Si )

4~nSi

νFCD,h
0 = ωm

nSi

(
ζhSiτcarrierε0 Im(χ

(3)
Si )

4~

)0.8

αm,m =
∫
Si d

3x[(Ĕ∗m·Ĕ∗m)(Ĕm·Ĕm)+2|Ĕm|4]
(
∫
d3xε(r)|Ĕm|2)2

αm,m′ = 2
∫
Si d

3x[(Ĕm·Ĕm′ )(Ĕ
∗
m·Ĕ∗m′ )+(Ĕm·Ĕ∗m′ )(Ĕ

∗
m·Ĕm′ )+|Ĕm|2|Ĕm′ |2]

(
∫
d3xε(r)|Ĕm|2)(

∫
d3xε(r)|Ĕm′ |2)

κFCA
m,l,l =

∫
Si d

3x[(Ĕ∗l ·Ĕ
∗
l )(Ĕl·Ĕl)+2|Ĕl|4]ε|Ĕm|2

(
∫
d3xε|Ĕm|2)(

∫
d3xε|Ĕl|2)2

κFCA
m,l,l′ = 2

∫
Si d

3x[(Ĕl·Ĕl′ )(Ĕ
∗
l ·Ĕ
∗
l′ )+(Ĕl·Ĕ∗l′ )(Ĕ

∗
l ·Ĕl′ )+|Ĕl|2|Ĕl′ |2]ε|Ĕm|2

(
∫
d3xε|Ĕm|2)(

∫
d3xε|Ĕl|2)(

∫
d3xε|Ĕl′ |2)

κFCD,h
m,l,l =

∫
Si d

3x[(Ĕ∗l ·Ĕ
∗
l )(Ĕl·Ĕl)+2|Ĕl|4]

0.8
ε|Ĕm|2

(
∫
d3xε|Ĕm|2)(

∫
d3xε|Ĕl|2)1.6

κFCD,h
m,l,l′ = 20.8

∫
Si d

3x[(Ĕl·Ĕl′ )(Ĕ
∗
l ·Ĕ
∗
l′ )+(Ĕl·Ĕ∗l′ )(Ĕ

∗
l ·Ĕl′ )+|Ĕl|2|Ĕl′ |2]

0.8
ε|Ĕm|2

(
∫
d3xε|Ĕm|2)(

∫
d3xε|Ĕl|2)0.8(

∫
d3xε|Ĕl′ |2)0.8

Γth
m =

∫
Si d

3xε(r)|Em(r)|2∫
d3xε(r)|Em(r)|2

β2 = 1
2

∫
Si d

3xε0 Re(χ
(3)
Si )[(Ĕ∗2·Ĕ∗2)(Ĕ1·Ĕ3)+2(Ĕ∗2·Ĕ1)(Ĕ∗2·Ĕ3)]

(
∫
d3xε(r)|Ĕ2|2)(

∫
d3xε(r)|Ĕ1|2)1/2(

∫
d3xε(r)|Ĕ3|2)1/2

= 2β∗1 = 2β∗3

The steady-state energy stored in the cavity is,

Um =
2τ in
m
−1
P in
m

(ωdm − [ωm + ∆ωNL
m (Um)])2 + τm(Um)−2 , (5.22)

and the absolute cavity transmission spectrum is,

Tm(ωdm) =
2

τout
m

Um =
4τ in
m
−1
τout
m
−1
P in
m

(ωdm − [ωm + ∆ωNL
m (Um)])2 + τm(Um)−2 . (5.23)
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5.2. Derivation of model functions

Table 5.4: Summary of linear and nonlinear silicon material constants. Dispersive constant are given near
λ = 1540 nm.

Parameter Value Units Source

nSi 3.478 [67]

n2,Si 4.4× 10−18 m2W−1 [11, 23]

βTPA
Si 8.4× 10−12 mW−1 [11, 23]

Re(χ
(3)
Si ) 1.88× 10−19 m2V−2 Calculated†

Im(χ
(3)
Si ) 4.4× 10−20 m2V−2 Calculated†

σFCA
Si 14.5× 10−22 m2 [21, 82]

ζeSi 8.8× 10−28 m3 [21, 82]

ζhSi 4.6× 10−28 m3 [21, 82]

dnSi/dT 1.86× 10−4 K−1 [18]

† χ
(3)
Si = 4ε0c2nSi(ω)2

3ω

(
ω
c n2,Si(ω) +

iβTPA
Si (ω)

2

)
[51]

The nonlinear transmission in Eqn. (5.23) depends on the cavity energy Um, which is found by

numerically solving Eqn. (5.22). For a certain range of driving frequencies and input powers, there

are three solutions to Um, and the cavity exhibits bistable behaviour, otherwise there is a single

solution.

The nonlinear transmission solutions for the microcavity studied in Section 2.2 are plotted as a

function of wavelength, for two different input powers in Fig. 5.8(a). For the higher input power,

the spectrum has a range of wavelengths where three solutions exist, marked by +, 2 and ×.

While the top (+) and bottom (×) branches are stable, the middle branch is not (2) [20]. The

transmission spectrum depend on the sweep direction, as shown in Fig. 5.8(b). In this example,

the forward sweep transmission follows the top stable branch and then drops down to the stable

single solutions (◦) at higher wavelengths. The backward sweep transmission follows the bottom

stable branch until it jumps up the to the stable single solutions at lower wavelengths.

Stimulated four-wave mixing

In stimulated four-wave mixing measurements, the pump and signal CW lasers excite two of the

microcavity modes, and idler photons are generated in the third mode. Here, temporal coupled-
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Figure 5.8: Numerical solutions for the nonlinear transmission predicted for triple microcavity Device 3,
Mode 2. (a) Solutions for input powers P in

2 = 100 and 300 µW. Circles show where a single solution is
found, while the top, middle and bottom branches in the bistable regime are marked by +, 2 and ×,
respectively. (b) Solutions for P in

2 = 300 µW are shown as in (a), and the transmission spectra predicted for
forward (solid black) and backward (dashed red) wavelength sweeps are also shown.

mode theory is used to predict the idler generation rate in mode M3 in steady-state when a cavity is

excited by continuous-wave pump tuned near M2 and a signal tuned near M1. The other signal/idler

configuration (M3/M1) is described by the same theory, but with 1→ 3 and 3→ 1. The equations

of motion that describe this excitation scheme in the nonlinear regime are given by,

ȧ1(t) =− i[ω1 + ∆ωNL
1 (|a1|2, |a2|2, |a3|2)]a1(t)− τ1(|a1|2, |a2|2, |a3|2)−1a1(t) (5.24)

+ iω1β1[a2(t)]2a∗3(t) +

√
2

τ in
1

sin
1+(t),

ȧ2(t) =− i[ω2 + ∆ωNL
2 (|a1|2, |a2|2, |a3|2)]a2(t)− τ2(|a1|2, |a2|2, |a3|2)−1a2(t) (5.25)

+ iω2β2a1(t)a3(t)a∗2(t) +

√
2

τ in
2

sin
2+(t),

ȧ3(t) =− i[ω3 + ∆ωNL
3 (|a1|2, |a2|2, |a3|2)]a3(t)− τ3(|a1|2, |a2|2, |a3|2)−1a3(t) (5.26)

+ iω3β3[a2(t)]2a∗1(t).

For CW signal and pump driving amplitudes sin
1+e
−iωd

1 t and sin
2+e
−iωd

2 t, respectively, the steady-

state cavity M1 and M2 amplitudes oscillate at their respective drive frequencies such that a1(t) =

a1e
−iωd

1 t and a2(t) = a2e
−iωd

2 t. This results in idler amplitude a3(t) = a3e
−iωd

3 t, where ωd3 = 2ωd2−ωd1 ,

which comes from the photon generation term (∼ (a2)2a∗1). The steady-state field amplitudes are
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5.2. Derivation of model functions

described by,

0 = iωd1a1 − i[ω1 + ∆ωNL
1 (U1, U2, U3)]a1 − τ1(U1, U2, U3)−1a1 +

√
2

τ in
1

sin
1+ (5.27)

0 = iωd2a2 − i[ω2 + ∆ωNL
2 (U1, U2, U3)]a2 − τ2(U1, U2, U3)−1a2 +

√
2

τ in
2

sin
2+ (5.28)

0 = iωd3a3 − i[ω3 + ∆ωNL
3 (U1, U2, U3)]a3 − τ3(U1, U2, U3)−1a3 + iω3β3(a2)2(a1)∗. (5.29)

and Eqn. (5.21). It is important to note that here the undepleted pump approximation has been

applied to remove the frequency conversion terms from the M1 and M2 equations of motion. This

assumes that the number of photons generated or lost in the four-wave mixing process is only very

small compared to the total number of photons in the cavity, which is a good assumption for the

measurements studied here. This assumption is crucial to being able to find a solution for the

steady-state idler mode amplitude a3.

The steady-state idler output power, P out
3 = |sout

m−|2, is given by,

P out
3 =

2

τout
3

ω2
3|β3|2(U2)2U1

(ωd3 − [ω3 + ∆ωNL
3 (U1, U2, U3)])2 + τ3(U1, U2, U3)−2

, (5.30)

where U1 and U2 are the cavity mode energies given by,

Um′ =
2τ in
m′
−1
P in
m′

(ωdm′ − [ωm′ + ∆ωNL
m′ (U1, U2, U3)])2 + τm′(U1, U2, U3)−2 , (5.31)

for m′ = {1, 2}. The M1 and M2 cavity mode energies are essentially the same as those found for

the nonlinear transmission in Eqn. (5.22), except here ∆ωNL
m′ and τm′ depend on all mode energies,

although here the dependence on U3 is ignored as the idler cavity energy is much smaller than the

signal and pump cavity energies. It is possible to calculate the idler power P out
3 once U1 and U2 are

found. While there is no analytical solution for these, they are found numerically using an iterative

method, that achieves consistency between U1, U2,∆ω
NL
m′ (U1, U2) and τm′(U1, U2).

In the simplified case where the microcavity modes have equally spaced resonant frequencies,

and the signal and pump powers are low enough that nonlinear absorption is negligible, such that
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5.3. Impact of microcavity parameters

ωd
1 = ω1, ωd

2 = ω2 and ωd
3 = ω3 = 2ω2 − ω1, the idler power is,

P out
3 = 256|β3|2

ω3

ω2
2ω1

(Q2)4(Q1)2(Q3)2(P in
2 )2P in

1

(Qin
2 )2Qin

1 Q
out
3

, (5.32)

The output power of generated photons is optimized for high Q cavities with efficient loading into

the pump and signal modes, as well as efficient unloading from the idler (generated photon) mode.

5.3 Impact of microcavity parameters

The least-squares fitting procedure used to extract the best fit microcavity parameters involves

model functions of the experimentally measured quantities that are based on the theory presented

in Section 5.2. The sensitivities of the measured quantities on key microcavity parameters are

explored here, to help develop intuition for the competing effects at play, before presenting the

model functions, analysis procedure and results in Section 5.4. Figures 5.9 and 5.10 include plots of

the nonlinear transmission spectral features and the FWM idler power, respectively, as a function of

one parameter, while the rest of the microcavity parameters in the calculation are held fixed at the

best fit values for Device 3. The best fit parameters values extracted for Device 3 are reported in

Table 5.7 and Fig. 5.17. The parameters are also described in Table 2.1 and discussed in Chapter

2. The competing parameter dependencies shown in this section illustrate why it is difficult to

untangle the various contributions to extract parameter values from experimental data.

In Figs. 5.9(a) and (b), the peak relative transmission is plotted for excitation of M2, with

an input power of 300 µW. The transmission decreases with increasing waveguide coupling ratio

ηwg
2 = τout

2 /τ in
2 because light is more efficiently loaded in the microcavity when ηwg

2 is large, leading

to greater nonlinear absorption. The transmission also decreases with increasing effective free-

carrier lifetime, τcarrier, because the steady-state carrier density is higher, leading to greater free-

carrier absorption. The peak wavelength shift is plotted in Figs. 5.9(c)-(f). The shift increases a

function of both ηwg
2 and Rth, due to increased heating of the silicon. The shift is fairly insensitive

to the quality factor associated with linear material absorption, Qabs = ωτabs/2, because this

absorption mechanism is weak relative to the others at play. The shift is also fairly insensitive to

τcarrier because the blue-shift of free-carrier dispersion competes against the red-shift of thermal
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Figure 5.9: Nonlinear transmission spectral features calculated for an excitation power of 300 µW, using
best fit parameter values for M2 of Device 3 (given in Table 5.7 and Fig. 5.17), while one parameter is

free to vary on the x-axis. (a)-(b) Peak relative transmission, T
NL

. (c)-(f) Peak wavelength shift, ∆λNL.
ηwg

2 = τout
2 /τ in

2 and Qabs = ωτabs/2.

dispersion from free-carrier absorption (see Fig. 5.7).

In Fig. 5.10, the FWM idler powers are calculated as a function of key parameters, with pump

and signal powers of 84 µW and 43 µW, respectively, for two configurations, one where M1/M3

correspond to signal/idler modes, and the other where M3/M1 correspond. In Fig. 5.10(a), the

idler power generated in idler mode M3 increases with ηwg
1 , while that in M1 decreases. This is

because a large ηwg
1 loads energy efficiently into signal mode M1, and unloads energy inefficiently

out of idler mode M1. An equivalent argument can be made for ηwg
3 , where M1 and M3 are

swapped. Meanwhile, a large ηwg
2 loads the pump energy efficiently, thus increases the idler power
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Figure 5.10: Four-wave mixing idler power calculated for pump and signal excitations of 84 µW and 43
µW, respectively, using best fit parameter values for Device 3 (given in Table 5.7 and Fig. 5.17), while
one parameter is free to vary on the x-axis. Two excitation configurations are included: M1/M3 are the
signal/idler modes (red), and M3/M1 are the signal/idler modes (blue). ηwg

m = τout
m /τ in

m .

for both FWM configurations. The idler power is relatively insensitive to τcarrier because free-carrier

absorption is weak at these excitation powers.

5.4 Analysis procedure

As discussed in Chapter 2, the model functions that describe linear transmission, nonlinear trans-

mission and stimulated four-wave mixing involve 15 unknown microcavity parameters (see Table

2.1) that are found using least-squares calculations. The model functions are based on the temporal

coupled-mode theory Eqns. [(5.7)-(5.9)].

This analysis process requires that the nonlinear coefficients in Table 5.3 (α, κFCA, κFCD,h,Γth
m

and β) are first calculated using finite-difference time domain simulations. The simulated coeffi-

cients used for Devices 1 to 4 are summarized in Appendix F.
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5.4. Analysis procedure

5.4.1 Calculations of the sum of the squared differences, X2

Nonlinear transmission X2
T

In the nonlinear transmission analysis, the experimental wavelength shifts, ∆λNL
m , and peak trans-

mission values, T
NL
m , measured as a function of input power for Modes 1 and 2, with forward

wavelength sweeps, are involved in the least-squares fitting scheme. The model function that simul-

taneously predicts ∆λNL
1 , ∆λNL

2 , T
NL
1 and T

NL
2 depends on 13 parameters: λ1, λ2, τ

in
1 , τ

in
2 , τ

out
1 , τout

2 ,

τ scatt
1 , τ scatt

2 , τabs, τcarrier, Rth, φin and φout. However, given the information gained from the linear

transmission measurements, these are reduced to seven unknown parameters: ηwg
1 , ηwg

2 , Qabs, Rth,

τcarrier, φin, and φout, where ηwg
m = τout

m /τ in
m and Qabs = ωτabs/2 (ω = ω2 ' ω1 ' ω3).

The sum of the square differences, X2
T, is calculated as,

X2
T =

∑
m

∑
i

[(
∆λNL

m,i −∆λNL,model
m,i

δ∆λNL
m,i

)2

+

(
T

NL
m,i − T

NL,model
m,i

δT
NL
m,i

)2]
(5.33)

where the first sum is over both modes m = {1, 2} , and the second sum is over the number of

input powers considered in each data set. Only input powers that are sufficiently high, such that

the free-carrier lifetime is saturated, are considered. The uncertainties δT
NL
m /T

NL
m,i = 0.04, and

δ∆λm(P in
m,i) = 0.002 for m = 1, and δ∆λNL

m,i = 0.005 for m = 2. The relative uncertainty in T
NL
m,i is

discussed in Appendix D, and the uncertainty in the wavelength shift is the sweep step size.

For each set of these seven parameters, the following procedure is followed to calculate X2
T:

1. The experimental linear transmission data
[
T

lin
1 (φin, φout), T

lin
2 (φin, φout)

]
and nonlinear trans-

mission data
[
T

NL
1 (φin, φout), T

NL
2 (φin, φout)

]
are calculated (see Appendix D).

2. The following lifetimes are calculated as,

τ in
m =

√
4(τ lin

m )2

T
lin
m (φin, φout)η

wg
m

, (5.34)

τout
m =

√
4(τ lin

m )2ηwg
m

T
lin
m (φin, φout)

, (5.35)
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and

τ scatt
m =

(
τ lin
m
−1 − τabs

−1 −

√
T

lin
m (φin, φout)

4(τ lin
m )2ηwg

m
(ηwg
m + 1)

)−1

. (5.36)

3. The following model functions for peak transmission and the wavelength shift are calculated

for both modes (m = 1, 2), at each input power “i”, as,

T
NL,model
m,i =

4τ in
m
−1
τout
m
−1(

τ lin
m
−1

+ ρ0αm,mUm,i + τcarrier
σFCA Im(χ

(3)
TPA)ε0c

8~nSi
κFCA
m,m,m(Um,i)2

)2 , (5.37)

and ∆λNL,model
m,i = λm∆ωNL,model

m,i /ωm, where

∆ωNL,model
m,i =− α0αm,mUm,i (5.38)

+ τcarrier
ωmζ

e
Siε0 Im(χ

(3)
TPA)

4~nSi
κFCA
m,m,m(Um,i)

2

+ (τcarrier)
0.8ωm
nSi

(
ζh

Siε0 Im(χ
(3)
TPA)

4~

)0.8

κFCD,h
m,m,m(Um,i)

1.6

− 2
Γth
m

nSi

dn

dT
Rth

(
τabs

−1 + ρ0αm,mUm,i (5.39)

+ τcarrier
σFCA Im(χ

(3)
TPA)ε0c

8~nSi
κFCA
m,m,m(Um,i)

2

)
Um,i,

and

Um,i =
τout
m

2
T

NL
m,i. (5.40)

Equations (5.37) and (5.38) are based the nonlinear shifts and lifetimes summarized in Table

5.2, and the nonlinear transmission in Eqn. (5.23) taken on resonance. Here the experimental

transmission is used to calculate the microcavity energy that enters the model calculation.

Four-wave mixing X2
FWM

There are four sets of experimental four-wave mixing data measured for each device that are

involved in the least-squares analysis, as shown in the final column of Fig. 5.3. Here the idler

power is measured separately as a function of pump power and signal power, for both of the

two signal/idler excitation configurations. The model function that describes the idler powers
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depends on 16 parameters: λm, τ
in
m , τ

out
m , τ scatt

m , τabs, τcarrier, φin and φout, where m = 1, 2 and 3.

However, with information gained from linear transmission measurements, this set is reduced to

seven parameters: ηwg
1 , ηwg

2 , ηwg
3 , Qabs, τcarrier, φin, and φout.

The sum of the square differences is calculated as,

X2
FWM =

∑
q

∑
i

(
P exp,idler
q,i − Pmodel,idler

q,i

δP exp,idler
q,i

)2

(5.41)

where q is the data set number (q = {1, 2, 3, 4} here), i is ith data point in set q, and P exp,idler
q,i

and Pmodel,idler
q,i are the ith experimental and calculated idler powers in data set q, respectively.

The calculation of the relative uncertainty in the idler power, δP exp,idler
q,i /P exp,idler

q,i is described

in Appendix D. The following procedure is followed to calculate X2
FWM for a given set of seven

parameters:

1. The experimental input pump and signal powers are appropriately calculated given the φin,

and the idler power is appropriately calculated using both φin and φout (see Appendix D).

2. The τ in
m , τ

out
m and τ scatt

m lifetimes are calculated using Eqns. (5.34), (5.35) and (5.36).

3. The idler power model function is calculated is based on Eqn. (5.30), which is rewritten as,

Pmodel,idler =
2

τout
idler

(ωidler)
2|βidler|2(Upump)2Usignal

(δωidler)2 + τidler(Usignal, Upump)−2
, (5.42)

where “pump”, “signal”, and “idler” label the modes excited by pump, signal and idler pho-

tons, and δωidler is the detuning between the idler frequency and the idler resonant mode

frequency. For each excitation scheme, the idler power is calculated by first determining the

pump and signal energies, Upump and Usignal, which are then used to calculate the energy

dependent idler mode lifetime, τidler(Usignal, Upump). The Usignal and Upump energies are cal-

culated with an iterative process, for each input power pair of a data set, in order to account

for the interplay between the nonlinear effects of the two modes. This process is described

below and is summarized in the flowchart in Fig. 5.11:

(a) The pump and signal cavity peak energies, U tmp,1
signal and U tmp,1

pump are first estimated as the
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Figure 5.11: Four-wave mixing idler power calculation flowchart. The solid arrows indicate the step sequence
and the dashed arrow indicates an iterative loop that continues until convergence is met.

energies that would be loaded by independent probing of the pump and signal, and are

found by numerically solving Eqn. (5.22),

U tmp,1
m =

2τ in
m
−1
P in
m

(δωm)2 + τm(U tmp,1
m )−2

, (5.43)

where δωpump = 0, and δωsignal = 0 when the signal mode is the high Q M1 mode, and

δωsignal = 2ω2 − ω1 − ω3 when it is the low Q M3 mode. This is consistent with the

experimental wavelength tuning scheme described in Section 2.3.

(b) Using the U tmp,1
pump and U tmp,1

signal found in the previous step, the energies are recalculated by

numerically solving for U tmp,2
pump and U tmp,2

signal below:

U tmp,2
pump =

2τ in
pump

−1
P in

pump

(δωpump)2 + τpump(U tmp,2
pump , U

tmp,1
signal , Uidler = 0)−2

, (5.44)
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and

U tmp,2
signal =

2τ in
signal

−1
P in

signal

(δωsignal)2 + τsignal(U
tmp,2
signal , U

tmp,1
pump , Uidler = 0)−2

, (5.45)

with

τm(U tmp,x
pump , U

tmp,x
signal , Uidler = 0)

−1
= τ lin

m
−1

+ ρ0

∑
m′

αm,m′Um′ + κ0

∑
l,l′

κFCA
m,l,l′UlUl′ ,

where m′, l, l′ = {1, 2, 3}, and the superscripts “x” in U tmp,x
pump and U tmp,x

signal in Eqn. (5.46)

are substituted with the appropriate numbers that appear in Eqns. (5.44) and (5.45).

(c) Step 2 is iterated until Upump and Usignal have converged. Typically only one or two

iterations are necessary.

(d) The total lifetime of the idler mode is calculated, given the presence of nonlinear losses

induced by the energy in the pump and signal modes. It is given by,

τidler
−1 = τ lin

idler
−1

+ τTPA
idler

−1
+ τFCA

idler
−1

(5.46)

= τ lin
idler

−1
+ ρ0

∑
m′

αidler,m′Um′ + κ0

∑
l,l′

κFCA
idler,l,l′UlUl′ ,

where the sums of m′, l and l′ are done over only the pump and signal modes. This

assumes that the idler mode contributions to τTPA
m and τFCA

m are negligible.

(e) The idler power is calculated using Eqn. (5.42), with δωidler = 2ω2 − ω1 − ω3 when the

idler corresponds to the low Q mode, and δωidler = 0 when it corresponds to the high Q

mode. The use of δω3 = 2ω2−ω1−ω3 here and in Step 1 assumes that the detuning does

not change, even in the presence of nonlinear absorption at excitation high powers. This

assumption is valid if all three modes shift by the same amount, and provided laser and

filter wavelengths appropriately track the high Q mode (and idler) resonant wavelengths,

as is done experimentally (see Appendix A). The assumption of equally shifting modes

appears to be valid to first order, as a uniform change in the refractive index is predicted

to shift all modes, to within 0.3 % of each other. This was verified by examining Γth
m

given in Appendix F.
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5.4.2 Least-squares analysis

One approach to extracting the 15 unknown microcavity parameters and the 2 unknown Fabry-

Perot parameters from the nonlinear experimental data would be to find the parameter set {ηwg
1 ,

ηwg
2 , ηwg

3 , Qabs, τcarrier, Rth, φin, φout} that minimizes the total squared differenceX2
tot = X2

T+X2
FWM.

These 8 fit parameters, along with nine pieces of information extracted from the linear transmission

measurements complete the characterization. Unfortunately, this approach is not practical because

each computation of X2
FWM takes a relatively large amount of time as the model idler powers are

not calculated directly, instead they require that multiple equations are solved numerically.

Alternatively, to reduce the computation time, a more practical approach is taken where X2
FWM

is evaluated over only ηwg
1 , ηwg

2 and ηwg
3 , which have the greatest impact on the idler power model.

In this approach, for each set of {ηwg
1 , ηwg

2 ,ηwg
3 }, the remaining parameters that enter the model

(Qabs, τcarrier, φin, φout), are evaluated at the parameter values that minimize X2
T for this {ηwg

1 , ηwg
2 }

pair. The total X2
tot = X2

T +X2
FWM is then minimized to extract the set of best fit parameters.

In the main approach taken in this work, the computation time is reduced further by separately

minimizing X2
T and X2

FWM, in an iterative process that achieves consistency between the two

calculations. This iterative process was conceived after careful consideration of the X2
T and X2

FWM

topographies across the relevant parameter spaces.

Figure 5.12 plots the base 10 logarithm of the X2
T for Device 2 as a function of fit parameters

from the set {ηwg
1 , ηwg

2 , Qabs, Rth, τcarrier, φin, φout}. These results are generally representative of the

results for all devices. For each plot, the parameters on the x and y axis are held fixed, and the

minimum X2
T is found across all other fit parameters for each (x, y) pair. The same color scale

is used for each plot (shown to the right of each row), and the color is left blank (white) when

there are no viable parameter sets (energy conservation limits the ranges of the cavity lifetimes).

Figures 5.12(a) and (b) show that Rth decreases with increasing ηwg
1 and ηwg

2 , respectively. These

correlations arise due to the dependence of the nonlinear wavelength shifts and peak transmissions

on the energy loaded in the cavity. The microcavity energy increases with ηwg
m , and Rth must be

reduced to maintain the same nonlinear wavelength shifts. Similarly, τcarrier is also reduced for

increasing ηwg
m , in order to maintain both the same shifts and peak transmissions, as shown in Figs.
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Figure 5.12: Nonlinear transmission analysis example results for Device 2. The base 10 logarithm X2
T is

plotted across the parameter set {ηwg
1 , ηwg

2 , Qabs, Rth, τcarrier, φin, φout}. For each parameter pair on the x
and y axes, the minimum log 10(X2

T) across all other parameters is plotted. Blank results show where no
viable parameter sets exist due to a lack of energy conservation. Each plot has the same color scale (shown
to the right of each row). There is a total of 13 degrees of freedom in the X2

T calculation.

5.12(c) and (d). As a result of these correlations, ηwg
2 and ηwg

1 are also correlated, as shown in Fig.

5.12(e). The minimization of X2
T as a function of Qabs, φin and φout is relatively weak compared

to the other parameters, as is shown in Figs. 5.12(f) and (g), where the minimum X2
T vary by less

than an order of magnitude over the majority of the parameters spaces, in contrast to Figs. 5.12(a)

and (e), where the minimum X2
T vary by ∼ 2 orders of magnitude over the parameter spaces.

Figures 5.13 shows the X2
FWM as a function of parameters ηwg

1 , ηwg
2 and ηwg

3 . For each (ηwg
x , ηwg

y )

pair in the plots, the minimum X2
FWM across the third parameter is shown. The values for

τcarrier, Qabs, φin and φout are held fixed at the values that minimize X2
T in Fig. 5.12. Figure 5.13(a)

shows a strong correlation between ηwg
3 and ηwg

1 . The physics of this correlation is explained by

first considering the data sets where M1 is the signal mode and M3 is the idler mode. When ηwg
1

is increased, the signal energy in the microcavity is increased, and in order to compensate, ηwg
3 is
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(a) (b)

Figure 5.13: Four-wave mixing example results for Device 2. The X2
FWM is plotted across the parameter

set {ηwg
1 , ηwg

2 , ηwg
3 }, while Qabs, τcarrier, φin and φout are held fixed at the values that minimize X2

T. For each
parameter pair on the x and y axes, the minimum X2

FWM across the other parameter is plotted. Blank
results show where no viable parameter sets exist due to a lack of energy conservation. Each plot has the
same color scale (shown to the right). There are 55 degrees of freedom in the X2

FWM calculation.

also increased such that coupling of the generated idler photons to the output channel is weakened.

The same arguments apply when the signal and idler modes are exchanged. Figure 5.13(b) shows

that X2
FWM is minimized as a function of ηwg

2 . Only a very weak correlation exists between ηwg
2

and ηwg
3 , which is unsurprising as both idler powers scale with ηwg

2 in the linear regime and there

is no symmetry between the pump and the signal/idler.

It is important to note that there is no clear minimum for X2
T, nor X2

FWM, when they are

considered separately. However, their sum, X2
tot, does have a clear minimum, which is why it is

crucial that both nonlinear transmission and four-wave mixing data are included in this analysis.

The X2
tot is plotted as a function of ηwg

1 , ηwg
2 , and ηwg

3 in Figure 5.14, along with X2
T and X2

FWM.

The minimization of X2
tot can be understood by first noting that X2

FWM in Fig. 5.13(b) is minimized

as a function of ηwg
2 . Given the correlations in X2

T shown in Figs. 5.12(a)-(e), the minimization

as a function of ηwg
2 is sufficient to minimize X2

T over the rest of the parameters involved in this

analysis. In turn, given the correlations in X2
FWM shown in Fig. 5.13(a), the minimization of X2

T

as a function of ηwg
1 results in a minimization of X2

FWM over ηwg
3 .

The iterative method employed in this thesis that accounts for these correlations and involves

independent minimizations of X2
T and X2

FWM, yields essentially identical results as the X2
tot mini-

mization (calculated with the reduced χ2
FWM parameter space). It is outlined here:

1. The set of seven parameters {ηwg
1 , ηwg

2 , Rth, τcarrier, Qabs, φin, φout} that minimize X2
T are found
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(a) (b) (c)

(d) (e) (f)

Legend

Legend

Figure 5.14: Nonlinear transmission results for Device 2. Plots (a)-(c) show X2
tot, X

2
FWM , and X2

T. The
parameter on each x axis is fixed and the minimum X2 over all other fit parameters involved in the respective
analysis is shown. X2

T is calculated as a function of ηwg
1 , ηwg

2 , Rth, τcarrier, Qabs, φin and φout. X2
FWM is

calculated as a function of ηwg
1 , ηwg

2 , ηwg
3 , while τcarrier, Qabs, φin and φout are held fixed at the values that

minimize X2
T. X2

tot is the sum over X2
T and X2

FWM. Plots (d)-(e) show X2
tot and the X2 minimization that

is used to determine the fit parameter on the x axis using the iterative fitting process, where X2
T in (d) is

calculated for fixed ηwg
2 and X2

FWM in (e) and (f) is calculated with fixed ηwg
1 .

from the nonlinear transmission least-squares analysis. There is an element of randomness to

this, as X2
T is not well minimized (ηwg

2 is not yet constrained).

2. The best fit parameters found in Step 1 are applied to the FWM analysis as fixed values,

excluding ηwg
2 , which is introduced as a free fit parameter, along with ηwg

3 . The (ηwg
2 , ηwg

3 )

pair that minimize X2
FWM is found.

3. The nonlinear transmission analysis is repeated with ηwg
2 held fixed at the FWM best fit

value, and the set of six parameters {ηwg
1 , Rth, τcarrier, Qabs, φin, φout} that minimize X2

T are

found.

4. Steps 2 and 3 are repeated until the best fit ηwg
2 from the FWM least-squares converges. This
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typically only requires one or two iterations.

Figure 5.15 illustrates how fixing the value of ηwg
2 in the X2

T analysis of Device 2 results in a

minimization across the remaining fit parameters. In this example, ηwg
2 = 3, which is the best fit

value extracted from the FWM analysis. The white contour lines show where X2
T = min(X2

T) + 1.

The extremes of the contours in the x and y directions show the limits of the ±1σ uncertainty

range for the parameters on the respective axes.

A correlation between Rth and Qabs is also revealed in Fig. 5.15(c), where an increase in Rth

results in an increase in Qabs, in order to maintain the same thermal shift (larger Qabs results in

less linear material absorption). Beyond a certain point, the Rth essentially becomes independent

of Qabs (where the X2
T trough flattens towards horizontal), because at some point Qabs is so high

that linear material absorption is insignificant compared to nonlinear absorption through the TPA

and FCA processes.
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Figure 5.15: Nonlinear transmission analysis example results for Device 2. The X2
T is plotted across the

parameter set {ηwg
1 , Qabs, Rth, τcarrier, φin, φout}, when ηwg

2 = 3 is held fixed at the best fit values from the
four-wave mixing analysis. For each parameter pair on the x and y axes, the minimum X2

T across all other
parameters is plotted. Each plot has the same color scale (shown to the right), where X2

T > 100 at set the
maximum of the color scale range. White lines contour X2

T = min(X2
T) + 1. There is a total of 12 degrees

of freedom in the X2
T calculation.

The Xtot minimization curves for Device 2 are compared to those found using this iterative

method in Fig. 5.14(d)-(f). In Fig. 5.14(d), the minimization of X2
T with respect to ηwg

1 is shown,

while in Figs. 5.14(d) the minimization of X2
FWM with respect to ηwg

2 and ηwg
3 is shown. There is

close agreement between the values of ηwg
1 , ηwg

2 and ηwg
3 that minimize X2

tot and the X2’s from the

iterative process (X2
T or X2

FWM).
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The resulting Device 2 best fit values forRth, Qabs and τcarrier, given in Table 5.5 are consequently

very close as well. In the iterative method, the ±1σ uncertainties in ηwg
1 , Rth, Qabs, τcarrier, φin

and φout are all estimated by finding the parameter ranges where X2
T < min(X2

T) + 1, while the

uncertainties in ηwg
2 and ηwg

2 are estimated from min(X2
FWM) + 1. For the X2

tot method example

given above, the uncertainties in ηwg
1 , ηwg

2 and ηwg
3 are estimated from min(X2

tot) + 1, while those

for Rth, Qabs, τcarrier, φin are estimated from looking at min(X2
T) + 1 when ηwg

1 , ηwg
2 are limited to

be within the 1σ uncertainty.

Table 5.5: Best fit parameters found from an analysis involving the minimization of X2
tot, and from a separate

analysis where an iterative approach is taken to find X2
T and X2

FWM. Rth is the thermal resistance, τcarrier

is the effective saturated free-carrier lifetime and Qabs is the quality factor associated with linear material
absorption.

X2
tot method Iterative method

Best fit −1σ +1σ Best fit −1σ +1σ

Rth (K/mW) 40.7 39.3 42.0 40.7 39.8 43.0

τcarrier (ns) 0.79 0.783 0.828 0.78 0.754 0.804

Qabs(×106) 1.16 1.0 1.34 1.22 1.1 1.77

For the analyses of the four devices, the typical parameter space used for the iterative least-

squares minimization approach is shown in Table 5.6. In order to satisfy energy conservation, given

the linear transmission τ lin
m and T

lin
m , ηwg

m is constrained to be between,

min ηwg
m =

 1√
T

lin
m

−
√

1

T
lin
m

− 1

2

(5.47)

and

max ηwg
m =

 1√
T

lin
m

+

√
1

T
lin
m

− 1

2

. (5.48)

Parameter sets that result in a negative τ scatt
m calculated by Eqn. (5.36) are discarded. Once the

minimum χ2
T and χ2

FWM have been identified, the parameter space is typically narrowed and refined

to achieve better resolution.
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Table 5.6: Typical parameter space initially tested for nonlinear transmission analysis. Qabs = ωmτabs/2.

Parameter Min Max # of points

ηwg
1 min ηwg

1 5 20

ηwg
2 min ηwg

2 max ηwg
2 20

φin −π π 7

φout −π π 7

Rth 5 K/mW 100 K/mW 20

Qabs 1× 105 4× 106 20

τcarrier 0.3 ns 1.5 ns 20

5.4.3 Best fit parameters

The best fit parameters and the±1σ uncertainties are plotted in Fig. 5.16, where the gray rectangles

show the±1σ uncertainties (see Appendix G forX2 minimization plots for all devices). Red markers

indicate the parameters for which the relevant X2 (X2
T or X2

FWM) is not minimized. The minimum

X
2
T = X2

T/(NT − kT) and X
2
FWM = X2

FWM/(NFWM − kFWM) are also plotted for the four devices

in Fig. 5.16, where NT and NFWM are the total number of data points in the fits, and kT = 6 and

kFWM = 2 are total number of fit parameters.

These characterization results show that the parameters Rth, Qabs and τcarrier are generally

consistent for Devices 2 to 4, while for Device 1, Rth and Qabs are significantly higher than the

others. Given that each device is processed the same way and nominally support similar modes

(mode wavelengths and quality factors), these three parameters are expected to be close for each

device. In contrast, the waveguide coupling ratios differ more from device to device, as they are

more sensitive to structural non-uniformities. The inconsistency in the Rth and Qabs parameters

of Device 1 is likely related to the fact that X2
FWM does not reach a minimum as a function of ηwg

2 ,

which is a key parameter in this iterative approach.

Table 5.7 reports the weighted means of Rth, Qabs and τcarrier, across Devices 2 to 4, where the

weights are taken to be 1/[(δXupper − δXlower)/2]2. This ignores asymmetries in the parameter

uncertainties, which is not expected to have a large impact, given that the unweighted mean values

are close to the weighted values (Rth = 41.4 K/mW, Qabs = 1.5× 106 and τcarrier = 0.97 ns).
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Figure 5.16: Nonlinear characterization results. (a)-(h) Best fit parameters (markers), with±1σ uncertainties
(rectangles). Parameters that minimize the X2 are shown with black markers, and those that do not are red.

(i)-(j) The minimum X
2

= X2/(N − k) from the nonlinear transmission and the four-wave mixing analyses
are shown, where N is the number of data points in the fit and k is the number of fit parameters. Fits where
X2 does not reach a minimum with respect to all parameters are marked as red.

To check for consistency between the devices, the least-squares analyses are repeated with

Rth, Qabs and τcarrier held fixed at the average values. The fit results from these analyses are

compared to the original results in Fig. 5.17, and the agreement for Devices 2 to 4 is generally

very good, while that for Device 1 is poor. For this analysis, best fit values for ηwg
1 , ηwg

2 and ηwg
3

are extracted by minimizing the total X2
tot instead of using the iterative method, and φin and φout
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Table 5.7: Summary of mean best fit values found from analyses of linear transmission, nonlinear transmission
and four-wave mixing measurements for Devices 2 to 4.

Parameter Weighted Mean

Rth 40.5± 0.4 K/mW

Qabs 1.26± 0.04× 106

τcarrier 0.92± 0.02 ns

are held fixed at the original best fit values. The reduced parameter space makes it possible to

run this calculation over a practical time scale. Figure 5.18 shows plots of the X2
tot (solid), X2

T

(dash-dotted) and X2
FWM (dashed) as a function of the fit parameters for Device 2.
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Figure 5.17: Nonlinear characterization results, for both the original individual devices analyses (circles),
for when Rth, Qabs and τcarrier are fixed to the average values in the model functions (squares). (a)-(c) Best
fit parameters (markers), with ±1σ uncertainties (gray rectangles for original fit parameters, and yellow
rectangles for the new fit parameters). Parameters that minimize the X2

tot are shown with black markers,

and those that do not are red. (d) The minimum X
2

tot = X2
tot/(Ntot − ktot) is shown, where Ntot is the

number of data points in the fit and ktot is the number of fit parameters. Fits where X2
tot is not fully

minimized are marked as red.

5.4.4 Consistency checks

Energy Um,i calculation

The nonlinear transmission ∆λNL,model
m and T

NL,model
m data plotted in the first two columns of Fig.

5.15 are calculated using the model functions in Eqns. (5.38) and (5.37), and by calculating the
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(a) (b) (c)

Legend

Figure 5.18: Nonlinear transmission results for Device 2 when Rth, Qabs and τcarrier are held fixed at the
mean values. The parameter on each x axis is fixed and the minimum X2

tot, X
2
T, and X2

FWM, over all other
fit parameters involved in the respective analysis is shown. X2

T is calculated as a function of ηwg
1 , ηwg

2 . X2
FWM

is calculated as a function of ηwg
1 , ηwg

2 , ηwg
3 , while φin and φout are held fixed at the best fit values from the

X2
T minimization. X2

tot is the sum over X2
T and X2

FWM.

resonant microcavity energy Um,i by numerically solving,

Um,i = 2τ in
m
−1
P in
m,iτm(Um,i)

2. (5.49)

In the X2
T calculation, the microcavity energy Um,i is directly calculated based on the experimental

nonlinear transmission using Eqn. (5.40), instead of calculating it based on the input power. This

method is computationally much faster, and is more practical for the large parameters spaces tested.

A consistency test is done by repeating the X2
T minimization using the T

NL,model
m,i values in the Um,i

calculation in Eqn. (5.40). This is iterated until convergence is met in the best fit parameters

(typically between 2 to 4 iterations). Figure 5.19 shows that the resulting minimum X2
T and best

fit parameters are not significantly different from those found using the original fitting scheme, for

the four devices studied here.

Saturated free-carrier lifetime

A consistency test is also done to ensure that the effective free-carrier lifetime does indeed appear

to be saturated for the data used in the nonlinear transmission fitting analysis (which is a subset

of the full data set). The effective free-carrier lifetime is estimated by solving Eqn. (5.37) for

τcarrier, where all other best fit parameters are applied, T
NL,model
m,i is replaced by T

NL
m,i, and Um,i is
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Figure 5.19: Nonlinear characterization results for the best fit analysis (filled circles) and for the converged re-

sults (empty squares) when T
NL,model

m,i is used to calculate the Um,i in the model functions [Eqns. (5.37),(5.38)

and (5.40)]. The minimum X
2

T = X2
T/(NT− kT) from the nonlinear transmission is shown in (a), where NT

is the number of data points in the fit and kT is the number of fit parameters. Fits where X2
T does not reach

a minimum with respect to all parameters are marked as red. (b)-(e) Best fit values with ±1σ uncertainties
(gray rectangles) are shown, along with the converged parameter values. Parameters that minimize the X2

T

are shown with black markers, and those that do not are red.

calculating by Eqn. (5.40). The effective free-carrier density, N , is estimated using Eqns. (E.33)

and (E.40) as,

N =
2

τFCA
m σFCAvg

=
2κ0κm,m,mU

2
m,i

σFCAvg
(5.50)

Figure 5.20 shows a plot of the resulting τcarrier(N) for the M1 data (circles) and M2 data (triangles)

of Devices 1 to 4. The best fit τcarrier’s are drawn as dashed lines. The effective free-carrier lifetime

appears to be relatively constant over almost all carrier densities. Deviations of the calculated

carrier lifetimes from the best fit carrier lifetimes increase for densities N . 2.0× 1016 cm−3, and

τcarrier for N & 2.0 × 1016 cm−3 appear to be saturated. In the analysis for Device 2, the fitting

data included the right-most (highest power) four data points for M1 and the right-most six data

points for M2, which appear to be consistent with a saturated τcarrier.
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Figure 5.20: Effective free-carrier lifetime calculated for both M1 (circles) and M2 (triangles) of Devices 1
to 4 (top to bottom). The best fit τcarrier are drawn as dashed lines.

Roles of φin, φout, Qabs and τcarrier in the FWM analysis

As described above φin and φout are not included as free parameters in the FWM analysis, despite

the dependence of the experimental idler powers on these parameters. Much like the nonlinear

transmission analysis, these two parameters do not play a crucial role in determining the topography

of X2
FWM, thus these parameters are held fixed to limit the computational time required to complete

the analysis. For example, the best fit parameters were found to vary insignificantly when the φin

value for Device 2 was shifted by π, and the analysis was repeated. The Qabs parameter is also held

fixed in the FWM least-squares analysis. This is appropriate as this idler powers do not directly

depend on this parameter, given that thermal shifts are ignored. The only impact that it has is on

limiting the range of possible ηwg
m that give positive (physical) τscatt by Eqn. (5.36).
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The free-carrier lifetime τcarrier is also held fixed in this analysis. This parameter is not generally

expected to play a significant role in determining the true X2
FWM topography (when included as a

free parameter) because the majority of FWM measurements are taken in the low power regime (due

to technical challenges of performing FWM measurements in the bistable limit), where nonlinear

absorption plays only a small role in determining the idler power, as compared to the waveguide

coupling ratios ηwg
m . In addition, for the low power measurements, the effective free-carrier lifetime

is not in the saturated limit, and is power-dependent, thus τcarrier is not a reliable fit parameter

for this analysis. The current analysis scheme is a compromise, where τcarrier is held fixed at the

saturated value found from the nonlinear transmission analysis. This results in an underestimate

of τcarrier at low powers, which has the potential to push the best fit ηwg
2 to slightly lower values,

however the minimization of X2
tot with respect to τcarrier is expected to be dominated by X2

T, thus

this effect is expected to be very small.
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Chapter 6

Discussion

In this chapter, the nonlinear performance and nonlinear characterization results for the triple

microcavity devices are discussed.

6.1 Triple microcavity performance

6.1.1 Four-wave mixing efficiency

The four-wave mixing results presented in Chapter 5 demonstrate that the triple microcavity

structure has potential to be considered for frequency conversion applications. A common met-

ric used to quantify the frequency conversion performance is the FWM idler power efficiency,

ηP
FWM = Pi/(P

2
pPs), where Pi, Pp and Ps are the idler, pump and signal powers in the input waveg-

uide. Here ηP
FWM is reported in units of µW−2. When evaluated in the linear regime, the efficiency

predicts the idler power for a given pump and signal power. Devices with higher ηP
FWM are favor-

able for most applications, as lower input powers are required to achieve the same idler power. An

alternative definition for four-wave mixing efficiency is sometimes given as ηsig
FWM = Pi/Ps, which is

a unitless parameter that describes the conversion of signal photons to idler photons. This metric

requires knowledge of the pump power to put it in context. Due to this lack of generality, the choice

is made to report ηP
FWM instead of ηsig

FWM in the following.

The experimental four-wave mixing idler power efficiencies are plotted in Fig. 6.1 for Devices 1

to 4. Data is shown for idler photon generation in M1 (blue) and M3 (red), measured as a function

of the pump power (triangles) for fixed signal power at Ps (labelled on the plots), and as a function

of signal power (circles) for fixed pump power at Pp (also labelled). The efficiencies predicted

based on the model function, with the best fit parameters from the least-squares analysis with

fixed average value Rth, τcarrier and Qabs, are also plotted as thick solid and dash-dotted black lines
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6.1. Triple microcavity performance
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Figure 6.1: Four-wave mixing efficiency ηP
FWM = Pi/(P

2
pPs) for (a) Device 1, (b) Device 2, (c) Device 3 and

(d) Device 4. The experimental FWM idler powers for idler photons in Mode 1 and Mode 3 are plotted as a
function of pump power (triangles) when the signal power is fixed at Ps (labelled) and signal power (circles)
when the pump power is fixed at Pp (labelled). The idler powers predicted using the model function with
best fit parameters found from the least-squares analysis when Rth, Qabs and τcarrier are held fixed at their
average values are shown with thick solid and dashed-dotted black lines for the pump and signal sweeps.
The dashed lines show the predicted power when nonlinear absorption is ignored.

for the pump and signal dependences, respectively. Also shown is the model function prediction for

the efficiency when nonlinear absorption is disabled (thin dashed line). For the majority of data

sets, the efficiency decreases as a function of power, due to nonlinear absorption effects. For a given

idler mode, the efficiencies of the two data sets (pump and signal power sweeps) do not necessarily

return to the same value at low powers. This is because the fixed power for these sweeps is in some

cases large enough to induce nonlinear absorption, and as a result, the data set is entirely taken in

a nonlinear absorption regime.

The highest experimental four-wave mixing efficiencies for the data sets shown in Fig. 6.1 are

summarized and compared to those in the literature in Table 6.1. The ηP
FWM efficiencies for the M3

idler mode data are 1.4−14×10−9 µW−2, while those for the M1 idler mode data are substantially

lower, 6.8×10−11−3.2×10−10 µW−2. This large difference is qualitatively explained by considering,
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6.1. Triple microcavity performance

that in the linear regime, ηP
FWM ∝ (Qtot

p )4(Qtot
s )2(Qtot

i )2/[(Qin
p )2Qin

s Q
out
i ] for equally spaced modes,

as is found from Eqn. (5.42), where “p”, “s” and “i” subscripts are for the pump, signal and idler

modes. While the total quality factors and Qin
p are the same for both of the pumping configurations,

Qin
s and Qout

i are different. The efficiency is much higher when M3 is the idler mode because Qout
3

is over two orders of magnitudes smaller than Qout
1 , while Qin

3 is approximately an order magnitude

smaller than Qin
1 .

As shown in Table 6.1, the highest measured FWM efficiency, 1.4× 10−8 µW−2 (Device 2 with

M3 as the idler mode) is an order of magnitude higher, or more, than the efficiencies found for a

triple nanobeam cavity [8], a triple microring resonator [109], a coupled travelling wave resonator

[5] and microrings with radii R = 5 µm [7] and R = 10 µm [92]. The triple nanobeam structure’s

efficiency is likely lower as it supports modes with lower total Q’s than the 2D PC triple cavity

presented in this work. While the triple microring resonator, the coupled travelling wave resonator

and the R = 10 µm microring resonator support three high Q modes, the mode volumes are

relatively large, which results in weaker nonlinear interactions. The microring with radius R = 5

µm has an even smaller conversion efficiency, despite the smaller mode volume, due to its relatively

low Q caused by the TIR condition on the tight waveguide bend. An additional PC structure,

with 10 coupled microcavities, is also included in Table 6.1 [55], which is made in Gallium Indium

Phosphide (GaInP), and has a very high ηP
FWM = 3×10−6 µW−2, owing to the small mode volume,

high Q’s and the Kerr coefficient, n2, that is nearly twice as large as that for silicon.

6.1.2 Kerr effect input power threshold

The nonlinear transmission spectra presented in Chapter 5 for modes M1 and M2 of the triple

microcavity demonstrate that the Kerr effect is significant when probed at sufficiently high power.

The minimum power at which the Kerr effect is strong enough for a structure to be considered

for all-optical processing applications, like all-optical switching, is called the power threshold, Pth

[63]. This figure-of-merit coincides with the minimum power where bistable behaviour is observed.

Microcavities with lower Pth, can operate more efficiently, and are better candidates for scalable

integration. In general, a low Pth is achieved by microcavities with high Q, low mode volumes [46],

Veff , and high efficiency loading of light into the microcavity. High thermal resistances and effective
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6.1. Triple microcavity performance

Table 6.1: Four-wave mixing idler power efficiency, ηP
FWM = Pi/(P

2
pPs). For the devices in this work, the

ηPFWM listed are reported for the maximum experimental FWM with M3 as the signal mode (first), then M1
as the signal mode (second). The mode quality factors for each structure is also given. When the Q’s of
the three modes are approximately equal, a single Q is reported. For the first and third structures reported,
the Q’s are listed in order of signal, pump then idler. For the devices in this thesis, the Q’s are listed in
the order of M1, M2 and M3. Estimates of the device areas are also provided. The structures are made in
silicon, unless noted by ‡.

Structure ηP
FWM (µW−2) Q Device area (µm2) Source

Triple nanobeam
cavity

1.2× 10−9
3× 103

4× 103

6× 103
10 [8]

Triple microring
resonator

8× 10−10 ∼ 5× 104 200 [109]

Coupled travelling wave
resonator

2.2× 10−11 ∼ 1× 104† 130 [5]

Microring resonator
(R = 10µm)

7.8× 10−10 2.3× 104 310 [92]

Microring resonator
(R = 5µm)

1.2× 10−10 7.9× 103 80 [7]

Coupled PC microcavities‡ 3× 10−6
2.4× 104

8.3× 104

1.4× 105
150 [55]

Triple microcavity,
Device 1

2.9× 10−9, 6.8× 10−11
1.6× 105

2.6× 104

3.0× 103
50 This work

Triple microcavity,
Device 2

1.4× 10−8, 3.2× 10−10
1.5× 105

4.8× 104

1.2× 103
50 This work

Triple microcavity,
Device 3

2× 10−9, 1.2× 10−10
9.7× 104

3.5× 104

2.8× 103
50 This work

Triple microcavity,
Device 4

1.4× 10−9, 8× 10−11
1.5× 105

2.9× 104

1.4× 103
50 This work

† Estimated from spectrum.

‡ Made in a suspended Gallium Indium Phosphide membrane.
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6.2. Best fit parameters

free-carrier lifetimes also lead to low Pth, but typically result in a trade-off with the switching

speed. The resonant wavelength shifts observed for the triple microcavities studied in this thesis

are dominated by thermal effects, where the primary source of power absorption comes from free-

carrier absorption, as is illustrated in Fig. 5.7. The Pth for these devices are compared to those in

the literature in Table 6.2.

The Pth for the triple microcavities entries in Table 6.2 are estimated by looking for the sharp

drop in the nonlinear transmission spectra, which is a signature of the bistable regime. Here Pth is

taken to be the input power for the first (lowest power) spectrum where bistable features appear,

and is found separately for M1 and M2. The triple microcavity Pth ranges from 17−172 µW, which

is in range of the Pth reported for other suspended silicon 2D PC microcavities in the literature.

The total quality factors and effective mode volumes (estimated from simulations) are also given,

as these both play important roles in the nonlinear interactions that give rise to the bistable state.

For the 2D PC microcavities, differences in Pth for modes with similar Q’s and mode volumes are

likely attributed to differences in the coupling efficiencies of light into the cavities, as the thermal

resistance and effective free-carrier lifetimes are likely to be similar. In the case of the 1D PC

nanocavity, the Pth is significantly lower, due to its higher thermal resistance.

6.2 Best fit parameters

The model functions resulting from the analysis procedure generally do a good job of simultaneously

describing the linear and nonlinear functionalities measured in this thesis. One way to assess

whether the parameters extracted from the analysis procedure are reasonable (physically sensible),

is to compare them to those reported in the literature, for comparable photonic structures in

silicon. These comparisons can be made for Rth, τcarrier and Qabs, as they are generally consistent

for structures with similar geometries and mode profiles (surface to volume ratios).

6.2.1 Thermal resistance Rth

The average best fit thermal resistance found in this work is Rth = 40± 0.4 K/mW. This compares

well with other Rth reported in the literature for similar suspended 2D planar photonic crystal
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6.2. Best fit parameters

Table 6.2: Estimates of threshold input power, Pth, required to excite a bistable response of the microcavity.
The threshold power is measured relative to the input 2D photonic crystal waveguide, unless noted by ‡.
The quality factor, Q, effective mode volume, Veff , and thermal resistance, Rth, of the bistable mode are also
given. The Pth and Q’s reported for the devices in this work are listed for M1, then M2.

Structure Pth (µW) Q Veff (λ/n)3 Rth (K/mW) Source

2D PC microcavity 200 3.8× 104 0.9 15− 35 [11, 84]

2D PC microcavity 40 3.3× 105 1.1 [63]

2D PC microcavity 10− 28† 2.3× 105 1.2 50 [94]

1D PC nanocavity 1.6‡ 2.5× 105 1.4 550 [31]

Triple microcavity
Device 1

17, 172 1.6× 105, 2.6× 104 1.7, 2.1 40.5 This work

Triple microcavity
Device 2

34, 33 1.5× 105, 4.8× 104 1.6, 2.1 40.5 This work

Triple microcavity
Device 3

105, 102 9.7× 104, 3.5× 104 1.7, 2.1 40.5 This work

Triple microcavity
Device 4

93, 150 1.5× 105, 2.9× 104 1.7, 2.1 40.5 This work

† Estimated from spectra.

‡ Pth is relative to the channel waveguide.

structures in silicon, where Rth ' 16 − 50 K/mW [4, 11, 30, 31, 75], as is summarized in Table

6.3. The thermal resistance describes how easily heat is transfered from the microcavity to the

surrounding environment, and is found to be reduced when the buried oxide layer beneath the

silicon is left intact, due to the difference in the relative thermal conductivities of air and SiO2

(SiO2: 1.05 K/mW, air: 0.026 W/mK, silicon: 149 K/mW) [65]. The suspended 2D PC thermal

resistances are lower than those estimated for 1D PC stack and ladder microcavities, 250 K/mW

and 550 K/mW respectively [31]. The 1D PC stack microcavity consists of isolated boxes of silicon

(1.45 µm ×0.18 µm ×200 nm) that sit on SiO2, such that a significant amount of heat diffuses

through the oxide. In contrast, the ladder microcavity is a 1D nanobeam microcavity that is

bridged in air, such that heat primarily diffuses through the silicon contact points at the ends

of the nanobeam. In both of these examples, the thermal resistance is high because heat diffuses

primarily in one direction, unlike the 2D PC microcavity, where it diffuses over the planar slab. For
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6.2. Best fit parameters

similar reasons, a microdisk resonator (R = 1.16 µm) supported by an oxide pedestal, surrounded

by a sunflower-type circular PC, is found to have a high thermal resistance, Rth = 530 K/mW,

due to the limited directionality of diffusion [88]. Devices with large thermal resistances have low

thermo-optic bistable switching powers, however, this comes at the cost of lower switching speeds

(which are typically limited by thermal effects), as it takes longer for heat to diffuse.

Table 6.3: Thermal resistance, Rth reported for suspended photonic crystal (PC) structures. It is noted
whether the value was found experimentally or from modelling.

Structure Rth (K/mW) Method Source

PC microcavity 15-35 Exp. [11]

PC microcavity
with metallic pads

16.8 Modelling [30]

PC microcavity 20 Modelling [31]

PC microcavity 50† Exp. [4]

PC waveguide 18.5 Exp. [75]

Triple PC microcavity 40.5 Exp. This work

†Used as a model parameter in Refs. [94, 111], and good agreement is found with the
respective experimental data presented.

6.2.2 Saturated free-carrier lifetime τcarrier

The average best fit saturated effective free-carrier lifetime is 0.92±0.02 ns. This compares well with

other reports in the literature for suspended PC photonic crystal cavities, where τcarrier ' 0.5− 1.8

ns [11, 95, 105], as is summarized in Table 6.4. The effective free-carrier lifetime is expected to be

dominated by recombination at surfaces, and is sensitive to the surface conditions [89, 95]. The

free-carrier lifetime for an unsuspended 2D PC microcavity, lying on the burried oxide is found to

be 0.12 ns [65]. These lifetimes can be compared to the lifetimes for bulk silicon (∼ 1− 10 µs [66]),

submicron waveguides (1 ns [66]), and a microring resonator (∼ 0.5 ns [2]).

The saturation characteristics of the effective free-carrier lifetime are plotted in Fig. 5.20. The

lifetime appears to be relatively constant for carrier densitiesN > 2×1016 cm−3. BelowN ' 2×1016

cm−3, the scatter of the calculated lifetimes from the best fit values increases. The uncertainties
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also increase, as the free-carrier lifetime plays a relatively small role at low carrier densities, thus

it is more difficult to extract from fits accurately. There appears to be a general trend of τcarrier

increasing for low densities, where the highest τcarrier are roughly an order of magnitude larger than

the saturated value (with the exception of Device 2, where the scatter is fairly evenly distributed).

This is in comparison to other studies of the free-carrier lifetime that show an increase of 1-2 orders

of magnitude, for densities N < 1× 1016 cm−3, such that the lifetime is saturated for N & 1× 1016

cm−3 [11, 50].

Table 6.4: Effective free-carrier lifetimes, τcarrier reported based on experimental findings for suspended
photonic crystal (PC) structures.

Structure τcarrier (ns) Source

PC microcavity 0.5† [11]

PC microcavity 0.5 [105]

PC microcavity 1.4-1.8 [95]

Triple PC microcavity 0.92 This work

†Used as a model parameter in Refs. [94, 111], and good agreement is found with
the respective experimental data presented.

6.2.3 Linear absorption quality factor Qabs

The average best fit linear material absorption quality factor was found to be Qabs = 1.26± 0.04×

106, however the X2
T doesn’t generally change significantly when it is increased, which implies

that the linear material absorption plays a relatively small role compared to the TPA and FCA

absorption in the measurements reported here. In the literature, the absorption quality factor has

been estimated to be Qabs ∼ 4 × 104 − 2.7 × 105 [11, 13] and Qabs ' 1.4 × 106 [40, 106, 111]. In

a number of different studies Qabs is not included in optical bistability analyses likely due to its

small role relative to other effects [88, 94, 105].

6.2.4 Waveguide coupling efficiencies

The waveguide coupling quality factors extracted from the least-squares analysis, performed with

the fixed averaged Rth, τcarrier and Qabs values, are compared to those found from FDTD simulations
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6.2. Best fit parameters

of the microcavity structures. The waveguide quality factors Qin and Qout are calculated using the

best fit waveguide coupling efficiencies, ηwg
m , and Eqns. (5.34) and (5.35). These are plotted,

along with the total Q’s (labelled Qtot), in Figs. 6.2(a), (b) and (c) for modes M1, M2, and

M3, respectively. Closed and open markers are used for the nonlinear characterization (NLC) and

simulated results, respectively. Similar trends are found from device to device. Generally, there is

reasonably good agreement between the NLC and simulated input coupling Qin values. However,

there is very poor agreement in the output coupling Qout values for M1 and M2, while the M3

values agree reasonably well.
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Figure 6.2: Quality factors for Devices 1 to 4, found by the nonlinear characterization (NLC) performed
with the average values for Rth, τcarrier and Qabs, and by simulations, are plotted for modes (a) M1, (b) M2,
and (c) M3. The total quality factor Qtot, the input waveguide quality factor, Qin and the output waveguide
quality factor Qout are all plotted, as is summarized in the legend.

To gain insight on the variable agreement in the NLC and simulated Qin and Qout, the Re(Ey)

field profiles for modes M1, M2 and M3 of the triple microcavity in the absence of waveguides are

plotted in Figs. 6.3(a),(b) and (c), respectively. The waveguide coupling strengths depend on the

field overlaps between the cavity modes and the waveguide mode. For M2, there is essentially no field

in the center defect, and the uppermost and lowermost defects localize fields with opposite parity,

such that the mode is anti-symmetric, and coupling to the output waveguide mode (symmetric

about y = 0) is suppressed. The simulated coupling strength isn’t perfectly zero because the
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Figure 6.3: Mode field profiles for heterostructure photonic crystal (PC) microcavities. Electric field Re(Ey)
mode profiles in the center plane of the silicon are plotted for modes (a) M1, (b) M2 and (c) M3 of a triple
microcavity, in the absence of input and output waveguides. The heterostructure boundaries are shown with
black lines and the PC holes are outlined in white.

diagonal input waveguide weakly breaks the symmetry of the mode. This suggests that Qout for

M2 is likely sensitive to fabrication imperfections that further break the mode symmetry, and might

explain why the experimental Qout are significantly lower than the simulated values.

The coupling of M1 to the output waveguide is likely also sensitive to fabrication imperfections,

as the field localized to the outer defects destructively interferes with the field localized to the

center defect, where the fields extend into the output waveguide region. The experimental Qout are

higher than those simulated, which suggests that the fabricated devices support greater destructive

interference. It is interesting to note that the simulated Qout for M1 of Device 1, is an order of

magnitude higher than those for Devices 2 to 4. For these three devices, the radius of four holes

along the center line defect, opposite the waveguide, are shrunk by scaling factor swg,sym = 0.912

(see Fig. 3.1), while for Device 1 they are not shrunk (swg,sym = 1). It is unclear why there is

a significant difference in the Qout, as inspection of the simulated mode profiles does not reveal
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significantly different relative weightings of the field concentrations in the outer and inner defects.

However, this further supports the hypothesis that Qout for M1 is very sensitive to perturbations

in the structure.

In contrast, for M3, the field parity in the outer defects is opposite to the center defect such that

constructive interference happens in the output waveguide, rendering this mode less sensitive to

fabrication imperfections. This is consistent with the good agreement found between experimental

and simulated Qout for M3.

The input waveguide mode primarily overlaps with the fields localized to the lowermost defect.

This coupling scheme is not particularly sensitive to the mode symmetries, and thus is consistent

with relatively good agreement between experiment and simulation for Qin.

6.3 Novelty of the nonlinear characterization procedure

In the nonlinear characterization method presented here, the 15 unknown microcavity parameters,

and the two Fabry-Perot parameters, are extracted for each of the four devices by analyzing a

combination of results from linear transmission, nonlinear transmission and four-wave mixing mea-

surements. This characterization procedure was generally successful, despite the relative complexity

of the analysis, and technical challenges associated with the nonlinear measurements of the triple

microcavity devices. For three of the four devices studied here (Device 2 to 4), the X2 was well

minimized across the parameters of interest, with the minimum X2
tot per degree of freedom . 10,

and the best fit results agreed well with those in the literature. The analysis of Device 1 was less

successful, where X2 was not minimized as a function of the key microcavity parameter ηwg
2 , within

the range of possible values. While the source of this issue is unclear, the nonlinear transmission

and four-wave mixing physics is still reasonably well captured using the average parameter results.

As discussed above, the Rth, τcarrier and Qabs parameters extracted agree well with those in the

literature.

The method used here to extract the parameters is unique from those presented in the literature

for a number of reasons. To the best of our knowledge, this is the first characterization presented

for the linear and nonlinear parameters of a coupled-cavity device with distinct, independent input
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and output waveguides. The closest microcavity characterization reported is for one mode of a

2D PC microcavity coupled to just one PC waveguide [11], which was completed using only linear

and nonlinear reflection data. The use of only reflection data in Ref. [11] was possible because

when a microcavity is coupled to a single waveguide, there is one less unknown parameter and the

waveguide coupling efficiency is extracted directly from the linear reflection data (or transmission

data for side-coupled geometries). With the waveguide coupling lifetime as a known parameter,

the nonlinear transmission X2
T analysis for a single mode is much better minimized as a function

of the rest of the microcavity parameters, and supplementary data and analysis is not required to

extract the best fit values.

In other reports in the literature, experiments are designed to characterize a single nonlinear

parameter, for example either Rth [4, 30, 88] or τcarrier [2, 65, 95, 105], but not all parameters

simultaneously. In some studies, previously published nonlinear parameters are used to populate

model functions that are compared to experimental data, in efforts to qualitatively seek consistencies

in the nonlinear behaviour [94, 111].

As described above, four-wave mixing measurements are not typically used to directly charac-

terize the linear and nonlinear parameters, because when the waveguide coupling efficiencies are

known for linear measurements, the four-wave mixing analysis is not required to complete the anal-

ysis. However, stimulated and spontaneous four-wave mixing measurements commonly observe

nonlinear absorption effects, where the results are often studied in the context of how these effects

degrade the device performance [34, 35], as opposed to as a characterization tool.
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Chapter 7

Conclusion

A triple photonic crystal microcavity device with independent input and output waveguides was de-

signed, externally fabricated, and its linear and nonlinear responses were thoroughly characterized

and modelled. The experimental results demonstrate that this structure offers nonlinear function-

ality at least on par with, and in some cases better than, other integrated nonlinear optical devices

structures. The four-wave mixing is potentially relevant in all-optical processing, including wave-

length conversion [25] and signal generation [92]. The bistable behaviour has potential relevance

to all-optical switching [63] and all-optical memories [62]. More generally, the triple microcavity

device may be considered for other applications that require strong light-matter interactions, like

cavity quantum-electrodynamics (cQED), owing to the high Q modes and small mode volumes [96].

The best device studied in this work exhibits a four-wave mixing conversion efficiency that is

over an order of magnitude higher than microring based structures [6, 7, 92, 109], owing to the

smaller mode volumes. The top efficiency measured here is also 10 times higher than that of the

triple nanobeam cavity in Ref. [8]. The 2D PC triple microcavity from this work has greater

potential for reaching high Q’s than the nanobeam (and consequently high conversion efficiencies)

in future iterations, as this structure can be suspended, while the nanobeam structure requires an

oxide layer below the silicon. There is also greater flexibility in terms of waveguide coupling thanks

to the 2D PC structure. One benefit of the current design is that it provides a good compromise

between achieving high Q’s for high efficiency conversion, while maintaining one lower Q mode with

a large enough linewidth that the requirement for equally spaced modes is relaxed. As a result,

the fabrication yield for “good” FWM candidates (FWM frequency within a linewidth of the low

Q mode resonance frequency) is fairly high, as most groups of 7 devices over which the mode

spacing is bracketed have at least one good FWM candidate, as shown in Fig. 4.3. Given that the
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good candidates fairly consistently fall close to the center of the bracket, the bracket range could

arguably be reduced, therefore increasing the yield. In contrast, for the triple microring structure

supporting only high Q modes, microheaters are required to tune resonant frequencies [109].

The inclusion of both input and output waveguides makes it possible to use relatively straight-

forward measurement techniques, as compared to many related devices reported in the literature. In

some cases, the dual-waveguide coupling also makes the device more eligible for scalable integration.

For example, the FWM coupled PC cavity structure in Ref. [55] has a single end-coupled waveguide,

such that a free-space circulator is required to deal with the input and output light exchanged with

the waveguide. For the bistability measurements presented in [11], a technically challenging fibre

taper coupling scheme is used to manage excitation of, and collection from, a single PC waveguide

end-coupled to the microcavity. Other microcavity structures implement a single side-coupled

waveguide, such that non-resonant light is transmitted and resonant light is reflected [111], however

this coupling scheme has limited design flexibility as the input and output coupling rates are the

same.

For applications where two modes of a microcavity are used for bistable switching, the triple

microcavity with independent input and output coupling has some potential advantages over single

2D PC cavity devices [63]. In this application, a strongly modulated pump excitation is tuned to

the control mode resonant wavelength, and a weak unmodulated probe excitation is tuned near the

probe mode. Excitation of the control mode induces nonlinear effects in the microcavity, that in

turn shift the resonant wavelength of the probe mode, and cause modulations in the transmission

of probe light. Ideally, the pump mode is efficiently loaded with energy, while the probe mode

is efficiently transmitted. Not only does the triple microcavity support two high Q modes with

low mode volumes, the mode profiles are spatially distinct across the three defects, which makes it

possible to engineer unique waveguide coupling for the two modes. This is in contrast to the single

2D PC microcavity geometry, where the modes are roughly localized to the same defect region,

making it more difficult to customize coupling. Devices 1 and 2 are potentially good candidates

for this application as M1 has a high Q (> 1× 104) low bistability power threshold, which is good

for the control mode, while M2 has a relatively high “cold” transmission, > 0.6 (in the absence of

nonlinear loss), as well as a high Q (> 1× 104), which is good for the probe mode.
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There are however some disadvantages of working with this triple microcavity structure. The

primary disadvantage is that the waveguide coupling strengths to the output waveguide for M1 and

M2 are critically dependent on symmetries in the mode profiles, and as a result are sensitive to

fabrication imperfections. This means that reproducibility is poor, as two devices with the same

layout (like Devices 3 and 4 in this study), can have significantly different actual coupling strengths

to the output waveguide (for example M1 in Fig. 6.2). It also means that there are large deviations

from the simulation results, which make it difficult to engineer the waveguide coupling. In recent

work, where 2D PC triple microcavities are proposed for frequency conversion applications, using

structures that involve nontrivial coupling geometries, Monte Carlo simulations are used to model

fabrication imperfections [58]. While this may make it possible to plan for the worst, there are

likely to be unavoidable trade-offs between device performance and fabrication yield.

With respect to four-wave mixing applications, the other main disadvantage of this structure is

that it promotes strong nonlinear absorption effects. While these effects make the triple microcavity

a good candidate for bistable switching, the same effects put an upper limit on the conversion

efficiency, as shown in Fig. 6.1. Given that the free-carrier lifetime is approximately the same

for 2D PC structures and microring resonators, the structure itself is not the fundamental issue.

The main issue is the large TPA coefficient for silicon, at wavelengths near 1550 nm. A common

solution proposed to help resolve this problem is to install p-i-n junctions across the structure and

apply a bias to sweep out the carriers [70, 73, 93]. The p-i-n junction is compatible with CMOS

fabrication methods such that the proposed devices are still leveraged by the benefits of working

with silicon. Alternatively, amorphous hydrogenated silicon, a-Si:H, is also being explored as it

exhibits a lower TPA coefficient and a higher Kerr nonlinearity, which both improve the nonlinear

behaviour, however these devices are plagued by linear losses that limit their performance [34].

The input and output ports of the microcavity devices also proved to be problematic due

to the relatively high reflections between components, that caused sinusoidal modulations in the

transmitted intensity, which in turn complicated the analysis process. These effects can be avoided

using alternative coupling schemes, for example, low reflection parabolic grating couplers [1] that

focus light into the 500 nm wide channel waveguide over a relatively short distance of ∼ 20 µm,

instead of 150 µm (parabolic waveguide length used in this work), such that the Fabry-Perot
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modulation is minimized, free-spectral range is longer, and the structure response is less sensitive

to fabrication imperfections.

Beyond the study of these specific triple microcavity devices, the nonlinear characterization

results presented in this thesis are also of potential interest to the nonlinear photonics community

in general, as there are currently limited publications citing measurements of Rth and τcarrier for

microcavity structures. The values reported here are in agreement with those previously reported,

further supporting this literature. Additionally, as increasingly complex microcavity structures,

variously and non-trivially coupled to waveguides, are designed for applications in classical and

quantum photonics [58], sophisticated characterization methods will be required to understand the

microcavity physics, increasing the demand for robust characterization methods like that presented

here.

7.1 Suggestions for future work

As alluded to above, the basic concept of a triple coupled PC microcavity coupled to indepen-

dent input and output waveguides does have a number of potential nonlinear optical applications.

The work in this thesis suggests the need to explore different types of microcavities and coupling

geometries that would retain the good qualities identified in the current design, namely the three

spatially overlapping high Q modes with nearly equally spaced resonant frequencies and small mode

volumes, but be less sensitive to the fabrication imperfections. As a guide, it would be ideal to

avoid using coupled microcavity modes with waveguide coupling strengths that critically depend on

mode symmetries with respect to the waveguide axis. The problematic output waveguide coupling

geometry presented here was a consequence of the attempt to suppress the pump mode transmis-

sion down to ∼0.1 in the original design. In hindsight, since approximately 10 orders of magnitude

pump suppression is ultimately required for the pump mode transmission, it will have to be ac-

complished external to the cavity, so this design constraint on the microcavity can easily be lifted

going forward. Pump suppression of over 95 dB has been achieved on-chip using Bragg reflectors

and ring resonators [32].

was originally designed to suppress the pump mode transmission down to ∼0.1, in an effort to
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reduce the need for external spectral filters around the idler frequencies. However given that ap-

proximately 10 orders of magnitude pump suppression is ultimately required for four-wave mixing

measurements, even the best-case scenario suppression was hardly worth the fabrication imperfec-

tion sensitivity introduced.

From a scientific point of view, further studies of spontaneous four-wave mixing in this device

would be of great interest to the quantum photonics community. This device was originally de-

signed for applications as a photon pair source, however, this was not ultimately pursued due to

unexplained nonlinear behaviour observed, that rendered the device ineligible as a photon pair

source. When the microcavity is excited with a single pump laser tuned to M2, one would expect

photon pairs to be generated over the same bandwidths (near M1 and M3), where the bandwidth

of the joint density of states for this nonlinear interaction is expected to be limited by the narrow

M1 bandwidth. Here, photon generation is observed over the entire bandwidths of both the high

Q M1 mode and the low Q M3 mode, as can be seen by observing the background spectra (tri-

angles) in Fig. 4.4. Correlation measurements between the photons generated at the signal and

idler frequencies were attempted, to study the photon pair statistics (not reported in this thesis),

however they failed, possibly due to the large spectral mismatch between the photons generated in

the high Q M1 (∼ 0.01 nm bandwidth), and the photons generated in M3 (∼ 0.5 nm bandwidth),

which could only be resolved with a large bandwidth filter (∼ 0.17 nm). Even if a narrow (∼ 0.01

nm) filter were available to better match the spectral bandwidths of the signal and idler photons

in the correlation measurement, the signals would be very weak and it would be unlikely that a

correlation signal could be detected above the avalanche single photon detector noise. However, the

use of superconducting single photon detectors, which are known to have much lower dark count

rates, may make it possible to study these correlations.

It is possible that other types of nonlinear processes contribute to, and even dominate, the

background spectrum. For example, silicon photonic crystal microcavity structures have been

found to exhibit broadband photoluminescence, covering the wavelength range of interest (λ ∼

1500 to 1600 nm), when excited with light above the silicon electronic bandgap (e.g. λ = 532 nm)

[76]. This photoluminescence occurs due to optically active defects that are introduced when the

silicon-on-insulator wafer is manufactured. If this is the case, the above-bandgap excitation may
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arise here due to two-photon absorption, or second and third harmonic generation. These harmonic

generation processes have been observed, where the third-order process is found to be a χ(3) bulk

silicon effect, while the second-order process is a χ(2) surface-related effect occurring at the hole

sidewall boundaries [27]. Measurements of the photoluminescence and harmonic generation are

required to better understand the background spectrum, and help elucidate the contribution of

spontaneous four-wave mixing.
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Appendix A

Nonlinear measurement

considerations

A.1 Instability

In nonlinear transmission measurements, the system is least stable during forward sweeps through

the high transmission bistable section. There are a number of things that can potentially cause a

premature drop in the transmission (unloading of the cavity energy), down to the low transmission

value.

It is critical that the wavelength step between individual transmission measurements is suf-

ficiently small. When the forward step is too large in the bistable regime, the laser wavelength

surpasses the transient resonant wavelength causing a detuning that leads to energy unloading

from the microcavity. When smaller steps are taken, the nonlinear effects incrementally strengthen

to the steady-state values, and the laser wavelength continues to chase the ever red-shifting reso-

nant wavelength. In this thesis, typical wavelength steps are between ∆λ = 0.002 nm and 0.005

nm. The small wavelength step also provides good resolution for the transmission spectra. Given

that the time step is ∼ 50 ms, and measurements are typically taken over ∼ 0.5 nm, the time to

run each spectrum is less than 15 s.

Instabilities in the measurement environment also cause the transmission to drop in the bistable

regime. For example, a drop may be caused by a fluctuation of the power launched in the input

waveguide. While the lasers employed in this experimental work are stable enough to avoid problems

like this, displacement of the excitation beam on the input grating coupler can lead to a reduction in

power. This displacement can be caused by a disturbance in the optical set-up, like an accidental
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A.2. Four-wave mixing excitation

nudge of the optical table, or even natural vibrations (in more extreme cases). Changes in the

temperature of the room can also cause a drop due to the change it induces in the index of refraction,

which causes the mode to shift off resonance. Alignment and temperature fluctuations do not

typically cause premature drops in the transmission during nonlinear transmission measurements.

They are more likely to be problematic when the aim is to maintain a microcavity in a bistable

state over some period of time. This is the case for stimulated four-wave mixing measurements.

The likelihood that these fluctuations cause an unwanted drop partly depends on how close the

laser wavelength is tuned to the edge of the bistability. The closer to the edge, the system is less

stable, it takes less of a disturbance to cause a drop.

A.2 Four-wave mixing excitation

There are two excitation configurations for four-wave mixing that are employed in this thesis. In

both configurations, the center M2 mode is pumped on-resonance. In one configuration, the high

Q M1 mode is excited on-resonance by the signal laser, and the output filter is centred to the idler

wavelength near the low Q M3. In the other configuration, signal wavelength is tuned near M3,

but not necessarily on-resonance, so that idler photons are generated on-resonance with M1. The

different procedures are followed to optimally tune the pump, signal excitation wavelengths, and

the spectral filter idler wavelength.

A.2.1 Signal: high Q mode

In this excitation configuration, the goal is to optimally load pump and signal light into the two

high Q microcavity modes, by tuning the wavelengths to the resonant wavelengths. The idler filter

wavelength is then set so that the signal and idler wavelengths are equally spaced from the pump

wavelength. The idler wavelength is easily estimated with a quick calculation, and then refined by

sweeping the filter center wavelength until there is a peak in the idler photon generation rate. The

idler wavelength does not necessarily coincide with the resonant frequency of the low Q mode, as

the microcavity modes are generally not perfectly spaced.

When both the pump and signal powers are sufficiently low that nonlinear absorption effects are
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A.2. Four-wave mixing excitation

negligible (as in the linear limit), the laser wavelengths are simply tuned to the cold cavity resonant

wavelengths λm of the two respective modes. The resonant wavelengths are found by sequential

wavelength sweeps of the two excitation lasers to find the appropriate resonant peak wavelengths

in the transmission spectra. With the optical set-up implemented in this experimental work, it

is easy to go between doing the transmission measurements required wavelength alignment, and

the four-wave mixing measurements, as the transmission set-up is simply a subset of the four-wave

mixing measurement set-up.

In the nonlinear regime, when one or both of the pump and signal excitations induce nonlinear

absorption effects, the aim remains to tune to the pump and signal lasers to the resonants wave-

lengths of the high Q modes, however this becomes significantly more technically difficult than in

the linear limit due to the changes refractive index of the silicon that simultaneously affect both

modes as energy is loaded in the microcavity. As an example, Fig. 2.7(c) shows the nonlinear reso-

nant wavelength shift of mode M1 as a function of the energies loaded in both this mode, and M2.

Meanwhile, Fig. 2.7(d) shows the resonant wavelength shift of M2, as a function of the energies in

M1 and M2.

When only the pump laser is sufficiently strong to induce nonlinear effects, the following strategy

is used for optimal loading. The pump excitation is first turned on, while the signal laser remains

off. The optimal wavelength of the pump is that which maximizes the nonlinear transmission at the

given pump power. A full forward sweep is run to identify the optimal wavelength (assuming red-

shift dominates, otherwise backward sweep would be used), then the sweep is redone but stopped

just short of the large drop in transmission, so that the high transmission is achieved. The pump

is fixed at this wavelength. The signal laser is then turned on and swept to its peak transmission

wavelength, and fixed at this wavelength. At this point, both microcavities are optimally loaded.

It’s important to note that the peak resonant wavelength for the signal mode is shifted from its cold

cavity λm, and the maximum transmission is lower than the cold cavity peak, due to the energy

loaded in the pump mode that is causing changes to the real and imaginary parts of the refractive

index, respectively. This makes the order of the sweeps important, because if the signal mode were

to be sought and fixed first, then the signal laser wavelength would be off resonance (suboptimal)

after the pump energy is subsequently loaded.
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A.2. Four-wave mixing excitation

When both of the mode excitations are in bistable limits, it becomes even more challenging to

optimally load both cavity modes, and an iterative process is required. One laser is turned is on

and a forward sweep is used to identify the peak wavelength (again, assuming red-shift dominates).

The laser wavelength is fixed near this wavelength (just before the large drop in transmission) and

then the second laser is turned on, swept to find its peak wavelength, and swept once more to

reach the peak, without going too far. At this stage, the modes are likely not optimally loaded, as

the nonlinear effects introduced by the second mode have likely caused the peak wavelength of the

first mode to red-shift, leaving the laser for the first mode detuned. To reach simultaneous optimal

loading for both cavities, the wavelength for each laser is iteratively increased in very small steps

(∼ 0.002 nm), taking turns between the two lasers, to account for the red-shifting of both modes.

This iterative process is terminated when the transmission ceases to increase (or the increase is

very small compared to the increases observed in previous iterations). The modes are then very

close to optimally loaded. This is a very unstable excitation, and is prone to sudden drops in the

power loaded in both cavities.

A.2.2 Signal: low Q mode

In the second excitation configuration, the signal wavelength excites the low Q mode, and the

idler wavelength coincides with the outer high Q mode resonant wavelength. The most important

difference between this configuration and the previous one is that, in this case, the goal is not to

tune the signal wavelength such that it optimizes the signal light loaded in the low Q mode, the

goal is actually to optimize the wavelength so that the idler photons generated are on resonance

with the high Q idler mode. The pump wavelength tuning process does remain similar however, it

is tuned to optimally load energy in the center mode.

The signal wavelength optimization is challenging because it cannot be guided by transmission

measurements. Instead, the signal wavelength is tuned by directly optimizing the idler generation

rate, with the idler filter wavelength set to the idler mode resonant wavelength. For each signal

wavelength tested in the optimization process, the single photon detector is observed after waiting

sufficient time for the average count rate to settle. Sometimes it requires many of these wavelength

steps to complete the optimization, because a small wavelength step is used due to the small
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linewidth of the high Q mode. The count rate only surpasses the noise once the idler wavelength is

within a couple linewidths of the high Q mode resonant wavelength (typical linewidth < 0.05 nm).
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Appendix B

Finite-difference time-domain analysis

B.1 The finite-difference time-domain method

The finite-difference time-domain method is an exact numerical approach to solving the macroscopic

Maxwell’s equations, which in differential form are,

∇×E(r, t) = −∂B(r, t)

∂t
(B.1)

∇×H(r, t) = J(r, t) +
∂D(r, t)

∂t
(B.2)

∇ ·D(r, t) = ρ(r, t) (B.3)

∇ ·B(r, t) = 0 (B.4)

where E(r, t) is the electric field, H(r, t) is the magnetic field, D(r, t) is the displacement field,

B(r, t) is the magnetic flux, ρ is the free electric charge density (not including bound charges) and

J(r, t) is the free current density (not including bound polarization and magnetization currents).

In this thesis, all FDTD simulations are done in the linear regime where D(r, t) = ε(r)E(r, t)

and H(r, t) = µ(r)B(r, t), where ε(r) and µ(r) are material electric permittivity and magnetic

permeability, respectively. For the materials considered here µ(r) = µ0, where µ0 is the permeability

of free space.

Lumerical FDTD Solutions software implements the Yee Algorithm approach [79, 107], such

that the simulation volume is discretized into Yee cells, illustrated in Fig. B.1. The x̂, ŷ and ẑ

electric and magnetic field components are evaluated at different positions, staggered over the grid.

The time step between when the fields are evaluated is ∆t. In this approach, the electric field

calculations occur at times offset by ∆t/2 from the magnetic field calculations. For example, the
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B.1. The finite-difference time-domain method

Figure B.1: Schematic of a Yee cell [107].

Ex(r, t) fields are evaluated at,

t→ n∆t (B.5)

x→ (mx +
1

2
)∆x (B.6)

y → my∆y (B.7)

z → mz∆z (B.8)

where n is the integer time index, ∆x,∆y and ∆z are the mesh step sizes in the x̂, ŷ, and ẑ

directions, and mx,my and mz are the x, y and z coordinates of the Yee cell in terms of the integer

step number, respectively. The basic update equations, in the absence of free currents and charges,

are,

En+1 = En +
∆t

ε
∇×Hn+ 1

2 (B.9)

Hn+3/2 = Hn+ 1
2 − ∆t

µ0
∇×En+1 (B.10)

(B.11)

where the spatial curls are evaluated at each of the field component positions. For example, the
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Ex update is,

Ex
n+1
mx+ 1

2
,my ,mz

=Ex
n
mx+ 1

2
,my ,mz

(B.12)
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Appendix C

Grating coupler design

The first step of the design procedure considers gratings with uniform slot widths, ws, and spacings,

as. In 2D FDTD simulations, a Gaussian beam with 1/e2 diameter d0 = 10 µm is incident on the

uniform grating at −45◦ with f = 196 THz (near the simulated resonant mode frequencies) and the

light coupled into the fundamental mode of the 20 µm wide waveguide is monitored, as shown in

Fig. C.1(a). The simulation spans the entire depth of the SOI, including the buried oxide and the

top of the base silicon layer. The slot spacing that optimizes the transmission for each grating width

tested is determined, and is plotted in Fig. C.1(b). It approximately follows: as = 0.58ws + 415

nm.

In the next step, light with f = 196 THz is launched into the fundamental mode of the waveg-

uide, and the spatial profile of out-coupled light 1 µm above the uniform grating coupler is studied

using the 2D simulations shown in Fig. C.1(c). The spatial profile for the uniform grating with ws

= 100 nm and as = 474 nm (optimized pair) is shown in Fig. C.1(d), where the trend shows that

the intensity exponentially decays following ∼ exp(−αx). The decay rates, α(ws), are plotted in

Fig. C.1(e), where for each ws, as = 0.58ws + 415 nm is applied. The exponential decay does not

mimic that profile of the Gaussian beam (incident at 45◦), also plotted in Fig. C.1(d), thus the

uniform grating is not optimal.

An apodization scheme is then determined that helps match the profiles of the out-coupled

light and the excitation beam. The slot widths are chosen so that the decay rate starts small, to

minimize radiation immediately at the beginning of the grating, then increases quickly to match

the drop of Gaussian excitation. At this stage, the design chosen has the following composition: 7

slots with ws = 100 nm, 15 slots over which the width is linearly varied between ws = 100 nm and

300 nm, followed by 300 nm slots out to the simulation boundary, all separated by the appropriate
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Figure C.1: Apodized grating coupler design. (a) FDTD simulation layout for in-coupling of light from a
Gaussian beam with a 1/e2 width of 10 µm at θ = −45◦ into the silicon slab via a 1D grating. (b) Grating
spacing, as, that optimizes in-coupling transmission (θ = −45◦), as a function of the slot width, ws, for a
uniform grating. The line of best fit for a linear function is shown (red dashed). (c) FDTD simulation layout
for out-coupling light from the silicon slab mode to free-space above the grating. (d) Out-coupling radiation
profile measured 1 µm above the uniform grating coupler with ws = 100 nm and as = 474 nm (blue), when
the silicon slab mode is launched. The best fit exponential decay curve (dash-dotted yellow line), and the
profile of the input Gaussian beam (dashed red) are also included. (e) Decay rates as a function of ws, for
uniform gratings with as found from the line of best fit in (b). (f) Out-coupling radiation profile measured
1 µm above the apodized grating coupler (blue), when the silicon slab mode is excited. The predicted decay
profile (yellow dash dotted) and the excitation Gaussian beam for in-coupling profile (red dashed), as also
plotted.

as(ws). The decay intensity pattern predicted for this grating apodization scheme is plotted in Fig.

C.1(f), along with the simulated profile and the excitation Gaussian. The reflection is estimated to

be 0.072 and is reduced to 0.041 when the first grating slot is replaced by one with ws = 80 nm.

A schematic of the final apodized grating design, extended to two-dimensions, is shown in Fig.

3.13(a). As described in Section 3.2.2, the transmission efficiencies between free-space and the

single-mode waveguide (via the parabolic waveguide), plotted in Fig. 3.13(c) and (f) are estimated

using a combination of FDTD and MODE eigen-mode expansion (EME) simulations, which are

now described.

The in-coupling efficiency, from free-space to the single-mode channel waveguide is found by first

simulating the coupling of light into the opening of the parabolic using FDTD simulation, then that

light is propagated in the parabolic waveguide to the channel waveguide using the MODE eigenmode

solver[80]. In the in-coupling FDTD simulation, the beam is centred 4 µm from the front slot, and

the field profile at the entrance to the parabolic waveguide is saved, along with the transmission
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through the planar monitor. The field profile is then launched as a source in an EME simulation

of the parabolic waveguide and finally the transmission into the mode of the 500 nm wide channel

waveguide is found, and is plotted in Fig. 3.13(c). The transmission of light through the parabolic

waveguide is found to be ∼ 0.85, while the reflection is found to be 0.0062 for the grating studied

here. In EME simulation, the parabolic waveguide is divided into 90 cells, and the modes supported

by waveguide cross-section at each cell interface are calculated. The transmission through the full

waveguide is calculated based on scattering matrices found by considering the boundary conditions

at each interface such that a bi-direction (transmission and reflection) estimate for light propagation

is achieved. This method is not exact, like the FDTD method, however it yields almost identical

results and requires significantly less computational resources.

For out-coupling simulations, the fundamental mode is launched in the single-mode channel

waveguide, and the field profile at the end of the parabolic waveguide is calculated with the EME

solver and is saved, along with the transmission efficiency. It is then used in an FDTD simulation

as a source directed toward the grating, and transmission of light through a monitor lying 1 µm

above the grating surface is monitored, as is plotted in Fig.3.13(c).

The collection efficiency of the elliptical mirror is accounted for by considering the distribution

of light in the far field, as illustrated in Figs. 3.13(d) and (e). The far field is calculated using

Lumerical FDTD’s “farfield3d” function, which calculates the Fraunhofer diffraction pattern. The

collection efficiency of the mirror is calculated by dividing the integrated field intensity within the

mirror surface area by the total integrated field intensity, both found using the “farfield3dintegrate”

function. The total out-coupling efficiency is found by multiplying the collection efficiency by the

free-space out-coupling transmission efficiency.
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Appendix D

Transmission efficiencies

The analyses of experimental data in this thesis require knowledge of the optical powers in the input

and output PC waveguides. These powers are calculated by considering the raw powers measured

in the experiment, and the transmission efficiencies of components along the optical path.

D.1 Linear and nonlinear transmission

In transmission measurements, the power coupled into the output PC waveguide is,

T (λ) =
Traw(λ)

ηout
tot (λ)

, (D.1)

where ηtot(λ) is the total transmission efficiency of all free-space and integrated components on the

optical path between the output PC waveguide and the photodetector, where the raw transmission

Traw(λ) is measured. The power in the input PC waveguide is,

P in(λ) =
P in

raw(λ)ηin
tot(λ)

ηin
m2

, (D.2)

where ηin
tot(λ) is the total transmission efficiency of all integrated components on the optical path

between the input PC waveguide and free-space directly off the chip surface, and ηin
m2 is the trans-

mission efficiency of the mirror (“Mirror 2”) that is placed directly before the chip to redirect light

towards a photodetector that measures the raw input power P in
raw(λ). The relative transmission is,

T (λ) =
T (λ)

P in(λ)
. (D.3)
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D.1. Linear and nonlinear transmission

The free-space and integrated component transmission efficiencies that compose ηout
tot and ηin

tot are

described the following, and are summarized in Table D.1.

Table D.1: Summary of the transmission efficiencies for components in the transmission and four-wave mixing
(FWM) set-ups illustrated in Fig. 2.5 and Fig. 2.11

Set-up Component Transmission efficiency

Transmission Set-up

Elliptical mirror + Mirror 1 ηemηm1 = 0.864± 0.007

Output Polarizer ηop = 0.529± 0.005

Mirror 2 ηm2 = 0.922± 0.01

FWM Set-up

Fibre coupling ηfibre = 0.27± 0.02

Filter max[ηfilter(λ)] = 0.355± 0.010

SPD ηD = 0.116± 0.005

Integrated Components

Input grating coupling ηin
GC(λ)

Output grating coupling ηout
GC(λ)

Input parabolic waveguide ηin
par(λ)

Output parabolic waveguide ηout
par(λ)

Input PC waveguide ηin
PCwg(λ)

Output PC waveguide ηout
PCwg(λ)

The total transmission efficiency along the collection path is,

ηout
tot (λ) = ηemηm1ηopgout(λ), (D.4)

where ηem, ηm1 and ηop are the measured transmission efficiencies of the elliptical mirror, Mirror 1

and the output polarizer, respectively, along free-space collection path of the transmission set-up in

Fig. 2.5. The gout(λ) function contains the transmission efficiencies of the integrated components,

gout(λ) = ηout
GC(λ)ηout

par(λ)ηout
PCwg(λ), (D.5)

where ηout
GC(λ), ηout

par(λ) and ηout
PCwg(λ) are the transmission efficiencies for the output grating coupler,

parabolic waveguide and the channel waveguide-to-PC waveguide transition region, respectively.

Similarly, the total transmission efficiency along the input path, which includes only the input
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D.2. Four-wave mixing idler power calibration

integrated components, is,

ηin
tot(λ) = gin(λ) = ηin

GC(λ)ηin
par(λ)ηin

PCwg(λ). (D.6)

The free-space component efficiencies, ηem, ηm1 and ηop, have only very weak wavelength de-

pendencies over the tuning range of the lasers and are taken to be constants. Here, the elliptical

mirror transmission efficiency accounts for loss and scattering from the mirror surface, and does

not account for the geometrical collection efficiency (this is considered part of the grating coupler

characterization, discussed shortly). The polarizer transmission efficiency is reported here for in-

cident light polarized along the transmission axis, which is normal to the plane of Fig. 2.3 to be

consistent with the s-polarized grating modes of interest.

The relative uncertainty in the relative microcavity transmission, δT/T , is estimated to be 4%.

This is based on the uncertainties in the optical component transmission efficiencies (see Table D.1),

and fluctuations in the transmitted powers measured for the reference devices and the microcavity

device.

D.2 Four-wave mixing idler power calibration

In four-wave mixing measurements, fibre-based components are added to the transmission set-up,

including spectral filters and a single photon detector (shown in Fig. 2.11), with transmission

efficiencies ηfilter(λ) and ηD respectively. The values for these efficiencies are reported in Table

D.1, along with the coupling efficiency of free-space light to the single mode fibre, ηfibre. Fibre

components are also added to the excitation path, including a spectral filter and a 50/50 splitter,

however these do not affect the input power calculation, as the power is measured downstream of

their locations.

The idler power in the output PC waveguide, Pidler is calculated from the raw idler power, P raw
idler,

measured by the detector (after accounting for the dead-time, as described in Appendix D), using,

Pidler =
P raw

idler

ηout
tot (λidler, φout)ηfibre max[ηfilter(λ)]ηD

. (D.7)
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The input pump and signal (“p/s”) powers in the input PC waveguide are calculated as,

P in
p/s =

P in
raw,p/s(λ)ηin

tot(λp/s, φin)

ηin
m2

, (D.8)

The relative uncertainty in the idler power δPidler/Pidler, is estimated based on two contribu-

tions that are added in quadrature: 1) the uncertainty arising from the transmission efficiency

calculations, which includes the optical components transmission efficiency uncertainties (see Table

D.1), and fluctuations in the transmitted powers measured for the reference devices, and 2) the

uncertainty due to fluctuations in the count rate measured by the single photon detector. The

former is estimated to be 5%, while the former is estimated for each measurement individually.

D.3 Integrated component transmission efficiencies

The transmission efficiencies of the integrated components in the microcavity devices are addressed

here. To calculate the power in the input PC waveguide, the transmission of the Gaussian beam ex-

citation through to the PC waveguide, gin(λ), must be found. This transmission efficiency captures

the passage of light through the input grating coupler, the parabolic waveguide, and finally, into

the PC waveguide. Similarly, to calculate the power in the output PC waveguide, the transmission

efficiency gout(λ), must be found, that captures passage of light from the output PC waveguide,

through the parabolic waveguide and output grating coupler, and finally the collection by the el-

liptical mirror. The gin(λ) and gout(λ) have two main differences: 1) the input and output PC

waveguides have different structures in the microcavity device, and 2) the spectrum associated

with coupling the Gaussian beam excitation into the input channel waveguide via the input grat-

ing coupler, is different from the spectrum associated with the elliptical mirror collection of light

leaving output channel waveguide via the output grating coupler. These two points are considered

in the following.

To address the first point, gin(λ), is estimated by analyzing the transmission spectrum of refer-

ence device PCWGin, which has the PC waveguide structure that matches that of the microcavity

input waveguide, as described in Section 3.3.1. Meanwhile, gout(λ) is estimated by analyzing the

transmission spectrum of PCWGout, whose PC waveguide structure matches that out the micro-
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cavity output waveguide.

The second point is less straight-forward to deal with. If input and output coupling efficiencies

were the same, then it would be possible to find the efficiencies by taking the square roots of the

PCWGin and PCWGout transmission spectra. For example, this would be an appropriate approach

to take if the transmission measurements involved direct coupling of light between the grating

couplers and optical fibres. In the free-space transmission measurements taken in this thesis,

with non-symmetric excitation and collection optics, there is no way of knowing the individual

contributions from input and output coupling spectra. As a result, simulation results are used to

estimate the ratio between the two.

Finally, one added challenge in determining gin(λ) and gout(λ) is that oscillations appear in

the transmission spectra due to effective Fabry-Perot cavities formed in the parabolic waveguides.

The peaks of these oscillations are shifted from device to device, which makes the reference device

transmission spectrum unreliable in this regard.

D.3.1 Calculations of transmission efficiencies gin(λ) and gout(λ)

The relative transmission spectra, taken from directly before the input grating coupler to directly

after the elliptical mirror collection, T̃ (λ), are shown in Fig. D.1 for the four reference devices in

the sgc = 0.97 set of Group 3 on Chip A, measured with θ = −41◦. Here, the raw transmission

spectra measured by the photodetector, Traw(λ), are used to calculate T̃ (λ) using the following,

T̃ (λ) =
T (λ)

P in(λ)
=
Traw(λ)

P in
raw(λ)

ηm2

ηemηm1ηop
, (D.9)

where T (λ) = Traw(λ)/(ηemηm1ηop) is the transmitted power estimated after collection by the

elliptical mirror (however with non-geometrical mirror losses removed), and P in(λ) = P in
raw(λ)/ηm2

is the input power estimated at the chip surface. The transmission spectra peaks are centred near

λ = 1542 nm, with bandwidths ' 30 nm. The spectral lineshapes agree well with the product of

the simulated input and output grating coupling spectra for sgc = 0.92 and θ = −41◦, where the

simulated peak wavelength is 1540 nm and the bandwidth is 34 nm. The difference in experimental

and simulated sgc implies that the actual grating slots are likely smaller than intended (in the
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Figure D.1: Transmission spectra for reference devices in Group 3 of Chip A, with sms = 0.97. (a) Trans-
mission from directly before the input grating coupler to directly after collection by the elliptical mirror,
for the G2Gout (blue), G2Gin (red), PCWGout (purple) and PCWGin (yellow) devices. (b) Transmission
efficiencies, ηout

ref,GC (blue) and ηin
ref,GC (red) from found transmission measurements of G2Gout and G2Gin

respectively. (c) Transmission efficiencies, ηout
ref,PCwg (purple) and ηin

ref,PCwg (yellow) from found transmission
measurements of PCWGout and PCWGin, respectively. (d). The green lines in (b) and (c) are ηmean

ref,X (λ),
found by filtering ηref,X(λ) spectra to remove the fast oscillations. The black lines are the best fit g(λ, φ)
functions. (d) The scaled coupling efficiencies for (bottom to top) G2Gin (blue), G2Gout and PCWGin (blue),
PCWGout. (e) The input (yellow) and output (purple) PC waveguide coupling efficiencies. Black lines plot
the best fit sinusoidal functions.
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layout). In addition, the simulated transmission efficiency is 1.9 times greater than that found

experimentally. It is unclear why this large difference exists, but is possibly due to fabrication

imperfections in the grating couplers or the long parabolic waveguides.

From the reference device transmission spectra in Fig. D.1(a), it is possible to estimate the

following transmission efficiencies,

ηin
ref,GC(λ) = ηin

GC(λ)ηin
par(λ) =

√
fGCT̃ in

G2G(λ), (D.10)

ηout
ref,GC(λ) = ηout

GC(λ)ηout
par(λ) =

√
T̃ out

G2G(λ)

fGC
, (D.11)

ηin
ref,PCwg(λ) = ηin

GC(λ)ηin
par(λ)ηin

PCwg(λ) =
√
fGCT̃ in

PCwg(λ), (D.12)

and

ηout
ref,PCwg(λ) = ηout

GC(λ)ηout
par(λ)ηout

PCwg(λ) =

√
T̃ out

PCwg(λ)

fGC
, (D.13)

where T̃ in
G2G(λ) and T̃ out

G2G(λ) are the transmission spectra for G2Gin and G2Gout devices, and

T̃ in
PCwg(λ) and T̃ out

PCwg(λ) are those for PCWGin and PCWGout devices, respectively. Here fGC =

ηin
GC/η

out
GC, is the ratio between input and output coupling, as found using simulations (see Section

3.2.2). For the grating coupler structure studied here, and this coupling angle of θ = −41◦, fGC

is estimated to be 1.75. The ηref,GC(λ) [Eqns. (D.10) and (D.11)] are plotted in Fig. D.1(b) and

ηref,PCwg(λ) [Eqns. (D.12) and (D.13)] are plotted in Fig. D.1(c).

The gin(λ) and gout(λ) transmission efficiency spectra are essentially given by ηin
ref,PCwg(λ) and

ηout
ref,PCwg(λ). These spectra capture the slow underlying peak, associated with grating coupling

[i.e. ηGC(λ)] and coupling between the PC and channel waveguides [i.e. ηPCwg(λ)], in addition to

the fast oscillations that arise to due an effective Fabry-Perot cavity formed inside each parabolic

waveguide as a result of reflections off the grating coupler on one end, and off the waveguide

transition to a narrow single mode waveguide on the other. The fast oscillations are problematic

because, from device to device, the oscillations peaks occur at different wavelengths due to small

differences in the roundtrip phase for light propagating in the long parabolic waveguide. This
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means that reference measurements can’t reliably capture the phase of the sinusoid, and as a result

the φin and φout parameters are introduced to the transmission efficiency functions as unknowns,

that are ultimately fit parameters in the nonlinear analysis. This parameterization is important

because the oscillation amplitude is large enough that phase errors in the efficiency functions could

potentially result in an unphysical resonant mode relative transmission. For example, modes with

near unity relative transmission may be found to have T
max

> 1.

Here g(λ) function associated with the reference device X (any one of the four) are given by,

gX(λ) = ηmean
ref,X (λ)

[
1 +A cos

(
2π

∆λFSR
λ+ φ

)]
, (D.14)

where ηmean
ref,X (λ) is the slowly varying spectrum that results when the fast oscillations are filtered out

of ηref,X(λ) calculated by Eqns. (D.10) to (D.13). The ηmean
ref,X (λ) are plotted for each spectrum in

D.1(b) and (c) as a green centerline. To find oscillation amplitude, A, and the period, ∆λFSR, the

experimental data in D.1(b) and (c) are replotted in Figure D.1(d) as [ηref,X(λ)−ηmean
ref,X (λ)]/ηmean

ref,X (λ),

and are fit with the function A cos
(

2π
∆λFSR

λ+ φ
)

. The amplitudes are found to be A ' 0.075 and

the periods are ∆λFSR ' 2.06 nm, while the phase shifts varying between 0 to 2π. The best fit

cosine functions are plotted as black lines in Figure D.1(d), and the g(λ, φ) functions are plotted

as solid black lines in D.1(b) and (c).

It is important to note that the gin(λ) and gout(λ) functions, determined from ηin
ref,PCwg(λ)

and ηout
ref,PCwg(λ) respectively, must be found for each set of devices studied with different sgc and

sh pairs, as the grating coupling spectral features depend on sgc, and the PC waveguide spectral

features depend on sh.

D.3.2 Fabry-Perot model comparison

The relationship between the A,∆λFSR and φ parameters, and the properties of the parabolic

waveguide Fabry-Perot cavity, are now discussed. The transmission of light through a general

Fabry-Perot cavity has the following form [85],

TFP(λ) =
Tmax(λ)

1 +
(

2F
π

)2
sin2

(
2πngL
λ

) (D.15)
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where F = π(R1R2)1/4/(1−
√
R1R2) is the finesse for the weak cavity, and Tmax(λ) = T1T2/(1−

√
R1R2) is the maximum transmission. This is used as an approximate model for the Fabry-Perot

cavity formed by the parabolic waveguide. The grating coupler is taken to be the first reflector,

with transmission T1 = TGC and R1 = RGC, and other end of the parabolic waveguide, where the

constriction is fastest, is considered to be the other reflector with T2 = Tpar and R2 = Rpar. The

phase shifts accumulated on reflection are ignored here. The group index is taken to be constant

within the parabolic waveguide, which is an oversimplification, as multiple different modes are

excited throughout the waveguide as it expands. Despite these approximations, this model provides

a foundation to study some of the basic physics of this effective cavity. In the limit of low finesse,

the cavity transmission is,

TFP(λ) 'Tmax(λ)

[
1−

(
2F

π

)2

sin2

(
2πngL

λ

)]
(D.16)

=Tmax(λ)

[
1−B +B cos

(
4πngL

λ

)]
, (D.17)

where B = 2(F/π)2. Using a Taylor Series expansion for 1/λ around λ0 = 1545 nm, it is approxi-

mated as,

TFP(λ) ' Tmax(λ)

[
1−B +B cos

(
2π

∆λFSR
λ+ φ(λ0)

)]
, (D.18)

where ∆λFSR = λ2
0/(2ngL) is the free spectral range 5, and φ(λ0) is a phase shift. The form

of the model function g(λ, φ) presented above in Eqn. (4.4), is matched to TFP(λ) by setting

ηmean
ref,X (λ) = Tmax(λ)(1−B) and A = B/(1−B).

Finite-difference time-domain simulations predict that the parabolic waveguide reflection is

approximately independent of wavelength, with Rpar ' 0.0008, while the grating reflection (from

inside the parabolic waveguide) varies between RGC ' 0.02 to 0.03 over λ = 1530 nm to 1580 nm.

The group index for the fundamental mode of the 500 nm wide channel waveguide is ng = 4.22 near

λ = 1545 nm, while that for the 20 µm on the other end of the parabolic waveguide is ng = 3.59.

These simulated parameters result in an estimated A ' 0.01, which is within an order of magnitude

from that found experimentally, and ∆λFSR ' 1.9− 2.2 nm, which is very close to experiment.

5This FSR is consistent with that found in Eqn. 2.1 in Section 2.1.1, where FSR/ω0 ' ∆λFSR/λ0.
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The locations of the sinusoidal peak wavelengths in the experimental Fabry-Perot spectra in

Fig. D.1 are similar for three of the four devices in the set studied here, while one is shifted by

∼ ∆λFSR/3. In general, there can be variation in the peak locations across a set of devices due

to fabrication imperfections in the relatively long parabolic waveguides (L ' 100λ). For example,

Fabry-Perot peaks near λ = 1545 nm shift by approximately one ∆λFSR if the group index changes

by 0.5%.

D.3.3 Channel-to-photonic crystal waveguide transmission

Finally, the coupling efficiencies between the channel waveguides and the input/output PC waveg-

uides are found by taking ηPCwg(λ) = ηmean
ref,PCwg(λ)/ηmean

ref,GC(λ), where the appropriate “in”/“out”

superscripts are applied across the efficiencies. The PC waveguide coupling efficiencies are plotted

in Figure D.1(e). Near λ = 1545 nm, ηin
PCwg(λ) = 0.86 and ηout

PCwg(λ) = 0.78, which are lower than

those simulated, ηsim,in
PCwg(λ) = 0.93 and ηsim,out

PCwg (λ) = 0.92. The efficiencies here are plotted only over

the range of wavelengths where microcavity modes appear, however by inspecting Fig. D.1(a) and

(e), there appears to be a large drop in the PC waveguide coupling efficiencies at long wavelengths,

near λ = 1564, and λ = 1554, for input and output PC waveguides, respectively. This is due

to the presence of the low-energy waveguide mode band edge. The efficiency drops observed in

simulations of the waveguide coupling region occur at λ = 1587 nm, and λ ' 1576 nm, respectively.

This large ∼ 24 nm difference between the experimental and simulated results is surprising given

that the cavity resonant modes compare quite closely (within several nanometers), and might also

be related to the difference between the experimental and simulated coupling efficiencies.

D.4 Filter transmission efficiency

Three fibre-coupled spectral filters (JDSU TB9 Tunable Grating Filter) are included in the optical

set-up for four-wave mixing. Two of which are placed before single photon detector, allowing

idler photons to pass while rejecting pump and signal photons, while the third is placed after the

high power tunable laser (Venturi TLB 6600-H-CL) to suppress noise. The transmission efficiency

spectrum for each grating filter, plotted in Figs. D.2(a) and (b) on linear and log scales respectively,
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D.5. Single photon detector efficiency and dead-time

is measured by sweeping the wavelength of the low power laser (Venturi TLB 6600-L-CL) while

the filter centre wavelength is held fixed at λ = 1545 nm 6. The peak transmission efficiencies are

0.63, 0.56 and 0.65 for filters A, B and C, respectively and the FWHM widths are 0.235 nm, 0.243

nm and 0.231 nm, which are close to the specifications (peak transmission > 0.4, and bandwidth

0.25 ± 0.15 nm). The wavelength calibration is slightly varied between different filters and the

laser, as shown by the small offsets in the peak wavelengths from 1545 nm. Each filter has > 40 dB

rejection for wavelengths > 1 nm away from the center, as seen in the log scale plot in Fig. D.2(b).

The transmission efficiency spectrum for filters A and B paired together is plotted in Figs.

D.2(c) and (d) on linear and log scales, respectively. Here the center wavelengths for filter B are

offset such that the peak transmission for A and B are aligned. The peak transmission efficiency

is ηfilter = 0.355 ± 0.010, the bandwidth is 0.166 nm. The uncertainty in ηfilter is primarily due to

the uncertainty in the filter wavelength alignment during FWM measurements (∼ ±0.02 nm). The

rejection at approximately one mode spacing (∼ 2.4 nm) away from the peak is ∼ 100 dB.

The filter C is placed at the output of the high power laser suppresses the noise from -43 dB

down to ∼ −90 dB, which is sufficient for practical four-wave mixing measurements, as described

in Section 2.3.1.

D.5 Single photon detector efficiency and dead-time

The single photon detector is implemented in “free-running mode”, where the avalanche photodiode

is biased above the breakdown voltage threshold, such that the absorption a photon triggers an

avalanche that produces effectively an infinite gain, resulting in sufficient amplification to detect

the single photon. The avalanche is quenched after a detection event (i.e. the diode is biased

below the breakdown voltage) for the duration of the “dead time”. The efficiency of the detector

is improved by increasing the bias voltage above the breakdown, however, this comes at the cost

decreasing the signal to noise, due to carriers generated in the diode junction that also trigger the

avalanche response, resulting in dark counts. Unwanted counts are also generated by an effect called

“after pulsing”, when carriers generated and trapped during an avalanche are released and retrigger

6This measurement is easier to implement than holding the laser wavelength fixed and scanning the filter center
wavelength. Both approaches give very close to the same results.
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Figure D.2: Spectral filter transmission efficiencies measured by fixing the filter center wavelength at λfilter =
1545 nm and sweeping the laser wavelength. (a) Transmission efficiencies of filters A (blue), B (red) and C
(yellow) on a linear scale. (b) Same as (a) but on a log scale. (c) Product of the transmission efficiencies for
filters A and B, when their peak wavelengths are aligned, plotted on a linear scale. (d) Same as (c) but on
a log scale.

the avalanche. After-pulsing effects are reduced by using a longer dead time. The efficiency and

deadtime settings used in this thesis are 0.10 and 100 µs.

To determine the actual average rate of photons incident on the detector (Rph) based on the

total count rate (Rtot) measured, the detector efficiency (ηD), dead-time (τDT), and dark count

rate (RDC) must all be considered. The dark count rate, RDC, is measured by blocking the light

that enters the detector. The raw count rates Rtot and RDC reported by the detector represent the

average number of counts per time, where this “per time” includes when the detector is blanked

(during the dead-time). The true detection rate, which represents the number of counts per active
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D.5. Single photon detector efficiency and dead-time

detector time, are calculated by,

Ractive(R, τDT) = (R−1 − τDT)−1, (D.19)

where R = Rtot or RDC. The average rate of photons incident on the detector is,

Rph =
Ractive(Rtot, τDT)−Ractive(RDC, τDT)

ηD
. (D.20)

To enable accurate calculations of Rph, ηD and τDT are measured by strongly attenuating light

from a laser and sending it into the detector. Figure D.3(a) is a plot of the detected power as a

function of input power for measurements with two different attenuation schemes. The detected

power is calculated as PD = ~ω0[Ractive(Rtot, τDT) − Ractive(RDC, τDT)], where ω0 is the laser fre-

quency. The gray circles show the calculated detected power when τDT = 100 µs is applied. A

linear relationship is expected between the input and detected power (i.e. constant detection effi-

ciency), away from the detector saturation, however this is not observed with τDT = 100 µs (see the

black line for reference). The nonlinear trend is arises due to the deviation of the actual dead-time

from the detector setting value. Even a small deviation causes a large error for high count rates,

when R−1
tot approaches τDT. The actual dead-time is estimated using a least squares calculation

that involves minimizing the squared difference between the calculated PD(Pin, τDT) and the linear

best fit to PD(Pin, τDT). The X2 for this calculation is given by

X2(τDT) =
∑
Pin

[PD(Pin, τDT)− hDT(Pin, τDT)]2

σ2
P

(D.21)

where Pin is the input power, σP is the measurement uncertainty in PD(Pin, τDT), and hDT(Pin, τDT)

is the best linear fit to PD(Pin, τDT). The X2 is plotted as a function of τDT in Fig. D.3(b), and

is clearly minimized for τDT = 99.9788 µs. The detected power, calculated with the best fit

τDT = 99.9788 µs, is plotted for the two data sets (blue circles and orange triangles) in Fig. D.3(a),

along with the best linear fit trend (black line referred to earlier). For the highest input power

tested here, Pin = 13.3 pW, there is a 25% difference between PD(13.3 pW, 100 µs) and PD(13.3

pW, 99.9788 µs), which is substantial given the small difference in the τDT applied. Based on the
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slope of the line of best fit, the detector efficiency is ηD = 0.116± 0.005. The detector efficiencies,

PD(Pin, 99.9788 µs)/Pin, are plotted in Fig. D.3(c), where the error bars show the uncertainty in

the measurement. Based on the detector specifications, the efficiency is expected to be vary by less

than 0.003 over the wavelength range of interest.
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Figure D.3: Single photon detector characterization, when set with a dead time of 100 µs and efficiency
10 %. (a) Detected power calculated with a dead-time τDT = 99.9788 µs for high-power (blue circles) and
low-power (orange triangles) measurements, and calculated with the detector setting τDT = 100 µs is also
plotted (large gray circles). The line of best fit for τDT = 99.9788 µs is plotted (black line), with the
slope giving detection efficiency ηD = 0.116. (b) Chi squared based on the square differences between the
calculated detected power (dependent on τDT) and the linear best fit to the data. The X2 is minimized
for τDT = 99.9788 µs. (c) The detection efficiencies calculated with τDT = 99.9788 µs for high-power (blue
circles) and low-power (orange triangles) measurements. Error bars show uncertainty in the measurement.

The stimulated FWM idler power is ultimately found by subtracting off the background photon

counts, measured when the signal laser is turned off, while the pump laser remains active. The
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D.5. Single photon detector efficiency and dead-time

idler power is calculated as,

Pidler =
~ω0

ηout
tot ηfibre max[ηfilter(λ)]ηD

(
Ractive(R

FWM
tot , τDT)−Ractive(R

FWM
DC , τDT) (D.22)

− [Ractive(R
BG
tot , τDT)−Ractive(R

BG
DC, τDT)]

)
,

where “BG” indicates the background count rate.
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Appendix E

Nonlinear model function derivations

In this Appendix, the perturbative approach used to introduce nonlinearities to the coupled mode

equations presented in Chapter 5 is reviewed. The nonlinear frequency shifts and lifetimes in Table

5.2 are derived, along with the nonlinear coefficients in Table 5.3.

E.1 Perturbation theory

As discussed in Chapter 5, the nonlinearity is introduced to the coupled mode equations through

weak complex-valued changes in the mode resonance frequencies, ωm → ωm + δωNL
m , due to pertur-

bations of the dielectric constant δεNL
m (r), where [39],

δωNL
m

ωm
= −1

2

∫
d3xδεNL

m (r)|Em(r)|2∫
d3xε(r)|Em(r)|2

(E.1)

and Em(r) = amĔm(r)/
√∫

d3x1
2ε(r)|Ĕm(r)|2 is the mth steady-state mode field. There are a

number of contributions to δωNL
m :

δωNL
m = δωKerr

m + δωFWM
m + δωTPA

m + δωFCA
m + δωFCD

m + δωthermal
m , (E.2)

which are associated with the Kerr effect, four-wave mixing, two-photon absorption, free-carrier

absorption, free-carrier dispersion, and thermal dispersion. The first three contributions, δω
(3)
m =

δωKerr
m + δωFWM

m + δωTPA
m , are directly a result of the third order nonlinear susceptibility χ(3) of

silicon, while other effects are indirectly associated with these nonlinearities.

The perturbation due to the third order nonlinearity is rewritten in terms of the third order
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E.1. Perturbation theory

polarization, P
(3)
m (r) = δε

(3)
m (r)Em(r), to give [71],

δω
(3)
m

ωm
= −1

2

∫
d3xP

(3)
m (r) ·E∗m(r)∫

d3xε(r)|Em(r)|2
. (E.3)

In this model for FWM, it is assumed that the electric field is composed of monochromatic waves

at the frequencies {ω′i} = {±ωm} (m = 1, 2, 3) such that [16],

E(r, t) =
1

2

∑
ω′i≥0

[
Eω′i

(r)e−iω
′
it + E−ω′i(r)eiω

′
it
]

(E.4)

where E−ω′i(r) = E∗ω′i
(r) and Eωm(r) = Em(r) above. Similarly,

P(3)(r, t) =
1

2

∑
ω′i≥0

[
P

(3)
ω′i

(r)e−iω
′
it + P

(3)
−ω′i

(r)eiω
′
it
]
. (E.5)

The frequency dependent electric field and polarization are found by taking the fourier transforms

of (E.4) and (E.5) respectively, resulting in,

E(r, ω) =
1

2

∑
ω′i≥0

[
Eω′i

(r)δ(ω − ω′i) + E−ω′i(r)δ(ω + ω′i)
]

(E.6)

P(3)(r, ω) =
1

2

∑
ω′i≥0

[
P

(3)
ω′i

(r)δ(ω − ω′i) + P
(3)
−ω′i

(r)δ(ω + ω′i)
]
. (E.7)

In general, the nonlinear polarization is given by,

P(3)(r, ω) = ε0

∫
dω1

∫
dω2

∫
dω3χ

(3) · · ·E(r, ω1)E(r, ω2)E(r, ω3)δ(ω − ω1 − ω2 − ω3) (E.8)

where “ · · · ” indicates multiplication over three tensor dimensions. This is alternatively written as,

(P (3)(r, ω))α = ε0

∑
ijk

∫
dω1

∫
dω2

∫
dω3χ

(3)
αijkEi(r, ω1)Ej(r, ω2)Ek(r, ω3)δ(ω−ω1−ω2−ω3) (E.9)

to explicitly show the tensor multiplication, where i, j and k are each summed over {x, y, z}.
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Substituting (E.6) into (E.8) yields (3 × 2)3 terms inside of the summation, although not all

of which are unique. For example, consider a set of three frequencies, ωx : {ω1
x, ω

2
x, ω

3
x} where

ωx = ω1
x + ω2

x + ω3
x and each ωix is one of the ±ω′i terms. The polarization amplitude for ωx will

have terms that look like,

(P (3)
ωx

)α = 2ε0

∑
ijk

[
χ

(3)
αijk(−ωx;ω1

x, ω
2
x, ω

3
x)

1

2
(Eω1

x
)i

1

2
(Eω2

x
)j

1

2
(Eω3

x
)k (E.10)

+χ
(3)
αijk(−ωx;ω2

x, ω
1
x, ω

3
x)

1

2
(Eω2

x
)i

1

2
(Eω1

x
)j

1

2
(Eω3

x
)k (E.11)

+...

]
.

Here the r-dependence has be dropped for convenience. The terms in (E.10) and (E.11) are iden-

tical, as is found by relabelling dummy indices (i, j) in (E.11) to (j, i), then applying permutation

symmetry χ
(3)
α,i,j.k(−ωx;ω1

x, ω
2
x, ω

3
x) = χ

(3)
α,j,i,k(−ωx;ω2

x, ω
1
x, ω

3
x)). The number of identical terms that

appear depends how many distinguishable frequencies ωix there are in the ωx set, as sets with two

or more identical ωix will result in fewer identical terms. The polarization is written as,

(P (3)
ωx

)α = ε0

∑
ijk

K(−ωx;ω1
x, ω

2
x, ω

3
x)χ

(3)
αijk(−ωx;ω1

x, ω
2
x, ω

3
x)(Eω1

x
)i(Eω2

x
)j(Eω3

x
)k (E.12)

where

K(−ωx;ω1
x, ω

2
x, ω

3
x) =

(
1

4

)
3!

Na
x !N b

x!N c
x!
. (E.13)

The right-most fraction in K(−ωx;ω1
x, ω

2
x, ω

3
x) is the number of permutations of {ωix}, where Na

x ,

N b
x, N c

x are the number of times each unique ωix (labelled a, b, c..) appear in {ωix}.

In general, the same ωx can be achieved with distinct sets. For example, when ω1, ω2 and ω3

are equally spaced (as is the case for FWM), then two possible distinct sets are ω1 : {ω2, ω2,−ω3}

and ω1 : {ω1, ω2,−ω2}. The polarization amplitude in (E.12) is generalized to sum of distinct sets
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E.1. Perturbation theory

of ωx,

(P (3)
ωx

)α = ε0

∑
distinct {−ωx;ω1

x,ω
2
x,ω

3
x}

∑
ijk

K(−ωx;ω1
x, ω

2
x, ω

3
x)χ

(3)
αijk(−ωx;ω1

x, ω
2
x, ω

3
x)(Eω1

x
)i(Eω2

x
)j(Eω3

x
)k.

(E.14)

In evaluating the sum over i, j, k, it is useful to consider the crystalline properties of the nonlinear

material. In this study, the device layer is silicon, which is a centrosymmetric 3m3 crystal with

non-zero χ(3) tensor terms [14]:

χ(3)
xxxx = χ(3)

yyyy = χ(3)
zzzz

χ(3)
xyxy = χ(3)

yxyx = χ(3)
xzxz = χ(3)

zxzx = χ(3)
yzyz = χ(3)

zyzy

χ(3)
xxyy = χ(3)

yyxx = χ(3)
xxzz = χ(3)

zzxx = χ(3)
yyzz = χ(3)

zzyy

χ(3)
xyyx = χ(3)

yxxy = χ(3)
xzzx = χ(3)

zxxz = χ(3)
yzzy = χ(3)

zyyz (E.15)

and χ
(3)
xxxx = 3χ

(3)
xyxy = 3χ

(3)
xxyy = 3χ

(3)
xyyx. In the following, the notation for χ

(3)
iiii is simplified to χ

(3)
Si

for silicon, as is typical in the literature.

The non-zero χ(3) tensor terms are evaluated in (E.14), and applied to P
(3)
m (r) · E∗m(r) in the

perturbation equation (E.3), to give,

P(3)
ωm
·E−ωm =

ε0

3

∑
distinct {−ωm;ω1

m,ω
2
m,ω

3
m}

K(−ωm;ω1
m, ω

2
m, ω

3
m)χ

(3)
Si (−ωm;ω1

m, ω
2
m, ω

3
m)

[
(Eω1

m
·Eω2

m
)(Eω3

m
·E−ωm) + (Eω1

m
·Eω3

m
)(Eω2

m
·E−ωm)

+(Eω1
m
·E−ωm)(Eω2

m
·Eω3

m
)

]
(E.16)

A summary of the K(−ωm;ω1
m, ω

2
m, ω

3
m) values and the electric field terms for each distinct set

at each of the mode frequencies is listed in Table E.1. The simplified notation for the electric field

profile, Em(r) = Eωm(r), is used in this table and in the following.

The perturbed mode frequencies are found by using the terms in Table E.1 to insert (E.16) into

(E.3), and by substituting, Em(r) = amĔm(r)/
√∫

d3x1
2ε(r)|Ĕm(r)|2,
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E.1. Perturbation theory

Table E.1: Polarization terms for four-wave mixing. For each mode, m, K(−ωm;ω1
m, ω

2
m, ω

3
m) and electric

field terms are listed for each distinct set for ωm.

m Distinct sets for ωm K Electric field terms

1 {ω2, ω2,−ω3} 3
4 (E2 ·E2)(E∗1 ·E∗3) + 2(E2 ·E∗1)(E2 ·E∗3)

{ω1, ω1,−ω1} 3
4 (E1 ·E1)(E∗1 ·E∗1) + 2|E1|4

{ω1, ω2,−ω2} 3
2 (E1 ·E2)(E∗1 ·E∗2) + (E1 ·E∗2)(E∗1 ·E2) + |E1|2|E2|2

{ω1, ω3,−ω3} 3
2 (E1 ·E3)(E∗1 ·E∗3) + (E1 ·E∗3)(E∗1 ·E3) + |E1|2|E3|2

2 {ω1, ω3,−ω2} 3
2 (E∗2 ·E∗2)(E1 ·E3) + 2(E∗2 ·E1)(E∗2 ·E3)

{ω2, ω1,−ω1} 3
2 (E2 ·E1)(E∗2 ·E∗1) + (E2 ·E∗1)(E∗2 ·E1) + |E2|2|E1|2

{ω2, ω2,−ω2} 3
4 (E2 ·E2)(E∗2 ·E∗2) + 2|E2|4

{ω2, ω3,−ω3} 3
2 (E2 ·E3)(E∗2 ·E∗3) + (E2 ·E∗3)(E∗2 ·E3) + |E2|2|E3|2

3 {ω2, ω2,−ω1} 3
4 (E2 ·E2)(E∗1 ·E∗3) + 2(E2 ·E∗1)(E2 ·E∗3)

{ω3, ω1,−ω1} 3
2 (E3 ·E1)(E∗3 ·E∗1) + (E3 ·E∗1)(E∗3 ·E1) + |E3|2|E1|2

{ω3, ω2,−ω2} 3
2 (E3 ·E2)(E∗3 ·E∗2) + (E3 ·E∗2)(E∗3 ·E2) + |E3|2|E2|2

{ω3, ω3,−ω3} 3
4 (E3 ·E3)(E∗3 ·E∗3) + 2|E3|4

δω
(3)
1

ω1
= −β1(a2)2(a3)∗/a1 − (α0 + iρ0)(α11|a1|2 + α12|a2|2 + α13|a3|2) (E.17)

δω
(3)
2

ω2
= −β2a1a3(a2)∗/a2 − (α0 + iρ0)(α22|a2|2 + α21|a1|2 + α23|a3|2)

δω
(3)
3

ω3
= −β3(a2)2(a1)∗/a3 − (α0 + iρ0)(α33|a3|2 + α32|a2|2 + α31|a1|2)

where

β2 =
1

2

∫
Si d

3xε0 Re(χ
(3)
Si )

[
(Ĕ∗2 · Ĕ∗2)(Ĕ1 · Ĕ3) + 2(Ĕ∗2 · Ĕ1)(Ĕ∗2 · Ĕ3)

]
(
∫
d3xε(r)|Ĕ2|2)(

∫
d3xε(r)|Ĕ1|2)1/2(

∫
d3xε(r)|Ĕ3|2)1/2

, (E.18)

β1 = β3 = β∗2/2, (E.19)
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αm,m =

∫
Si d

3x

[
(Ĕ∗m · Ĕ∗m)(Ĕm · Ĕm) + 2|Ĕm|4

]
(
∫
d3xε(r)|Ĕm|2)2

, (E.20)

αm,m′ = 2

∫
Si d

3x

[
(Ĕm · Ĕm′)(Ĕ

∗
m · Ĕ∗m′) + (Ĕm · Ĕ∗m′)(Ĕ∗m · Ĕm′) + |Ĕm|2|Ĕm′ |2

]
(
∫
d3xε(r)|Ĕm|2)(

∫
d3xε(r)|Ĕm′ |2)

, (E.21)

α0 =
ωm
4
ε0 Re

(
χ

(3)
Si

)
, (E.22)

and

ρ0 =
ωm
4
ε0 Im

(
χ

(3)
Si

)
. (E.23)

Here
∫

Si indicates integration over the volume occupied by silicon, and χ
(3)
Si is the complex diagonal

element of the third order nonlinear susceptibility tensor, with units [m2/V2], where the explicit

frequency dependence of χ
(3)
Si is removed. This is appropriate for the nonlinear processes considered,

as ω1 ' ω2 ' ω3 thus the same χ
(3)
Si (−ω;±ω,±ω,±ω) is applied for the mixing processes studied.

The explicit dependence of Ĕm on position r in the nonlinear coefficients is removed to simplify

notation.

The individual contributions to Eqn. (E.17) are identified as,

δωFWM
1

ω1
= −β1(a2)2(a3)∗/a1 (E.24)

δωFWM
2

ω2
= −β2a1a3(a2)∗/a2 (E.25)

δωFWM
3

ω3
= −β3(a2)2(a1)∗/a3 (E.26)

δωKerr
m

ωm
= α0

∑
m′

αmm′ |am′ |2 (E.27)

δωTPA
m

ωm
= iρ0

∑
m′

αmm′ |am′ |2 (E.28)

where m′ = {1, 2, 3}. The first three terms contribute nonlinear photon generation (βFWM = β1

in Chapter 2 ). Equations (E.27) and (E.28) result in a frequency shift due to the nonlinear Kerr

effect ∆ωKerr
m , two photon absorption lifetime τTPA

m , respectively.
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E.2 Nonlinear lifetimes and frequency shifts

In this section, the effects of two-photon absorption (TPA), free-carrier absorption (FCA) and

thermal absorption on the cavity mode lifetimes and resonant frequencies are derived, building off

of the perturbative approach presented above.

E.2.1 Cavity lifetime

With the inclusion of nonlinear losses, the total cavity lifetime for each mode m, is given by,

τm(U1, U2, U3)−1 = τ in
m
−1

+ τout
m
−1

+ τ scatt
m

−1
+ τabs

m
−1

+ τTPA
m (U1, U2, U3)

−1
+ τFCA

m (U1, U2, U3)
−1
,

(E.29)

where τTPA
m (U1, U2, U3) and τFCA

m (U1, U2, U3) are derived below.

Two-photon absorption (TPA) Two-photon absorption introduces an imaginary part to the

χ
(3)
Si tensor, such that Im(χ

(3)
Si ) = 2βTPAε0c

2nSi
2/(3ωm), where βTPA is the TPA coefficient with

units [mW−1], and nSi is the index of refraction of the nonlinear material for a single frequency, in

this case silicon [51], both found in Table 5.4. The perturbation equation is,

δωTPA
m

ωm
= −iρ0

∑
m′

αm,m′ |am′ |2 ≡ −
i

ωm

1

τTPA
m

(E.30)

such that the TPA lifetime is,

1

τTPA
m

= ρ0

∑
m′

αTPA
m,m′Um′ (E.31)

The m′ = m contribution to the TPA lifetime arises from the absorption of two ωm photons,

whereas the m′ 6= m contributions arise from absorption of one ωm photon and one ωm′ photon.

The latter process is often referred to as “cross TPA”, or XTPA.

Free-carrier absorption The free-carriers excited in the TPA process present an additional loss

mechanism. The Drude model predicts that light propagating in a bulk material, in the presence
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of free-carriers, is attenuated with loss per unit length,

αFCA = σFCAN(r), (E.32)

where N(r) is the density of electron hole pairs, and σFCA = σFCA
e + σFCA

h is the free-carrier cross-

section with units of [m2], taken to be the sum of the electron and hole cross-sections, and is found

in Table 5.4. The loss per unit length is related to the local absorption rate of the energy density

through the group velocity vg, such that

γFCA
m (r) = σFCAvgN(r). (E.33)

The material dispersion is typically small in bulk measurements, so the group index ng ' nSi, as

will be used in the following.

The time dependence of N(r, t) follows [11, 51],

dN(r, t)

dt
= G(r)− N(r, t)

τcarrier(N(r, t))
, (E.34)

where G(r) is the local carrier generation rate, and τcarrier(N(r, t)) is the effective free-carrier

lifetime, including recombination, diffusion and drift effects. The temperature dependence of τcarrier

is neglected here, as the temperature changes due to nonlinear absorption are relatively small. While

the local free-carrier lifetime depends on the proximity to surfaces, the τcarrier(N(r, t)) considered

here represents a mean lifetime for the carrier distribution.

In steady-state,

N(r) = τcarrier(N(r))G(r). (E.35)

The local generation rate is approximated to be,

G(r) =
pTPA(r)

2~ωm
, (E.36)
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where pTPA(r) is time-averaged the power absorbed through TPA given by,

pTPA(r) = −1

2
Re(iωmP

(3)
m,TPA(r) ·E∗m(r)) (E.37)

The lifetime τFCA
m is expressed through,

−i
ωm

1

τFCA
m

=
δωFCA

m

ωm
=
−i

2ωm

∫
Si d

3xγFCA
m (r)ε(r)|Em(r)|2∫
d3xε(r)|Em(r)|2

, (E.38)

with

γFCA
m (r) = −σ

FCAvgτcarrier(N(r))

4~ωm
Re(iωmP

(3)
m,TPA(r) ·E∗m(r)). (E.39)

The effective energy absorption rate, γFCA
carrier,m = 2/τFCA

m , is essentially a weighted average of

the local absorption rate γFCA
m (r). This is derived from perturbation theory by setting δεFCA =

2nε0δn
FCA(r) = iγFCA

m (r)n2ε0/(ωm) in Eqn. (E.3). The dot product is evaluated using Eqn.

(E.16), where only the imaginary part of χ
(3)
Si is applied, i Im(χ

(3)
Si ). The fields are normalized by

setting Em(r) = amĔm(r)/
√∫

d3x1
2ε(r)|Ĕm(r)|2 to give,

1

τFCA
m

= κ0

∑
l,l′

κFCA
m,l,l′UlUl′ (E.40)

where for l = l′,

κFCA
m,l,l =

∫
Si d

3x

[
(Ĕ∗l · Ĕ∗l )(Ĕl · Ĕl) + 2|Ĕl|4

]
ε|Ĕm|2

(
∫
d3xε|Ĕm|2)(

∫
d3xε|Ĕl|2)2

, (E.41)

and for l′ 6= l,

κFCA
m,l,l′ = 2

∫
Si d

3x

[
(Ĕl · Ĕl′)(Ĕ

∗
l · Ĕ∗l′) + (Ĕl · Ĕ∗l′)(Ĕ∗l · Ĕl′) + |Ĕl|2|Ĕl′ |2

]
ε|Ĕm|2

(
∫
d3xε|Ĕm|2)(

∫
d3xε|Ĕl|2)(

∫
d3xε|Ĕl′ |2)

. (E.42)

with

κ0 =
σFCAτcarrier Im(χ

(3)
Si )ε0c

8~nSi
(E.43)
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E.2.2 Nonlinear frequency shift

The total nonlinear resonance frequency shift is

∆ωNL
m = ∆ωKerr

m + ∆ωFCD
m + ∆ωthermal

m , (E.44)

where ∆ωKerr
m is the shift due to the Kerr effect, which has already been considered for the model,

∆ωFCD
m is the shift due to free-carrier dispersion, and ∆ωthermal

m is the thermal shift resulting from

the energy absorbed that heats the nonlinear material and changes its refractive index.

Kerr nonlinearity The frequency shift due to the Kerr nonlinearity is given as

∆ωKerr
m = δωKerr

m = −α0

∑
m′

αm,m′Um′ (E.45)

Free-carrier dispersion The local index of refraction changed induced by free-carriers predicted

by a Drude model is,

δnFCD(r) = −ζN(r) (E.46)

where ζ = ζe + ζh is a free-carrier dispersion nonlinear material parameter with units [m3], which

includes both electron and hole effects. Based on experimental results [82], the Drude model is

modified for silicon:

δnFCD(r) = −
[
ζeSiN

e(r) +
(
ζhSiN

h(r)
)0.8

]
(E.47)

The frequency shift predicted by perturbation theory is

∆ωFCD
m

ωm
=
δωFCD

m

ωm
= −

∫
d3x δnFCD(r)

nSi(r) ε(r)|Em(r)|2∫
d3xε(r)|Em(r)|2

. (E.48)

where ∆ωFCD
m = ∆ωFCD,e

m + ∆ωFCD,h
m . Assuming electrons and holes are generated in pairs, such

that N e = Nh = N , the frequency shift due to electron free-carriers has the same form as Eqn.
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(E.38), except with γFCA
m (r)/2 = σFCAvgN(r)/2 replaced by −δnFCD

m /nSi = ζeSiN(r)/nSi to yield,

∆ωFCD,e
m =

2ωmζSi

σFCAc
κ0

∑
l,l′

κFCA
m,l,l′UlUl′ . (E.49)

The shift due to hole-carriers requires revisions to the integrals to account for the power of 0.8 in

the modified Drude model. The total resulting FCD shift is given by,

∆ωFCD
m = νFCD,e

0

∑
l,l′

κFCA
m,l,l′UlUl′ + νFCD,h

0

∑
l,l′

κFCD,h
m,l,l′

(
UlUl′

)0.8

, (E.50)

where for l = l′,

κFCD,h
m,l,l =

∫
Si d

3x

[
(Ĕ∗l · Ĕ∗l )(Ĕl · Ĕl) + 2|Ĕl|4

]0.8

ε|Ĕm|2

(
∫
d3xε|Ĕm|2)(

∫
d3xε|Ĕl|2)1.6

, (E.51)

and for l′ 6= l,

κFCD,h
m,l,l′ = 20.8

∫
Si d

3x

[
(Ĕl · Ĕl′)(Ĕ

∗
l · Ĕ∗l′) + (Ĕl · Ĕ∗l′)(Ĕ∗l · Ĕl′) + |Ĕl|2|Ĕl′ |2

]0.8

ε|Ĕm|2

(
∫
d3xε|Ĕm|2)(

∫
d3xε|Ĕl|2)0.8(

∫
d3xε|Ĕl′ |2)0.8

, (E.52)

with

νFCD,e
0 =

ωmζ
e
Siτcarrierε0 Im(χ

(3)
Si )

4~nSi
, (E.53)

and

νFCD,h
0 =

ωm
nSi

(
ζh

Siτcarrierε0 Im(χ
(3)
Si )

4~

)0.8

. (E.54)

Thermal effect The mean index change based on a thermal shift is,

δnthermal =
dn

dT
∆T =

dn

dT
RthPabs (E.55)

where ∆T is the mean temperature change of the nonlinear material due to the power absorbed

by nonlinear processes, Pabs. The thermo-optic coefficient, dn/dT , is known a priori for the non-

linear material, while the thermal resistance, Rth = dT/dPabs, is unknown. Assuming that the
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temperature is evenly distributed [11], then the thermal frequency shift is given by,

∆ωthermal
m

ωm
=
δωthermal

m

ωm
= −Γth

m

nSi

dn

dT

dT

dPabs
Pabs (E.56)

where

Pabs =
∑
m′

(
2

τabs
m′

+
2

τTPA
m′

+
2

τFCA
m′

)
Um′ (E.57)

and

Γth
m =

∫
Si d

3xε(r)|Em(r)|2∫
d3xε(r)|Em(r)|2

. (E.58)
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Appendix F

Nonlinear coefficients

The integral nonlinear coefficients in Table 5.3 are calculated based on FDTD simulation results.

A subset of the nonlinear coefficient values are reported in Table F.1.

Table F.1: Nonlinear coefficients calculated from FDTD simulations.

Coefficient Units Device 1 Device 2 Devices 3 & 4

|β2| [1/J ] 1.29× 108 1.21× 108 1.19× 108

Γth
1 0.936 0.936 0.936

Γth
2 0.939 0.939 0.939

Γth
3 0.939 0.938 0.938

ΓTPA
1 0.983 0.982 0.981

ΓTPA
2 0.983 0.983 0.983

ΓTPA
3 0.982 0.982 0.982

ΓFCA
1 0.991 0.991 0.990

ΓFCA
2 0.991 0.991 0.991

ΓFCA
3 0.990 0.990 0.990

V TPA
1 (λ1/nSi)

3 7.95 7.48 7.80

V TPA
2 (λ2/nSi)

3 6.83 6.83 6.84

V TPA
3 (λ3/nSi)

3 9.51 9.75 9.16

V FCA
1 (λ1/nSi)

3 5.57 5.20 5.44

V FCA
2 (λ2/nSi)

3 5.39 5.39 5.40

V FCA
3 (λ3/nSi)

3 7.14 7.33 6.75

V eff
1 (λ1/nSi)

3 1.69 1.60 1.66

V eff
2 (λ2/nSi)

3 2.08 2.06 2.09

V eff
3 (λ3/nSi)

3 2.33 2.34 2.10
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In Table F.1, β2,Γ
th
m and V eff

m are reported and are given by,

β2 = 2β∗1 = 2β∗3 =
1

2

∫
Si d

3xε0 Re(χ
(3)
Si )

[
(Ĕ∗2 · Ĕ∗2)(Ĕ1 · Ĕ3) + 2(Ĕ∗2 · Ĕ1)(Ĕ∗2 · Ĕ3)

]
(
∫
d3xε(r)|Ĕ2|2)(

∫
d3xε(r)|Ĕ1|2)1/2(

∫
d3xε(r)|Ĕ3|2)1/2

(F.1)

and

Γth
m =

∫
Si d

3xε(r)|Em(r)|2∫
d3xε(r)|Em(r)|2

, (F.2)

and

V eff
m =

∫
d3xε(r)|Ĕm|2

max
[
ε(r)|Ĕm|2

] . (F.3)

The coefficients αm,m and κFCA
m,m,m are indirectly reported through ΓTPA

m , ΓFCA
m , V TPA

m , and

V FCA
m , where,

αm,m =

∫
Si d

3x
[
(Ĕ∗m · Ĕ∗m)(Ĕm · Ĕm) + 2|Ĕm|4

]
(
∫
d3xε(r)|Ĕm|2)2

=
3ΓTPA

m

V TPA
m (εSi)2

, (F.4)

and

κFCA
m,m,m =

∫
Si d

3xε(r)|Ĕm|2
[
(Ĕ∗m · Ĕ∗m)(Ĕm · Ĕm) + 2|Ĕm|4

]
(
∫
d3xε(r)|Ĕm|2)3

=
3ΓFCA

m

(V FCA
m )2(εSi)2

. (F.5)

The reported coefficients ΓTPA
m , ΓFCA

m , V TPA
m and V FCA

m are commonly quoted in the literature for

various PC microcavity structures [11, 94, 106, 111]. They are given by,

ΓTPA
m =

1

3

∫
Si d

3xε(r)2
[
(Ĕ∗m · Ĕ∗m)(Ĕm · Ĕm) + 2|Ĕm|4

]
∫
d3xε(r)2|Ĕm|4

, (F.6)

V TPA
m =

(
∫
d3xε(r)|Ĕm|2)2∫
d3xε(r)2|Ĕm|4

, (F.7)

ΓFCA
m =

1

3

∫
Si d

3xε(r)3|Ĕm|2
[
(Ĕ∗m · Ĕ∗m)(Ĕm · Ĕm) + 2|Ĕm|4

]
∫
d3xε(r)3|Ĕm|6

, (F.8)

and (
V FCA
m

)2
=

(
∫
d3xε(r)|Ĕm|2)3∫
d3xε(r)3|Ĕm|6

. (F.9)
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Appendix G

X2 minimization plots

In this appendix, the X2 minimizations are plotted as a function of the 8 fit parameters found from

the nonlinear transmission analysis. Figures G.1 to G.4 are plots for the independent characteriza-

tions of Devices 1 to 4, while Figs. G.5 to G.8 are for the minimizations calculated with Rth, τcarrier

and Qabs held fixed at the mean values.
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