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Abstract 

 

The wind power penetration has been increasing significantly, and this trend is likely to continue. 

As wind power penetration levels increase, interconnecting large-scale wind power plants 

(WPPs) into the existing power system has become a critical issue. Therefore, appropriate wind 

turbine generator models are required to conduct transient stability (TS) studies. While it is 

possible to construct detailed and accurate models of manufacturer-specific wind turbine 

generators in electromagnetic transient (EMT) simulators, such models are not suitable for large-

scale transient stability studies due to their high computational complexity. The Western 

Electricity Coordinating Council (WECC) Renewable Energy Modeling Task Force (REMTF) is 

working towards developing generic wind turbine generator models that would be applicable for 

a range of general purpose system-level studies. However, such the generic models are typically 

over-simplified and not able to predict some of the phenomena, e.g. the unbalanced disturbance 

which is easily captured by the EMT simulations. 

 

In this research, a numerically-efficient model for the doubly-fed induction generator (DFIG) is 

developed that can predict steady state, balanced and unbalanced disturbances, and is sufficiently 

generic. The new DFIG model is based on the dynamic-phasor (DP) based machine models, 

which have been recently developed for the EMT simulators and can work with fairly large time-

steps (up to several milliseconds) approaching that of the TS program solution.  

 

The WPP models have been implemented in MATLAB/Simulink® to assess the improved 

accuracy and computational efficiency. The new DP-based DFIG model is tested in a single 
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machine infinite bus case and a two-area four-machine network to validate the model’s responses 

to balanced and unbalanced conditions of the grid. The accuracy of new DFIG model is shown to 

be significantly better compared to traditional TS models, which is achieved at a slightly 

increased computational cost. 

 

The result of this research will provide more accurate dynamic phasor based models of WPP for 

TS analysis. Since TS programs are widely used by utilities over the world, the new DP-based 

DFIG model will contribute to more reliable and accurate studies. This, in turn, will enable more 

reliable integration of large-scale WPPs into the existing and expanding power grids. 
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Lay Summary 

 

As the penetration of wind power increases, interconnecting wind power plants (WPPs) into the 

existing power system becomes a critical issue. Therefore, accurate and computationally efficient 

models of wind turbine generators are required.  

 

In my research, a numerically-efficient model of doubly-fed induction generator (DFIG) is 

developed based on dynamic phasor formulation. The accuracy of new DFIG model is shown to 

be significantly better compared to traditional transient stability (TS) models, which is achieved 

at a slightly increased computational cost. 

 

The result of this research will provide more accurate dynamic phasor based models of WPP for 

TS analysis. Since TS programs are widely used by utilities over the world, the new DP-based 

DFIG model will contribute to more reliable and accurate studies. This, in turn, will enable wider 

and more reliable integration of large-scale WPPs into the existing and expanding power grids. 
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Chapter 1: Introduction 

 

1.1 Background and Motivation 

Renewable energy is expected to provide 80% of the total electricity in the US by 2050, and half 

of that will come from wind  and solar power [1]. In this trend, it is very important to analyze the 

impact of increasing wind power plants (WPP) on the existing power grid. The dynamic 

behavior of WPP is very different from that of conventional power plants; therefore, it requires 

special consideration, detailed interconnection studies, and efficient modeling approaches. 

Various modeling and simulation techniques have been used to conduct relevant studies 

including feasibility studies and system impact studies for interconnecting the WPP into the grid. 

The accuracy of system studies depends on the fidelity of the underlying models. Studies and 

models that give overly-optimistic results may miss some important phenomena and lead to 

wide-spread power outages, whereas studies that give overly-conservative results may lead to 

inefficient grid operation and unutilized resources [2].  

 

Since the electric grid consists of power generation, transmission and power distribution, and 

loads, all of which makes up a very large and complicated network with very wide range of 

dynamics, its modeling and analysis is also difficult and complex. Depending on the time frame 

of interests, different modelling techniques should be applied.  “All models are wrong, but some 

are useful” is the famous quotes in statistics which emphasizes the importance of the modeling 

techniques [3].  

 



2 

 

Therefore, developing computationally efficient and sufficiently accurate models of wind 

generators for large scale bulk power systems has been a primary research and is a goal of this 

thesis. 

 

1.2 Types of Commonly used Wind Energy Conversion Systems 

Although wind energy has been used by the mankind for hundreds of years for various purposes, 

it has been only 30 years that the wind energy has become a reliable means to produce electricity 

efficiently thanks to the advanced technologies [4].  The major components of a typical wind 

energy conversion system include the follows:   

• Wind turbine 

• Generator 

• Control & Protection systems 

• Interconnection equipment 

• Power Electronic Converters (if applicable) 

Depending on how and what kind of components are used, the Western Electricity Coordinating 

Council (WECC) classifies the wind turbine generators into four different types [5].    

 

As shown in Figure 1.1, Type 1 wind turbine generator is simply a squirrel-cage induction 

generator (SCIG) directly connected to the grid via a step up transformer. In this case, the turbine 

speed is nearly fixed to the electrical grid frequency. It generates real power when the turbine 

speed is faster than the electrical grid frequency creating a negative slip. For sudden changes in 

wind speed, the rate of change in electrical output is limited by mechanical inertia of the drive 

train.   
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Gear 

Box
SCIG

Var 

Compensator

Step up

Transformer

Grid

 

Figure 1.1 Type 1 Wind Turbine Generator Configuration. 

 

The Type 2 wind turbine generator consists of a wound rotor induction generator (WRIG) with a 

variable resistor in the rotor circuit, but its stator is directly connected to the grid via a step up 

transformer as shown in Figure 1.2. Since the variable resistors are connected to the rotor circuit, 

the Type 2 wind turbine generator can control the rotor currents quickly by adjusting the rotor 

resistance so that the output power can be stable for small wind speed variation. This 

configuration will affect the dynamic response during grid disturbance. 

Gear 

Box
WRIG

Var 

Compensator

Step up

Transformer

Grid

 

Figure 1.2 Type 2 Wind Turbine Generator Configuration. 
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The Type 3 wind turbine generator has become most popular configuration for the last several 

decades, which is also known as a double-fed induction generator (DFIG). Compared to the Type 

2 wind turbine generator, the rotor side converter (RSC) is connected the DC link, which is then 

connected to the grid side converter (GSC), which makes it possible to exchange the rotor power 

with the grid. Since only approximately 30% of the total active power supplied by the generator 

goes through the rotor side, the rating of the RSC and GSC which together work the back-to-

back voltage source converter (VSC), is also about 30% of the total rated power. This feature 

makes the Type 3 wind turbine generator very cost effective and controllable. Both Type 2 and 

Type 3 generator typically require a gearbox to scale the propeller speed to the generator shaft 

speed.  

Gear 

Box
WRIG

Filter

Step up

Transformer

Grid

AC

DC

DC

AC

RSC GSC

DC Link

 

Figure 1.3 Type 3 Wind Turbine Generator Configuration. 
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The Type 4 wind turbine generator is connected to the grid via the back-to-back VSC as shown 

in Figure 1.4. Due to its unique configuration, the grid side disturbances do not affect the stator 

circuit of the generator directly. Also, depending on the number of magnetic poles of the 

synchronous or induction generator used, the gearbox can be removed as the full scale back-to-

back VSC can control the electrical frequency in a wide range. However, the VSCs should be 

rated as high as the generator output. So, the cost of Type 4 generators is typically higher than 

that of the Type 3 wind turbine generators. 

Gear 

Box
SG / IG

Filter

Step up

Transformer

Grid
AC

DC

DC

AC

RSC GSC

DC Link

 

Figure 1.4 Type 4 Wind Turbine Generator Configuration. 
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1.3 Literature Review and State-of-the-Art 

1.3.1 DFIG Modeling 

Depending on the time frame of interest, modeling techniques and assumptions vary 

significantly. In this section, the detail and simplified modeling of the DFIG are reviewed.   

 

1.3.1.1 EMT Time Domain Coupled Circuit Models 

The most commonly used time-domain coupled-circuit model with cascaded control scheme is 

presented in [6]. In this article, the stator-flux-oriented vector control method is used and the 

detail switching dynamics of power electronic devices and dynamics of phase locked loop (PLL) 

are neglected, which is an acceptable assumption for the purpose of this thesis as the time frame 

of interest is not the fast dynamics and harmonics of power electronic devices. In [7], dynamic 

behavior of DFIG during grid faults is analyzed thoroughly by providing various simulation 

results along with relevant grid codes and detail control schemes. There are numerous literatures 

related to the DFIG; however, above references provide the fundamental concepts for modeling 

of the induction generator and converters. In [8], state-space form of 5th order induction 

generator model and converters are presented and the model is tested in the simple network to 

analyze inter-area oscillation which is similar approach to this thesis. 

 

1.3.1.2 Simplified Positive Sequence Transient Stability Models 

The purpose of developing simplified phasor-domain model is to represent the electromechanical 

transients in the large-scale power system network since the time frame of interest is only a few 

seconds or longer and it would be inefficient to use full-order time-domain model to analyze this 

type of problem. There are many literature sources introducing simplified DFIG modeling for 
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positive sequence phasor-domain [9]. In [10], by neglecting the DC link voltage dynamics and 

stator field dynamics which are fast compared to the rotor filed dynamics, a numerically efficient 

DFIG model is introduced and tested in a six-machines 23-bus system. Instead of using machine 

circuit parameters such as Rs, Rr, Xls and Xlr, the operational parameters such as time constants 

and sub-transient reactances are directly used for the reduced-order models in large-scale 

transient stability studies. In [11], simplification procedures for deriving the DFIG model is well 

explained and the final reduced-order model is demonstrated in studies with single machine 

infinite bus (SMIB) system. In [12], a popular GE wind turbine generator is modeled as 

controlled current source which neglects the stator and rotor dynamics. 

 

The WECC Renewable Energy Modeling Task Force has developed generic models of wind 

turbine generators by simplifying the detailed transient stability models [13]. The developed 

generic reduced-order models were validated against the field measurement data [5][14][15]. 

Other literatures have also supported the sufficiently of the simplified phasor modeling approach 

[16][17][18][19].  
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1.3.2 Dynamic Phasor Modeling Approach for DFIG 

In 1991, the dynamic phasor (DP) concept was introduced for modeling series resonant 

converters [20]. Since then, numerous research works have been conducted and proved the 

efficiency of DP approach for power electronic devices, electric machinery, and power system 

analysis in general.   

 

In [21], detail research on induction machines and synchronous machines based on dynamic 

phasor and space-vector concept was conducted. There are other publications providing detailed 

dynamic modeling techniques for those machines [22][23]. Power system dynamics also can be 

modeled by dynamic phasors [24][25][26][27]. Moreover, the detail power electronic dynamics 

such as active front-end rectifier for aircraft applications [28], PV solar inverters [29], HVDC 

converters [30] and so on, can be well analyzed with the dynamic phasor modeling techniques.   

 

Reference [31] is the first research on dynamic phasor modeling of DFIG which is based on 

machine and converter models in synchronous reference frame. The model is tested in SMIB 

system and simulation results were compared with the one in time domain. Reference [32] uses 

the same model defined in [31] but includes the sub-synchronous control interactions between 

series compensated network and the rotor side converter of DFIG. Previous works [31][32] are 

suitable for EMTP [33] level studies which can capture the electromagnetic transient. However, 

the objective of this thesis is to utilize the concept of dynamic phasors to develop a simplified 

model of DFIG that would be suitable for transient analysis of large-scale power systems.  
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1.4 Objective of the Thesis 

The main objective of the thesis is to develop a dynamic phasor model of DFIG that is 

numerically efficient and yet maintains certain level of accuracy similar to the EMT models, and 

therefore suitable for more accurate transient stability studies of large scale power systems.  

 

As the wind power penetration has been significantly increasing, the grid operators set up more 

demanding grid code requirements for wind power integration [34]. The major requirement is the 

wind turbine generators must be capable to stay on-line during a severe voltage dips, which is 

commonly referred to as the fault ride-through (FRT) capability [35]. Therefore, a traditional 

way to represent wind farms as negative loads are no longer valid and a new approach is required 

to properly represent the dynamic characteristics of wind turbine generators in system studies.    

The most recent and rigorous work related to the generic wind turbine modeling for transient 

stability studies has been done by the WECC [13]. However, the developed models have 

following limitations: 

- The model is based on positive-sequence only, which limits its application for accurate 

assessment of unbalanced grid conditions. 

- Potential torsional interactions between the wind turbine generator and the network 

cannot be evaluated.  

The above-stated limitations can be resolved by applying the dynamic phasor techniques since 

DP approach can handle both balanced and unbalanced conditions effectively by selecting 

relevant frequency components. Therefore, this thesis sets forth the following objectives: 

1. To derive a new dynamic-phasor-based model of DFIG and validate it by comparisons 

with a reference time-domain EMT model under a single machine infinite bus system.  
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2. To derive a DP-based reduced-order model for transient stability analysis by neglecting 

the stator dynamics.  

3. To test the proposed reduced-order DP-based model in a simple power network [36] 

under balanced and unbalanced conditions.  

 

1.5 Organization of the Thesis 

Chapter 1 includes the introduction, motivation, and objectives of the thesis. Brief background 

information about wind energy conversion systems is provided along with their configurations. 

The relevant literature is reviewed and detail tasks and methodology are also narrated. In Chapter 

2, the fundamentals of power system dynamics and modeling techniques are explained with 

examples. Through the simple examples, the advantage of dynamic phasor approach is verified. 

In Chapter 3, the detail mathematical modeling of DFIG with back-to-back voltage source 

converters are derived in both time-domain and dynamic-phasor representation including 

reference frame theory, maximum power point tracking (MPPT) control, wind turbine, wound 

rotor induction generator model. In Chapters 4 & 5, the models are simulated and verified in 

SMIB system and a 2-area 4-machines network. The efficiency of each model is verified by 

measuring a time step during balanced and unbalanced disturbances. Chapter 6 provides the 

summary of research, significance and contribution of the thesis along with the final conclusions. 

Also, some possible applications and future work are described.  
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Chapter 2: Power System Dynamics and Modeling  

 

Power system modelling has been recognized as an important part in order to analyze large scale 

complex power system networks and problems closely related to power system stability. As 

power systems have evolved through interconnection with renewable energy sources, the 

stability analysis has become a challenging task to guarantee the safe operation of interconnected 

grids. Various forms of instability such as voltage stability, frequency stability and rotor angle 

stability are well defined and explained in [37].  

 

2.1 Time-scales of Power System Dynamics 

Depending on the speed of power system transients, the power system dynamics can be 

categorized into four groups: wave phenomena, electromagnetic transients (EMT), 

electromechanical transient, and thermodynamic phenomena, as shown in Figure 2.1 [38]. The 

corresponding time frame of each transient type is closely related to the modeling of power 

system elements in such time frame because a variety of dynamics exists in the same power 

network, but some of the dynamics will only affect certain parts of the system or components.  

10-7 10-6 10-5 10-4 10-3 10-2 10-1 1 10 102 103 104 105 

                          

  
Wave  

Phenomena 
                

        
Electromagnetic  

Phenomena 
           

           
Electromechanical  

Phenomena 
       

                 
Thermodynamic 

Phenomena 
  

                          

microseconds milliseconds  seconds  minutes  hours  

 

Figure 2.1 Time frame of power system dynamic phenomena [38].  
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For example, the time frame of EMT is from milliseconds to a second, which is slower than the 

wave phenomena but faster than the electromechanical transients. The electromechanical 

transients are commonly associated with mechanical systems dynamics in power system 

networks and the oscillations of rotating masses of generators and motors and prime mover 

controls. The time frame of electromechanical transients is from a second to several seconds.  

 

Due to increased penetration of electronically-interfaced renewable energy resources such as 

wind and solar, the interactions that used to be electromechanical transients and analyzed using 

TS tools in traditional power systems are becoming much faster and span the entire range of 

electromagnetic (EMT) and electromechanical phenomena. This challenge in turn necessitates 

creation of new models and simulation tools that have wider range of application while 

possessing good numerical efficiency and accuracy.   

 

2.2 Modeling Approaches  

Power systems can be categorized into generation, transmission and distribution systems, and 

loads. Each component of the systems such as generators, transmission lines, electric 

machineries and flexible ac transmission (FACTS) devices can be mathematically modelled. The 

EMT type programs is universally the accepted approach to analyze these subsystems and 

components including non-linear and switching phenomena. However, modeling and simulation 

of an entire bulk power system in EMT domain is computationally expensive since the time 

frame of interest is typically within the electromechanical transients. Therefore, the large-scale 

power systems’ dynamic responses and transient stability are often analyzed by the fundamental 

frequency phasor approach, which assumes a periodic steady-state approximation because the 
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phasor approximations reduces the steady-state dynamics to algebraic harmonic balancing 

equations.  

 

The dynamic phasor concept is an advanced approach compared to the traditional phasor 

representation which can capture wider bandwidth of transients. The dynamic phasor approach 

can also be applied to the electromagnetic transient analysis with larger time step and can be 

faster than the conventional time domain EMT approach. Simple examples are presented in the 

following sections to explain the advantages of dynamic phasor approach. 

 

2.2.1 ABC Three-Phase Representation 

The sinusoidal voltage sources in abc phase coordinates in time domain are represented as 

 𝑣𝑖(𝑡) = 𝑉𝑚 cos(𝜔0𝑡 + 𝜃𝑖) , 𝑖 = 𝑎, 𝑏, 𝑐, (1) 

 

where 𝑉𝑚 is the magnitude, 𝜃𝑖 is the phase angle and 𝜔0 is the fundamental angular frequency. 

frequency in rad/sec. In balanced three-phase power systems, the phases are evenly displaced by 

120 degrees. The positive sequence variables of symmetrical components [36] are  

 𝑓𝑝,𝑎𝑏𝑐 = 𝐹𝑝  [

cos(𝜔0𝑡 + 𝜃𝑝)

cos(𝜔0𝑡 + 𝜃𝑝 − 2𝜋/3)

cos(𝜔0𝑡 + 𝜃𝑝 + 2𝜋/3)

]. (2) 

 

Here, 𝑓 can represent any variables such as voltage, current and flux linkage. Based on the 

symmetrical components theory, an unbalanced n-phase system can be analyzed by a balanced n-

phase system, referred as a positive sequence, and a negative and a zero sequence components 

which are expressed as    
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 𝑓𝑛,𝑎𝑏𝑐 = 𝐹𝑛  [

cos(𝜔0𝑡 + 𝜃𝑛)

cos(𝜔0𝑡 + 𝜃𝑛 + 2𝜋/3)
cos(𝜔0𝑡 + 𝜃𝑛 − 2𝜋/3)

] (3) 

 𝑓𝑧,𝑎𝑏𝑐 = 𝐹𝑧  [

cos(𝜔0𝑡 + 𝜃𝑧)
cos(𝜔0𝑡 + 𝜃𝑧)
cos(𝜔0𝑡 + 𝜃𝑧)

]. (4) 

The three sets (2), (3) and (4) now can represent a balanced or unbalanced three-phase power 

system as  

 𝑓𝑎𝑏𝑐(𝑡) = 𝑓𝑝,𝑎𝑏𝑐 + 𝑓𝑛,𝑎𝑏𝑐 + 𝑓𝑧,𝑎𝑏𝑐 . (5) 

 

 

According to convention, the positive sequence components rotate in counter-clockwise (CCW) 

direction which is in-phase with the system frequency. The negative sequence components rotate 

in opposite clockwise (CW) direction. The zero sequence components have the same magnitude 

and phase.  

 

For the purpose of comparison of modeling efficiencies, a balanced three-phase system 

composed of a series RL circuit without inductive coupling effect shown in Figure 2.2 is 

considered. This circuit can be described in time-domain by the following state-space equations:   
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Figure 2.2 Three phase voltage in time domain. 
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𝐿
𝑑

𝑑𝑡
𝑖𝑎 = 𝑣𝑎 − 𝑅𝑖𝑎 

𝐿
𝑑

𝑑𝑡
𝑖𝑏 = 𝑣𝑏 − 𝑅𝑖𝑏 

𝐿
𝑑

𝑑𝑡
𝑖𝑐 = 𝑣𝑐 − 𝑅𝑖𝑐. 

(6) 

Without loss of generality, for the considered example it is assumed that L=0.1H, R=1Ω and 𝑉𝑡= 

50V at 60 Hz. At t = 0.2s, the voltage source is applied to the circuit. Then, at t = 0.7s, a 50% 

voltage dip duration of six electrical cycles is applied. The resulting transient observed in 

inductor current in time-domain is depicted in Figure 2.3.   

 

Figure 2.3 Inductor current trajectory after a 50% voltage dip for 6 cycles. 
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One of the advantages of abc three-phase representation is that any electrical equipment 

including machines and power electronics can be modeled in a straightforward manner using 

state equations similar to (6). This representation allows to capture the EMT level dynamics 

fairly accurately. However, the most obvious down side of using this representation is that the 

alternating waveform requires solution of differential equations and the use of fairly small time 

steps [39].  

 

2.2.2 DQ0 Representation 

The main idea of DQ0 representation is to reduce complexity of abc three-phase time domain 

models using Park’s transformation [40]. This approach is widely used in the analysis of electric 

machinery as it eliminates time-varying inductances. The transformation is described [41] as 

 [

𝑓𝑑
𝑓𝑞
𝑓0

] =
2

3
[

cos 𝜃
− sin 𝜃
1/2

   cos(𝜃 − 2/3𝜋)
   − sin(𝜃 − 2/3𝜋)

1/2

   cos(𝜃 + 2/3𝜋)
   − sin(𝜃 + 2/3𝜋)

1/2
] ∙ [

𝑓𝑎
𝑓𝑏
𝑓𝑐

]. (7) 

 

The inverse transform is  

 [

𝑓𝑎
𝑓𝑏
𝑓𝑐

] = [

cos 𝜃
cos(𝜃 − 2/3𝜋)
cos(𝜃 + 2/3𝜋)

− sin 𝜃
   − sin(𝜃 − 2/3𝜋)
   − sin(𝜃 + 2/3𝜋)

   1
   1
   1

] ∙ [

𝑓𝑑
𝑓𝑞
𝑓0

], (8) 

 

where the angular displacement 𝜃 = ∫𝜔  𝑑𝑡. In general, the angular velocity 𝜔 can be arbitrary 

(i.e. arbitrary reference frame [43]. For the purpose of this thesis, the rotating speed of the 

reference frame is chosen to be the synchronous speed 𝜔𝑠 of the system. Then, the DQ0 
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synchronous reference frame rotates with the same speed as the system frequency. After 

applying the DQ0 transformation to (6), it becomes  

 

 

𝐿
𝑑

𝑑𝑡
𝑖𝑑 = 𝑣𝑑 − 𝑅𝑖𝑑 + 𝜔𝑠 𝐿 𝑖𝑞 

𝐿
𝑑

𝑑𝑡
𝑖𝑞 = 𝑣𝑞 − 𝑅𝑖𝑞 − 𝜔𝑠 𝐿 𝑖𝑑 

𝐿
𝑑

𝑑𝑡
𝑖0 = 𝑣0 − 𝑅𝑖0. 

(9) 

 

The sequence component theory can also applied to DQ0 representation given as 

 𝑓𝑑𝑞0(𝑡) = 𝑓𝑝,𝑑𝑞0 + 𝑓𝑛,𝑑𝑞0 + 𝑓𝑧,𝑑𝑞0 (10) 

 𝑓𝑝,𝑑𝑞0 = 𝐹𝑝  [

cos 𝜃𝑝

sin 𝜃𝑝

0

] (11) 

 𝑓𝑛,𝑑𝑞0 = 𝐹𝑛  [
cos(2𝜔0𝑡 + 𝜃𝑛)
−sin(2𝜔0𝑡 + 𝜃𝑛)

0

] (12) 

 𝑓𝑧,𝑑𝑞0 = 𝐹𝑧  [
0
0

cos(𝜔0𝑡 + 𝜃𝑧)
] (13) 

 

Compared to the sequence components of abc-phase representation, the most distinctive change 

is that the positive sequence components of DQ0 representation is constant value. During the 

steady state or balanced system, only positive sequence components are activated which makes it 

possible to use larger time step size. However, for unbalanced system conditions, the double 

frequency term of the negative sequence components in (12) creates oscillation as shown in 
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Figure 2.4, and the computational advantage no longer exists. In the study depicted in Figure 2.4, 

a balanced operation of three-phase sources is assumed. At t = 0.7s, a 50% voltage dip is applied 

to a-phase terminal of the same circuit in Figure 2.2 for six electrical cycles, which due to the 

term in negative sequence components results in double frequency (i.e.12 cycles oscillation) in d 

and q component and fundamental frequency (i.e. 6 cycles oscillation) in 0 component, as seen in 

Figure 2.4.   

 

Figure 2.4 Trajectory of voltage in dq0 synchronous reference frame during an unbalanced voltage dip (Phase 

A 50%). 

 

2.2.3 Dynamic Phasor Representation 

When analyzing large-scale transient stability where fast transient such as EMT is neglected, it is 

common to assume that voltages and currents are periodic sinusoidal and can be modeled by 

phasors. It is also assumed that the power system is balanced and its operation is centered on the 

fundamental system frequency 50/60 Hz. These assumptions are referred to as the quasi-steady 

state approach.  This the quasi-steady phasor representation of sinusoidal signals has significant 

advantages especially for analyzing a steady state or very slow electromechanical phenomenon. 
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However, during fast balanced and unbalanced disturbances, the assumption of pure periodic 

sinusoidal signals at fixed frequency may not be valid. Thus this quasi-steady phasor approach 

will lose its accuracy for analysis of fast transients.   

 

Dynamic phasor approach was introduced in 1991 [20] and can address different frequency 

components separately. The concept of dynamic phasor is originated from the Fourier series 

concept [42]. Specifically, a periodic signal, 𝑥(𝜏) = 𝑥(𝜏 + 𝑇), with period T , can be represented 

as  

 𝑥(𝜏) =  ∑ 𝑋𝑘 ∙ 𝑒𝑗
2𝜋𝑘
𝑇

𝜏

∞

𝑘=−∞

, (14) 

where 
2𝜋

𝑇
 is angular velocity. The Fourier coefficient 𝑋𝑘 is time invariant and defined as  

 𝑋𝑘 =
1

𝑇
∫ 𝑥(𝜏) ∙ 𝑒−𝑗

2𝜋𝑘
𝑇

𝜏𝑑𝜏
𝑇

0

. (15) 

 

If a quasi-periodic signal 𝑥(𝜏) is approximated within the interval 𝜏 ∈ (𝑡 − 𝑇, 𝑡], the Fourier 

series (14) can be re-written as 

 𝑥(𝜏) =  ∑ 𝑋𝑘(𝑡) ∙ 𝑒𝑗
2𝜋𝑘
𝑇

𝜏

∞

𝑘=−∞

, (16) 

where the Fourier coefficient 𝑋𝑘(𝑡) is now time varying as the integral interval varies with time.   

 

The time variant Fourier coefficient is defined as a dynamic phasor (DP) as following 

 𝑋𝑘(𝑡) =
1

𝑇
∫ 𝑥(𝜏) ∙ 𝑒−𝑗𝑘𝜔𝑠𝜏𝑑𝜏

𝑡

𝑡−𝑇

= 〈𝑥〉𝑘(𝑡), (17) 
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where k is the DP index. 

Based on DP approach, the original quasi-periodic signal 𝑥(𝑡) is derived from a number of 

selected sets of dynamic phasors as  

 𝑥(𝑡) ≅  ∑ 𝑋𝑘(𝑡) ∙ 𝑒𝑗𝑘𝜔𝑠𝑡

𝑘∈𝐾

, (18) 

where K is the set of DP index selected to approximate the original signal. The more DP terms 

are included, the more accurate the result will be, which will come increasing computational 

expense. Therefore, choosing appropriate sets of DPs is directly related to the efficiency of 

modeling.  

 

There are three major characteristics of DP as below; 

1) Derivatives of time-domain 

 〈
𝑑𝑥

𝑑𝑡
〉𝑘 =

𝑑〈𝑥〉𝑘
𝑑𝑡

+ 𝑗𝑘𝜔𝑠〈𝑥〉𝑘 (19) 

2) Product of two time-domain variables 𝑥(𝑡) and 𝑦(𝑡) 

 〈𝑥𝑦〉𝑘 = ∑ (〈𝑥〉𝑘−𝑙〈𝑦〉𝑙)

∞

𝑙=−∞

 (20) 

3) Conjugate property for a real value time-domain signal 

 〈𝑥〉𝑘
∗ = (

1

𝑇
∫ 𝑥(𝑡) ∙ 𝑒−𝑗𝑘𝜔𝑠𝑡𝑑𝑡

𝑡

𝑡−𝑇

)

∗

=
1

𝑇
∫ 𝑥(𝑡) ∙ 𝑒𝑗𝑘𝜔𝑠𝑡𝑑𝑡

𝑡

𝑡−𝑇

= 〈𝑥〉−𝑘 (21) 

 

Based on above DP properties, the simple series RL circuit derived in (6) can be written in DP 

domain as follows:  
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 𝐿
𝑑

𝑑𝑡
〈𝑖〉𝑘 = 〈𝑣〉𝑘 − 𝑅〈𝑖〉𝑘 − 𝑗𝑘𝜔𝑠〈𝑖〉𝑘, (22) 

where k refers to the kth Fourier coefficient of current. Since the considered abc system in time-

domain system is considered balanced, only a-phase equation is described, as the other two 

phases has exactly the same with appropriate phase shifts by 120 degrees.  

  

The DP 〈𝑖〉𝑘 is a complex number which has its real and imaginary components as 

 〈𝑖〉𝑘 = 𝑖𝑘
𝑅 + 𝑗𝑖𝑘

𝐼 , (23) 

where the super-scripts R and I denote the real and imaginary components, respectively. Then, 

(22) can be written as two separate equations for real and imaginary components as 

  

𝐿
𝑑

𝑑𝑡
𝑖𝑘
𝑅 = 𝑣𝑘

𝑅 − 𝑅𝑖𝑘
𝑅 + 𝑘𝜔𝑠𝑖𝑘

𝐼  

𝐿
𝑑

𝑑𝑡
𝑖𝑘
𝐼 = 𝑣𝑘

𝐼 − 𝑅𝑖𝑘
𝐼 − 𝑘𝜔𝑠𝑖𝑘

𝑅 

(24) 

 

Since the source is assumed to be ideal sinusoidal voltage source, only the fundamental 

frequency component is considered to approximate the original time-domain signal. Therefore, 

the final DP model equation becomes  

 

𝐿
𝑑

𝑑𝑡
𝑖𝑘
𝑅 = 𝑣𝑘

𝑅 − 𝑅𝑖𝑘
𝑅 + 𝜔𝑠𝑖𝑘

𝐼  

𝐿
𝑑

𝑑𝑡
𝑖𝑘
𝐼 = 𝑣𝑘

𝐼 − 𝑅𝑖𝑘
𝐼 − 𝜔𝑠𝑖𝑘

𝑅 

(25) 

 

The magnitude of DP is calculated by  

 |〈𝑖〉1| = √(𝑖1
𝑅)2 + (𝑖1

𝐼)2. (26) 
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For the purpose of illustration, the same circuit in Figure 2.2 and operation condition in section 

2.2.1 are considered in DP domain. The real and imaginary parts of DP signal is depicted in 

Figure 2.5, and the DP magnitude is compared to the result of time-domain model in Figure 2.6. 

As expected and can be seen in Figure 2.5, the trajectory of real and imaginary component of DP 

has the fundamental frequency oscillation during the transient and DC value when the system 

reaches the steady state. Also, it is noted that the magnitude of DP follows the envelope of the 

original time-domain signal. 

 

Finally, the time domain signal can be reconstructed from the DP based on (18) as  

 𝑖(𝑡) ≅  ∑ 𝑖𝑘(𝑡) ∙ 𝑒𝑗𝑘𝜔𝑠𝑡

𝑘∈𝐾

= 𝑅𝑒{𝑖1(𝑡) ∙ 𝑒𝑗𝜔𝑠𝑡}. (27) 

 

Figure 2.7 shows that the signal converted from the DP-domain is very accurate and almost the 

same as the original EMT time-domain signal. 

 

Figure 2.5 Trajectory of dynamic phasor real and imaginary component.  



23 

 

 

Figure 2.6 Comparison of DP magnitude and EMT signal. 

  

 

Figure 2.7 Comparison of DP and EMT signal in time-domain. 
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2.3 Chapter Summary 

In this chapter, the power system dynamics were briefly reviewed and different modeling 

techniques were demonstrated by analyzing an example of series RL circuit. The main interests 

of this chapter is to see what modeling techniques should be chosen depending on the time frame 

of interest and the system dynamics. The advantages and disadvantages of representation in abc-

phase coordinates, transformed DQ0-coordinates, and DP approaches have been presented. 

Throughout the analysis of considered example, it can be concluded that the DP approach is 

accurate and can be numerically efficient for representing the slower transients.   
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Chapter 3: Modeling of DFIG 

 

In this chapter, the fundamental theory and principles of the DFIG model are presented. The 

detail reference model in time-domain (i.e. the EMT Model) is developed, and the proposed full-

order dynamic phasor model (i.e. the DP Model) and the reduced-order dynamic phasor model 

(i.e. the DP-ROM) are derived, respectively.   

 

3.1 Space Vector Representation 

The space-vector approach can compactly represent the three-phase variables as one rotating 

vector, which makes it possible to derive the differential equations of DFIG in a simpler way 

[43]. Under the assumption of balanced three-phase system, the voltage source is  

 

 [

𝑣𝑎

𝑣𝑏

𝑣𝑐

] = 𝑉𝑚  [

cos(𝜔𝑠𝑡 + 𝜃)
cos(𝜔𝑠𝑡 + 𝜃 − 2𝜋/3)
cos(𝜔𝑠𝑡 + 𝜃 + 2𝜋/3)

], (28) 

where 𝑉𝑚 is the voltage magnitude, 𝜔𝑠 is the system fundamental frequency.  

 

This balanced three-phase voltage source can be represented as one space-vector that rotates at 

angular speed as 𝜔𝑠. The stationary abc-phase axes of the plane are defined as (29) and a voltage 

vector �⃗�  can be represented in abc-axes as depicted in Figure 3.1 (a). 

 

𝑎 = 1 

�⃗� = 𝑒𝑗(
2𝜋
3

)
 

𝑐 = 𝑒𝑗(
4𝜋
3

). 

(29) 
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The rotating voltage vector is represented as  

 𝑣 = |𝑣 |𝑒𝑗(𝜔𝑠𝑡+𝜃). (30) 

 

This voltage vector can be represented alternatively by two variables, 𝑣𝛼 and 𝑣𝛽, in the 𝛼𝛽-

complex plane depicted in Figure 3.1 (b) and written as  

 

𝑣 = 𝑣𝛼 + 𝑗𝑣𝛽 =
2

3
(𝑣𝑎 + 𝑣𝑏𝑒

𝑗2𝜋
3 + 𝑣𝑐𝑒

−
𝑗2𝜋
3 ) 

𝑣𝛼 = 𝑅𝑒{𝑣 } =
2

3
(𝑣𝑎 −

1

2
𝑣𝑏 −

1

2
𝑣𝑐) 

𝑣𝛽 = 𝐼𝑚{𝑣 } =
1

√3
(𝑣𝑏 − 𝑣𝑐). 

(31) 

The transformation from three-phase to two-phase complex plane is equivalent to the Clarke’s 

transformation in matrix form: 

 [
𝑣𝛼

𝑣𝛽
] =

2

3
[
 
 
 
1
0

     −
1

2

        
√3

2

     −
1

2

      −
√3

2 ]
 
 
 

∙ [

𝑣𝑎

𝑣𝑏

𝑣𝑐

], (32) 

where the constant 2/3 is chosen for the magnitude of voltage vector to be the same as the peak 

value of the three phase voltages. 

 

Note that 𝑣𝛼, 𝑣𝛽, 𝑣𝑎, 𝑣𝑏, and 𝑣𝑐 are not constant value in the abc and 𝛼𝛽 stationary reference 

frame and the voltage vector is rotating at the synchronous speed 𝜔𝑠. If there is an arbitrary 

reference frame rotating in synchronous speed, then the magnitude of each phase will be constant 

value which is commonly referred to as a dq synchronous reference frame as shown in Figure 3.1 

(c).  
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For transformation from 𝛼𝛽 stationary reference to dq synchronous reference frame, the 

following equation is used: 

 𝑣 𝑠 = [
𝑣𝑑

𝑣𝑞
] = [

cos(𝜃𝑠)
sin(𝜃𝑠)

  −sin(𝜃𝑠)
   cos(𝜃𝑠)

] ∙ [
𝑣𝛼

𝑣𝛽
], (33) 

 𝑣 𝑠 = 𝑒−𝑗𝜃𝑠𝑣 𝛼, (34) 

where the superscript of voltage vector ‘𝛼’ and ‘s’ denotes that the voltage vector is referred to 

the stationary and synchronous reference frame, respectively.  

 

In summary, space vector approach has the same result as the Park’s transformation and it gives 

more intuitive procedures.  
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Figure 3.1 Space vector representation of the same voltage vector in abc, 𝜶𝜷 and dq reference frame. 
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3.2 Wound Rotor Induction Generator (WRIG) 

In this section, the state-space model of WRIG [4][41][43] will be derived based on the space-

vector approach with following assumptions: 

1) An ideal symmetrical machine with sinusoidally distributed windings and MMF is 

considered; therefore, the effect of teeth and slots is neglected. 

2) Saturation, hysteresis loss, and eddy loss are neglected. 

3) All parameters of rotor side are referred to stator side. 

4) All model components are developed in per-unit. 

5) The WRIG model is assumed to be in dq synchronous reference frame where the stator 

voltage space vector is aligned with d-axis. 

 

3.2.1 Wound Rotor Induction Generator in Time-domain Representation 

The three-phase coupled stator and rotor circuit is depicted in Figure 3.2. The corresponding 

stator and rotor voltage equations in abc-phase variables and coordinates are  

 𝑣𝑏𝑠(𝑡) = 𝑅𝑠𝑖𝑏𝑠(𝑡) +
𝑑𝜓𝑏𝑠(𝑡)

𝑑𝑡
 (36) 

 𝑣𝑐𝑠(𝑡) = 𝑅𝑠𝑖𝑐𝑠(𝑡) +
𝑑𝜓𝑐𝑠(𝑡)

𝑑𝑡
. (37) 

 𝑣𝑎𝑟(𝑡) = 𝑅𝑟𝑖𝑎𝑟(𝑡) +
𝑑𝜓𝑎𝑟(𝑡)

𝑑𝑡
 (38) 

 𝑣𝑏𝑟(𝑡) = 𝑅𝑟𝑖𝑏𝑟(𝑡) +
𝑑𝜓𝑏𝑟(𝑡)

𝑑𝑡
 (39) 

 
𝑣𝑐𝑟(𝑡) = 𝑅𝑟𝑖𝑐𝑟(𝑡) +

𝑑𝜓𝑐𝑟(𝑡)

𝑑𝑡
. 

(40) 

 𝑣𝑎𝑠(𝑡) = 𝑅𝑠𝑖𝑎𝑠(𝑡) +
𝑑𝜓𝑎𝑠(𝑡)

𝑑𝑡
 (35) 
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Equations (35)-(40) describe the coupled-circuit model which has time-variant inductances and 

fluxes. In order to eliminate the time dependent term in mutual inductances, the time domain 

representation is transformed to the synchronous reference frame in space-vector representation. 

 

Figure 3.2 Three-phase symmetrical induction machine. 

 

3.2.2 Wound Rotor Induction Generator in Space Vector Representation 

Using the space-vector properties (29) – (31), the stator circuit equations can be rewritten as one 

space-vector in 𝛼𝛽 stationary reference frame as depicted in Figure 3.1, 

 𝑣 𝑠
𝛼 = 𝑅𝑠𝑖 𝑠

𝛼 +
𝑑�⃗� 𝑠

𝛼

𝑑𝑡
 (41) 

where superscript letter ‘𝛼’ indicates that the stator side vectors are in 𝛼𝛽 stationary reference 

frame and subscript letter ‘s’ denotes stator circuit. Similarly, the rotor circuit equation can be 

written as  

 𝑣 𝑟
𝑟 = 𝑅𝑟𝑖 𝑟

𝑟 +
𝑑�⃗� 𝑟

𝑟

𝑑𝑡
, (42) 
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where superscript letter ‘r’ indicates that the rotor side vectors are in DQ rotor reference frame 

and subscript letter ‘r’ denotes rotor circuit.  

 

Next step is to transform vectors (41) and (42) to the synchronous reference frame based on 

Figure 3.2. Considering that the angle between 𝛼-axis and d-axis is 𝜃𝑠, and the angle between d-

axis and D-axis is 𝜃𝑟, (41) and (42) can be transformed to synchronous reference frame, 

multiplying them by 𝑒−𝑗𝜃𝑠 and 𝑒−𝑗𝜃𝑟, respectively. The final equations in synchronous reference 

frame are  

  𝑣𝑠⃗⃗  ⃗ = 𝑅𝑠𝑖𝑠⃗⃗ +
𝑑𝜓𝑠
⃗⃗⃗⃗ 

𝑑𝑡
+ 𝑗𝜔𝑠𝜓𝑠

⃗⃗⃗⃗ , (43) 

 𝑣𝑟⃗⃗  ⃗ = 𝑅𝑟𝑖𝑟⃗⃗  +
𝑑𝜓𝑟
⃗⃗ ⃗⃗ 

𝑑𝑡
+ 𝑗(𝜔𝑠 − 𝜔𝑟)𝜓𝑟

⃗⃗ ⃗⃗ , (44) 

where 𝜔𝑟 is the rotor electrical angular speed, and the angular slip frequency is defined as  

 𝜔𝑠𝑙 = 𝜔𝑠 − 𝜔𝑟. (45) 

For simplicity of notations, the vectors without superscript letter indicate that the synchronous 

reference frame which is base reference frame for the final DFIG model. The flux equations in 

synchronous reference frame are expressed as  

 𝜓𝑠
⃗⃗⃗⃗ = 𝐿𝑠𝑖𝑠⃗⃗ +𝐿𝑚𝑖𝑟⃗⃗  , (46) 

 𝜓𝑟
⃗⃗ ⃗⃗ = 𝐿𝑚𝑖𝑠⃗⃗ +𝐿𝑟𝑖𝑟⃗⃗  . (47) 

Here, 𝐿𝑠 and 𝐿𝑟 are the stator and rotor self-inductances defined as 

 𝐿𝑠 = 𝐿𝑚 + 𝐿𝑙𝑠, (48) 

 𝐿𝑟 = 𝐿𝑚 + 𝐿𝑙𝑟 , (49) 
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where 𝐿𝑚, 𝐿𝑙𝑠 and 𝐿𝑙𝑟 are the magnetizing inductance, and stator and rotor leakage inductances, 

respectively.  Unlike the time-domain coupled-circuit model in abc-coordinates, the transformed 

variables in synchronous reference frame are constant in steady state.    

 

Note that machine and power system parameters are usually given in per-unit. Therefore, it is 

convenient to use all models in per-unit. The model in per-unit can be derived based on the 

relation between base voltage and flux as  

 𝑉𝑏 = 𝜔𝑏𝜓𝑏 , (50) 

where 𝑣𝑏, 𝜔𝑏 and 𝜓𝑏 are base voltage, angular frequency and flux linkage.  Equation (43) and 

(44) can be re-written as 

 
𝑣𝑠

𝑉𝑏

⃗⃗⃗⃗ 
=

𝑅𝑠𝑖𝑠⃗⃗ 

𝑍𝑏𝐼𝑏
+

1

𝜔𝑏𝜓𝑏

𝑑𝜓𝑠
⃗⃗⃗⃗ 

𝑑𝑡
+

𝑗𝜔𝑠

𝜔𝑏

𝜓𝑠

𝜓𝑏

⃗⃗⃗⃗  ⃗
  (51) 

 
𝑣𝑟

𝑉𝑏

⃗⃗⃗⃗ 
=

𝑅𝑟𝑖𝑟⃗⃗  

𝑍𝑏𝐼𝑏
+

1

𝜔𝑏𝜓𝑏

𝑑𝜓𝑟
⃗⃗ ⃗⃗ 

𝑑𝑡
+ 𝑗

(𝜔𝑠 − 𝜔𝑟)

𝜔𝑏
 
𝜓𝑟

𝜓𝑏

⃗⃗⃗⃗  ⃗
. (52) 

 

The final per-unit wound rotor induction machine model for computer studies can be written as:  

 
1

𝜔𝑏

𝑑

𝑑𝑡
[
𝜓𝑑𝑠

𝜓𝑞𝑠
] = [

𝑣𝑑𝑠

𝑣𝑞𝑠
] − 𝑅𝑠 [

𝑖𝑑𝑠

𝑖𝑞𝑠
] − 𝜔𝑠 [

0
1
   −1
   0

] [
𝜓𝑑𝑠

𝜓𝑞𝑠
] (53) 

 
1

𝜔𝑏

𝑑

𝑑𝑡
[
𝜓𝑑𝑟

𝜓𝑞𝑟
] = [

𝑣𝑑𝑟

𝑣𝑞𝑟
] − 𝑅𝑠 [

𝑖𝑑𝑟

𝑖𝑞𝑟
] − 𝜔𝑠𝑙 [

0
1
   −1
   0

] [
𝜓𝑑𝑟

𝜓𝑞𝑟
] (54) 

 

[
 
 
 
𝜓𝑑𝑠

𝜓𝑞𝑠

𝜓𝑑𝑟

𝜓𝑞𝑟]
 
 
 

= [

𝑋𝑠

0
𝑋𝑚

0

0
𝑋𝑠

0
𝑋𝑚

𝑋𝑚

0
𝑋𝑟

0

0
𝑋𝑚

0
𝑋𝑟

] [

𝑖𝑑𝑠

𝑖𝑞𝑠

𝑖𝑑𝑟

𝑖𝑞𝑟

] (55) 



32 

 

The mechanical system is considered as a single rigid mass system, for which the speed is 

expressed as 

 
𝑑

𝑑𝑡
𝜔𝑟 =

𝑇𝑒 − 𝑇𝑚

2𝐻
, (56) 

where 𝑇𝑒, 𝑇𝑚 and 𝐻 are electromagnetic torque, mechanical torque, and inertia constant, 

respectively. Equations (53) – (56) define the final 5th order WRIG model. The electrical torque, 

active, and reactive powers are calculated as following: 

 𝑇𝑒 = 𝑋𝑚(𝑖𝑞𝑠𝑖𝑑𝑟 + 𝑖𝑑𝑠𝑖𝑞𝑟) = 𝜓
𝑞𝑟

𝑖𝑑𝑟 + 𝜓
𝑑𝑟

𝑖𝑞𝑟 (57) 

 𝑃𝑠 =
3

2
𝑅𝑒{𝑣𝑠⃗⃗  ⃗ ∙ 𝑖𝑠⃗⃗ 

∗
} =

3

2
(𝑣𝑑𝑠𝑖𝑑𝑠 + 𝑣𝑞𝑠𝑖𝑞𝑠) (58) 

 𝑃𝑟 =
3

2
𝑅𝑒{𝑣𝑟⃗⃗  ⃗ ∙ 𝑖𝑟⃗⃗  

∗
} =

3

2
(𝑣𝑑𝑟𝑖𝑑𝑟 + 𝑣𝑞𝑟𝑖𝑞𝑟) (59) 

 𝑄𝑠 =
3

2
𝐼𝑚{𝑣𝑠⃗⃗  ⃗ ∙ 𝑖𝑠⃗⃗ 

∗
} =

3

2
(𝑣𝑞𝑠𝑖𝑑𝑠 − 𝑣𝑑𝑠𝑖𝑞𝑠) (60) 

 𝑄𝑟 =
3

2
𝐼𝑚{𝑣𝑟⃗⃗  ⃗ ∙ 𝑖𝑟⃗⃗  

∗
} =

3

2
(𝑣𝑞𝑟𝑖𝑑𝑟 − 𝑣𝑑𝑟𝑖𝑞𝑟). (61) 

 

3.3 Wind Turbine 

In this section, a commonly used wind turbine model with MPPT control is presented. The 

mechanical power 𝑃𝑚 generated by a wind turbine is related to the power coefficient 𝐶𝑃 and 

kinetic power 𝑃𝑤𝑖𝑛𝑑 based on the following equation [44]: 

 𝑃𝑚 = 𝐶𝑃 ∙ 𝑃𝑤𝑖𝑛𝑑 . (62) 

The kinetic power 𝑃𝑤𝑖𝑛𝑑 of wind is defined as  

 𝑃𝑤𝑖𝑛𝑑 =
1

2
𝜌𝐴𝑣𝑤

3 , (63) 



33 

 

where 𝐴 = 𝜋𝑅2 is the surface of the wind blade of radius 𝑅, and 𝑣𝑤 is the average wind speed 

measured at the height of the wind turbine. Equation (62) and (63) are general characteristics of 

wind turbines. The power coefficient 𝐶𝑃 is the function of tip speed ratio 𝜆 and pitch angle 𝛽 

expressed as  

  

𝐶𝑃(𝜆, 𝛽) = 𝑐1 (𝑐2

1

Λ
− 𝑐3𝛽 − 𝑐4𝛽

𝑐5 − 𝑐6) 𝑒−𝑐7
1
Λ, 

𝜆 =
𝜔𝑡𝑅

𝑣𝑤
, 

1

Λ
=

1

𝜆+𝑐8𝛽
−

𝑐9

1+𝛽3, 

(64) 

where the coefficients 𝑐1 to 𝑐9 are defined for a specific wind turbine characteristic and 

parameters, and 𝜔𝑡 is the blade angular velocity. The characteristic parameters used in this thesis 

correspond to the MATLAB/Simulink built-in model summarized in Appendix A.1.    

 

The final turbine power characteristics curve with zero pitch angle and parameters in Appendix 

A.1 is shown in Figure 3.3. The pitch angle is controlled by pitch controller which is designed to 

control the angle of attack of the blades against the wind. The purpose of the pitch control system 

is to optimize the turbine output power at its designed range when the wind speed is below its 

rated speed [4].  



34 

 

 

Figure 3.3 Wind turbine power characteristics curve [45]. 

 

3.3.1 Maximum Power Point Tracking (MPPT) 

The main purpose of MPPT control scheme is to capture maximum wind power at different wind 

speed by controlling the turbine speed to optimize the tip speed ratio at its desired level [4][6]. 

As shown in Figure 3.3, there are different maximum power point at different wind speeds. 

 

The turbine’s maximum output power is captured when the power coefficient is at its maximum 

value, denoted by 𝐶𝑃𝑚𝑎𝑥
. This operation is achieved by matching the generator electrical torque 

with 𝑘𝑃𝜔𝑡
2 [6]. The parameter 𝑘𝑃 is calculated based on the characteristics parameters 𝑐1 to 𝑐9 

as   

 𝑘𝑃 =
1

2
(
𝑐1𝑐2

𝑐7
) 𝑒

−
𝑐6𝑐7
𝑐2

−1
𝜌A

𝑅3

(
𝑐2𝑐7

𝑐2𝑐9𝑐7 + 𝑐6𝑐7 + 𝑐2
)
3. (65) 
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For this thesis, based on the given characteristics parameters, the 𝑘𝑃 is calculated to be 0.73. The 

final optimal power point is calculated as    

 𝑃𝑀𝑃𝑃𝑇 = 𝑘𝑃𝜔𝑡
3. (66) 

 

In per-unit system, the turbine speed 𝜔𝑡 and the rotor speed 𝜔𝑟 are equal; therefore, the gearbox 

ratio is not used in the per-unit model. Then, the rotor speed is used to obtain the reference power 

point in MPPT control, which is proportional to the cube of rotor speed. 

 

3.4 Controllers 

In this section, a mathematical model of DFIG controller is derived based on the vector control 

approach [4][46]. The controller assumes a constant DC link voltage in back-to-back converter 

shown in Figure 3.4.  

 

The objective of RSC is to control the output active and reactive power, whereas the objective of 

GSC is to keep the DC link voltage as constant and supply reactive power to the grid. Based on 

the configuration shown in Figure 3.4, the DC link dynamics is expressed as 

 
1

𝜔𝑠

𝑑𝑣𝐷𝐶

𝑑𝑡
=

1

𝐶
(
𝑃𝑟 − 𝑃𝑔

𝑣𝐷𝐶
) (67) 

 

If the DC link voltage is assumed constant, then (64) represents the power balance between the 

rotor and grid side. Therefore, a simplified controller for DFIG can be obtained by omitting the 

GSC controller as depicted in Figure 3.5. It is reasonable to assume that the DC-link voltage is 

always within certain operating range to ensure the continuous operation of the RSC. This 
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assumption is considered sufficient for modelling the DFIG for the transient stability studies. In 

addition, modern DFIGs utilize additional DC-chopper circuit to limit the DC-link voltage 

during abnormal operation and grid disturbances [10][43].   
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Figure 3.4 Typical DFIG with back-to-back converter composed of RSC and GSC. 
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Figure 3.5 A simplified controller configuration for transient stability studies.  

 

3.4.1 Vector Control Approach 

Control of electric machinery is directly related to the electromagnetic torque of the machine. 

Unlike DC machines, fluxes and currents in AC machines are coupled, which makes it difficult 

to control. The vector control has been derived to make the AC machines to behave like DC 

machines in terms of torque control. The basic idea of vector control principle is to separate the 
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portion of current related to magnetization of the machine and torque production in a 

synchronously rotating dq synchronous reference frame.  

 

Since DFIG’s stator winding is directly connected to the grid side, the stator-voltage-oriented 

control (SVOC) method is commonly used as the stator voltage is easy to measure, and the 

frequency remain constant during normal operation [47][48].  

 

The RSC controller is expressed in dq synchronous reference frame where the stator voltage 

space vector is aligned with the d-axis. The equations for the RSC are described in the following 

section.   

 

3.4.2 Rotor Side Converter 

3.4.2.1 Reference Current Calculation 

Considering that the stator resistance is negligible, the angle difference between the stator 

voltage and flux is assumed to be 90 degrees, which leads to the following condition 

 

𝜓𝑑𝑠 = 𝑣𝑞𝑠 = 0 

𝑣𝑑𝑠 = 𝑉𝑠 ≅ 𝜔𝑠𝜓𝑠 

(68) 

 

Based on condition (68), equation (43) is written in dq components as 

 

𝜓𝑠 = 𝜓𝑞𝑠 = 𝑖𝑞𝑠𝐿𝑠 + 𝑖𝑞𝑟𝐿𝑚 

0 = 𝑖𝑑𝑠𝐿𝑠 + 𝑖𝑑𝑟𝐿𝑚. 

(69) 

 

Then, the current equation is redefined as 
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𝑖𝑞𝑠 =
𝜓𝑠

𝐿𝑠
− 𝑖𝑞𝑟

𝐿𝑚

𝐿𝑠
 

𝑖𝑑𝑠 = −𝑖𝑑𝑟

𝐿𝑚

𝐿𝑠
. 

(70) 

 

The stator active and reactive power is expressed as  

 𝑃𝑠 =
3

2
(𝑣𝑑𝑠𝑖𝑑𝑠) = −(

3

2

𝐿𝑚

𝐿𝑠
𝑉𝑠) 𝑖𝑑𝑟 (71) 

 𝑄𝑠 =
3

2
(𝑣𝑑𝑠𝑖𝑞𝑠) =

3

2

𝑉𝑠
2

𝜔𝑠𝐿𝑠
− (

3

2

𝐿𝑚

𝐿𝑠
𝑉𝑠) 𝑖𝑞𝑟 . (72) 

 

Equations (71) and (72) show that a decoupled control for the real 𝑃𝑠 and reactive 𝑄𝑠 power is 

achieved by controlling the rotor currents 𝑖𝑑𝑟 and 𝑖𝑞𝑟. Therefore, the currents 𝑖𝑑𝑟 and 𝑖𝑞𝑟 are 

controlled by the outer control loop to regulate 𝑃𝑠 and 𝑄𝑠 independently. Therefore, the reference 

current can be calculated based on (71) and (72) as 

   𝑖𝑑𝑟 = −
2𝐿𝑠

3𝑉𝑠𝐿𝑚
𝑃𝑠  (73) 

 𝑖𝑞𝑟 =
2𝐿𝑠

3𝑉𝑠𝐿𝑚
𝑄𝑠 −

𝑉𝑠

𝜔𝑠𝐿𝑚
. (74) 

 

3.4.2.2 Control Loop 

Since the rotor voltage dynamics determine the control loop characteristics, the relationship 

between the rotor voltage and current can be obtained from (41) and (44). The rotor flux and 

current has following relationship 
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𝜓𝑞𝑟 = 𝜎𝐿𝑟𝑖𝑞𝑟 +
𝐿𝑚

𝐿𝑠
𝜓𝑠, 

𝜓𝑑𝑟 = 𝜎𝐿𝑟𝑖𝑑𝑟 , 

(75) 

where the leakage inductance coefficient is defined as 𝜎 = 1 −
𝐿𝑚

2

𝐿𝑠𝐿𝑟
. Substituting (75) into (41), 

the rotor voltage and current relationship can be written as 

 𝑣𝑑𝑟 = 𝑅𝑟𝑖𝑑𝑟 − 𝜔𝑟𝜎𝐿𝑟𝑖𝑞𝑟 + 𝜎𝐿𝑟

𝑑

𝑑𝑡
𝑖𝑑𝑟 +

𝐿𝑚

𝐿𝑠

𝑑

𝑑𝑡
𝜓𝑠. (76) 

 𝑣𝑞𝑟 = 𝑅𝑟𝑖𝑞𝑟 + 𝜔𝑟𝜎𝐿𝑟𝑖𝑑𝑟 + 𝜎𝐿𝑟

𝑑

𝑑𝑡
𝑖𝑞𝑟 + 𝜔𝑟

𝐿𝑚

𝐿𝑠
𝜓𝑠. (77) 

 

In (76), the last term can be neglected as the stator flux magnitude 𝜓𝑠 is constant during normal 

operation. The last term in (77) is not dependent of rotor current. So, this term can be neglected 

as the disturbance will be handled by controller. The second term in (76) and (77) is a 

feedforward compensation which can be also neglected as it does not affect the control loop 

function [43]. The plant model can be derived as a first-order transfer function as 

 𝑖𝑑𝑟(𝑠) =
1

𝑅𝑟 + 𝜎𝐿𝑟𝑠
𝑣𝑑𝑟(𝑠)  (78) 

 𝑖𝑞𝑟(𝑠) =
1

𝑅𝑟 + 𝜎𝐿𝑟𝑠
𝑣𝑞𝑟(𝑠). (79) 

 

To obtain the rotor voltage, PI controllers are implemented in the control loop based on the 

transfer function. The PI controller parameters are calculated analytically first and tuned via trial 

and error method. All parameters are summarized in the Table A.2 in Appendix A.2. 

 

The overall RSC control block diagram is shown in  
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Figure 3.6. The control objective of the RSC is achieved by one set of PI controller at each axis 

for a decoupled control scheme.  

PI

PI

Rotor Voltage 

Equation (78)

d-axis

Rotor Voltage 

Equation (79)

q-axis

Ideal 

Converter

 Ps 

Calculation

Eq. (55)

 Qs 

Calculation

Eq. (57)

WRIG Plant Model

+
-

+
-

Control Loop

idr

iqr

Ps

QsQs_ref

Ps_ref

idr_ref

iqr_ref

vdr_ref

vqr_ref

 idr  Reference 

Calculation

Eq. (73)

 iqr  Reference 

Calculation

Eq. (74)

  

Figure 3.6 Block diagram of Vector control scheme for RSC.  

 

For the purpose of RSC controller, an ideal converter model is considered. Therefore, the output 

of the controller 𝑣𝑑𝑞𝑟 is directly fed into the WRIG rotor circuit and controls the rotor voltage. 

Since the DC link voltage 𝑉𝐷𝐶 is considered constant and the GSC is neglected, it follows that 

the rotor power 𝑃𝑟 is delivered to the grid together with stator power 𝑃𝑠 without losses. 

 

3.5 Time-domain Reference EMT Model 

In this section, the time-domain reference EMT model is developed based on models of each 

component described in previous sections. The implementation of this model is depicted in 

Figure 3.7. The voltage source 𝑣𝑎𝑏𝑐𝑠, the wind speed 𝑉𝑤, and the reactive power reference 

command 𝑄𝑠_𝑟𝑒𝑓 are the system inputs. The resulting currents 𝐼𝑎𝑏𝑐𝑠 injected into the grid are the 

system outputs. 
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Figure 3.7 Overall Block Diagram of reference EMT Model. 

 

3.6 Proposed DP Model 

In this section, the proposed dynamic phasor model is developed based on the reference time 

domain model by applying the DP formulation described in (19), (20) and (21).  The proposed 

DP Model will be tested in Chapter 4 and the results will be compared to the reference model.   

 

3.6.1 Dynamic Phasor in Space Vector  

The detailed derivation and application examples are given in [22]. Using Euler formula and 

space-vector theory, the three-phase DP vectors can be derived from three-phase time-domain 

voltage equation (28) as  

 𝑣𝑖 =
𝑉𝑖 e

𝑗𝜃𝑖e𝑗𝜔𝑡 +𝑉𝑖e
−𝑗𝜃𝑖e−𝑗𝜔𝑡

2
, 𝑖 = 𝑎, 𝑏, 𝑐. (80) 
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Applying the DP Conjugate property (21) and (31) to the equation (80), the three-phase DP 

vectors can be obtained as  

 〈𝑣𝑖〉1 =
1

2
𝑉𝑖e

𝑗𝜃𝑖 , 〈𝑣𝑖〉−1 = 〈𝑣𝑖〉1
∗
=

1

2
𝑉𝑖e

−𝑗𝜃𝑖 , 𝑖 = 𝑎, 𝑏, 𝑐. (81) 

 

𝑣 =
2

3
𝑒𝑗𝜔𝑡{〈𝑣𝑎〉1 + 〈𝑣𝑏〉1𝑒

𝑗2𝜋/3 + 〈𝑣𝑐〉1𝑒
−𝑗2𝜋/3}

+
2

3
𝑒−𝑗𝜔𝑡{〈𝑣𝑎〉1

∗
+ 〈𝑣𝑏〉1

∗
𝑒𝑗2𝜋/3 + 〈𝑣𝑐〉1

∗
𝑒−𝑗2𝜋/3}. 

(82) 

 

Equation (82) can be written in terms of dq components in synchronous reference frame as 

 

𝑣 𝑒−𝑗𝜔𝑡 = 𝑣𝑑 + 𝑗𝑣𝑞 = 

 
2

3
{〈𝑣𝑎〉1 + 〈𝑣𝑏〉1𝑒

𝑗2𝜋/3 + 〈𝑣𝑐〉1𝑒
−𝑗2𝜋/3}                   

+
2

3
𝑒−𝑗2𝜔𝑡{〈𝑣𝑎〉1

∗
+ 〈𝑣𝑏〉1

∗
𝑒𝑗2𝜋/3 + 〈𝑣𝑐〉1

∗
𝑒−𝑗2𝜋/3}. 

(83) 

 

As seen in (83), the first term is DC which represents the positive sequence (DP index k=0); the 

second term is the second harmonic component which represents the negative sequence (DP 

index k=2). The final DP voltage vector is derived as  

 

𝑣 𝑑𝑞 = 𝑣𝑑 + 𝑗𝑣𝑞 = {𝑉𝑑0 + 𝑗𝑉𝑞0} + 𝑒−𝑗2𝜔𝑡{𝑉𝑑2 + 𝑗𝑉𝑞2} 

= {𝑉𝑑0 + 𝑉𝑑2cos (2𝑤𝑡) + 𝑉𝑞2sin (2𝑤𝑡)}

+ 𝑗{𝑉𝑞0 + 𝑉𝑞2cos (2𝑤𝑡) − 𝑉𝑑2sin (2𝑤𝑡)}, 

(84) 

where 

  𝑉𝑑0 =
2

3
𝑅𝑒{〈𝑣𝑎〉1 + 〈𝑣𝑏〉1𝑒

𝑗2𝜋/3 + 〈𝑣𝑐〉1𝑒
−𝑗2𝜋/3}, (85) 
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𝑉𝑞0 =
2

3
𝐼𝑚{〈𝑣𝑎〉1 + 〈𝑣𝑏〉1𝑒

𝑗2𝜋/3 + 〈𝑣𝑐〉1𝑒
−𝑗2𝜋/3}, 

𝑉𝑑2 =
2

3
𝑅𝑒{〈𝑣𝑎〉1

∗
+ 〈𝑣𝑏〉1

∗
𝑒𝑗2𝜋/3 + 〈𝑣𝑐〉1

∗
𝑒−𝑗2𝜋/3}, 

𝑉𝑞2 =
2

3
𝐼𝑚{〈𝑣𝑎〉1

∗
+ 〈𝑣𝑏〉1

∗
𝑒𝑗2𝜋/3 + 〈𝑣𝑐〉1

∗
𝑒−𝑗2𝜋/3}. 

 

Since the dq components are in synchronous reference frame, both positive and negative 

sequence components 𝑉𝑑𝑞,0 and 𝑉𝑑𝑞,2 will become DC values in steady state, which makes it 

numerically efficient even for the unbalanced conditions. 

 

The DP voltages for positive sequence 〈𝑣𝑑𝑞〉0 and negative sequence 〈𝑣𝑑𝑞〉2 in dq synchronous 

reference frame are expressed as  

 

 〈𝑣𝑑〉0 = 𝑉𝑑0 

〈𝑣𝑞〉0 = 𝑉𝑞0 

(86) 

 

 〈𝑣𝑑〉2 =
(𝑉𝑑2 − 𝑗𝑉𝑞2)

2
 

〈𝑣𝑞〉2 =
(𝑉𝑞2 + 𝑗𝑉𝑑2)

2
. 

(87) 

 

The DP in dq synchronous reference frame can be transformed to abc stationary coordinates 

based on Park’s transformation (8) using the DP convolution property as  

 [

〈𝑓𝑎〉1
〈𝑓𝑏〉1
〈𝑓𝑐〉1

] = 〈𝑇−1〉1 [
〈𝑓𝑑〉0
〈𝑓𝑞〉0

] + 〈𝑇−1〉1
∗ [

〈𝑓𝑑〉2
〈𝑓𝑞〉2

], (88) 

where 𝑇−1 is the inverse transformation matrix of 𝑇 defined as 
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 𝑇−1 = [

cos𝜔𝑡
cos(𝜔𝑡 − 2𝜋/3)
cos(𝜔𝑡 + 2𝜋/3)

− sin𝜔𝑡
    −sin(𝜔𝑡 − 2𝜋/3)
    − sin(𝜔𝑡 + 2𝜋/3)

]. (89) 

 

Since the DP index k=1 is considered for the abc coordinates only, the inverse transformation 

matrix (89) can be written in DP domain as  

 〈𝑇−1〉1 =

[
 
 
 
 
 
 

1

2

−
1

4
− 𝑗

√3

4

−
1

4
+ 𝑗

√3

4

𝑗
1

2

     −𝑗
1

4
+

√3

4

     −𝑗
1

4
−

√3

4 ]
 
 
 
 
 
 

 (90) 

  

3.6.2 DP Model Derivation 

The DP model is derived from the time domain model. In this section, each component of DFIG 

in time domain is transformed to the DP domain using the properties (19), (20) and (21) [31][32]. 

In order for the DP model to be accurate and numerically efficient, the proper number of DP sets 

need to be selected. For the DFIG in dq synchronous reference frame, the positive and negative 

sequence DPs are selected as listed in the Table 3.1. The overall block diagram implementing the 

proposed DP model is shown in Figure 3.8. Based on the selected number of DP variables, the 

final model can be presented as follows: 
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DP 

Index 
Component Variables 

k=0 Drive Train 𝑇𝑚 

k=0, 2 
WRIG 𝑣𝑑𝑞,𝑠, 𝑣𝑑𝑞,𝑟, 𝑖𝑑𝑞,𝑠, 𝑖𝑑𝑞,𝑟, 𝜓𝑑𝑞,𝑠, 𝜓𝑑𝑞,𝑟, 𝜔𝑟, 𝑃𝑠, 𝑄𝑠 

Controller 𝑥𝑑𝑞,1, 𝑥𝑑𝑞,2, 𝑖𝑑𝑞𝑟,𝑟𝑒𝑓, 𝑖𝑑𝑞,𝑟, 𝜓𝑑𝑞,𝑠, 𝜓𝑑𝑞,𝑟 

Table 3.1 Selected DP sets for the proposed model. 

 

1) Wound Rotor Induction Generator (WRIG) 

 
1

𝜔𝑏

𝑑

𝑑𝑡
[
〈𝜓𝑑𝑠〉𝑘
〈𝜓𝑞𝑠〉𝑘

] = [
〈𝑣𝑑𝑠〉𝑘
〈𝑣𝑞𝑠〉𝑘

] − 𝑅𝑠 [
〈𝑖𝑑𝑠〉𝑘
〈𝑖𝑞𝑠〉𝑘

] − [
0
1
   −1
   0

] [
〈𝜓𝑑𝑠〉𝑘
〈𝜓𝑞𝑠〉𝑘

] − 𝑗2 [
〈𝜓𝑑𝑠〉𝑘
〈𝜓𝑞𝑠〉𝑘

] (91) 

 
1

𝜔𝑏

𝑑

𝑑𝑡
[
〈𝜓𝑑𝑟〉𝑘
〈𝜓𝑞𝑟〉𝑘

] = [
〈𝑣𝑑𝑟〉𝑘
〈𝑣𝑞𝑟〉𝑘

] − 𝑅𝑠 [
〈𝑖𝑑𝑟〉𝑘
〈𝑖𝑞𝑟〉𝑘

] − 𝜔𝑠𝑙 [
0
1
   −1
   0

] [
〈𝜓𝑑𝑟〉𝑘
〈𝜓𝑞𝑟〉𝑘

] − 𝑗2 [
〈𝜓𝑑𝑟〉𝑘
〈𝜓𝑞𝑟〉𝑘

] (92) 

 

[
 
 
 
 
〈𝜓𝑑𝑠〉𝑘
〈𝜓𝑞𝑠〉𝑘
〈𝜓𝑑𝑟〉𝑘
〈𝜓𝑞𝑟〉𝑘]

 
 
 
 

= [

𝑋𝑠

0
𝑋𝑚

0

0
𝑋𝑠

0
𝑋𝑚

𝑋𝑚

0
𝑋𝑟

0

0
𝑋𝑚

0
𝑋𝑟

]

[
 
 
 
 
〈𝑖𝑑𝑠〉𝑘
〈𝑖𝑞𝑠〉𝑘
〈𝑖𝑑𝑟〉𝑘
〈𝑖𝑞𝑟〉𝑘]

 
 
 
 

 (93) 

 

2) Mechanical System  

 
𝑑

𝑑𝑡
〈𝜔𝑟〉𝑘 =

〈𝑇𝑒〉𝑘 − 〈𝑇𝑚〉𝑘
2𝐻

− 𝑗𝑘𝜔𝑠〈𝜔𝑟〉𝑘 (94) 

 

3) RSC Controller 

 

𝑑

𝑑𝑡
〈𝑥𝑑〉𝑘 = 𝐾𝐼1(〈𝑖𝑑𝑟,𝑟𝑒𝑓〉𝑘 − 〈𝑖𝑑𝑟〉𝑘) − 𝑗𝑘𝜔𝑠〈𝑥𝑑〉𝑘 

〈𝑣𝑑𝑟〉𝑘 = 〈𝑥𝑑2〉𝑘 + 𝐾𝑃1(〈𝑖𝑑𝑟,𝑟𝑒𝑓〉𝑘 − 〈𝑖𝑑𝑟〉𝑘) 

𝑑

𝑑𝑡
〈𝑥𝑞〉𝑘 = 𝐾𝐼2(〈𝑖𝑞𝑟,𝑟𝑒𝑓〉𝑘 − 〈𝑖𝑞𝑟〉𝑘) − 𝑗𝑘𝜔𝑠〈𝑥𝑞〉𝑘 

〈𝑣𝑞𝑟〉𝑘 = 〈𝑥𝑞2〉𝑘 + 𝐾𝑃2(〈𝑖𝑞𝑟,𝑟𝑒𝑓〉𝑘 − 〈𝑖𝑞𝑟〉𝑘) 

(95) 
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Figure 3.8 Overall block diagram of proposed DP model. 

 

3.6.3 Reduced-order Dynamic Phasor Model (DP-ROM) 

For the large-scale transient stability studies, neglecting stator electric transients is a common 

practice to enhance the simulation efficiency. The detail theory is well documented in [36] [49]. 

Based on this theory, it is straightforward to derive the reduced-order model by setting the term 

𝑑

𝑑𝑡
〈𝜓𝑑𝑞,𝑠〉𝑘 to zero. Therefore, the final DP-ROM model of WRIG is expressed as 

 0 = [
〈𝑣𝑑𝑠〉𝑘
〈𝑣𝑞𝑠〉𝑘

] − 𝑅𝑠 [
〈𝑖𝑑𝑠〉𝑘
〈𝑖𝑞𝑠〉𝑘

] − [
0
1
   −1
   0

] [
〈𝜓𝑑𝑠〉𝑘
〈𝜓𝑞𝑠〉𝑘

] − 𝑗2 [
〈𝜓𝑑𝑠〉𝑘
〈𝜓𝑞𝑠〉𝑘

] (96) 

 

                
1

𝜔𝑏

𝑑

𝑑𝑡
[
〈𝜓𝑑𝑟〉𝑘
〈𝜓𝑞𝑟〉𝑘

] 

= [
〈𝑣𝑑𝑟〉𝑘
〈𝑣𝑞𝑟〉𝑘

] − 𝑅𝑠 [
〈𝑖𝑑𝑟〉𝑘
〈𝑖𝑞𝑟〉𝑘

] − 𝜔𝑠𝑙 [
0
1
   −1
   0

] [
〈𝜓𝑑𝑟〉𝑘
〈𝜓𝑞𝑟〉𝑘

] − 𝑗2 [
〈𝜓𝑑𝑟〉𝑘
〈𝜓𝑞𝑟〉𝑘

] 

(97) 
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[
 
 
 
 
〈𝜓𝑑𝑠〉𝑘
〈𝜓𝑞𝑠〉𝑘
〈𝜓𝑑𝑟〉𝑘
〈𝜓𝑞𝑟〉𝑘]

 
 
 
 

= [

𝑋𝑠

0
𝑋𝑚

0

0
𝑋𝑠

0
𝑋𝑚

𝑋𝑚

0
𝑋𝑟

0

0
𝑋𝑚

0
𝑋𝑟

]

[
 
 
 
 
〈𝑖𝑑𝑠〉𝑘
〈𝑖𝑞𝑠〉𝑘
〈𝑖𝑑𝑟〉𝑘
〈𝑖𝑞𝑟〉𝑘]

 
 
 
 

. (98) 

 

Other than the WRIG model, all other components in Figure 3.8 are used for implementing the 

DP-ROM model. The DP-ROM model will be compared with the reference model in terms of 

accuracy and numerical efficiency in the next chapter. 

 

3.7 Chapter Summary 

In this chapter, each component of DFIG model has been derived for both EMT and DP model. 

Based on (91) – (95), for balanced condition, the DP and EMT model are equivalent. The 

negative sequence DP is activated for the unbalanced conditions, which enables the DP model to 

maintain the accuracy and numerical efficiency. In the next chapter, both EMT and DP model 

will be tested in SMIB network to measure the accuracy and numerical efficiency of the 

proposed model.  
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Chapter 4: Simulation Results Analysis of SMIB 

 

In order to evaluate the accuracy and numerical efficiency of each model discussed in this thesis, 

both slow and fast transients are simulated in a single-machine infinite bus (SMIB) system. The 

DFIG and controller parameters are summarized in Table A.2 in Appendix A.2. For a fair 

comparison, the same ode23t (mod. Stiff / trapezoidal) solver in MATLAB/Simulink® [45] is 

used. The maximum step size is set to 1/60s, and absolute and relative tolerances are set to 10-3 

and 10-4, respectively. The implicit ode23t solver is selected since its size is not limited by the 

small time constants of the system due to numerical instability [50], but the automatic step size 

control algorithm dynamically adjust the step size to maximize the simulation efficiency while 

satisfying the error tolerance constraints [45].  

 

Both accuracy and numerical efficiency are evaluated. For evaluation of numerical efficiency, 

the number of time steps taken by each model is recorded along with time step size. For 

evaluation of accuracy, the electromagnetic torque 𝑇𝑒 of proposed DP & DP-ROM model are 

compared with the reference EMT model. Since the electromagnetic torque is a cross product of 

the flux and current, it can be used as a good reference for comparisons.  

 

For the purpose of comparison with the reference time-domain solutions, the corresponding 

instantaneous value in DP-domain can be converted into time-domain based on (27) as 

 𝑥(𝑡) ≅  𝑅𝑒 {∑ 𝑋𝑘(𝑡) ∙ 𝑒𝑗𝑘𝜔𝑠𝑡

𝑘∈𝐾

}. (99) 
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For example, electromagnetic torque can be approximated as 

 𝑇𝑒(𝑡) ≅ 〈𝑇𝑒〉0 + 𝑅𝑒{〈𝑇𝑒〉2} cos(2𝜔𝑠𝑡) − 𝐼𝑚{〈𝑇𝑒〉2} sin(2𝜔𝑠𝑡). (100) 

 

Two categories of computer studies are considered in this chapter: slow and fast transients. For 

the slow transient, the DFIG’s starting transient and step change in references 𝑃𝑠 and 𝑄𝑠 are 

simulated. For the fast transient, the grid side disturbances such as the three-phase balanced 

voltage dip (all phases are reduced by 50%) and unbalanced voltage dip (only one or two phases 

are reduced by 50%) are simulated. 

 

4.1 Slow Transient Simulation 

4.1.1 Start-up 

The start-up of DFIG is simulated by setting the initial conditions of the models and their 

respective controllers to zero. A constant wind speed of 12m/s is applied, which corresponds to 

0.73 pu of mechanical torque and 0.9 pu rotor speed in steady state. Since the inertia of WRIG is 

relatively large (H=5.5s), the machine reaches its steady state in approximately 20s. The 

computed transient responses produced by the considered models are compared in Figure 4.1 and 

Figure 4.2. As expected, the electromagnetic torque and rotor speed reach the desired operating 

point for both EMT and DP & DP-ROM Models. Since the starting transient is a balanced event, 

only the DP index k=0 is activated. 

 

The qualitative analysis is applied for evaluating the accuracy by comparing the result of the 

simulations shown in Figure 4.1 and Figure 4.2. For the numerical efficiency, total number of 
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time steps taken by each model is recorded, and the average time step size is calculated and listed 

in Table 4.1. 

 

As seen in Figure 4.1, there is a fundamental frequency oscillations that last from zero to 

approximately three seconds. The time step size during the first 3.5 seconds are depicted in 

Figure 4.3 for more intuitive comparison. Based on Figure 4.1 and Figure 4.3, it can be 

concluded that the numerical performance of DP model is better than that of the EMT model, as 

it uses a larger time step size. For the DP-ROM model, the time step size is at its maximum value 

16.7 ms throughout the simulation and its trajectory is highly accurate with minor errors. Since 

the stator transients are neglected, there is no fundamental oscillation observed for the DP-ROM 

model.  

 

According to Figure 4.3, DP model reaches to fairly large time step size after the transient is 

gone. Therefore, the majority part of the time steps taken for the DP model is the first 3s during 

the transient.   
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Figure 4.1 Start-up transient of DFIG comparison of torque 𝑻𝒆 as predicted the considered models.  

 

Figure 4.2 Start-up transient of DFIG comparison of speed 𝝎𝒓 as predicted the considered models.  
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   Model 

Simulation time: 20 s 

Total Number of 

Time Steps 

Average Time Step 

Size [ms] 

EMT 66,692 0.30 

DP 2,885 6.93 

DP-ROM 1,205 16.7 

 

Table 4.1 Total number of time steps taken for each model for starting transient. 

 

 

Figure 4.3 Comparison of time step size during the first 3.5s of the start-up transient study. 

 

4.1.2 Response to Changes in References for 𝑷𝒔 and 𝑸𝒔  

A step change in reference signals 𝑃𝑠 and 𝑄𝑠 is analyzed to check the performance of decoupled 

control scheme. As explained in Section 3.4, the d and q-axis controls active and reactive 

powers, respectively, by controlling the current in each axes as shown in Figure 4.4 
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In the following study, the DFIG is assumed to be initialized and operating in a steady-state 

condition with mechanial torque 𝑇𝑚=0.73 pu. At 𝑡 = 5 s, the active power reference is reduced by 

50% while the reactive power reference remains constant. At 𝑡 = 7 s, the active power reference 

is reduced by 50% while the reactive power reference remains constant. The results of this 

transient as predicted by the considered models are depicted in Figure 4.4. As expected, both d 

and q-axis rotor currents follow their reference signals correctly and the transient trajectories are 

the same since d and q axis control loop has the same PI controller parameters.   

 

A response in electromagnetic torque is shown in Figure 4.5. The electromagnetic torque is first 

changed to a new steady state which is 50% of the original value.  During the second change in 

the reactive power reserence, the torque oscillation quickly die out and it returns to the same 

value as shown in Figure 4.5.  

 

In Figure 4.5, there is a slight mismatch for the results predicted by the DP-ROM model, which 

is due to simplifying assumptions used in this model. Regarding the numerical efficiency, both 

DP and DP-ROM models show superior performance in terms of the time step size during the 

changes in reference signals as shown in Figure 4.6.  

 

In Figure 4.6, the time step size hits almost zero at 𝑡 = 5 s and 𝑡 = 7 s due to the sudden changes 

in reference signals; however, it takes only few time steps for both DP and DP-ROM model to 

reach the steady-state. Therefore, it can be concluded that the DP-ROM model is higly accurate 

during the slow transient conditions. 
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Figure 4.4 Response in currents 𝒊𝒓𝒅 and 𝒊𝒓𝒒 due to changes active and reactive power references. 

 

 

Figure 4.5 Response in torque 𝑻𝒆 due to changes reference active and reactive power as predicted by the 

considered models. 
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Figure 4.6 Time step size comparison for a step change of the controller reference signal. 

 

4.2 Fast Transient Simulation 

A short-term balanced and unbalanced voltage dip by 50% is considered for investigation of 

models’ performance during fast transients. A fault is applied at 𝑡 = 3s for 6 cycles (0.1s at 60 

Hz). For consistency, the same numerical solver and same operating condition were used here as 

in the slow transient cases.  

 

4.2.1 Balanced Disturbance 

First, a balanced 50% voltage dip was applied to the grid side to all three phases at 𝑡 = 3s. The 

fault is removed by restoring the voltages at 𝑡 = 3.1s. The results of electromagnetic torque as 

predicted by the considered models are depicted in Figure 4.7. As it is a balanced disturbance, 

there is an oscillation of fundamental frequency without higher order harmonics after the 

disturbance is applied. Since only DP index k=0 is activated for DP and DP-ROM models, it is 

expected for both DP and EMT models to have the identical results, as can be seen in Figure 4.7. 
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To compare the numerical efficiency, total number of time steps taken by each model and the 

average time step size during the voltage dip and recovery period up to 5s are summarized in  

Table 4.2. Based on the information in Table 4.2 and Figure 4.8, it can be concluded that the 

proposed DP-ROM model is suitable for the large-scale power system stability studies as its time 

step size is large than 5ms during and after the fault.   

 

 

Figure 4.7 Transient in torque 𝑻𝒆 due to short balanced 50% voltage dip as predicted by the considered 

models. 
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Model 

Simulation time: 2.9 – 5 s 

Total Number of 

Time Steps 

Average Time Step 

[ms] 

EMT 7,987 0.27 

DP 507 4.17 

DP – ROM 132 15.86 

 

Table 4.2 Total number of time steps taken for each model for a balanced voltage dip (50%). 

 

To show the numerical efficiency and how the step size was changing during the transient, the 

time step size variations from 𝑡 = 2.9s to 4.3 s are depicted in Figure 4.8. Since there is an abrupt 

change in variables (e.g. in torque) due to the disturbance, the time step size hits almost zero at 𝑡 

= 3 s and 3.1s for all considered models. For the DP-ROM model, the step size is recovered to 

about 17 ms in one time step right after the sudden change. However, for the full DP model, the 

time steps slowly increase and recovers only after the fast oscillations completely die out after t = 

4.2s, which is consistent with results of Figure 4.7. 

 

Figure 4.8 Comparison of time step size for 50% balanced voltage dip as taken by considered models. 
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4.2.2 Unbalanced Disturbance 

In this section, a 50% unbalanced voltage dip in a-phase is applied at the grid side. The voltage is 

restored after 6 cycles, and the system goes through the fast transient. The results in calculated 

electromagnetic torque predicted by the considered models are shown in Figure 4.9. 

 

Figure 4.9 Comparison of torque 𝑻𝒆 for unbalanced 50% voltage dip at a-phase as predicted by the 

considered models. 
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A noticeable change is that there is now a double frequency oscillation in the torque that is 

predicted by all  models. This is due to the negative sequence present the during the unbalanced 

voltage dip.  Therefore, the DP index k=0 and k=2 are activated for both DP and DP-ROM 

models. As expected, the trajectory of DP-ROM model traverse the average value of the 

reference model with fairly large time step size. Also, there is a mismatch between the DP and 

EMT models during and after the voltage dip, which is less than 2%. For comparison of 

numerical efficiency, the total number of time steps and the average time step size as taken by 

the considered models are summarized in Table 4.3.  

 

Model 

Simulation time: 2.9 – 5 s 

Total Number of 

Time Steps 

Average Time Step 

[ms] 

EMT 8,129 0.26 

DP 611 3.44 

DP – ROM 142 14.70 

 

Table 4.3 Total number of time steps taken for each model for an unbalanced voltage dip (50%). 

 

Compared to the balanced disturbance case, the average time step size is slightly reduced. For 

the DP-ROM model, it is still suitable for typical transient stability programs since the time step 

generally remains well above 5 ms (except for the voltage’ sudden changes at 𝑡 = 3s and 3.1s, 

respectively).  
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Figure 4.10 Comparison of time step size for 50% unbalanced voltage dip at a-phase as taken by considered 

models. 

 

4.3 Chapter Summary 

In this chapter, the slow and fast transient cases were investigated using a SMIB system to verify 

the accuracy and numerical efficiency of the proposed DP model by comparing the trajectory of 

electromagnetic torque and the total number of time steps with time step size with alternative 

models. The total number of time steps and the average time step size are compared to measure 

the numerical efficiency of each model. Based on the studies with SMIB system, the proposed 

DP and DP-ROM model is validated and is shown to have advantages in terms of accuracy and 

numerical efficiency.  
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Chapter 5: Simulation Result Analysis of Two-area Four-machine Network 

 

In this test case, both balanced and unbalanced disturbances are applied to the point of 

interconnection (POI) of the WPP to assess the benefit of using the proposed model. The WPP is 

represent by an aggregated DP-ROM model. The interconnected WPP is rated as 6 MW WPP 

and aggregated as a single equivalent machine representing four identical 1.5 MW DFIGs, which 

is a reasonable assumption according to literature [19].  

 

5.1 Description of Simulation Setup 

In order to test the proposed DP approach for transient stability study, the DP-ROM model is 

interconnected to the two-area four-machine network depicted in Figure 5.1,which is a built-in 

model in SimscapeTM Power SystemsTM [51] in MATLAB/Simulink program. The purpose of 

transient stability study is to analyze the slower electromechanical transients [36]. Therefore, the 

DP-ROM model is connected to bus 10, which is the point of interconnection (POI) for this test 

case. 

 

The two-area four-machine network of Figure 5.1 consists of four sets of synchronous generators 

with dedicated governor, excitation system, and power system stabilizers (two sets per each 

area). The generators are interconnected through transformers and transmission lines. The system 

parameters are summarized in the Appendix A.3, and a brief description of components is 

provided below: 
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20 kV
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0.575 kV

P=4.5MW

Q=0MVAr

 

 Figure 5.1 Single line diagram of two-area four-machine network with interconnected WPP. 

 

1) Overview of the network model 

Unlike other transient stability software such as PSS/E[52], the test case network has the 

following distinctive feature; 

o Three-phase phasor domain is considered instead of positive sequence single-

phase network. In this way, the actual response of positive sequence and negative 

sequence can be obtained to test the proposed dynamic phasor model.  

 

2) Synchronous generator model 

The four synchronous generators are modeled using a sixth-order state-space model 

described in Appendix B.1 
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3) Steam turbine and governor model 

A complete tandem-compound single mass steam prime mover, including a speed 

governing system is considered [53]. 

 

4) Excitation model 

IEEE type 1 excitation model is implemented according to IEEE Standard 421.5-1992 

without saturation function [54].  

 

5) Transmission line 

All transmission lines in the test case are modeled as three-phase ∏ section. The section 

consists of one set of series RL elements between input and output terminals and two sets 

of shunt capacitances lumped at both ends.  

 

6) Power System Stabilizer 

The conventional Delta w PSS from [36] is implemented.  

 

5.2 Interconnection of Wind Farm 

Before connecting the 6 MW WPP into the network at bus 10, in steady state the network is 

sending 413.9 MW active power from Area 1 to Area 2. After the WPP is interconnected to the 

Area 2 bus 10, it is expected for the network power flow to undergo some transient and after 

some time reach a new balanced steady state. The result of simulated interconnection transient as 

observed in real and reactive power flow between the two areas is shown Figure 5.2 and Figure 

5.3, respectively. The WPP is initialized at the same operating point as defined in Chapter 4, 
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which is 0.73 pu of 𝑃𝑚 and connected at t = 1s. Since the total power output at the terminal of 

WPP is 4.38 MW and 1MW load is connected at the bus 103, the total injected into the network 

is 3.38 MW. It is expected that change of reactive power flow is not significant as the WPP is 

operated in unity power factor.  

 

Figure 5.2 Transient observed in active power flow between the two areas due to interconnection of the wind 

farm. 

 

Figure 5.3 Transient observed in reactive power flow between the two areas due to interconnection of the 

wind farm. 
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5.3 Simulation of Fast Transient 

In this section, the balanced and unbalanced faults are applied to the POI bus 10 to test the 

proposed DP-ROM model. Since the network reaches its new steady state in approximately 8 

seconds, as shown in Figure 5.2 and Figure 5.3, the fault is applied at t = 8s for 6 cycles (0.1 

second in 60 Hz). The fault impedance and ground impedance are set to 0.002 Ω and the same 

numerical solver and error tolerances are applied as described in Chapter 4. 

 

5.3.1 Balanced Fault 

The magnitude of POI voltage level is depicted in the Figure 5.4. The WPP’s torque trajectory is 

depicted in Figure 5.5.  Since the fault was cleared without any loss of equipment or lines in the 

network, the active power, reactive power, voltage, and electromagnetic torque level come back 

to their original steady state values as shown in Figure 5.4 and Figure 5.5. As shown in Figure 

5.5, the torque becomes negative at t = 8s, which means that the WRIG operates as a motor 

during the fault. Once the fault is cleared and POI voltage level is recovered, the electromagnetic 

torque becomes positive and comes back to the original steady state after approximately 5 

seconds.  

 

Figure 5.4 Voltage magnitude at the terminal of WPP for a balanced fault.  
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Figure 5.5 Torque 𝑻𝒆 of the WPP during a balanced fault.   

 

To verify the results of this study with the full-order DP model, the terminal voltage at the WPP 

shown in Figure 5.6 has been saved and injected into the EMT and DP models, as in the SMIB 

test case. Since it is a balanced disturbance, only the a-phase current of each model is depicted in 

Figure 5.7. As expected, the a-phase current trajectory of EMT and DP models match perfectly 

without any visible errors. Therefore, it can be concluded that the proposed DP model can be 

interconnected to the actual power networks and the results are expected to be highly accurate.   
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Figure 5.6 Recorded terminal voltage from the two-area four-machine network for a balanced fault. 

 

Figure 5.7 Result comparison of a-phase current for a balanced fault. 
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5.3.2 Unbalanced Fault 

In this section, an unbalanced a-phase-to-ground fault is applied to the POI bus 10. The fault is 

cleared after 6 cycles. The magnitude of each phase voltage at the POI are depicted in the Figure 

5.8. This unbalance voltage will activate the negative sequence DP. As depicted in Figure 5.9, 

there is a double frequency oscillation in electromagnetic torque during and after the fault. This 

phenomenon is well captured by the negative sequence network in the model and WPP.  

 

 

Figure 5.8 Voltage magnitude at the terminal of WPP for an unbalanced fault.  
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Figure 5.9 Te of the WPP for an unbalanced fault.  

 

Since it is an unbalanced disturbance, the output current of WPP injected to the grid is the 

summation of positive sequence and negative sequence currents. For the purpose of model 

verification, the magnitude of both positive and negative sequence currents is compared in 

Figure 5.10. 
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Figure 5.10 Magnitude of positive and negative sequence currents at the WPP during the unbalance fault. 

 

As shown in Figure 5.10, the proposed DP model reacts to the grid side disturbance as expected. 

For more detail comparison and verification, the terminal voltage at the WPP has been saved and 

fed back into the EMT reference model. The reconstructed voltages in time-domain in abc-

coordinates is depicted in Figure 5.11, and the faulty a-phase current is shown in Figure 5.12. 

 

 

Figure 5.11 Terminal voltage at the WPP during an unbalanced fault.  
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Figure 5.12 Comparison of a-phase current for an unbalanced fault as predicted by EMT and DP models.  

 

As seen in Figure 5.12, there is a minor mismatch between two results. However, the mismatch 

is less than 2% and is consistent with what has been observed in Chapter 4. Therefore, it can be 

concluded that the proposed PD model works for unbalanced cases with a negligible error.  
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5.4 Chapter Summary 

In this chapter, the balanced and unbalanced fault cases were tested using a two-area four-

machine network to verify the proposed DP-ROM model and to demonstrate that it works for the 

power networks with other machines. For the verification purpose, the terminal voltage at the 

WPP was recorded and injected into the reference EMT model to check if the results are 

consistent and accurate with respect to the reference model. The result of this investigation was 

successful as the developed DP model represents both balanced and unbalanced fault cases well. 

Based on the test case in the two-area four-machine network case, the proposed DP and DP-

ROM models have been validated in the power network where other machines are involved.  
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Chapter 6: Conclusion 

 

6.1 Summary 

The objective of the thesis is to derive the DP model of the commonly used DFIGs that can 

accurately capture both balanced and unbalanced conditions and is suitable for large scale 

transient stability studies. This is accomplished by dynamic phasor approach which can 

approximate the reference time-domain model using the selected sets of dynamic phasors. For 

the computational efficiency, positive and negative sequence DP sets have been selected in this 

thesis. Following steps are taken to derive and validate the proposed DP model.  

1) Develop a reference model in time-domain.  

2) Convert the reference model into dynamic phasor-domain.  

3) Once the DP model is derived, the reduced-order model (DP-ROM) can be also 

developed by neglecting the stator dynamics. This DP-ROM is suitable for large scale 

transient stability analysis.  

4) Both DP and DP-ROM models are tested using SMIB network. The transient responses 

are compared with the time domain reference model in terms of accuracy and numerical 

efficiency.  

a. Accuracy (Qualitative analysis):  Comparing the result of predicted torque of the 

proposed model with the reference model the accuracy has been confirmed.  

b. Numerical efficiency (Quantities analysis): Based on the observed time step sizes, 

it was determined that the proposed DP model is accurate and computationally 

efficient even with fairly large time steps, comparable to those used in traditional 

TS programs.  
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5) Finally, the validated DP-ROM model is interconnected with two-area four-machine 

network to test the model performance more complicated scenarios with presence of 

other machines and components.   

 

6.2 Significance and Contribution  

The main contributions of this thesis are: An efficient model of DFIG in dynamic phasor domain 

has been provided for the large scale transient stability analysis. The model can include both 

positive and negative sequences, and may be reduced or full-order depending on excluding of 

including the stator transients. The accuracy of the developed PD model can approach that of 

EMT model. Using this approach, the other components of power network can be converted to 

the dynamic phasor domain so that the negative sequence network can be analyzed separately for 

more accurate simulations. This has a potential of significantly extending the range of 

application of TS programs with such DP models. 

 

6.3 Future Research Directions 

Since the aim of the thesis has been to derive the dynamic phasor model of DFIG for transient 

stability studies, there are many possible research directions related to the modeling of power 

systems based on the dynamic phasor approach. The following could be possible research 

directions for further investigation in terms of large scale power system studies.  

 

1) Including the protection schemes that are used for LVRT requirement into the modelling. 

Since this thesis is mainly focused on machine and controller dynamics, the protective 

equipment dynamics are neglected. Therefore, it would be more practical for the wind 
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power plant interconnection studies to include the proper protection schemes into the DP 

models as well.  

 

 

2) Derive DP-based models for other machines such as synchronous generators and 

inverter-based generators and test them in the same network. In this way, all generator 

units in the network will have dedicate positive and negative sequence network in phasor 

domain. It would be beneficial when analyzing unbalanced conditions in the network. 

The final result can be compared to the result of the typical transient stability analysis 

programs.  

 

3) Extend the concept to analyze the sub-synchronous and super-synchronous resonance 

studies for a gird with series compensated transmission lines or potential torsional 

interactions between the wind turbine generator and the gird. One of the advantages of 

using the dynamic phasor approach is that other harmonic components can be easily 

added by selecting appropriate number of DP indexes.  
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Appendices 

 

Appendix A    

A.1 Parameters of Wind Turbine  

Symbol Parameter Value Unit 

𝑐1 Characteristic Parameters 𝑐1 0.5176 - 

𝑐2 Characteristic Parameters 𝑐2 116 - 

𝑐3 Characteristic Parameters 𝑐3 0.4 - 

𝑐4 Characteristic Parameters 𝑐4 0 - 

𝑐5 Characteristic Parameters 𝑐5 0 - 

𝑐6 Characteristic Parameters 𝑐6 5 - 

𝑐7 Characteristic Parameters 𝑐7 21 - 

𝑐8 Characteristic Parameters 𝑐8 0.089 - 

𝑐9 Characteristic Parameters 𝑐9 0.035 - 

𝐶𝑃𝑚𝑎𝑥
 The maximum power coefficient 0.48 - 

𝜆𝑛𝑜𝑚 Nominal value of tip speed ratio 8.1 - 

Pm Nominal turbine mechanical power 1.5 MW 

𝑣𝑤_𝑏𝑎𝑠𝑒 Base wind speed 12 m/s 

𝑘𝑝 Power gain at 𝐶𝑃𝑚𝑎𝑥
 and 𝑣𝑤 are  1 p.u. 0.73 - 

𝛽 Pitch angle 0 degree 

Table A.1 Parameters of Wind Turbine 
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A.2 Parameters of DFIG and RSC controller 

Symbol Parameter Value Unit 

Pnom Nominal Power (per one unit) 1.67 MVA 

Vnom Line-Line Voltage 690 V 

PF Power Factor 0.9 - 

Fnom Fundamental Frequency 60 Hz 

Rs Stator Resistance 0.0084 p.u. 

Lls Stator Leakage Inductance 0.167 p.u. 

Rr Rotor Resistance 0.0083 p.u. 

Llr Rotor Leakage Inductance 0.1323 p.u. 

Lm Mutual Inductance 5.419 p.u. 

H Inertia Constant 5.5 s 

p Number of Pole Pairs 2 - 

KI1 integral controller gain – d-axis 0.7301 - 

KI2 integral controller gain – q-axis 0.7301 - 

KP1 proportional controller gain – d-axis 0.0149 - 

KP2 proportional controller gain – q-axis 0.0149 - 

Table A.2 Parameters of DFIG 
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A.3 Parameters of Two-area Four-machine test case 

Symbol Parameter Value Unit 

1) Generators 

𝑉𝑛 Line-to-line voltage 20,000 Vrms 

𝑓 Frequency 60 Hz 

𝑋𝑑  d-axis synchronous reactance 1.8 p.u. 

𝑋𝑞 q-axis synchronous reactance 1.7 p.u. 

𝑋𝑙 Leakage reactance 0.2 p.u. 

𝑋𝑑
′  d-axis transient reactance 0.3 p.u. 

𝑋𝑞
′  q-axis transient reactance 0.55 p.u. 

𝑋𝑑
′′ d-axis subtransient reactance 0.25 p.u. 

𝑋𝑞
′′ q-axis subtransient reactance 0.25 p.u. 

𝑅𝑠 Stator winding resistance 0.0025 p.u. 

𝐹 Friction factor 0 p.u. 

𝑝 Pole pairs 4 - 

𝑇𝑑0
′  d-axis transient open-circuit time constant 8.0 s 

𝑇𝑞0
′  q-axis transient open-circuit time constant 0.4 s 

𝑇𝑑0
′′  d-axis subtransient open-circuit time constant 0.03 s 

𝑇𝑞0
′′  q-axis subtransient open-circuit time constant 0.05 s 

𝐻1 Inertia coefficient for generator G1 and G2 6.5 s 

𝐻2 Inertia coefficient for generator G3 and G4 6.175 s 

2) Transmission lines (230 kV, 100 MVA Base) 

𝑟 0.0001 0.0001 p.u./km 

𝑥𝐿  0.001 0.001 p.u./km 

𝑏𝐶  0.00175 0.00175 p.u./km 

3) Step-up transformer (20/230 kV, 900 MVA Base) 

𝑟 0 0.0001 p.u. 

𝑥𝑡  0.15 0.001 p.u. 

Table A.3 Parameters of two-area four-machine network. 
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Appendix B   

 

B.1 State Space Model of Synchronous Machine  

In Chapter 5, the following synchronous generator model is used for test case including stator 

dynamics in the rotor reference frame (DQ reference frame) as  

 𝑉𝑑 = 𝑅𝑠𝑖𝑑 +
𝑑

𝑑𝑡
𝜑𝑑 − 𝜔𝑅𝜑𝑞, 𝜑𝑑 = 𝐿𝑑𝑖𝑑 + 𝐿𝑚𝑑(𝑖𝑓𝑑

′ + 𝑖𝑘𝑑
′ ) (B.1) 

 𝑉𝑞 =  𝑅𝑠𝑖𝑞 +
𝑑

𝑑𝑡
𝜑𝑞 + 𝜔𝑅𝜑𝑑, 𝜑𝑞 = 𝐿𝑞𝑖𝑞 + 𝐿𝑚𝑞𝑖𝑘𝑞

′  (B.2) 

 𝑉𝑓𝑑
′ = 𝑅𝑓𝑑

′ 𝑖𝑓𝑑
′ +

𝑑

𝑑𝑡
𝜑𝑓𝑑

′ , 𝜑𝑓𝑑
′ = 𝐿𝑓𝑑

′ 𝑖𝑓𝑑
′ + 𝐿𝑚𝑑(𝑖𝑑 + 𝑖𝑘𝑑

′ ) (B.3) 

 𝑉𝑘𝑑
′ = 𝑅𝑘𝑑

′ 𝑖𝑘𝑑
′ +

𝑑

𝑑𝑡
𝜑𝑘𝑑

′ , 𝜑𝑘𝑑
′ = 𝐿𝑘𝑑

′ 𝑖𝑘𝑑
′ + 𝐿𝑚𝑑(𝑖𝑑 + 𝑖𝑓𝑑

′ ) (B.4) 

 𝑉𝑘𝑞1
′ =  𝑅𝑘𝑞1

′ 𝑖𝑘𝑞1
′ +

𝑑

𝑑𝑡
𝜑𝑘𝑞1

′ , 𝜑𝑘𝑞1
′ = 𝐿𝑘𝑞1

′ 𝑖𝑘𝑞1
′ + 𝐿𝑚𝑞𝑖𝑞 (B.5) 

 𝑉𝑘𝑞2
′ =  𝑅𝑘𝑞2

′ 𝑖𝑘𝑞2
′ +

𝑑

𝑑𝑡
𝜑𝑘𝑞2

′ , 𝜑𝑘𝑞2
′ = 𝐿𝑘𝑞2

′ 𝑖𝑘𝑞2
′ + 𝐿𝑚𝑞𝑖𝑞 (B.6) 

 

 

 


