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Abstract 

Optoelectronic links play a key role in data-center, high-performance computing, sensor and 

biological applications. Photodetectors (PDs) are used at the front end of every optoelectronic 

receiver (RX). Traditionally, PDs are fabricated in expensive technologies to enhance their 

performance. However, wirebonding an external PD to a complementary metal-oxide-

semiconductor (CMOS) RX or flip-chip assembly results in several issues – increase in 

manufacturing and packaging cost, possible decrease in yield, additional packaging parasitics 

degrading the sensitivity of the RX, crosstalk between the bondwires degrading RX performance, 

requirement for electro-static discharge (ESD) devices, etc.   

Some of the above problems can be surmounted by fabricating the PD in a CMOS process. 

However, CMOS PDs have very low responsivity. To improve the responsivity, the PD can be 

operated in the avalanche region where it has a higher current gain. But there are two major 

concerns – first, Avalanche PDs (APDs) require high bias voltage for its operation, and second, it 

is very sensitive to variations in operating conditions. Degradation in the APD performance can 

reduce RX bandwidth and sensitivity. In this thesis, we present an opto-electrical RX which 

incorporates on-chip APD, bias generation and stabilization for 850-nm optoelectronic 

interconnect applications.  

The proposed receiver consists of CMOS-APD, transimpedance amplifier (TIA), main amplifiers, 

offset correction loop and 50Ω buffers in the high speed path. APDs are designed and measured 

to have a -3 dB bandwidth (BW) of 3.5 GHz in 130nm CMOS process, and 6 GHz BW in 65 nm 
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CMOS process, respectively. The electrical -3dB BW of RX, designed and measured in 130nm 

CMOS process, is approximately 4.5 GHz. A fully integrated APD-RX system is implemented in 

130 nm CMOS process that also comprises of a control loop consisting of an analog-to-digital 

converter (ADC), synthesized controller, digital-to-analog converter (DAC) and voltage booster. 

The voltage booster biases the APD with a voltage higher than nominal supply voltages in CMOS, 

and the control loop stabilizes this bias voltage from temperature variations. On-chip APD based 

RX with bias generation and stabilization have tremendous potential in optoelectronic links due to 

inherent advantages of high gain, low cost, reduced ground-bounce and bond-wire parasitics. 
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Lay Summary 

 

Warehouse-scale datacenters require the interconnection of servers spaced apart by a distance 

varying from a meter to several kilometers. Beyond a few meters, electrical interconnects become 

unsuitable for large data rate transmission due to high frequency losses, signal crosstalk and 

reflections.  

Optoelectronic interconnects, on the other hand, have negligible signal distortion, frequency- 

dependent losses and crosstalk. Avalanche photodetector based receivers are popular 

optoelectronic interconnects to improve the sensitivity of the receivers. However, large voltage 

supply requirements and stability issues of avalanche photodetector have imposed limitations on 

their widespread use in receiver design, including the need for multi-chip system design. In this 

thesis, we propose the first fully integrated optoelectronic receiver with on-chip avalanche 

photodetector, bias generation and stabilization in a standard CMOS 130nm process. 

. 
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Chapter 1: Introduction 

With the rapid growth of datacenters, there is a significant demand to leverage the high-volume 

manufacturing capabilities of the silicon industry and reduce the overall hardware cost of the 

interconnect links connecting different servers and switches in datacenters. Traditionally, electrical 

interconnect links are widely used at short distances of up to a few meters. However, with the 

increase in the data rate per link, electrical interconnects have increased loss with distance due to 

skin effect, dielectric loss in the copper traces, reflections due to impedance mismatch, etc. These 

inherent losses in the electrical link cause pulse dispersion resulting in inter symbol interference 

(ISI), leading to eye closure in an unequalised link. Equalization schemes like Decision Feedback 

Equalization (DFE), Feed-Forward Equalization (FFE), Continuous-time Linear Equalization 

(CTLE) at the receiver (RX) end, and FFE at the transmitter (TX) end, are often employed to 

enhance the data rate through the lossy electrical link. However, these techniques consume 

substantial power to compensate for channel loss larger than 25-30 dB at the Nyquist rate.  

On the other hand, loss in an optical channel (fiber) is almost independent of the data rate and is 

negligible when the link distance is less than 300 m (short link). Most of the optical interconnects 

in the existing datacenters today span a distance of less than 300 m, and operate at 850 nm with 

multi-mode fibers (MMF), vertical-cavity surface emitting laser (VCSEL) and photodetectors 

(PDs) [1], because of its low cost and superior performance. With the optoelectronic transceiver 

market poised towards a significant annual growth, it is imperative to reduce the bill of materials 

and lower the cost of the transceivers. As most of these transceivers utilize an off-chip 

photodetector (PD), a fully-monolithic implementation of the PD will further reduce the 
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component cost and the associated packaging cost. From the link perspective, there are also 

requirements to increase the data rate from 10 Gb/s to 25 Gb/s and higher, and reduce the overall 

power consumption. A single chip RX with on-Chip PD and CMOS circuits can not only reduce 

the packaging parasitics and improve bandwidth, but also ease the overall RX design.  

Beyond the transceiver market, a fully-integrated RX will also be attractive to several other 

industrial applications. PDs are widely used in high-performance computing and sensors, as well 

as in biomedical instrumentation. PD sensor arrays are widely used in position sensors, image 

sensors, medical scanners, etc. Having a single chip PD-RX solution makes the design compact, 

low power, and easily scalable. Hence, realizing integrated and dense sensor-RX arrays would be 

highly desirable due to reduced complexity, manufacturing and packaging costs.   

The aim of this research is to promote a fully-integrated, single chip CMOS RX incorporating 

CMOS avalanche PD (APD). 

1.1 Outline 

This thesis begins with a brief review of optical link. Chapter 2 presents the basic principles of 

high-speed optical links. It also gives an overview of optical transceivers. Chapter 3 presents the 

motivation behind the work. It analyzes the link budget and discusses the impact of PD gain on 

overall power consumption of the link. It also describes the pros and cons of using off-chip and 

on-chip PD. Chapter 4 describes APDs in detail. It discusses the advantages of having an on-chip 

APD and explore the benefits it has on the RX design. A brief review of APD characteristics is 

provided, followed by design and measurement results of CMOS APDs in 130nm and 65nm 
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CMOS processes. Chapter 5 presents a fully-integrated APD-RX optoelectronic system. Various 

blocks of the proposed APD-RX system are described and their simulation and measurement 

results are presented. Chapter 6 describes the measurement setups used in characterizing the 

designed chips, and also presents various learnings related to the design and prototyping of the 

system. Conclusions and future work are described in Chapter 7.  
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Chapter 2: Background 

In this chapter, we give an overview of an opto-electronic link. Different architectures for TX are 

briefly described. Design considerations and key specifications for an RX are also presented.  

  

2.1 Opto-electronic transceiver 

A general opto-electronic link is shown in Figure 2.1. It consists of an electro-optical TX, which 

converts the electrical signal into optical signal, optical channel (i.e., optical fiber) and an opto-

electronic RX that converts the optical signals back to electrical signal for processing.  

 

At the TX end, to minimize the I/O (input/output) pins, data is serialized and forwarded to the high 

speed TX driver. Electrical drivers modulate the laser signal, and the modulated signal is coupled 

to the channel. At the front of the RX, a PD receives the incoming optical signals and produces an 

equivalent current signal. The electrical current signal is then converted to voltage and amplified 

 

Figure 2.1 Typical block diagram of an optical link 
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by the TIA. The voltage output of the TIA is further boosted by a set of amplifiers, often called 

Main Amplifiers (MAs), before being resolved to digital levels by a comparator and eventually 

deserialized. 

 

2.2 Optical transmitter 

In an optical TX, optical devices are modulated by high-speed TX drivers. The TX drivers are 

generally implemented using current mode logic (CML) to meet the BW requirement of 10 Gb/s 

and higher data rates. Optical modulators can be broadly divided into direct modulators and 

indirect modulators, as shown in Figure 2.2 (a). In direct modulation, Figure 2.2 (b), the electrical 

driver modulates the laser source directly by changing the laser bias. In indirect modulators, the 

driver modulates the light coming out of continuous-wave laser, Figure 2.2 (c). Indirect modulation 

can be further classified into electro-optical modulation where the electric field is applied to change 

 

Figure 2.2 (a) A chart showing different optical modulation techniques. (b) Direct modulated laser and (c) 

Indirect modulated laser 
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the optical path length, and electro-absorption modulation where the applied electric field changes 

the amount of light absorbed. 

Vertical Cavity Surface-Emitting Laser (VCSEL) is a popular direct modulated laser source. The 

output power of the VCSEL can be modulated by changing its bias current. A basic VCSEL driver 

is shown in Figure 2.3. Here, a pseudo-differential CML is used with a VCSEL on one of its arms 

and a dummy load on the other. The current is steered between the two driver arms based on the 

input data stream. The VCSEL needs to be biased at its threshold voltage (knee voltage of the 

diode) which is often higher than the nominal CMOS supply voltage, VDD. Therefore, the driver 

usually has a higher supply voltage, VDDH, for its VCSEL arm. 

 

Micro-ring modulators (MRMs) and Mach-Zender modulators (MZMs) are some of the examples 

of electro-optical modulators. By changing the electric field across the modulator, refractive index 

of the modulator is changed, and hence the path length is also changed.  

 

Figure 2.3 Basic schematic of a VCSEL driver 
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 Similar to electro-optical modulators, electroabsorption modulators (EAM) are used to modulate 

the output of continuous-wave laser. Electrical field applied across EAM changes the bandgap 

energy, and hence there is a change in the absorption spectrum. This phenomenon is called Fran-

Keldysh effect. Generally, EAM are implemented as waveguides with electrodes which are driven 

by high-speed electrical drivers.  

2.3  Optical receiver 

Optoelectronic RXs convert optical signal to electrical signals which could be used for further 

processing or storage. Figure 2.4 shows the general architecture of an optoelectronic RX, which 

can be broadly described into three parts:  

• Optical Detector: The front end of the optical RX is a PD which receives an optical signal 

and generates the corresponding electrical current. The light-to-current relationship of the 

PD can be defined as its responsivity, Ɍ [2]: 

 𝐼𝑠𝑖𝑔,𝑃𝐷 =  Ɍ𝑃𝑖𝑛 (2.1) 

• Electrical Amplifiers: The current generated by the photodetector is fed into a TIA which 

converts the current signals to amplified voltage signals. MA further amplifies the TIA 

output. The TIA and/or the MAs can also include equalization circuits to improve the signal 

quality. Some RXs have limiting amplifiers to get rail-to-rail voltage swing. 
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• Decision circuits and De-serializer: The last block of the receiver is a comparator which 

digitizes the analog signal and then the digital data stream is de-serialized. The comparator 

typically gets the clock from a clock and data recovery (CDR) circuit. It could also include 

equalization circuits to improve the signal quality. 

  

2.3.1 Receiver noise and sensitivity 

The equivalent circuit model of the PD is shown in Figure 2.5. The PD can be modeled as a signal 

current source, 𝐼𝑠𝑖𝑔,𝑃𝐷, noise current source, 𝐼𝑛𝑜𝑖𝑠𝑒,𝑃𝐷, and a capacitor, CPD [2]. The characteristic 

behavior of both the current sources are described later in Chapter 4. The signal current of the PD 

is proportional to the input optical power and has a linear relationship. The noise current of the PD 

is dependent on signal and can be considered to be mostly white noise in spectrum. The input-

referred noise of the electrical amplifier is dominated by the TIA noise and is represented as 𝐼𝑛,𝑟𝑥. 

 

Figure 2.4 Optical receiver 
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The input-referred noise of the TIA often sets the sensitivity limits for the electrical front end. The 

optical sensitivity, 𝑃𝑜𝑝−𝑠𝑒𝑛
̅̅ ̅̅ ̅̅ ̅̅ ̅, is defined as minimum received optical power, averaged over time, 

necessary to achieve a specified bit-error-rate (BER) [2]. 

 
𝑃𝑜𝑝−𝑠𝑒𝑛
̅̅ ̅̅ ̅̅ ̅̅ ̅ =

𝑄(𝑖𝑛,0
𝑟𝑚𝑠 +  𝑖𝑛,1

𝑟𝑚𝑠)

2Ɍ
 

(2.2) 

where 𝑖𝑛,0
𝑟𝑚𝑠 and 𝑖𝑛,1

𝑟𝑚𝑠 are rms noise of level zero and level one. Electrical sensitivity, 𝑖𝑠𝑒𝑛
𝑝𝑝

, is defined 

as the minimum peak to peak signal current at the input of the RX necessary to achieve a specified 

BER [2]: 

 𝑖𝑠𝑒𝑛
𝑝𝑝 =  𝑄(𝑖𝑛,0

𝑟𝑚𝑠 +  𝑖𝑛,1
𝑟𝑚𝑠)  (2.3) 

 
𝑃𝑜𝑝−𝑠𝑒𝑛
̅̅ ̅̅ ̅̅ ̅̅ ̅ =

𝑖𝑠𝑒𝑛
𝑝𝑝

2Ɍ
 

(2.4) 

 

Figure 2.5 PD signal and noise model 
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2.3.2 Receiver bandwidth 

Receiver BW is governed by the bit rate, B. Ideally an infinite BW would preserve the signal 

integrity without causing any distortion. But there is a tradeoff between noise and distortion. The 

white noise power is proportional to the BW. If the BW is too large, the noise integrated over this 

BW lowers the signal to noise (SNR) ratio, where as if the BW is too small, more ISI and 

distortions are generated. The optimum 3-dB bandwidth of the receiver, BW3dB, for a NRZ data 

stream is often given by [2]: 

 
𝐵𝑊3𝑑𝐵 ≈  

2

3
 𝐵 

(2.6) 

Assuming it is a single pole system. When there are multiple blocks in the RX chain, the overall 

bandwidth is as shown below [2]: 

 1

(𝐵𝑊3𝑑𝐵)2
=  

1

(𝐵𝑊1)2
+ 

1

(𝐵𝑊2)2
+ .  .  .  

(2.7) 

where BW1, BW2 are the bandwidth of individual circuit blocks. All individual blocks should have 

bandwidth greater than 𝐵𝑊3𝑑𝐵 [2].  

2.3.3 Equalization 

The signal may undergo substantial distortions due to ISI by the time it reaches the decision 

circuits. Some of the causes for the ISI include optical fiber dispersions, limited electrical input 

BW of the APD-RX, and distortions caused by TIA and MAs. These distortions can result in 

increasing the Bit-Error Rate (BER). Figure 2.6 (a) shows an example of a distorted pulse response. 
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P0 is the main cursor, P-1 is the pre-cursor and P1 and P2 are the post cursors. Equalizations 

techniques such as DFE, as shown in Figure 2.6 (b), can be used to partially mitigate the effect of 

ISI by cancelling the post cursors. The decision circuit uses the knowledge of the previous 

quantized symbol to remove its ISI effect on the present symbol. The resolved data is 

subtracted/added to the incoming data stream based on the polarity and amount of equalization 

required to remove the ISI effect. If the effect of the ISI can be modeled as a pole (as shown in 

Figure 2.6 (a)) and implemented as the exponential tail of an RC filter, infinite impulse response 

(IIR), similar to a DFE tap can be used to further reduce the ISI, as shown in Figure 2.6 (b). DFE 

improves the SNR as it helps in improving the signal quality without boosting noise. However, 

DFE suffers from error propagation. If there is any quantization error, it is fed back into the system. 

 

Figure 2.6 (a) Pulse response at the output of the TIA, and (b) DFE and IIR equalization 

 



12 

 

Chapter 3: Motivation 

3.1 Working of a photodetector 

Photodetectors work on the principle of photoconduction. In a semiconductor material, when 

energy of the incident photon is more than the energy band gap of the material (E(eV)), electron-

hole pairs are created generating additional free charge carriers. The phenomena of increase in free 

carriers and hence the electrical conductivity due to incident photons is called intrinsic 

photoconductivity. To increase the conductivity for a low energy-level incident photon, the band 

gap of the material must be lowered. This is done by adding impurity to the semiconductor 

material. Absorption from (or to) impurity sites in the gap creates free carriers in conduction or 

valence band, as shown in Figure 3.1.. This phenomenon is called extrinsic photoconduction.  

 

 

 

Figure 3.1 (a) Intrinsic semiconductor and (b) Extrinsic semiconductor 
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The equation below shows the relation between the bandgap of the material and the wavelength 

of the incident photon (λ): 

 
𝐸 = ℎ𝜐 =  

ℎ𝑐

𝜆
 

(3.1) 

 
𝜆 =

1240

𝐸
𝑛𝑚 

(3.2) 

The energy of the incident light is given by 𝐸 = ℎ𝜈, where h is the plank’s constant (6.63×10-34  

m2kg/s) and 𝜈 is the frequency of the incident light. Bandgap energy is inversely proportional to 

the wavelength of the light. Silicon with bandgap energy of E = 1.12 eV can operate up to 1100 

nm wavelength. Thus, silicon PDs are suitable for communication links which use 850 nm 

VCSELs. For operating at higher wavelengths, 1310 nm and 1550 nm, silicon PDs are modified 

by doping them with more expensive Ge or InP-InAsP to reduce the bandgap. 

Not all of the incident photons lead to generation of electron-hole pair. A PD has a limited 

capability of collecting incident photons and converting them to electric current. Some incident 

photons are reflected by the surface and some are absorbed by the materials and lost in the form 

of heat. Quantum efficiency, 𝜂, is the measure of electrons produced per incident photon, which is 

usually expressed as a percentage [2]. 

 
𝜂 =  

𝑛𝑜. 𝑜𝑓 𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑛𝑠 𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑒𝑑

𝑛𝑜. 𝑜𝑓 𝑖𝑛𝑐𝑖𝑑𝑒𝑛𝑡 𝑝ℎ𝑜𝑡𝑜𝑛
  × 100 

(3.3) 
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𝜂 =

𝐼𝑃𝐷/𝑞

𝑃𝑖𝑛/ℎ𝑣
 

(3.4) 

where, 𝐼𝑃𝐷 is the photo current generated by the PD, q is the electron charge (1.6x10-19 C) and Pin 

is the incident optical power. 

Responsivity signifies the current gain of the photodetector, defined as the ratio of the photocurrent 

generated to the incident optical power [2]. 

 
𝑅 =

𝐼𝑃𝐷

𝑃𝑖𝑛
  (𝐴/𝑊) 

(3.5) 

From equation (3.4) and (3.5) we can show that the responsivity is a function of wavelength of 

incident light.  

 
𝑅 =

𝜂𝜆

ℎ𝑐
  

(3.6) 

For a wavelength of 850nm and a quantum efficiency of 0.64 [2], responsivity is 0.43 A/W.  

 

3.2 Link budget  

This section focuses on the link budget for a VCSEL-PD based optical link. An overview of an 

optical transceiver is first provided, and various factors which affect the link budget are described. 

Advantages and challenges of using on-chip PDs in comparison to off-chip PDs are also discussed. 
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3.2.1 Overview  

Figure 3.2 shows a basic optical link. The link can be seen as an electro-optical TX connected to 

an opto-electronic RX. The optical modulator shown in Figure 3.2 is assumed to be a directly-

modulated 850nm VCSEL in this Chapter.   

 Some of the major considerations that affect the link performance concerning different link 

components are described below: 

• Modulator Driver: In a VCSEL-based link, the VCSEL driver must be capable of providing 

high output current swing in order to achieve a higher difference between high and low 

optical power levels, defined as optical modulation amplitude (OMA). For complex 

 

 

Figure 3.2 A Basic block diagram of optical link 
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modulation schemes, such as 4-level Pulse Amplitude Modulation (PAM4), non-linearity 

of the VCSEL imposes difficulties on the driver design. 

• VCSEL: Laser efficiency is defined as the ratio of output laser power to that of the input 

electrical power consumed by the laser. Higher efficiency of the laser significantly 

improves the total energy efficiency of the link.  

• Optical Fiber:  As the radius of the VCSEL’s emission area is typically in the range of  

20 µm, VCSELs can be very efficiently coupled to multimode fiber (MMF) that has a core 

diameter of 50 µm instead of single mode fiber (SMF) that has a core diameter of 9 µm. 

However, MMF suffers from high losses due to attenuation and dispersion. Though 

VCSELs are very popular because of their high performance and low cost, MMF limits the 

length the VCSEL-based links. Hence VCSEL-based links are used where reach is 

generally less than 300 m [3]. Furthermore, various coupling losses like VCSEL to fiber, 

connectors, and fiber to photodetector should be minimized to improve the link budget. 

• Photodetector: The characteristics of the PD set the limit on both RX and TX design. The 

TX must be designed to meet the sensitivity of the RX. At the RX end, PD with higher 

responsivity relaxes the sensitivity requirements of the electrical front end of the RX. 

Recall from (3.5) that PD responsivity is a measure of its gain. 

   

 𝐼𝑃𝐷 =  Ɍ𝑃𝑖𝑛 (3.7) 
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The relation between the optical sensitivity, 𝑃𝑜𝑝−𝑠𝑒𝑛
̅̅ ̅̅ ̅̅ ̅̅ ̅, and the electrical sensitivity, 𝑖𝑠𝑒𝑛

𝑝𝑝
, of RX is 

shown in equation (2.4). 

Higher responsivity of the PD therefore significantly improves the RX optical sensitivity. 

Traditionally, external PDs implemented in III-V technologies have Ɍ in the range of 0.6 to 0.9 

A/W [2]. One approach to boost the responsivity is to leverage the avalanche effect [4] and design 

an APD. APDs are described in the next Chapter. Besides responsivity, PD capacitance plays a 

role in setting the RX performance. The parasitics capacitance, CPD, along with the packaging and 

ESD capacitances of PD limits the RX bandwidth. The bias of the PD also affects its bandwidth 

and gain, and hence must be tuned.  

• TIA:  Being the first electrical stage in the front end of the optical RX, TIA plays a crucial 

role in the link performance through its gain and bandwidth. A TIA is required to provide 

sufficient gain for the signal to meet the sensitivity requirements of the sense amplifiers. 

The noise of the TIA sets the sensitivity limit on the RX front end along with the PD noise. 

 

3.2.2 Link analysis 

Consider a typical VCSEL-based MMF link in a datacenter. The optical power output, PTX (in dB), 

of the VCSEL with an efficiency, 𝜂𝑉𝐶𝑆𝐸𝐿, when directly modulated by the CMOS driver which 

consumes PTX_ELEC (mW), can be shown as: 
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 𝑃𝑇𝑋 = 10𝑙𝑜𝑔 (𝜂𝑉𝐶𝑆𝐸𝐿𝑃𝑇𝑋_𝐸𝐿𝐸𝐶) (3.8) 

VCSEL output signal is then coupled to an MMF, with a coupling loss, PMM−CPL. MMF also 

introduces attenuation losses, PMMF-att, and dispersion losses, PMMF-dis during transmission. At the 

Rx end, the signal see another coupling loss when the PD is connected to the fiber. 

 

The link budget of such a link can be described by the following equation [3]: 

 𝑃𝑅𝑋 = 𝑃𝑇𝑋 − 2𝑃𝑀𝑀𝐹−𝐶𝑃𝐿 − 𝑃𝑀𝑀𝐹−𝑎𝑡𝑡 − 𝑃𝑀𝑀𝐹−𝑑𝑖𝑠 − 𝑃𝑝𝑒𝑛 − 𝑃𝑚𝑎𝑟𝑔𝑖𝑛 =
𝑖𝑠𝑒𝑛

𝑝𝑝

2𝑀Ɍ
   (3.9) 

where, Ppen, includes the link penalty due to crosstalk, ISI and relative intensity noise, Pmargin, is 

the link margin for the RX and PRX represents the received optical power at the PD.  

Consider a link with 300 m length of OM4 MMF with 3.5 dB/Km of PMMF-att, PMM-CPL of 1.1 dB 

each, PMMF-disp of 5 dB, Ppen of 4.8 dB and a 3 dB margin, 17% efficiency for the VCSEL and a 

 

Figure 3.3 Losses in optical link 
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baseline Ɍ of 0.43 A/W for the PD. Figure 3.4 shows the VCSEL wall-plug power required for 

different values of RX electrical sensitivities for different PD gain.  

 

 

Clearly, improving the responsivity of the PDs can significantly reduce the overall power 

consumption of the link. Conversely, for the same laser power, the design of the TIA can be 

considerably relaxed. 

  

Figure 3.4 Effect of RX sensitivity on laser power 
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3.3 On-chip PD vs. off-chip PD 

Traditionally, PDs are implemented in a separate process compared to the CMOS RX to increase 

the PD performance, namely, -3dB BW of its frequency response, and its responsivity. PDs are 

generally made in expensive technologies such as Ge [5][6], GaAs [7][8] or InP-InGaAs [9] to 

enhance their performance. However, connecting an external PD (or APD) to a CMOS RX (Figure 

3.5 (a)) using wirebonding or flip-chip assembly results in several issues – increase in 

manufacturing and packaging cost, possible decrease in yield, crosstalk between the bondwires 

especially when implemented as arrays of PDs connecting multiple RXs, requirement for ESD 

devices, additional packaging parasitics that further degrade the sensitivity of the RX, etc. 

Consider the system shown in Figure 3.5 (a) where an external PD (or APD) is followed by a 

transimpe dance amplifier (TIA) used as the gain stage to convert the PD current, IPD, to voltages 

that can be further amplified by the main amplifiers. Considering an inverter based TIA, the input 

bandwidth of the receiver, BWin, is given by [3]: 

 

Figure 3.5  (a) External PD or APD with CMOS RX, (b) fully-integrated RX with APD in a modified 

CMOS process and external biasing.  
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𝐵𝑊𝑖𝑛 =

1

2𝜋𝐶𝑇 (
𝑅𝑓

1 + (𝑔𝑚𝑛 +  𝑔𝑚𝑝)(𝑟𝑑𝑠𝑛 ∥  𝑟𝑑𝑠𝑝)
)

    
(3.10) 

Here Rf is negative feedback resistor, gmn (gmp) is the transconductance and rdsn (rdsp) is the output 

impedance of the NMOS (PMOS) transistor of the inverter, and CT  is the total input capacitance 

at the TIA input, 𝐶𝑇 =  𝐶𝑃𝐷 +  𝐶𝐸𝑆𝐷 + 2𝐶𝑃𝐴𝐷 + 𝐶𝑇𝐼𝐴,𝑖𝑛, where CPD, CESD, CPAD and CTIA,in are 

parasitic capacitances of photodetector, ESD devices, pads and TIA input, respectively. The input 

BW of the RX is therefore inversely proportional to CT, and additional capacitance from the pads 

and ESD significantly limit the maximum achievable data rate (MADR). For example, in 0.13-μm 

CMOS process, typical values of CTIA,in = 100 fF, 2CPAD = 160 fF, CESD = 200 fF, and CPD = 100 

fF imply that the pads and ESD constitute about 72% of total input capacitance.  

To overcome the aforementioned problems with a discrete PD, a fully monolithic CMOS PD can 

be implemented by using additional modifications to the CMOS process [10] (Figure 3.5 (b)). 

However, adding Ge to CMOS process to improve the PD performance increases manufacturing 

cost and complexity of fabrication, and is detrimental to the performance of CMOS transistors 

[11]. A Ge-based APD has high optical absorption only in 1.3-1.55 μm wavelength range, and is 

there not suitable for 850nm applications. Fully-integrated bulk CMOS PDs [12][13] have low 

responsivity, and are not very attractive for high-speed links.  

On-chip PDs have many advantages over off-chip PDs. However, they suffer from low 

responsivity. To overcome this problem, avalanche gain in APDs can be exploited to improve the 

RX sensitivity or save TX power. In Chapter 4, we describe the operation of APDs and their impact 
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on optical links, then present our design and measurement results of APDs implemented in two 

different CMOS processes.   
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Chapter 4: Avalanche Photodetector 

4.1 Working of an avalanche photodetector 

To achieve a higher responsivity, avalanche effect in a PD can be used. An APD is operated at a 

high reverse bias voltage close to its breakdown, which causes generated electron-hole pair charge 

carriers to accelerate in the depletion region and produce additional carriers due to impact 

ionization (avalanching). As a result of the avalanche effect, the effective responsivity of the APD, 

𝑅𝐴𝑃𝐷, is increased [2]: 

 𝐼𝐴𝑃𝐷 = 𝑀Ɍ𝑃𝑖𝑛 (4.1) 

 Ɍ𝐴𝑃𝐷 = 𝑀Ɍ =  
𝑖𝑠𝑒𝑛

𝑝𝑝

2𝑃𝑜𝑝−𝑠𝑒𝑛
 (4.2) 

where the avalanche multiplication gain, M, is given by [14]: 

 
𝑀 =

1 − 𝑘

𝑒−((1−𝑘)𝛼𝑒𝑤 − 𝑘
 

(4.3) 

where w is the width of the depletion region, αe is the ionization co-efficient of the electrons and k 

is the ratio of the ionization co-efficient of holes (αh) to the ionization co-efficient of electrons (αe). 

The value of impact-ionization co-efficient, (αh) and (αe), depends on semiconductor material and 

on the electric field that accelerates electron and holes [14]. Assuming αe to be  

104 cm-1 [14], w to be around 2 μm and k for silicon based APD to be 0.03 [2], we get M as 10.  

Assuming R is 0.43 A/W and M is 10, the APD has an effective responsivity of 4.3 A/W.  
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4.2 APD gain and link budget 

The multiplication gain of the APD has a huge impact on the overall link budget. Assuming similar 

link parameters as in Section 3.2.2, and RX electrical sensitivities of -15 dBm and -10 dBm at 10 

Gbps and 25 Gbps, respectively, Figure 4.1 shows the VCSEL wall-plug power required for 

different values of M. A baseline Ɍ of 0.43 A/W is assumed for the APD.  

 

Clearly, use of APDs, and improving M for the APDs can significantly reduce the overall power 

consumption of the link. Conversely, for the same laser power, the design of the RX can be 

considerably relaxed. 

Unfortunately, just like the signal, noise in the APD also experiences similar gain. Next, we 

describe different sources of noise in an APD.  

 

Figure 4.1 Effect of APD gain on RX sensitivity and Laser power 
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4.3 Noise considerations in an APD-RX 

Photodiode noise current: Noise current plays a major role in setting the sensitivity of the RX. 

APD noise current, 𝐼𝑛𝑜𝑖𝑠𝑒,𝐴𝑃𝐷,  consists of two main components – shot noise and thermal noise.  

• Shot noise is white and is a function of the PD current, and the noise bandwidth, BWnoise. 

The shot noise current (𝐼𝑆
2̅ A rms) comprises of many short pulses distributed randomly 

with time, and given by [2]. 

 𝐼𝑆
2̅  =  2𝑞𝑀2𝐹(Ɍ𝑃𝑖𝑛 + 𝐼𝐷)𝐵𝑊𝑛𝑜𝑖𝑠𝑒 (4.4) 

where F is the excess noise factor. The relationship between F and M can be shown to be [2]:  

 
𝐹 = 𝑘𝑀 + (1 − 𝑘) (2 −

1

𝑀
) 

(4.5) 

where k is the ratio of ionisation co-efficient of electron and hole. For silicon APDs, k is 

approximately 0.02 to 0.05 [2].  

Assuming R as 0.43, for Pin of -15 dBm, the desired PD signal current is RPinM = 12.9M μA, 

whereas the dark current component is only in the range of 5M nA. So, in equation (4.4), the dark 

current component can be ignored. 

• Thermal noise, 𝐼𝑇
2̅, is a function of temperature, T, and is inversely proportional to the TIA 

input resistance (RSH) which acts as the shunt load resistance for the PD. It is given by [14]: 
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𝐼𝑇

2̅  =  (
4𝑘𝑇𝐵𝑊𝑛𝑜𝑖𝑠𝑒

𝑅𝑆𝐻
) 

(4.6) 

where k is Boltzmann's constant (1.38x10-23 J/K).  

Assuming TIA input resistance to be 200 Ω and the bandwidth to be 5 GHz for a 10 Gbps RX, the 

RMS thermal noise is 0.64 μA and can be reduced by increasing the input resistance of TIA at the 

cost of RX input BW. On the other hand, the input-referred RMS noise of a CMOS TIA, 𝑖𝑛,𝑇𝐼𝐴
𝑟𝑚𝑠 , 

for 10 Gbps is usually in the range of 1 to 2 μA [2]. Hence the overall input-referred noise of an 

optical RX is often dictated by the input-referred noise of the TIA in comparison to the thermal 

noise of the APD. 

Dark Current: PDs produce a small amount of current even when they are not exposed to light, 

called dark current, IDark. IDark depends on junction area, temperature and bias voltage. For 

traditional PDs,  IDark is usually small, of the order of 5 nA [14]. In an APD, the internally generated 

dark current also undergoes amplification. However, dark current due to surface leakage (Ids) does 

not see amplification, as it does not flow through the avalanche region [15]. The total dark current 

in an APD is given by [15]:  

 𝐼𝐷𝑎𝑟𝑘 =  𝐼𝑑𝑠 + 𝑀𝐼𝐷 (4.7) 

Assuming M > 10, Ids can be ignored. 

 𝐼𝐷𝑎𝑟𝑘 ≈  𝑀𝐼𝐷 (4.8) 
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The dark current in an APD-RX results in an current offset, and must be accounted for in the RX 

design for optimal performance.  

Signal to Noise Ratio: Signal to noise ratio (SNR) is defined as the ratio of mean-free average 

signal power to the average noise power [2]. For a DC balanced signal, mean-free power is 

(𝑖𝑠
𝑝𝑝 2⁄ )

2
 [2].  Assuming equal number of ones and zeros, the noise power is calculated as sum of 

noises at zero and one,  (𝑖𝑛,0
2̅̅̅ ̅ +  𝑖𝑛,1

2̅̅̅ ̅) 2⁄  [2].  

 
𝑆𝑁𝑅 =  

(𝑖𝑠
𝑝𝑝 2⁄ )

2

(𝑖𝑛,1
2̅̅̅ ̅ +  𝑖𝑛,0

2̅̅̅ ̅) 2⁄
 

(4.9) 

 𝑖𝑛,1
2̅̅̅ ̅ =  𝐼𝑆

2̅ + (𝑖𝑛,𝑇𝐼𝐴
𝑟𝑚𝑠 )

2
=   (2𝑞𝑀2𝐹(Ɍ𝑃𝑖𝑛)𝐵𝑊𝑛𝑜𝑖𝑠𝑒 + (𝑖𝑛,𝑇𝐼𝐴

𝑟𝑚𝑠 )
2

) (4.10) 

 𝑖𝑛,0
2̅̅̅ ̅ =  (𝑖𝑛,𝑇𝐼𝐴

𝑟𝑚𝑠 )
2
 (4.11) 

 
𝑆𝑁𝑅 =

(𝑀𝑅𝑃𝑖𝑛)2

  2 ((2𝑞𝑀2𝐹(Ɍ𝑃𝑖𝑛)𝐵𝑊𝑛𝑜𝑖𝑠𝑒 + (𝑖𝑛,𝑇𝐼𝐴
𝑟𝑚𝑠 )

2
) + (𝑖𝑛,𝑇𝐼𝐴

𝑟𝑚𝑠 )
2

) 
 

(4.12) 

At very low bias voltage, the avalanche gain is negligible and hence the signal and the shot noise 

is minimal. The total noise at this lower bias voltage is dictated by the TIA noise. As the reverse 

bias increases, APD gain increases, so does the signal strength and shot noise. After avalanche 

breakdown, shot noise increases significantly as the gain is very high. There exists an optimal 

region for the bias voltage near the avalanche region where the SNR reaches its maximum, as 

shown in Figure 4.2.  
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 The optimum gain, MOPT, defined as the M which gives the maximum SNR, can be computed as:  

 𝑑(𝑆𝑁𝑅)

𝑑(𝑀)
= 0 

(4.13) 

 
𝑀3 +

(1 − 𝑘)

𝑘
𝑀 =

2(𝑖𝑛,𝑇𝐼𝐴
𝑟𝑚𝑠 )

2

 𝑞𝑘Ɍ𝑃𝑖𝑛𝐵𝑊𝑛𝑜𝑖𝑠𝑒
 

(4.14) 

An approximate solution can be shown to be: 

 

𝑀𝑂𝑃𝑇  ≈  √
2(𝑖𝑛,𝑇𝐼𝐴

𝑟𝑚𝑠 )
2

 𝑞𝑘Ɍ𝑃𝑖𝑛𝐵𝑊𝑛𝑜𝑖𝑠𝑒

3

 

(4.15) 

Figure 4.3 shows the SNR for the RX based on equation (4.16), assuming k = 0.03 for silicon APD 

[2] with a baseline responsivity of 0.43A/W and an incident optical power of -30 dBm. The RMS 

receiver noise is assumed to be 1.4 μA at 10 Gbps [2].  

 

Figure 4.2 APD signal and noise currents 
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4.4 Design challenges for APD-RXs  

Despite the advantages of CMOS APDs, there are certain drawbacks that have limited their 

practical use. Next, we describe these drawbacks, and propose solutions to overcome them.  

4.4.1 Need for large bias voltage  

APDs in bulk CMOS process require bias voltage of up to 10 V [4]. Even the Ge-based APDs 

require high bias voltages. Figure 4.4  shows the bias voltage requirement for different APDs. As 

the nominal voltage supplies on bulk CMOS processes are typically limited to 3.5 V (for I/Os), 

this has resulted in APDs being used only as external components. In Section 5.4, we present an 

on-chip voltage booster to generate the required APD voltage in a standard CMOS process.   

 

Figure 4.3 SNR vs. APD gain 
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4.4.2 Limited gain-bandwidth of APD  

Bandwidth of the APD, BWAPD, is dependent on three main factors: (i) the parasitics of the APD 

(RAPD, CAPD), (ii) the transit time (𝜏𝑇𝑅) of the photocarriers in the depletion region, and (iii) the 

slow diffusion component in the photocurrent [14].  

The parasitics of APD is mainly because of reverse biased APD junction capacitance CPD and the 

electrical contact resistance RPD. The packaged APD also has additional parasitics due to pads, 

ESD, and bondwires. Ignoring the packaging parasitics, the time constant of the APD, 𝜏𝑅𝐶, can be 

shown as [2]: 

 

Figure 4.4 Reverse bias voltage vs. bandwidth of APD. 
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 𝜏𝑅𝐶 =  𝑅𝐴𝑃𝐷𝐶𝐴𝑃𝐷 =  𝑅𝐴𝑃𝐷 (𝜀𝐴
𝑤⁄ ) (4.11) 

where ε is the permittivity, A is the area of active region and w is the width of the depletion region. 

The transit time can be defined as the time taken by the carriers to drift through the depletion 

region. Assuming the drift velocity is 𝜐𝑑 and the depletion width is w, the transit time constant can 

be shown as [2]: 

 𝜏𝑇𝑅 =
𝑤

𝜐𝑑
 

(4.12) 

The photon absorption outside the depletion region results in slow diffusion current. The free 

carriers generated outside must diffuse to the depletion region boundary, which is a slow process. 

This leads to pulse spreading [14]. There are many techniques to prevent the slow diffusion current 

from reaching the depletion region. One of the techniques is to increase the depletion region width 

so that most of the incident light is absorbed within the depletion region [14], hence minimizing 

the effect of slow diffusion current on the BW of the APD. The APD BW, BWAPD, is, therefore, 

mainly a function of its parasitics and transit time constants and can be shown as [2][14]: 

 𝐵𝑊𝐴𝑃𝐷 =  
1

2𝜋(𝜏𝑇𝑅 + 𝜏𝑅𝐶  )
 (4.18) 

 𝐵𝑊𝐴𝑃𝐷 =  
𝑤

2𝜋 (𝑅𝐴𝑃𝐷𝜀𝐴 + 𝑤2
𝜐𝑑

⁄ )
 (4.19) 

With increase in the reverse bias voltage, the width of the depletion region, w, increases. Thus, 

more electron-hole pairs are generated, resulting in higher multiplication gain of the APD. The 
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relationship between M and w is given by equation (4.3). However, generation and collection of 

the secondary electron-hole pair (carrier multiplication) takes additional time [14]. This additional 

time requirement for generation of electron-hole pair cannot be achieved at high frequency which 

results in gain reduction [14]. This sets the trade-off between gain-BW product [14]. Thus, to a 

first order, changes in reverse bias voltage do not impact the gain-BW product for an APD [2]. 

Typical gain-BW product for a silicon APD ranges from 300 to 800 GHz [4][10][16]. 

4.4.3 Sensitivity to reverse bias voltage and temperature  

The gain of the APD fluctuates with change in the chip temperature and the applied reverse 

bias[15]-[18]. Performance of the APD is also subjected to random process variations during its 

manufacturing.  

Several ideas have been proposed in prior-art to maintain steady gain and BW of APD using 

temperature monitoring and compensation techniques. These systems sense the temperature and 

compensate for the variations either by changing the bias voltage of the APD or by heating or 

cooling the APD. [20] uses the cooling characteristic of a Peltier cell in conjunction with a 

thermistor to maintain a constant low temperature for APD, as shown Figure 4.5(a). This 

implementation is, however, difficult to realize in standard CMOS technology. [21][22] uses a 

temperature sensor in the vicinity of APD to maintain a stable bias voltage with a pre-tabulated 

temperature vs. APD bias voltage data, as shown in Figure 4.5(b). The pre-tabulated data is 

obtained with a standalone APD. However, generating an accurate pre-tabulated data for a 

monolithic implementation where the temperature of the APD and the RX changes together over 
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time is difficult. [20] and [23] uses thermistor based logic to compensate for the change in 

temperature by changing its bias voltage.  

[24] uses clock and data recovery (CDR) logic to make decisions based on eye quality. This 

technique increases complexity and is only applicable in implementations where the CDR is 

implemented on the same chip. [25] and [26] uses matched APDs, one biased in unity-gain region 

and another biased in high-gain mode through a feedback loop to attain constant multiplication 

gain, as shown in Figure 4.5(c). The main difficulties in these implementations are the required 

matching of APDs, defining and maintaining unity-gain bias.  

 

Figure 4.5 (a) Heating/Cooling APD. (b) Temperature sensors to monitor APD temperature and alter bias 

voltage. (c) Dumpy APD to stabilize APD bias voltage. 
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In Chapter 5, we propose the first fully-integrated optical RX with on-chip biasing, tuning and 

stabilization of APD in a standard CMOS process using nominal voltage supplies.  The details of 

the implemented APDs are provided next.  

 

4.5 CMOS APD design 

APD is basically a PN diode which is reverse biased. Figure 4.6 and Figure 4.7 show the N+/P 

well and P+/ Nwell based APDs implemented in 130nm CMOS process, respectively. At the 

junction edges, high concentration of electric field can result in premature breakdown. This can 

result in lower breakdown voltage and hence lower multiplication gain. In order to facilitate high 

electric field concentration at the junction, guard rings are used. In [27], various guard ring 

structures are discussed and it is shown that APD with shallow trench isolation (STI) guard rings 

have best performance. Therefore, in our designs, we have used STI guard rings to enhance 

breakdown voltage and to provide higher avalanche gain.  

N+/Pwell junction based APD suffers from slow diffusion current at Pwell – Psubstrate junction. 

When light penetrates into the depletion region, it creates electron-hole pairs leading to diffusion 

current. The penetration depth of light in silicon is around 20 μm which is more than the depth of 

the depletion region (around 2 μm). Thus, there is a very high chance for the light to enter the P-

substrate and produce electron-hole pair which results in a slow diffusion current. When this slow 

diffusion current reaches the depletion region, it will increase the total signal current and hence 

improve responsivity. On the other hand, due to slow diffusion, the bandwidth of the APD is 
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reduced. We use Deep N-well to shield Pwell from Psubstrate to prevent the slow diffusion current 

from reaching the depletion region in order to boost the bandwidth of the APD. 

4.6 CMOS APD measurements  

APDs are fabricated and measured in 130 nm and 65 nm CMOS processes. N+/P well/Deep Nwell 

and P+/ Nwell/Deep Nwell based APDs, shown in Figure 4.6, are fabricated in 130 nm. However, 

because of pad placements (discussed in Chapter 6), P+/ Nwell APDs could not be tested. N+/P 

well and P+/ Nwell based APDs fabricated in 65 nm CMOS are shown in Figure 4.7. In the 65 nm 

CMOS technology, available to us, a deep well is not present. Thus, the N+/P well showed a lower 

bandwidth due to the slow diffusion current reaching the diffusion region.  

Different structures of APD are fabricated with varying optical opening window (l × l). The 

effect of l on the capacitance of the APD is given by: 

 𝐶𝐴𝑃𝐷 =  (𝜀𝑙2

𝑤⁄ ) (4.21) 

Thus, a smaller APD opening, l, helps in reducing the capacitance, but also result in alignment 

difficulties.  

The measurement set-up is shown in Figure 4.8. An 850 nm VCSEL die is used as an optical 

source and its output is coupled to the fiber using a collimated lens set-up with a coupling 

efficiency of 50%, where the optical power of the VCSEL output is measured using an optical 

spectrum analyser (Agilent 86146B). The coupled light of –12 dBm is flashed on the APD using 

a 50/125µm multimode lensed fiber, where the coupling loss between the fiber and the APD 
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interface is approximately 2 dBm. Next, the VCSEL is modulated with an alternating data pattern 

(1010) from a pattern generator (Anrtisu MP1800A) and using the setup shown in Figure 4.8, the 

output of the APD is directly connected to an electrical spectrum analyser (Rohde & Schwarz 26.5 

GHz FSW Spectrum Analyser).  

APD IV curve and gain, M vs. reverse bias voltage curve is shown in Figure 4.9 and Figure 4.10 

respectively for 130nm N+/P well/Deep Nwell. At low bias (0.2 V), the gain is almost unity. The 

gain of the APD is calculated as the ratio of photocurrent at a given bias to the photocurrent at 0.2 

V. The gain of the APD near avalanche breakdown is measured to be 778. Figure 4.11 shows the 

effect of bias change on APD’s normalized large-signal frequency response. Because of the low 

incident power on the APD, and lack of an external pre-calibrated TIA in our measurement setup, 

small-signal frequency response could not be measured due to low output current levels. It also 

 

Figure 4.6 APD structure fabricated in 130 nm CMOS 
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posed a restriction for pulse response, which is often an alternative method to characterize the 

small-signal frequency response of a PD. Instead, the VCSEL is modulated with alternating data 

pattern from 0 to 0.8 V, and the output electrical current from the APD is observed on a 50 Ω 

spectrum analyzer. As the frequency of the alternating data pattern is swept from few hundreds of 

MHz to GHz, the output power is recorded, and thus, a large-signal frequency response is obtained. 

Normalized frequency responses of 65 nm APDs with core area of 40 μm × 40 μm, 30 μm × 30 

μm and 20 μm × 20 μm are shown in Figure 4.12. The die images are shown in Figure 4.13 and 

Figure 4.14. Table 4.1 compares the performance of the APDs to prior-art.  

 

 

  

 

Figure 4.7 APD structure fabricated in 65 nm CMOS 
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Figure 4.9 IV curve of N+/Pwell/Deep Nwell APD fabricated in 130 nm CMOS 

 

 

Figure 4.8 Frequency response measurement set-up for APD 
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Figure 4.11 Effect of reverse-bias on APD bandwidth in 130 nm CMOS 

 

 

Figure 4.10 M vs. reverse bias voltage of the APD fabricated in 130 nm CMOS  
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Figure 4.12 Effect of core area on APD bandwidth in 65 nm CMOS 

 

 

 

 

 

 

Figure 4.13 Die image of APDs in 130 nm CMOS 
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 [MJLeeOE2010] [jsyung2012] [JSYoun15] This work 

Process 65 nm 130 nm 65 nm 130 nm 65 nm 

APD 

Structure 

N + /P-well Deep 

Nwell 

P+/Nwell P+/Nwell N + /P-well 

Deep Nwell 

P+/Nwell 

Optical 

Window 

30 x 30 μm 10 x 10 μm 10 x 10 μm 30 x 30 μm 20 x 20 μm 

Bandwidth 

(GHz) 

3.2 6.3 5 3.5* 6.2* 

Gain (M) 569 - 14.4 987  

 

Table 4.1 Performance summary of CMOS APDs and comparison to prior art 

*large signal bandwidth 
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Figure 4.14 Die image of APDs in 65 nm CMOS 
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Chapter 5: Monolithic CMOS optical receiver  

In this chapter, we propose a fully-integrated optical RX with on-chip biasing, tuning and 

stabilization of APD in a standard CMOS process with nominal voltage supplies. Figure 5.1 

presents a simple block diagram of the proposed system, where the APD is designed in the same 

bulk CMOS 130nm process as the RX circuits in order to reduce cost, manufacturing complexity, 

bondwire crosstalk, and parasitics. Due to monolithic integration, no external signal pads or 

additional ESD structures are needed. The APD-RX system can be broadly divided into two 

segments – high-speed data path and APD bias-generation and control path, as shown in Figure 

5.2. The slow drift of the TIA output provides the temperature-dependent variation of the APD 

characteristics. A control block uses this information to stabilize the bias of the APD. Next, we 

describe the different blocks in more detail.  

 

 

Figure 5.1 Fully-integrated APD-RX in standard CMOS process. 
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5.1 Transimpedance amplifier 

The high-speed RX path is shown in Figure 5.2. A TIA converts the current signals from the APD 

to voltage signals, followed by main amplifiers (MAs) for further voltage amplification. As TIA 

is the first block in the electrical RX link, gain, noise and bandwidth of the TIA are imperative to 

the overall receiver’s performance.   

The Friis equation shown below gives the noise figure of receiver: 

 𝐹 = 𝐹1 +  
𝐹2 − 1

𝐺1
+  

𝐹3 − 1

𝐺1𝐺2
+  ⋯ +  

𝐹𝑁 − 1

𝐺1𝐺2 ⋯ 𝐺𝑁−1
 (5.1) 

where Fi and Gi are noise figure and power gain of ith block in the link. For the optical receiver, 

we have:  

 𝐹 = 𝐹𝑇𝐼𝐴 +  
𝐹𝐵𝐴𝐿𝑈𝑁 − 1

𝐺𝑇𝐼𝐴
+  

𝐹𝑀𝐴 − 1

𝐺𝑇𝐼𝐴𝐺𝐵𝐴𝐿𝑈𝑁
+  

𝐹𝐵𝑈𝐹 − 1

𝐺𝑇𝐼𝐴𝐺𝐵𝐴𝐿𝑈𝑁𝐺𝑀𝐴
 (5.2) 

 

Figure 5.2 Front end of the APD-RX. The high-speed circuits are designed by A. H. Ahmed. 
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where FTIA (FBALUN and FMA) and GTIA (GBALUN and GMA) are the noise figure and gain of TIA 

(Balun and MA), respectively. From equation (5.2), for receivers where the gain of the TIA is 

large, the noise contribution of the TIA is dominant, and noise of the successive stages are 

attenuated by GTIA. Minimizing the Input referred noise of the TIA would improve the overall noise 

figure of the receiver. If the gain of the TIA is not sufficiently large, as is usually the case for 

CMOS TIAs with limited supply voltages, the noise performance of the second stage is also 

important.    

The -3dB transimpedance BW of the TIA, BWTIA, plays a crucial role in setting the overall BW of 

the RX. The input bandwidth of the receiver, BWTIA,i, for an inverter based TIA, can be shown to 

be inversely proportional to CT, the total input capacitance at the input of the TIA [3]. This input 

capacitance sets a limit on the TIA bandwidth. A good discussion for an inverter-based TIA design 

is given in [28]. The output of the PD is single-ended and is sensitive to ground bounce. As 

differential designs are preferred in an RX, a differential TIA driven by a PD and a dummy PD 

can be implemented [29], where the dummy PD does not have any light incident on it. A more 

common architecture is shown in Figure 5.3. The single-ended output of the TIA is connected to 

a differential amplifier, with the other input of the differential amplifier connected to a replica TIA. 

However, these methods cause mismatch in gain and phase of the differential output, resulting in 

asymmetric signals. Moreover, dummy TIA also increases the power consumption of the RX. Let 

us consider the noise performance of the differential amplifier in Figure 5.3 in more detail. 
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Transistor M1 is connected to the output of the TIA and M2 is connected to a dummy TIA for 

better matching. Transconductance (gm) and the load (R) of both the transistors M1 and M2 are 

assumed to be matched. The output referred noise, 𝑉𝑜,𝑛
2̅̅ ̅̅̅, and the input referred noise, 𝑉𝑖,𝑛

2̅̅ ̅̅ , of the 

differential amplifier can be calculated as follows: 

 𝑉𝑜,𝑛
2̅̅ ̅̅̅ = 2[4𝑘𝑇𝑅 + 4𝑘𝑇𝛾𝑔𝑚𝑅2] = 8𝑘𝑇𝑅[1 + 𝛾𝑔𝑚𝑅] (5.3) 

 𝑉𝑖,𝑛
2̅̅ ̅̅ =

8𝑘𝑇𝑅[1 + 𝛾𝑔𝑚𝑅]

(𝑔𝑚𝑅)2
=

8𝑘𝑇[1 + 𝛾𝑔𝑚𝑅]

𝑔𝑚
2 𝑅

 (5.4) 

 

 

Figure 5.3 A differential amplifier to convert single-ended TIA output to differential signals for the MAs 
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In the proposed system, a single-ended inverter-based push-pull TIA is followed by a self-noise 

cancelling active balun to convert the single ended TIA output to differential signals. Figure 5.4 

shows the active balun implementation, inspired by noise-cancelling low noise amplifiers [30].  

 

Vin represents the single-ended signal from the TIA, Rs is the output resistance of the TIA, VB is 

the gate bias for the common-gate transistor M2, and VP and VN are differential signal outputs. 

Here, gm1 and gm2 are transconductance of transistors M1 and M2, respectively. R4 and R3 are the 

loads seen by M1 and M2 transistors and can be approximated to 1/gm4 and 1/gm3, respectively. It 

can be shown that for matched swings at VP and VN, 𝑔𝑚1𝑅4 =  𝑔𝑚2𝑅3. It can also be shown that, 

if 𝑅𝑠 =  1/𝑔𝑚2, the effective noise of M2 is cancelled. The gain of the balun, ABalun, can then be 

shown to be: 

 

Figure 5.4 A noise-cancelling active balun to convert single-ended TIA output to differential signals for 

the MAs. Designed by A. H. Ahmed. 
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 𝐴𝐵𝑎𝑙𝑢𝑛 =  𝑔𝑚2𝑅3 (5.5) 

Considering noise from other sources, M1, R3 and R4, we can calculate the output referred noise, 

𝑉𝑜,𝑛
2̅̅ ̅̅̅, and the input referred noise, 𝑉𝑖,𝑛

2̅̅ ̅̅ , as follows: 

 𝑉𝑜,𝑛
2̅̅ ̅̅̅ = 4𝑘𝑇𝑅[2 + 𝛾𝑔𝑚𝑅] (5.6) 

 𝑉𝑖,𝑛
2̅̅ ̅̅ =

4𝑘𝑇[2 + 𝛾𝑔𝑚𝑅]

𝑔𝑚
2 𝑅

 (5.7) 

Comparing this with equation (5.8), the input referred noise of the active balun is less than that of 

a differential amplifier with dummy TIA. The active balun is followed by 4 stages of MAs, with 

each stage implemented as a differential amplifier employing shunt-peaking active inductors for 

bandwidth extension [31]. The amplified signal is finally buffered to the output using 50Ω drivers 

for measurement purposes. The output signal has a peak-to-peak signal swing of 300mV.  

The output of the MA is low pass filtered and sent to an error amplifier for offset cancellation. The 

low pass filter (LPF) is implemented as a simple RC filter with a fixed capacitance of 2.3 pF and 

a 4-bit thermometric tunable resistor bank with four 12 kΩ MOS-resistors.  

The power consumption of the RX is summarised in Table 5.1. The measured eye diagram for the 

RX, for 8Gbps PRBS7 electrical input, is shown in Figure 5.5. The electrical -3dB BW of the RX 

is measured to be 4.6 GHz, as shown in Figure 5.6. The optical source (VCSEL) was damaged 

during the measurements, so an optical eye-diagram could not be measured. The die image is 

shown in Figure 5.7. 
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Figure 5.5  Electrical eye diagram of the RX at 8 Gbps 

Circuits Power Consumption (mW) 

TIA 1.68 

Balun and MA 3.84 

Total Power 5.52 

Output Buffers 25.32 

 

Table 5.5.1  RX power consumption 
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5.2 Control loop 

 Figure 5.8 shows a detailed block diagram of the entire APD-RX system. A closed control 

feedback loop tunes the voltage bias of the APD and stabilizes it for temperature variation. A 

voltage booster inside the loop generates the large voltage bias needed for the avalanche operation 

of the APD. 

As described in Chapter 3, the performance of APD is sensitive to the reverse bias voltage and 

temperature, and all of the prior-art in bias stabilization circuits have been limited to off-chip 

 

Figure 5.7 Die image of TIA fabricated in 130 nm CMOS 

 

 

 

Figure 5.6 Electrical S21 measurements of the RX 
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implementations. Typically, a shift in temperature by 1°C changes the APD bias by 0.05% [10] 

for Silicon APD and 0.2% [2] for Ge APD. To maintain a stable performance, either a constant 

operating temperature can be maintained for the APD, or the bias voltage of the APD can be tuned. 

Heating/cooling APD is power inefficient, bulky and not easily compatible for CMOS monolithic 

applications.  

Based on the fact that any change in temperature leads to change in APD I-V characteristics 

[4][15][18], no temperature sensors are needed in the proposed system. A change in the biasing of 

the APD due to temperature variations leads to a change in its responsivity, and therefore, the 

overall gain of the CMOS receiver is also affected. The average of the signal extracted at the output 

of the MA using a low pass filter has the information of the varying responsivity of the APD. 

Because the high-speed signal path inherently has a low pass filter in the offset correction loop so 

as to effectively ac-couple the incoming high speed current from the APD, the output of this LPF is 

 

Figure 5.8 Block diagram of the proposed APD-RX system. 
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tapped by both the error amplifier of TIA, as well as a 7-bit successive approximation register-

based (SAR) ADC. The SAR ADC is briefly described in Section 5.3. The digitalized output from 

the ADC is processed by the control logic to generate a control voltage, VREF, from a 7-bit Digital 

to Analog Converter (DAC). VREF is then boosted by the voltage booster as described in Section 

5.4 , and applied to the APD as a reverse-bias. 

 The output signal current of the APD shows a steady rise with increasing reverse-bias voltage till 

the breakdown voltage. Beyond the breakdown voltage, there is an exponential increase in the 

noise current leading to saturation of the RX. If we consider the low pass envelope output as a 

function of the reverse-bias voltage, we see that there is a steady increase in derivative of the slope 

till the photodetector reaches the avalanche region. Near the avalanche region there is a sudden 

increase in the derivative of the slope as a result of avalanche effect, and beyond the avalanche 

 

Figure 5.9 (a) APD IV curve shows APD breakdown due to very high biases and (b) Derivative of the 

average TIA output vs. the reverse bias voltage 
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region the derivative of the slope reduces as the current becomes nearly linear. Thus, the plot for 

the second derivative of the low pass filter output (∆2VLPF) vs. the reverse-bias voltage peaks near 

the avalanche region as shown in the Figure 5.9 (a). 

A modified hill-climbing algorithm is implemented in the digital control to track the peak in the 

second derivative of LPF output which is a function of the bias voltage of the APD. In Figure 5.9 

(a), the yellow circle indicates the avalanche region. Note that if the reverse-bias voltage of the 

APD is increased much beyond its avalanche point, the diode can get permanently damaged due 

to very high currents flowing through the APD as shown in Figure 5.9 (a). Therefore, a major 

difference between conventional hill-climbing algorithms and the proposed algorithm is that the 

algorithm takes the slope at avalanche, ∆xref, as input and doesn’t allow the system to overshoot 

this value. The reference slope, ∆xref, is fed to the control logic based on the characteristic 

 

Figure 5.10 Control logic FSM for APD bias stabilization 
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calibration of the APD. The control algorithm also takes into account shifts in I-V curve because 

of temperature effects while setting the bias of the APD.  

The logic implemented for the control algorithm has four states – START, UP, DOWN and WAIT. 

Figure 5.10 shows the FSM of the control logic. The system is reset at the START state. In the UP 

or DOWN state, the control voltage is incremented or decremented respectively. In the WAIT 

state, the control voltage is kept steady. The step size of the control voltage may be incremented 

or decremented in steps of one or two to achieve faster settling. 

At every clock cycle, the present ADC value, x(n) is compared with the previous value, x(n-1) and 

the difference between them is computed, ∆x. This difference is then compared with the reference 

slope, shown in Figure 5.11 (a), [∆ref =∆xref - |∆x|]. The control remains in UP state until it reaches 

  

Figure 5.11 Control logic cases: (a) locking at the avalanche region (b) dithering at the top (c) positive 

temperature drift, and (d) negative temperature drift 
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the avalanche region. Once it reaches avalanche it either moves to wait state or dithers at the top 

based on the value of ∆ref as shown in Figure 5.11 (a) and Figure 5.11 (b). The cases for positive 

and negative temperature drift are highlighted in Figure 5.11 (c) and Figure 5.11 (d), respectively. 

As shown in Figure 5.11 (c), if there is a rise in temperature, the bias voltage is increased to lock 

to the avalanche region of the shifted curve. Similarly, the loop adjusts the bias voltage in case of 

a temperature fall.  

The control logic is written in Verilog and synthesized. Total area occupied by the synthesized 

control logic is 100 μm×100 μm, clocked at 8 MHz. Simulation results for APD-RX system are 

shown in Figure 5.12. Figure 5.12 (a) shows the high-speed output current of the APD as a function 

of time. Figure 5.12 (b) plots the LPF output, which is equivalent to the average value of the APD 

 

Figure 5.12 Transient response of APD-RX system. (a) APD current, (b) LPF output and (c) APD bias 

voltage. 

 

 

 



56 

 

current. As seen in Figure 5.12 (c), the control loop ensures that the bias voltage of APD is slowly 

increased till it reaches the avalanche region and then is kept steady. The ripple after settling 

is 5mV.  

5.3 Analog-to-digital converter 

The output of the LPF used in the offset-cancellation feedback path also extracts the slow DC drift 

associated with the data signal due to APD bias variation. The filter cutoff is decided based on the 

required range of offset cancellation of TIA and rate of APD bias variation. The extracted DC drift 

is then fed into a SAR ADC, as shown in Figure 5.13. The SAR logic is coded in Verilog and 

synthesized. The total area of the SAR logic is 150 μm × 150 μm.A 7-bit binary-weighted capacitor 

bank, C0 to C7, is used in the DAC. Each capacitor is implemented as a sum of parallel unit 

capacitors with a unit capacitance, C0, of 56 fF. This the minimum mimcap available in the 130 

nm CMOS technology and dictates the overall size of the DAC. Each unit capacitor is accompanied 

by its switch with either connects it to supply or ground based on the control bit from the SAR 

logic. To optimize the area of the DAC, switches are placed under the unit capacitors. Under ideal 

conditions the resolution of an N-bit ADC is 2N. However, due to mismatch, noise and distortions 

the resolution of ADC is reduced, represented by an effective number of bits (ENOB). 

Design and layout of the DAC capacitor bank determines the linearity of the ADC. Any mismatch 

in the capacitor bank increases non-linearity leading to spurs and degrades the ADC ENOB. 

Mismatches can be broadly classified as systemic, gradient or random.  
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Systemic mismatch arises due to asymmetric circuit or layout design. Mismatch in wire 

length/loading and use of different capacitor/resistors leads to mismatch. This could be minimized 

by careful design techniques. While designing a capacitor bank to minimize systemic mismatch, 

multiple replicas of smaller unit capacitors are used instead of a large single capacitor. This ensures 

better matching of the capacitor bank.  

Gradient mismatch is the mismatch over longer lengths across the chip arising during the chip 

fabrication. This can be minimized by following simple layout techniques. Devices are placed 

close to each other to ensure similar working temperature and supply. The size and the orientation 

of the unit devices are kept uniform. Common-centroid arrangement is followed, which reduces 

gradient mismatch and parasitic mismatch in layout. As shown in the Figure 5.14, capacitors are 

arranged in a square matrix with smaller capacitors near the center and larger capacitors at the 

  

Figure 5.13 Block diagram of the SAR ADC. Comparator and SAR logic is designed by M. Al-Taha. 
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outer edge. Black squares represent dummy capacitors placed to ensure symmetric fringe 

capacitances between the capacitor plates.  

 

Random mismatch mainly arises because of variation in process parameters during lithographic 

process. Device length, doping concentrations, sheet resistance/capacitance, and etching length 

vary during fabrication. One way to minimize the effect of random mismatch is to increase the 

area/perimeter ratio. Square shapes assure minimum etching mismatch error for a given area. Thus, 

capacitors are kept square to minimize over-etching mismatch. Dummy capacitors prevent uneven 

lithography from encroaching on the array. A dummy capacitor perimeter provides a better 

matching, however, it is not used due to area limitations.  

  

Figure 5.14 Common-centroid arrangement of 7-bit capacitor DAC.  
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An identical 7-bit capacitor DAC, as used in the ADC, operates on the output of the digital control 

logic to drive the voltage booster as shown in Figure 5.8. 

Parasitic capacitance from the top plate of the capacitor array, Cx, at node X in  Figure 5.13, affects 

the overall performance of the ADC and degrades the ENOB. After the first-pass layout, Cx was 

extracted as 1.2 pF, which degraded the ENOB to < 2. To minimize the parasitic capacitance of 

the routing, all wire of top-plates of the capacitor array are made to be of minimal width and the 

unit capacitors are kept at the minimum distance. Top metal layers are used for routing, but the top 

most layer is avoided as the minimum width design rule check (DRC) requirements for the top 

metal layer is very large in the 130 nm CMOS technology available to us. After several layout 

iterations, Cx is reduced to 488 fF, with an ENOB of 4.4. Both integral non-linearity (INL) and 

differential non-linearity (DNL) are simulated to be less than 1.  

 

 

Figure 5.15 Die image of ADC and controller 

 

 

ADC 

DAC Control 
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5.4 Voltage booster 

In order to provide the high reverse-bias voltage needed for the APD from an external supply of 

2.5V, a fully integrated voltage booster is implemented to generate up to 12 V (VDDHI). Figure 

5.16 (a) shows the simplified schematic of the proposed voltage booster. The power for the voltage 

booster is provided through, VREF, which can be swept from 0.5V to 2.5 V. VREF can also be 

controlled from the output of a DAC, as described later in Section 5.3. A bias voltage, Vbias, 

controls the dropout across the transistor M1 to provide a variable supply, VDDX, to a pair of 

inverters driven by differential clock phases, CLK and CLKB. Although provided externally in 

our prototype, these differential signals can be easily generated by an on-chip ring oscillator. The 

output of the inverters swing from 0 to VDDX, and can therefore be varied as needed. VDDx also 

provides the input voltage to the core of the voltage booster.  

The core of the voltage booster is based on a Dickson voltage multiplier [32]. Figure 5.16 (b) 

shows a conventional NMOS based Dickson voltage booster in which diode-connected NMOS 

transistors are connected in series, and the intermediate nodes share capacitors. The bottom plate 

of these capacitors are connected to differential phases of a clock in an alternating fashion. A 

disadvantage of the traditional Dickson architecture is that the diode connected NMOS transistors 

turn-off when the gate-source bias falls below the threshold voltage VTN. The threshold drop can 

be compensated by using a back-compensated voltage booster implemented using PMOS 

transistors, as proposed in [33]. A PMOS transistor requires a negative gate-source voltage below 

its threshold to remain ON. As shown in Figure 5.16 (c), a negative gate-source bias voltage is 

provided by a diode connecting the PMOS gate to the source of the previous stage instead of the 
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traditional diode connection. The voltage of the intermediate nodes increases across the stack 

where the top plates of the capacitors are connected. As the bottom plates of the capacitors are fed 

with differential signals of the same swing, these charge pump architectures impose a high voltage 

stress on the capacitors of the last few stages.  

  

Figure 5.16 (a) Voltage booster circuit (b) Conventional Dickson voltage multiplier [32] (c) Back-

compensated voltage multiplier [33] and (d) Implemented voltage booster core. The voltage booster is 

designed by A. Sharkia.  
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A modified version of the threshold-compensated PMOS rectifier based voltage booster core is 

shown in Figure 5.16 (d), where voltage drops are limited to no more than 2.5 V (maximum value 

of VREF) between any two nodes of any of the capacitors or transistors. Furthermore, thick-oxide 

I/O transistors and MIM capacitors are used. This allows the proposed circuit to achieve high 

voltages in standard CMOS process without reliability issues.  

The proposed voltage booster has 11 cascaded stages. Ideally, each stage should increase the 

voltage by VREF – VTP, however, due to leakage and parasitics, the amount by which the voltage 

is increased in each stage diminishes as more stages are added. The voltage booster works with a 

wide range of clock frequencies, from 120 MHz to 2.4 GHz. Higher frequencies are preferred to 

minimize the output ripple and the overall circuit area. However, synthesis of a high frequency 

clock consumes power, leading to a tradeoff between power consumption and output ripple and 

area of the voltage booster. To further reduce the ripple two boosters cores can be used in parallel 

with opposite clock phase. The output of the voltage booster can be varied from 0 V to 12 V 

through Vbias (VDDX). The voltage booster occupies an area of 330 µm × 140 µm, mostly limited 

by the area of the capacitors. The measurement result of the voltage booster is shown in Figure 

5.17. The measured output voltage, VDDHI, is plotted as a function of VREF in Figure 5.17. With a 

nominal I/O supply of 2.5 V in this process, the voltage booster output varies from 0 to 7.42 V. 

The power consumption of the voltage booster is 2.4 mA. The die image is shown in Figure 5.18. 
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Figure 5.18  Measured output vs. input voltage characteristic for the voltage booster. 

 

 

 

Figure 5.17 Die image of voltage booster fabricated in 130 nm CMOS 
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Chapter 6: System design considerations 

In this section, we discuss various challenges faced during the design, layout and measurement of 

the APD-RX system, and the steps taken to solve them. An optical probe-station was custom-

designed for carrying out the 850 nm optical measurements, and key considerations are described 

here.  

 

Figure 6.1 (a) Bondwire model and (b) Bondwire simulation model 
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6.1 Packaging model  

CMOS dies are generally packaged for commercial applications. The pads of the CMOS die are 

electrically connected to the package through wirebonds or flip-chip bumps. Wire bonds are most 

commonly used for packaging as it is cheaper. Gold or Aluminum bondwires of 25– 250 µm in 

diameter is usually used depending upon the application. In this design, we used CQFP80 pin 

package with gold bonds. These wirebonds have low resistance but are dominated by inductance.  

The estimated parasitic inductance is around 1nH per millimeter of its length.  

In a differential circuit, a fixed DC current drawn from the supply is steered between two branches. 

On the other hand, in single ended circuits, when an AC current is drawn from the power supply 

through the bondwires, data dependent fluctuation is experienced at the supply node of the chip, 

as shown in Figure 6.1(b). These voltage fluctuations severely affect the performance of high speed 

circuits.   

The package model was not included during the chip design, which severely affected the measured 

performance. The bondwire inductance for the CQFP80 package used in our design is estimated 

to be 5 nH. The performance of RX with and without bondwire model in simulation is shown in 

Figure 6.2.  
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Figure 6.2 Effect of bondwire 
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6.2 Latchup 

During the measurement of the first prototype chip, we found excess current being drawn between 

supply and ground due to a low resistance path causing permanent damage. Upon investigation, 

we realized that we had ignored many latch-up DRC errors. Furthermore, the ESD structures were 

not sufficient to provide the required protection.  

Latchup and various techniques to mitigate them are discussed in detail in Appendix A. For the 

second protoype, all of the recommended guidelines as prescribed by the DRC file, and discussed 

in the Appendix A, were employed to minimize the occurrence of latchup.  

 

6.3 Printed circuit board 

As discussed in Section 6.1, wire-bond affects the performance of high speed systems. Probing the 

die eliminates the need for wire-bonds and is generally preferred for rapid testing of designs which 

are sensitive to bond wire or in systems where the length of wire-bond cannot be customized. 

Systems with few I/O pads can be tested using a semiconductor probe station, where RF probes 

are used for high speed I/O pads and DC wedges ranging from 12 to 20 pins are used for power 

supply, biases and control signals (up to few tens of MHz). However, with the increase in number 

of I/O pads, it becomes cumbersome to perform probe-test. As our prototype had large number of 

I/O pads, it was packaged and tested on a printed circuit board (PCB) fixture. However, our first 

prototype chip lacked accessibility to many of the intermediate nodes, which made the debug 

difficult during the test process. In the second design, standalone test structures and the APD-RX 
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system with visibility to internal nodes were included. TIA output and optical input to the PD were 

probed, while rest of the pads were packaged. A PCB was designed for testing the chip, as shown 

in Figure 6.3. A 2-layer board with 1 oz copper trace thickness was designed, where the top metal 

layer was used for routing and rest of the area was covered with ground plane. The bottom layer 

was mainly used as ground shield. Top and the bottom ground plan were shorted using via arrays.  

 

Following are some of the considerations behind layout and PCB design and testing: 

 

  

  

Figure 6.3 PCB test fixture 
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• If some of the pads are probed and some are wirebonded for testing, care must be taken to 

during CMOS layout and PCB layout to facilitate probing. If the probing pads are too close 

to the wirebonded pads, probe heads could push the wirebonds leading to shorts or even 

damage the wirebond. Based on probes used (Cascade GSSG, Cascade GSG, GGB GSSG), 

250 μm is a safe buffer distance to maintain between probing pads and the nearest adjacent 

wirebond pads in all directions during layout, as shown in Figure 6.4. 

• VCSELs and APDs require connection to optical fibers. Optical fibers should also be 

considered as probe and given a buffer of 250 μm.   

• Components with a height more than a couple of millimeters (headers, SMA, MMCX, 

potentiometers etc.) soldered on the PCB in the direction of probing can block the probe 

and prevent it from landing. At least 3 cm of clearance should be provided on the PCB for 

the probe, as shown in Figure 6.5. Shorter surface mount devices (SMDs) like capacitors 

or resistor can be easily placed as needed.    

 

Figure 6.4 PAD clearance for wirebonding and probing 
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• Low-dropout regulators (LDO) are used on the PCB to suppress the supply noise. As the 

LDOs draw power, in order to get a true measure of the actual circuit power, a bypass path 

for LDO is required. A provision to bypass the LDO is shown in Figure 6.6.  Here the H1 

header provides VDD IN, the input supply for the LDO, and VDD, the supply used during 

bypass. The supply to the chip, VDD CHIP, can be shorted either to bypass supply, VDD, 

or the regulated output from the LDO, VDD LDO.  

• In order to suppress supply noises, capacitors are placed very close to the package. These 

capacitors act as storage banks and help in preventing short surges. However, SMD 

capacitors come with inherent lead inductance. With the increase in capacitance, lead 

inductance also increases. Beyond the self-resonance frequency of the capacitor, it behaves 

as inductor rather than a capacitor. To provide a wide range of capacitor decoupling, a set 

 

Figure 6.5 PCB clearance for probing 
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of four capacitors are used in parallel, 0.1 μF, 1 μF, 10 μF and 100 μF. This ensures better 

noise suppression from the supply for a larger frequency range. 

 

6.4 Optical probe station 

All measurements for the CMOS APD are done using an 850 nm VCSEL as a light source. Since 

VCSELs have a light-emitting cavity of around 20 µm and are multi-mode, MMFs are used for 

coupling. Initial set-ups used for optical light coupling are discussed in detail in Appendix B.  

For the final setup, we used a lensed fiber to pick up light from the VIS wirebonded VCSEL. As 

the VCSEL had a large divergence angle of 15°, it was not possible to efficiently couple the light 

directly to the lensed optical fiber. Instead, we used a two lens system to pick up the optical light. 

The first lens collimates the VCSEL light, while the second one focus the light onto to optical 

 

Figure 6.6 LDO Bypass 
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fiber. The new set-up has several controls for alignment. The tilt of the VCSEL and all of the 

lenses can be controlled, along with X, Y and Z movements, as shown in Figure 6.7. With this 

setup, we could achieve around 50% of coupling efficiency. The final probe station is shown in 

Figure 6.12. 

The VCSEL gain, S21, was measured using a Lab Buddy and an Agilent E836A VNA. The 

measurement set-up is shown in Figure 6.8. The measured S21 plot is shown in Figure 6.9.  

 

Figure 6.7 VCSEL alignment 
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The eye diagram of the VCSEL was measured using an Anritsu MP1800A BERT, a Lab Buddy 

and an Agilent DSAX93204A oscilloscope as shown in Figure 6.10. The eye diagram of the 

VCSEL at 6.5 Gbps is shown in Figure 6.11. Although the VCSEL is rated to operate at 25 Gbps, 

our measurements could not reach such high data rates. We suspect that this is due to the Lab 

Buddy, which has poor responsivity at 850 nm.  

 

Figure 6.8 S21 measurement set-up for the VCSEL 
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Figure 6.9 Frequency Response of the VCSEL 

 

 

 

 

 

Figure 6.10 Measurement set-up for VCSEL 



75 

 

  

 

Figure 6.11 VCSEL diagram at 6.5 Gbps measured using Lab Buddy 

 

Figure 6.12  Optical probe station 
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Chapter 7: Conclusion and future work 

 

APD-based RXs greatly relax the sensitivity requirements of the optical RX because of the 

inherent avalanche gain of the APD. However, due to high reverse bias requirement and 

temperature sensitivity of the APD, APD-based RXs have been traditionally implemented as multi-

die solutions. This thesis proposes the first fully on-chip solution of a CMOS based optical RX 

with APD. Fully-monolithic implementation further improves the bandwidth at the input of the 

RX by eliminating package parasitics. A simple solution for on-chip biasing and bias stabilization 

of APD is presented.  

APDs fabricated in 130 nm and 65 nm technology compare favorably to the prior-art. The electrical 

performance of the designed RX is demonstrated up to 8 Gbps. The voltage booster is measured 

to provide up to 7.42 V of output voltage with a nominal supply of 2.5 V in a standard CMOS 

technology.  

None of the Verilog synthesized blocks worked well in the prototype. This is attributed to errors 

in the mixed-signal flow, but lack of access to the ARM IP blocks and digital standard cell library 

prevented us from a proper debug. The blocks that failed to function properly include the ADC 

and the control loop as it could not be tested without a working ADC. It is recommended that a 

custom-drawn standard cell library be used for any future mixed-signal design.  

Several methods discussed in this thesis were tried out before arriving at the final efficient lens 

based coupling for VCSELs. However, lack of a fully-characterized optical source/modulator at 
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850 nm wavelength hindered the full measurements of the proposed optical receiver. Due to 

limitations of the Lab Buddy at 850 nm, the measurements of APDs are pessimistic. We were not 

able to accurately characterize the losses in the optical path or measure the BW of the VCSEL. 

These limitations also prevented us in measuring the small-signal BW of the APDs, and only the 

large signal BW could be measured.  

As a next step, we should fully characterize the VCSEL and the path loss to decouple losses and 

get a more accurate measurement of the on-chip APDs gain and bandwidth.  

As an interesting future work, a receiver with a one-tap decision feedback equalization (DFE) and 

infinite impulse response (IIR) filter feedback can be implemented to ameliorate the maximum 

achievable data rate with the limited gain-bandwidth of the CMOS APD.  
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Appendices 

Appendix A  Latchup  

Latchup is a phenomenon where a low-impedance path is created between the power and ground 

rails due to interaction of pnp and npn parasitic transistors. This low-impedance path between the 

power and the ground leads to virtual shorting of VDD and ground resulting in a high current that 

could permanently impair the circuit. Latch-up in CMOS technology is the result of closely placed 

PMOS and NMOS transistors forming a pnpn junction. The pnpn junction is generally referred to 

as a thyristor or a silicon-controlled rectifier (SCR). Figure A.1 shows a cross section of a PMOS-

NMOS pair placed besides each other. Such an arrangement leads to a formation of coupled bipolar 

transistors Q1 (pnp) and Q2 (npn). RSUBV and RNWV are the vertical resistances of substrate and n-

well, and are proportional to the p+ and n+ contact area, respectively. RSUBL and RNWL are the 

 

Figure A.1 Cross section of a PMOS next to an NMOS, leading to potential latchup 
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lateral resistance of substrate and n-well, respectively, and depend mainly on the distance of well 

contact from the source/drain diffusion.  

A simplified equivalent circuit for latchup is shown in Figure A.2, where RSUB and RNW are total 

substrate and n-well resistance. If there is a supply bounce, transistor Q1 turns on. If the RSUB 

resistor is large, small amount of pnp collector current turns on Q2. Similarly, if there is a ground 

bounce, npn transistor turns on which in turn triggers the Q1 transistor. The positive feedback 

increases the current, resulting in circuit failure. If the gain of the Q1 and Q2, β1 and β2, 

 

Figure A.2 Latchup equivalent circuit 
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respectively, is higher than unity, then the transistors will continue to conduct even if the 

perturbation subsides.  

Some of the causes for latchup include disturbance in supply and ground during start-up, voltage 

spikes in supply and ground rails, input or output signals swings above supply or below ground, 

and ESD injection of minority carriers from the power clamp into either the substrate or the n-

well.  

There are many design techniques that can be employed to provide certain amount of protection 

against latch-up. The current gain of the bipolar transistors can be reduced. With reduced gain (< 

1), the feedback action cannot be sustained for a long time and thus the short circuit current can be 

minimized, preventing permanent circuit damage. The gain can be reduced by lowering the 

lifetime of the minority charge carriers by gold doping of the substrate. However, it is not under 

the control of designers and depends on the fabrication company. Another way to reduce the 

current gain is to increase the spacing between NMOS and PMOS transistors. Having an isolation 

trench between them further reduces the gain.  

RSUB and RNW are inversely proportional to the amount of current required to trigger Q2 and Q1 

transistors, respectively. Minimizing RSUB and RNW helps in controlling latchup. The sheet 

resistance of the layers, and hence the vertical resistance of substrate and n-well (RSUBV and RNWV), 

are fixed by the process technology. The lateral resistance can be minimized by placing substrate 

contact (p+ contact) and n-well contact (n+ contact) close to n+ and p+ junction.    
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[34] proposes using deep P-well on P-substrate to prevent latch-up. Deep P-well decreases RSUB 

suppressing variations in the well. Furthermore, the gain of Q2 is reduced as a result of increased 

base doping concentration. In [35], during latchup event, the ESD protection devices are modified 

to generate the compensation current, which can reduce the latchup trigger current that flows into 

the internal circuits.  

Certain design rules and good practices must be employed to reduce the substrate and n-well 

resistances. Minimum n-well and p-well (substrate) contact area can be imposed to minimize 

vertical resistance. The lateral resistances are determined by the distance between the diffusion 

junction and their well contacts. Maximum n-well and p-well tap spacing can be imposed to 

minimize lateral resistance. To further prevent external latch-up, n+ and p+ junctions connected 

to I/O pads should have extra protection. N-well and p-well guard rings must be used to collect 

minority charges  P-well (substrate) guard ring is used for p+ devices connected to I/O pads. N-

well and p-well are used for n+ devices connected to I/O pads. The guard rings must have a 

sufficient number of vias and connect to metal wiring to maintain very low wiring resistance.  
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Appendix B  Optical Set-up 

B.1 Set-up 1 

For the first set up measurements, 10 Gbps packaged VCSELs from Lumentum, shown in Figure 

B.1, are used. These VCSELs come with TOSA packaging of 5 leads for electrical 

biasing/modulations, output of monitoring PD and a pig tail LC connector for coupling the light 

into the fiber. The other end of the optical fiber is cleaved and stuck to an old RF probe, to focus 

the light onto the on-chip APD. The VCSEL is tested using the Discovery Semiconductor Lab 

Buddy to characterize it. Lab Buddy is an optical front-end receiver with a wide range of 

wavelength for its PD and TIA. However, our Lab Buddy is mainly characterized at 1550 nm and 

its responsivity is low at 850 nm of wavelength, requiring high power out of the laser.  

Our measurements showed that the VCSEL had a limited BW and could only be reliably operated 

up to 4 Gbps, as shown in Figure B.2. Also, the probing technique proved to be prone to errors. 

The glue used to stick the fiber onto the probe made it brittle and damaged the fiber repeatedly. 

 

Figure B.1 TOSA VCSEL 
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B.2 Set-up 2 

We renovated an old probe station to build an optical set-up. The old Signaton probe station was 

dismantled and rebuilt on an optical table. Some of the components were mounted using adaptors 

and in some places plastic modules were fabricated to minimize the cost of procuring very flat 

metal adaptors. The Signaton probe station had a metallic platen for magnetic positioners. Holes 

were drilled to the metallic platen to accommodate both magnetic positioners and Cascade 

positioners. Two rows of holes were added to provide the flexibility during alignment. As the 

distance between the Cascade positioners and the chuck was large and could not be reached by the 

probe head, adaptors were fabricated to facilitate probe landing, as shown in Figure B.3. For optical 

probing, a custom-made plastic optical fiber holder was fabricated and fixed on the positioners, as 

shown in Figure B.4. 

 

Figure B.2 Measured eye diagram for the Lumentum VCSEL  
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Figure B.3 Probe positioner adaptor 

 

 

Figure B.4 Optical probe holder 
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25 Gbps bare die VCSEL from VIS were wire bonded on a PCB test fixture for measurement 

purposes, as shown in Figure B.5. For initial aligning, we used plug-in collimators from WT&T. 

The VCSEL was mounted on the optical table with X control, while the fiber and the plug-in 

collimator were fixed on a mount which had X, Y and Z control, as shown in Figure B.6. There 

was no control over the tilt of fiber/VCSEL or the alignment of the collimator with respect to the 

optical fiber. This severely limited the coupling efficiency (< 0.1%).  

 

 

Figure B.5 Wirebonded VIS VCSEL 

 

Figure B.6 Initial VCSEL alignment 


