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ABSTRACT

Phosphorylation of histone H3 at serine 10 (H3S10ph) has been observed in two paradoxical contexts, depending on the stage of the cell cycle – it is a hallmark of condensed mitotic chromatin, but is also found at specific mitogen-inducible genic promoters and distal enhancers. In the work presented in this thesis, I derived a mouse embryonic stem cell (ESC) line harbouring an endogenous fluorescent cell cycle reporter (Fucci) in combination with next-generation sequencing to comprehensively map H3S10ph at distinct stages of the mammalian cell cycle and examined the crosstalk between this mark and the repressive mark, H3K9me. I found that H3S10ph broadly demarcates gene-rich, early-replicating euchromatic regions in G1, marking up to 30% of the ESC genome. Reminiscent of H3S10ph deposited by JIL-1 kinase in Drosophila, interphase H3S10ph pervasively marks gene-dense regions to prevent the accumulation of H3K9me2 at actively transcribed genes in ESCs. In contrast to H3S10ph at euchromatin, mitotic phosphorylation mediated by Aurora kinase is also detectable in ESCs in G1 at young endogenous retroviruses (ERVs), specifically in combination with H3K9me3. Finally, to identify the kinases responsible for interphase H3S10ph, I generated knockout (KO) ESC lines of serine kinases homologous to JIL-1, including Msk1/2 and Rsk1/2/3/4. Msk2 KO ESCs showed the greatest loss of interphase H3S10ph at active promoter/enhancers. Furthermore, known H3K9me3 repressed targets, including imprinted genes, young ERVs and germline genes, were downregulated in MSK2-deficient cells. Taken together, this work revealed that H3S10ph plays a previously unappreciated role in interphase chromatin architecture and facilitates appropriate genic transcription by countering the repressive effects exerted by H3K9 methyltransferases.
Lay Summary

In human cells, DNA strands are bound to structural proteins called histones to form chromatin. One mechanism for regulating the activity of genes is the chemical modification of such histones. Phosphorylation of the histone H3 is a hallmark of highly condensed chromosomes in actively dividing cells (mitosis), but has also been associated with loosely packaged chromatin at expressed genes in cells not undergoing division. To understand the role of this enigmatic mark in mammalian cells, I used a fluorescent cell cycle reporter coupled with a method called high-throughput sequencing to characterize phosphorylation of histone H3 during the cell cycle. I found that this phosphorylation is surprisingly pervasive in non-dividing cells, marking up to 30% of the genome, and implicate this conserved mark in maintaining chromatin structure at genomic regions that are rich in genes and are preferentially copied during DNA replication earlier than genomic regions that are gene poor.
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</tr>
<tr>
<td>LIF</td>
<td>Leukemia inhibitory factor</td>
</tr>
<tr>
<td>LINE</td>
<td>Long interspersed nuclear element</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
</tr>
<tr>
<td>---------</td>
<td>-------------</td>
</tr>
<tr>
<td>LSD1</td>
<td>Lysine specific demethylase 1</td>
</tr>
<tr>
<td>LTR</td>
<td>Long terminal repeat</td>
</tr>
<tr>
<td>M</td>
<td>Mitosis</td>
</tr>
<tr>
<td>MAPK</td>
<td>Mitogen-activated protein kinases</td>
</tr>
<tr>
<td>Mb</td>
<td>Megabase</td>
</tr>
<tr>
<td>MEF</td>
<td>Mouse embryonic fibroblast</td>
</tr>
<tr>
<td>MEK1</td>
<td>Mitogen activated protein kinase kinase 1</td>
</tr>
<tr>
<td>MEME</td>
<td>Multiple em for motif ellicitation</td>
</tr>
<tr>
<td>mlG</td>
<td>Mouse immunoglobulin G</td>
</tr>
<tr>
<td>mKO</td>
<td>Monomeric kusabira orange</td>
</tr>
<tr>
<td>MNase</td>
<td>Micrococcal nuclease</td>
</tr>
<tr>
<td>MOF</td>
<td>Male absent on the first</td>
</tr>
<tr>
<td>MPP8</td>
<td>M-phase phosphoprotein 8</td>
</tr>
<tr>
<td>MSK</td>
<td>Mitogen and stress-activated protein kinase</td>
</tr>
<tr>
<td>MT</td>
<td>Mouse transposon</td>
</tr>
<tr>
<td>N-terminus</td>
<td>Amino terminus</td>
</tr>
<tr>
<td>NChIP</td>
<td>Native chromatin immunoprecipitation</td>
</tr>
<tr>
<td>NFκB</td>
<td>Nuclear factor kappa B</td>
</tr>
<tr>
<td>NLS</td>
<td>Nuclear localization signal</td>
</tr>
<tr>
<td>NP-40</td>
<td>Nonyl phenoxypolyethoxylethanol</td>
</tr>
<tr>
<td>NRF1</td>
<td>Nuclear respiratory factor 1</td>
</tr>
<tr>
<td>P-TEFb</td>
<td>Positive transcription elongation factor b</td>
</tr>
<tr>
<td>PBS</td>
<td>Phosphate-buffered saline</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
</tr>
<tr>
<td>---------</td>
<td>-------------</td>
</tr>
<tr>
<td>PCNA</td>
<td>Proliferating cell nuclear antigen</td>
</tr>
<tr>
<td>PCR</td>
<td>Polymerase chain reaction</td>
</tr>
<tr>
<td>PDK1</td>
<td>Phosphoinositide-dependent kinase 1</td>
</tr>
<tr>
<td>PEV</td>
<td>Position effect variegation</td>
</tr>
<tr>
<td>PGC</td>
<td>Primordial germ cell</td>
</tr>
<tr>
<td>PhosStop</td>
<td>Phosphatase inhibitor cocktail</td>
</tr>
<tr>
<td>PIC</td>
<td>Protease inhibitor cocktail</td>
</tr>
<tr>
<td>piRNA</td>
<td>Piwi-interacting RNA</td>
</tr>
<tr>
<td>PMSF</td>
<td>Phenylmethlysufonyl fluoride</td>
</tr>
<tr>
<td>Pol II</td>
<td>RNA polymerase II</td>
</tr>
<tr>
<td>PP1</td>
<td>Protein phosphatase 1</td>
</tr>
<tr>
<td>PrE</td>
<td>Primitive endoderm</td>
</tr>
<tr>
<td>PTM</td>
<td>Post-translational modification</td>
</tr>
<tr>
<td>PxVxL</td>
<td>Proline-x-Valine-x-Leucine</td>
</tr>
<tr>
<td>qPCR</td>
<td>Quantitative polymerase chain reaction</td>
</tr>
<tr>
<td>rDNA</td>
<td>Ribosomal DNA</td>
</tr>
<tr>
<td>rIgG</td>
<td>Rabbit immunoglobulin G</td>
</tr>
<tr>
<td>RLTR</td>
<td>Repeat long terminal repeat</td>
</tr>
<tr>
<td>RNA</td>
<td>Ribonucleotide acid</td>
</tr>
<tr>
<td>RPKM</td>
<td>Reads per kilobase mapped</td>
</tr>
<tr>
<td>RSK</td>
<td>Ribosomal s6 kinase</td>
</tr>
<tr>
<td>RT</td>
<td>Replication timing</td>
</tr>
<tr>
<td>S</td>
<td>Synthesis phase</td>
</tr>
<tr>
<td>Term</td>
<td>Definition</td>
</tr>
<tr>
<td>----------</td>
<td>---------------------------------------------------------------------------</td>
</tr>
<tr>
<td>S10A</td>
<td>Serine 10 to Alanine mutation</td>
</tr>
<tr>
<td>SDS</td>
<td>Sodium dodecyl sulfate</td>
</tr>
<tr>
<td>SDS-PAGE</td>
<td>Sodium dodecyl sulfate polyacrylamide gel electrophoresis</td>
</tr>
<tr>
<td>Seq</td>
<td>Sequencing</td>
</tr>
<tr>
<td>SET</td>
<td>Suppressor of variegation 3-9, Enhancer of zeste, Trithorax</td>
</tr>
<tr>
<td>sgRNA</td>
<td>Short guide RNA</td>
</tr>
<tr>
<td>SRA</td>
<td>SET and RING finger associated domain</td>
</tr>
<tr>
<td>STAT</td>
<td>Signal transducer and activator of transcription</td>
</tr>
<tr>
<td>Su(var)</td>
<td>Suppressor of variegation</td>
</tr>
<tr>
<td>T</td>
<td>Thymine</td>
</tr>
<tr>
<td>TAD</td>
<td>Topologically associating domain</td>
</tr>
<tr>
<td>TE</td>
<td>Trophectoderm</td>
</tr>
<tr>
<td>TKO</td>
<td>Triple knockout</td>
</tr>
<tr>
<td>TSEA</td>
<td>Tissue specific expression analysis</td>
</tr>
<tr>
<td>TSS</td>
<td>Transcription start site</td>
</tr>
<tr>
<td>TTD</td>
<td>Tandem Tudor Domain</td>
</tr>
<tr>
<td>TTR</td>
<td>Replication Timing Transition Regions</td>
</tr>
<tr>
<td>TTS</td>
<td>Transcription termination site</td>
</tr>
<tr>
<td>UHRF1</td>
<td>Ubiquitin like with PHD and ring finger domains 1</td>
</tr>
<tr>
<td>UV</td>
<td>Ultraviolet ray</td>
</tr>
<tr>
<td>UV-B</td>
<td>Ultraviolet ray B</td>
</tr>
<tr>
<td>WT</td>
<td>Wildtype</td>
</tr>
<tr>
<td>XMChIP</td>
<td>Crosslink MNase chromatin immunoprecipitation</td>
</tr>
<tr>
<td>YFP</td>
<td>Yellow fluorescent protein</td>
</tr>
</tbody>
</table>
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1. **INTRODUCTION**

1.1 **Eukaryotic genome packaging**

The genome - the summation of an organism’s genetic material - encompasses essential information necessary for development, maintenance, and reproduction of an organism. A massive amount of genetic information is encoded within one cell, ~3 billion base-pairs of DNA in the case of the human and mouse haploid genomes (Lander et al. 2001; Mouse Genome Sequencing Consortium et al. 2002). Stretching end-to-end, the human genome would theoretically reach a length of 2 m (Smith et al. 1996). To fit into the confines of a 10 µm nucleus, the eukaryotic genome is packaged as a chromatin fiber – an ordered macromolecule made up of predominantly DNA and histones. The basic building block of the chromatin fiber is the nucleosome core particle: 146 bp of DNA wrapped around an octamer of core histone proteins, 2 copies each of histones H2A, H2B, H3 and H4 (Luger et al. 1997). Nucleosome structure not only facilitates physical compaction of the genome, but is also dynamically regulated for essential cellular processes including transcription, replication, repair, and division.

Based upon the cytological appearance of DNA in the nucleus, regions of the genome are traditionally classified in one of two categories based on the compaction state of chromatin—loose and densely compacted regions of DNA were referred to as euchromatin and heterochromatin, respectively (Angell and Jacobs 1975). Visualized linearly on condensed mitotic chromosomes, euchromatin and heterochromatin compartments are classically also used to define cytogenetic bands. Intriguingly, cytogenetic banding roughly corresponds to gene
density and isochores – with gene-dense C:G rich regions and gene-poor A:T rich regions in
euchromatin and heterochromatin bands, respectively. As such, euchromatin/heterochromatin
have sometimes been used to broadly describe transcriptionally active vs. inactive chromatin
compartments; however, Bickmore and colleagues have shown conclusively that euchromatin, as
isolated by sucrose gradient fractionation, reflects gene density and not transcription activity
(Gilbert et al. 2004)– suggesting the euchromatin state is a higher order structure maintained
independently of transcription. Fundamentally, heterochromatin and euchromatin represent non-
random organization of the genome in terms of both sequence and chromatin composition.

Pontecorvo was the first to observe that chromocentres of non-homologous polytene
chromosomes coalesce together, reminiscent of somatic pairing between sister chromatids
(Pontecorvo 1944). This observation led Pontecorvo to postulate that heterochromatin structure
arises because of duplicated/repetitive sequences. Indeed, regions that are constitutively
packaged as heterochromatin, such as centromeric and telomeric repeats, are composed of large
tandem arrays of simple repeats. Repetitive sequences in total make up ~50% of mammalian
genomes (Treangen and Salzberg 2012), consisting of both tandem satellite repeats and
transposable element derived elements. Such repetitive DNA has been shown to cause genomic
instability due to polymerase slippage, illegitimate recombination, and retrotransposition (Castel
et al. 2010; O'Sullivan and Karlseder 2010; Slotkin and Martienssen 2007). The subsequent
observation that heterochromatin can be ectopically induced upon insertion of tandem array
transgenes (Henikoff 1998; Garrick et al. 1998) reinforces Pontecorvo’s notion that
heterochromatin serves as a defensive mechanism against aberrant copy number amplification in
the genome.
1.2  **Endogenous retroviral elements in the murine genome**

Transposable elements, or transposons, describes mobile DNA segments within the genome. Compared to protein-coding regions, which account for 1.5% of the murine genome, transposons make up approximately half of the genome in humans and mice (Slotkin and Martienssen 2007). Depending on the mechanism of transposition, transposons are classified as DNA transposons or retrotransposons, with the latter requiring reverse transcription as an intermediate step in the viral life cycle. Retrotransposons are further subdivided based on the absence or presence of long terminal repeats (LTR). Non-LTR retrotransposons, such as the long and short interspersed nuclear elements (LINEs and SINEs), encompass 27.4% of the mouse genome and represent the single largest fraction of interspersed repeats in human and mice. LTR retrotransposons, also called endogenous retroviral elements (ERVs), arise as a result of exogenous retroviral integration in the germline (Stocking and Kozak 2008), and constitute over 10% of the mouse genome. In the mouse, specifically, a number of ERV families are transcriptionally active, with a small number being competent for retrotransposition (Stocking and Kozak 2008).

Structurally, full length ERVs possess identical long terminal repeats (LTRs) flanking open reading frames (ORFs) encoding viral proteins, including *gag* (group specific retroviral antigen), *pol* (reverse transcriptase), and *env* (envelope protein). ERVs are classified based on phylogenetic clustering of the reverse transcriptase and their homology to exogenous retroviruses (Stocking and Kozak 2008). Class I ERVs, which constitute 0.7% of the genome, are type-C viruses resembling exogenous gamma- and epsilon-retroviruses. The class I ERV murine leukemia virus (MLV) entered the murine genome recently (<1.5 Mya) and has been extensively
studied due to its proto-oncogenic activation of \textit{Wnt1} and \textit{Notch1} leading to leukemia/lymphoma (Kassiotis 2014; Stoye and Coffin 1988). Class II ERVs, which comprise 3.14\% of the mouse genome, are type-B and D retroviruses resembling exogenous beta- and alpha-retroviruses (Stocking and Kozak 2008). Compared to the other two classes, more class II subfamilies are capable of viral particle production (McCarthy and McDonald 2004). Well-studied members of class II includes the intracisternal A particles superfamily, which is responsible for variegating expression of the \textit{Agouti} coat-colour gene (Morgan et al. 1999). Finally, Class III ERVs, which make up 5.4\% of the mouse genome (Bénit et al. 1999), are the most ancient retroviruses, predating speciation of placental mammals (> 70 million mya). Class III ERVs include active subfamilies such as MaLR and MuERV-Ls, and a subset are co-opted as alternative promoters for host genes (Maksakova et al. 2006; Macfarlan et al. 2012; Peaston et al. 2004).

Active transposons are highly mutagenic, and are often referred to as “parasitic” elements due to the deleterious effect exerted on the host genome (Slotkin and Martienssen 2007). Retrotransposition of ERVs is responsible for up to 10\% of spontaneous mutations in the mouse germline (Maksakova et al. 2006). Furthermore, infectious copies of MMTV and MLV have been shown to cause leukemia through activation of oncogenes, or disruption of tumour-suppressor genes (Kassiotis 2014). As such, the host employs various defence mechanisms against newly integrated ERVs, including epigenetic silencing and viral protein inhibition to repress proviral amplification (Mager and Stoye 2015). Over time, most ERV-derived sequences accumulate deleterious mutations under pressures of negative selection, and eventually become benign vestiges in the genome. Indeed, the vast majority of ERVs in the murine genome exist as
solo LTRs, resulting from recombination between the 5’ and 3’ LTRs of full-length elements (Mager and Stoye 2015).

Such solitary LTRs contain promoter sequences and various transcription factor binding sites, and have the potential to act as cis regulatory elements for host genes (Jacques et al. 2013). In a seminal study by Peaston et al., it was shown that expression of various ERV families are developmentally regulated in the mouse, and class III MT elements are used as alternative promoters in the oocyte to drive transcription of a number of host genes (Peaston et al. 2004). Since then, work by others also supports the idea that ERV LTRs can be co-opted by the host as cis-acting elements to deploy tissue-specific transcription programs (Thompson et al. 2016). The emerging paradigm reinforces the proposed role of transposons, first put forth by McClintock after their discovery (McClintock 1963), as a functional component of complex gene regulatory networks in multicellular organisms.

1.3 Position effect variegation
In 1930, harnessing the mutagenic potential of X-rays, Herman Muller described a new class of mutant flies that exhibited “mottled” eyes in which patches of red facets are interspersed with patches of white facets (Muller 1930). As opposed to the white mutants, these mottled mutants exhibit “metastable” expression of the fully functional white gene in patches of cells, suggesting that the cause for the variegating-pattern of expression cannot be explained by genic mutation in white, and therefore, was epigenetic in nature. Subsequently, Schultz discovered that the variegating nature of the mutation was due to inappropriate juxtaposition of the white gene near pericentromeric heterochromatin, “with the point of breakage acting as a centre from which the
[inactivation] spreads” (Schultz 1936). The general phenomenon, now termed “position effect variegation” (PEV), was the first evidence that the chromatin environment in which a gene resides can exert influence over transcription capacity and phenotypic outcome.

PEV has since been demonstrated in other eukaryotes, including Schizosaccharomyces pombe and mammals, through studying the variable transcriptional output from randomly integrated reporter constructs (Allshire & Ekwall, 2015; Blewitt & Whitelaw, 2013). From such studies (Sun et al. 2004a), it was shown that integration site strongly dictates transcriptional capacity across eukaryotes. In mouse embryonic stem cells (ESCs), individual integrated reporters can exhibit over 1000-fold difference in basal transcriptional output (Akhtar et al. 2013). The local chromatin environment, i.e. integration into constitutive restrictive “closed” heterochromatin vs. permissive “open” euchromatin (partitioning the genome into ~1 megabase domains in ESCs), accounts for a 100-fold difference. The additional 10-fold difference in expression was attributed to immediate adjacency (~ 20 kilobase in ESCs) to an active gene/enhancer.

The extent of transgene variegation is also correlated with proximity to a transposable element in Drosophila (Sun et al. 2004b), suggesting that, similar to constitutive heterochromatin, transposons-induced heterochromatin can also propagate beyond the repetitive sequence into flanking regions. In rare cases, these types of variegation induced by transposable elements are transgenerationally inherited as metastable epialleles. Such epialleles was first documented in mouse, whereby an integrated copy of class II IAP ERV 10 kb upstream of the agouti gene ($A^v$) leads to stochastic expression of the agouti protein in isogenic animals,
resulting in a continuous spectrum in yellow (Agouti) to black (wildtype) coat-colours (Morgan et al. 1999).

Subsequent mutagenesis screens on PEV reporter lines in both flies and mice have been fruitful in identifying dominant modifier genes, and establishing the critical role of histone post-translation modifications (PTMs) in mediating transcriptional variability (Table 1.1). In *Drosophila*, modifiers of PEV were categorized in two phenotypic classes - Suppressor, or *Su(var)*, mutants showed more muted variegation and more closely resembled wildtype, while Enhancer, or *E(var)* mutants showed more drastic silencing of *white*. A total of ~150 genes have been identified as modifiers in *Drosophila*, and most have since been shown to be either *bona fide* chromatin modifiers or readers, or components of metabolic pathways for relevant histone post-translational modifications (Elgin and Reuter 2013).

**Table 1.1** Dominant genetic modifiers of position effect variegation in *Drosophila*. * indicates significant divergence between the orthologs. (Elgin and Reuter 2013).

<table>
<thead>
<tr>
<th>PEV Modifier</th>
<th>Mouse Ortholog(s)</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>Su(var)4-20</em></td>
<td>Kmt3b</td>
<td>Histone H4K20 methyl transferase</td>
</tr>
<tr>
<td><em>Sam-S</em></td>
<td>Mata2a, Mata1a</td>
<td>S-adenosylmethionine synthetase</td>
</tr>
<tr>
<td><em>chm</em></td>
<td>Kat7</td>
<td>Chameau, MYST histone acetyltransferase</td>
</tr>
<tr>
<td><em>Su(var)205</em></td>
<td>Cbx3, Chxl</td>
<td>Heterochromatin Protein 1 alpha</td>
</tr>
<tr>
<td><em>Su(var)2-HP2</em></td>
<td>Rp1*, Rlf1*</td>
<td>Heterochromatin Protein 2</td>
</tr>
<tr>
<td><em>Su(var)2-10</em></td>
<td>Pias1</td>
<td>Protein inhibitor of activated STAT (PIAS)</td>
</tr>
<tr>
<td><em>HDAC1</em></td>
<td>Hdac1</td>
<td>Histone deacetylase 1</td>
</tr>
<tr>
<td><em>SuUR</em></td>
<td>-</td>
<td>Suppressor of Under-Replication</td>
</tr>
<tr>
<td><em>JIL-1</em></td>
<td>Rps6ka5*, Rps6ka4*</td>
<td>JIL-1 kinase</td>
</tr>
<tr>
<td><em>Su(var)3-3</em></td>
<td>Kdm1a</td>
<td>LSD1, lysine specific demethylase 1</td>
</tr>
<tr>
<td><em>jumu</em></td>
<td>Foxn4</td>
<td>jumeau, Fork head winged-helix protein</td>
</tr>
<tr>
<td><em>Pp1-87B</em></td>
<td>Ppplcc, Ppp1ca</td>
<td>Protein phosphatase 1 alpha</td>
</tr>
<tr>
<td><em>Su(var)3-7</em></td>
<td>-</td>
<td>Zinc-finger protein, heterochromatin-associated</td>
</tr>
<tr>
<td><em>Su(var)3-9</em></td>
<td>Suv39h1/2</td>
<td>Histone H3K9 methyl transferase</td>
</tr>
<tr>
<td><em>mod</em></td>
<td>-</td>
<td>Modulo</td>
</tr>
<tr>
<td><em>Usp47</em></td>
<td>Usp47</td>
<td>Ubiquitin specific protease 47</td>
</tr>
<tr>
<td><em>Trl</em></td>
<td>Zbtb49*</td>
<td>Trithorax-like, GAGA sequence binding factor</td>
</tr>
<tr>
<td><em>mod(mdg4)</em></td>
<td>Bach2*</td>
<td>Modifier of mdg4</td>
</tr>
<tr>
<td><em>E2F1</em></td>
<td>E2f3</td>
<td>E2F transcription factor 1</td>
</tr>
</tbody>
</table>
1.4 Histone post-translational modifications

The nucleosome is heavily modified with covalent PTMs concentrated at the N-terminal tails of histones, which extend out from the octamer structure of the core nucleosome. There is an increasing catalog of histone PTMs including, but not limited to, acetylation, methylation, phosphorylation, ubiquitination, sumoylation, citrullination, and biotinylation (Bannister and Kouzarides 2011). While histone PTMs may directly alter DNA-histone interactions by changing the electrostatic charge of the core nucleosome, it is now generally believed that histone PTMs act as a “histone code”, in which specific combinations of PTMs are recognized by chromatin-binding proteins with differing affinities to these marks. Once bound these factors exert essential DNA-templated functions, including transcription, repair, replication, recombination and segregation (Strahl and Allis 2000).

Methylation of histones occurs on lysine and arginine residues on H2A, H3 and H4 (Fig. 1.1). Both arginine and lysine methyltransferases (KMTs) utilize the co-substrate S-adenosyl methionine to catalyze methyl group transfer, and this multivalent modification is further classified into mono- di- and tri- depending on the number of methyl groups transferred to the ε-amino group of lysine, or the guanidine group arginine. Nearly all KMTs possess a highly-conserved SET (Su(var)3-9, Enhancer-of-zeste, Trithorax) catalytic domain, which confers substrate specificity by recognition of 2-6 amino acids flanking the relevant lysine (reviewed in Dillon, 2005). In mammals, lysine methylation is associated with either transcriptional activation or repression depending on the specific lysine residue modified - residues associated with transcriptional activity include H3K4 and H3K36, whereas “repressive” methylation is found on H3K9, H3K27 and H4K20. As methylation does not notably impact the charge of the modified
histone, this PTM is thought to exert its function through recruitment of methyl-lysine binding proteins.

Histone phosphorylation is known to occur on serine, threonine and tyrosine residues of core nucleosomes (Fig. 1.1), some histone variants, and the linker histone H1. Histone phosphorylation, a transient mark lasting between 10 and 30 minutes, is associated with mitosis/meiosis, mitogenic signalling, transcription and DNA damage repair (Rossetto et al. 2012). Unlike histone methyltransferases, histone kinases do not share a conserved catalytic domain, and many are capable of phosphorylating multiple residues across different core histones. While histone phosphorylation is known to be coupled to specific nuclear events, the function of histone phosphorylation is not well understood compared to histone methylation. The addition of a phosphate group imparts a negative charge and could theoretically loosen DNA-histone interactions - indeed phosphorylation of sites in the nucleosome core have been associated with DNA entry site unwrapping and nucleosome destabilization (Bowman and Poirier 2015).

**Figure 1.1 Methylation and phosphorylation sites on nucleosomal histones.**
The core histones are heavily modified with post-translational modifications (PTMs), such as methylation and phosphorylation. Methylation of histones occur on lysine or arginine residues of histone H3, H4 and H2A and are
depicted in blue. While serine, threonine, tyrosine and histidine residues can be phosphorylated and are depicted in pink. In addition to the core nucleosome, phosphorylation of linker histone H1 and the H2A histone variant H2AX have also been reported.

The focus of this thesis work is on a pair of histone PTMs deposited on adjacent residues on the histone H3 N-terminus tail – namely methylation of H3K9 (H3K9me) and phosphorylation of H3S10 (H3S10ph). H3K9me2/3 is widely associated with transcriptional silencing, while H3S10ph is thought to promote transcription activity in interphase. The enzymes responsible for these marks in flies, Su(var)3-9 and Su(var)3-1/JIL-1, were first identified from PEV screens; subsequent work has shown that together, H3K9 methylation and H3S10 phosphorylation influence heterochromatin and euchromatin structure in mammals as well, as described in detail below.

1.5 Histone H3 lysine 9 methylation
H3K9 can be mono-, di- (H3K9me2) or trimethylated (H3K9me3). Both of these marks are enriched at pericentromeric and telomeric heterochromatin in most eukaryotes, likely playing a role in suppressing recombination and silencing transcription, in addition to playing a structural role in the maintenance of genome integrity at centromeres and telomeres (Bickmore and van Steensel 2013). In mice, the five bona fide H3K9 methyltransferases: G9a, GLP, SUV39H1, SUV39H2, and SETDB1, all contain the conserved catalytic SET domain and the pre-/post-SET domains to facilitate efficient H3K9 methylation (Leung and Lorincz 2011).

G9a and GLP are paralogous proteins that form a functional heterodimeric complex to mono- or di-methylate H3K9, and also possesses Ankyrin repeats that act as reader modules for H3K9me1/2 to propagate repressive heterochromatin in neighboring nucleosomes (Tachibana et
al. 2002; 2008). G9a-dependent H3K9me2 is developmentally regulated, but is generally distributed as broad, megabase-sized domains in ESCs and somatic cells (Wen et al. 2009; Lienert et al. 2011). G9a or Glp KO mES cells are viable, but show severe loss of H3K9me2 in euchromatin regions, and derepression of late-replicating genes and class III endogenous retroviral elements (ERVs) (Tachibana et al. 2002; Yokochi et al. 2009; Maksakova et al. 2013). Deletion of either G9a or GLP in the mouse results in severe growth restrictions and early lethality at E9.5 (Tachibana et al. 2002; Tachibana 2005).

The paralogous SUV39H1 and SUV39H2 catalyze the di- and tri-methylation of H3K9 at constitutive heterochromatin and maintain transcriptional silencing of pericentromeric satellites (Aagaard et al. 2000). Suv39h1/2 DKO mice are recovered below the expected Mendelian ratio and viable Suv39h1/2 DKO mice show growth retardation at birth and are susceptible to tumour formation, likely due to chromosomal instability (Peters et al. 2001). Suv39h1/2 DKO ES cells are viable, but show DNA hypomethylation and loss of H3K9me2/3 exclusively at pericentromeric regions (Lehnertz et al. 2003).

The final member of the Suv3-9 family, SETDB1, which possesses a signature bifurcated SET domain, is responsible for depositing H3K9me3 at euchromatin and confers transcriptional repression of some classes of young endogenous retrotransposons in the mouse (Matsui et al. 2010; Karimi et al. 2011; Liu et al. 2014; Dodge et al. 2004). In the context of both ERVs and imprinted genic loci, sequences are recognized by specific KRAB-ZFPs (Ecco et al. 2016), which in turn, recruit the KAP1/SETDB1 complex to deposit H3K9me3 and maintain transcriptional silencing (Rowe et al. 2010; Quenneville et al. 2011). SETDB1 ablation in ESCs
is cell lethal and results in derepression of ERVs, germline-specific genes and retroelement-driven chimeric transcripts prior to apoptosis (Matsui et al. 2010; Karimi et al. 2011). Deletion of SETDB1 in vivo results in peri-implantation lethality at E3.5 – 5.5, with surviving mutants showing a discernable ectoplacental cone but lacking the embryo proper at E6.5 (Dodge et al. 2004); these observations are in line with abnormal activation of extraembryonic trophoblast markers observed in SETDB1 knockdown ESCs (Yuan et al. 2009).

### 1.6 Heterochromatin Protein 1

Heterochromatin Protein 1 (HP1) was first identified as a protein associated with constitutive heterochromatin, and is best-known as a canonical reader of H3K9me2/3 (Lachner et al. 2001). In mammals, three distinct HP1 isoforms exist in the genome – HP1α (Cbx5), HP1β (Cbx1), and HP1γ (Cbx3). The isoforms are similar in domain structure and closely match the domain organization found in Drosophila HP1 paralogs – with a conserved N-terminal chromodomain and a C-terminal chromoshadow domain, which are separated by a variable hinge region. The chromodomain is homologous with other chromatin reader or writer proteins associated with transcription repression, including Drosophila Polycomb and SUV39H1 (Jacobs 2002).

*In vitro*, the chromodomains of HP1s show high affinity for a higher state of H3K9 methylation – predominantly di- or tri-methylation (Rothbart et al. 2012). In addition to reading out H3K9me2/3, HP1 is capable of oligomerization through the chromoshadow domain, and is proposed to bridge neighboring nucleosomes for chromatin compaction (Hiragami-Hamada et al. 2016). HP1 also complexes with a myriad of chromatin-modifying proteins via interaction in the PxVxL motif found in the chromoshadow domain – including SUV39H1, DNMT1/3a, and HP1.
itself (Fritsch et al. 2010; Peters et al. 2001; Nozawa et al. 2010). The unique ability of HP1 to simultaneously recognize H3K9me3 heterochromatin and complex chromatin-modifying enzymes have led to the hypothesis that HP1 may function as a platform protein to assemble repressive machinery at H3K9me3-marked regions and to perpetuate linear spreading of heterochromatin. Indeed artificial tethering of an HP1α chromoshadow domain to a specific genomic region in ESCs is sufficient to establish a domain of H3K9me3, conclusively confirming that these readers actively reinforce heterochromatin structure (Hathaway et al. 2012). While mice lacking $HP1\alpha$ are viable with no overt phenotype, $HP1\gamma$ KO mice show severe hypogonadism and $HP1\beta$ KO mice die shortly after birth (Allan et al. 2012; Takada et al. 2011; Aucott et al. 2008).

### 1.7 Histone H3 serine 10 phosphorylation

#### 1.7.1 Aurora B & mitotic H3S10ph

Phosphorylation of histone H3 is a classic hallmark of condensed mitotic and meiotic chromosomes in eukaryotes (Fig. 1.2) (Bradbury et al. 1973; Gurley et al. 1974). In mammals, Aurora B/C (homologous to $IPL1$ in yeast) is the mitotic kinase responsible for phosphorylating Ser10 and Ser28 on histone H3 (Wei et al. 1998; Hsu et al. 2000). Disruption of Aurora kinase activity generally results in chromosome decondensation, segregation errors and cell cycle arrest (Van Hooser et al. 1998); however, Aurora B is an essential component of the Chromosome Passenger Complex (CPC) and its functions in mitosis extend far beyond phosphorylating H3S10, including facilitating chromosome-microtubule attachment, activation of the spindle check point, and regulation of cytokinesis (Carmena et al. 2012).
Figure 1.2 Paradoxical role of histone H3 serine 10 phosphorylation in mitosis and interphase.

In mitosis, Aurora B/C mediates genome-wide phosphorylation of histone H3 serine 10 during prophase, which is then dephosphorylated by the phosphatase PP1 at telophase. This process is essential for metaphase chromosome alignment and segregation. Conversely, H3S10ph has also been observed upon mitogenic or stress stimulation at promoter and enhancers of immediate early genes. This phosphorylation event, termed the “nucleosomal response”, is mediated by MSKs & RSKs on a small fraction of nucleosomes to promote the release of paused RNA Pol II. Adapted from Bode et al. 2005.

The CPC complex is composed of a localization module (consisting of survivin and borealin) and a kinase module (Aurora B kinase), bridged by the protein INCENP on its N- and C-terminus, respectively. Aurora B kinase activity is initiated by INCENP binding and is fully potentiated by local density of CPC (Adams et al. 2001) – which may explain the tight temporal and spatial regulation of this highly promiscuous kinase. In interphase, the CPC is first recruited by Heterochromatin Protein 1, or HP1, via the PxVxL/I motif on INCENP to pericentromeric heterochromatin during late-S phase (Ainsztein et al. 1998). The temporal and spatial distribution of H3S10ph, as determined by microscopy, also begins with phosphorylation of pericentromeric
heterochromatin at late S, reaching completion to cover chromosome arms by prometaphase. This mark is removed by Protein Phosphatase 1 (PP1) at the end of telophase (Crosio et al. 2002). As with most cell cycle regulators, Aurora B/C is highly expressed in ESCs. This kinase is also amplified in human colorectal cancers (Bischoff et al. 1998), likely facilitating rapid cell cycling.

Despite its conservation, the function of H3S10ph during mitosis is controversial. Histone peptide injections into dividing cells indicates that H3S10ph is only necessary for the initiation of condensation, but not for maintenance of compact mitotic chromatin structure, *per se*, since dephosphorylated chromosomes remain condensed (Van Hooser et al. 1998). Conversely, inhibition of protein phosphatases induces abnormally condense chromosomes and premature mitotic exit into interphase (Guo et al. 1995). In yeast, the H3S10A mutant (which cannot be phosphorylated) shows neither mitotic nor meiotic abnormalities and exhibits identical generation time compared to wild-type, indicating that while the kinase is essential for proper cycling, H3S10ph is not essential in yeast (Hsu et al. 2000). It is worth noting, however, that the same mutation in *Tetrahymena* leads to a cell-lethal phenotypes indicative of mitotic defects, such as aneuploidy, chromosome lagging and mitotic arrest (Wei et al. 1999). In mammalian cells, H3S10ph has been reported to act as a molecular switch to eject HP1 proteins from the mitotic chromatin (Fischle et al. 2005) untethering the CPC for dynamic localization in mitosis (Nozawa et al. 2010).
1.7.2 Nucleosomal response: inducible H3S10ph

During interphase, H3S10ph is reportedly deposited on specific promoters as a part of downstream signal transduction following quiescent cell stimulation and is associated with activating transcription of inducible genes (Fig. 1.2) (Bode 2005). In contrast to the mitotic signal, inducible H3S10ph is thought to be limited to a small fraction of bulk nucleosomes (Barratt et al. 1994). Inducible H3S10ph is generally stimulated by extracellular ligands (e.g. phorbol esters, growth factors, UV), which initiate an intracellular kinase cascade in the cytoplasm, culminating in activation of immediate early genes in the nucleus (Lau and Nathans 1987). This induction of transcription is preceded by the rapid and transient phosphorylation of histone H3 at S10/S28 and transcription factors HMG-14 and CREB, described as the “nucleosomal response” (Mahadevan et al. 1991). Importantly, the nucleosomal response is not a consequence of transcription, as transcription inhibitors did not notably impact H3 phosphorylation following induction. Despite the fact that S10 and S28 share similar ARKS sequence motifs, inducible phosphorylation at S10 and S28 occurs on separate pools of nucleosomes (Khan et al. 2017), and shows distinct differences in kinetics following induction in activated macrophages (Josefowicz et al. 2016), suggesting the two phospho epitopes are not functionally equivalent.

In the context of mammalian transcriptional activation, numerous kinases involved in signal transduction have been shown to deposit H3S10ph at target promoters; including MSK1/2 (homologous to JIL-1 in flies), IKKα and PIM1 (Bode 2005). At the human FOSL1 promoter, for example, PIM1 kinase deposited H3S10ph upon serum stimulation triggers a cascade of chromatin modifications, including acetylation of H4K16 by MOF and recruitment of the
phospho-scaffolding protein 14-3-3, which together induce RNA polymerase II elongation (Zippo et al. 2009). Consistent with its role in promoting transcription initiation, mitogenic H3S10ph is only observed at promoter or enhancer regions of a handful of genes, but not within coding regions (Healy et al. 2012). Given that only a few genes are subjected to the nucleosomal response, it is unlikely that most transcription events require H3S10ph. Thus, inducible H3S10ph has been proposed to play a transient role in overriding existing repressive modifications at a subset of cis regulatory regions, thus permitting transient transcription of inducible genes (Sawicka and Seiser 2012).

1.7.3 JIL-1 and H3S10ph in Drosophila

Originally recovered from an expression screen as a candidate chromatin regulator in Drosophila (Jin et al. 1999), JIL-1 was later identified as an essential H3S10 kinase that associates with chromatin throughout the cell cycle (Wang et al. 2001). Indeed, JIL-1, which contains tandem kinase domains with intrinsic autophosphorylation activities, efficiently phosphorylates H3S10 in vitro. Using ChIP-chip, JIL-1 was subsequently found to localize to gene-dense regions forming blanket domains over gene bodies, regardless of transcriptional activity, but is especially enriched on the hypertranscribed X chromosome in male flies (Regnard et al. 2011).

Mutation studies indicate that in the absence of JIL-1 kinase activity, mitotic H3S10ph is unperturbed and heterochromatin marks, including H3K9me2 and HP1, spread ectopically (Fig. 1.3) (Zhang et al. 2006). Null mutations in JIL-1 suppress or enhance the PEV phenotype, depending on the site of integration of the white reporter; this is probably due to uneven ectopic spreading of heterochromatin in the absence of H3S10ph (Wang et al. 2012). Intriguingly, the
lethality phenotype observed in JIL-1 null mutants can be rescued via simultaneous loss-of-function in Su(var)3-9, suggesting that the aberrant gene expression observed in JIL-1 hypomorphs is likely due to gross chromatin changes, rather than defects in transcription per se (Deng et al. 2008; Regnard et al. 2011). Furthermore, physical tethering of JIL-1 to a genomic location induces local chromosomal decondensation without enhancing transcriptional activity (Li et al. 2013). Taken together, these data suggest that JIL-1 acts upstream of Su(var)3-9 to reinforce euchromatin-heterochromatin boundaries by antagonizing heterochromatin propagation into gene-dense regions.

Figure 1.3 Model of methyl-lysine and phospho-serine conflict at the translocated white locus in Drosophila. Position effect variegation (PEV) in Drosophila describes the mosaic pattern of red and white patches of facets in the eye of the fly. PEV is caused by translocation or P element-mediated transposition of the euchromatic gene, white, with pericentromeric heterochromatin. The aberrant juxtaposition causes stochastic spreading of repressive heterochromatin modifications, H3K9me2 and HP1, into white, and causes transcriptional silencing resulting in white eye facets. This process is stochastic, with cell-to-cell variability in heterochromatin spreading and thus red patches of cells are also observed. JIL-1, a genetic modifier of the PEV phenotype, antagonizes heterochromatin spreading into white by depositing H3S10ph at euchromatin regions.
1.7.4 The p90 RSK family in mammals

MSK, or Mitogen and Stress active protein Kinase family, shares 63% and 32% similarity, respectively, over the two kinase domains (KDI and KDII) with JIL-1 to form a distinct monophyletic clade (Fig. 1.4), and is generally accepted as the direct ortholog of JIL-1 (Jin et al. 1999). RSK or Ribosomal S6 Kinases, is the closest kinase family to JIL-1 and MSK, sharing 40% identity with the latter. Together RSK and MSK kinases are classified as the p90 RSK family.

MSKs are constitutively localized to the nucleus and are thought to be the most potent kinases for H3S10 in interphase cells (Tomas-Zuber et al. 2001); MSK1/2, however, have additionally acquired the ability to phosphorylate H3S28 (Vermeulen et al. 2009). The orthologous kinases share similarities in the kinase activation sequences – both require the phosphorylation of an activation loop within KDII prior to autophosphorylation and subsequent activation of KDI, which acts as the effector kinase domain for target substrates (Reyskens and Arthur 2016). The most significant disparity between MSKs and JIL-1, however, is the intrinsic autophosphorylation activity of JIL-1 which does not show any evidence of requiring external stimuli for activation (Jin et al. 1999). MSK kinases, on the other hand, are the distal effectors of two separate signalling cascades, – ERK and p38 MAPK, which are mediated by two classes of stimuli: serum/EGF and stress/heat-shock/UV, respectively. This is likely due to the dissimilarity of the KDII sequence, which serves as a MAPK docking sites for MSKs but is missing in JIL-1 (Reyskens and Arthur 2016).
Figure 1.4 Protein structure of JIL-1 and MSKs & RSKs homologs in mouse.
Cartoon schematic depicting protein domain structures of MSK1/2 & RSK1/2/3/4 in relation to JIL-1. JIL-1 & MSK/RSK share significant homology (percentages depicting amino acid identity) over both kinase domains, named KDI and KDII. The N-terminal KDI domain is an AGC kinase domain, and is the effector kinase domain for histone H3 and other nuclear substrates. The C-terminal KDII is CaMK domain and is the regulatory site for kinase activity. During activation, both JIL-1 and MSK/RSK undergo sequential phosphorylation events initiating at the C-terminus, which then leads to activation of autophosphorylation of KDI by KDII. MSK/RSK require upstream MAPK kinases and possess docking sites in the C-terminus, whereas JIL-1 can be fully activated by autophosphorylation. In addition, MSKs possess a canonical nuclear localization signal (NLS) at the C-terminal tail region and RSK3 encodes a putative NLS signal at the N-terminus. RSK1/RSK2 are known to localize to the nucleus, likely transported via a chaperone.

In mouse, the MSK family includes MSK1 (Rps6ka5) and MSK2 (Rps6ka4), with MSK1 being predominantly expressed in the spleen, lymphocytes, central and peripheral nerves and oocytes, while MSK2 is expressed in bone, leukocytes and fibroblasts. Both are necessary for maximal induction of the nucleosomal response via phosphorylation of nuclear substrates such as CREB, ATF1 transcription factor and histone H3 upon stimulation of MAPK, which consequently results in the transcription of immediate early genes such as Egr1, Junb, c-Fos.
Mpk1+/− ESCs showed no overt growth or morphological defects, likely owing to the low expression of MSK1 or compensation by the functionally redundant MSK2 (Arthur and Cohen 2000). Although Msk1−/− mice are born at the expected Mendelian ratio, and are overtly normal and fertile, aged Msk1−/− mice shows spontaneous striatal neuronal degeneration and increased ventricular volume at 9 months (Martin et al. 2011). Msk1/2 double KO (DKO) mice were derived later and found to be overtly normal and fertile under pathogenic-free conditions. Phenotypic differences do not begin emerging until the KO animals are subjected to stress. Msk1/2 DKO mice show hyperinflammation and increased susceptibility to endotoxin shock (Ananieva et al. 2008), reduced neuronal progenitor proliferation following induced seizure (Choi et al. 2012), and deficit in fear conditioning and spatial memory impairment (Chwang et al. 2007).

In mouse, the p90 RSK family includes four members with ubiquitous expression patterns, consistent with redundancy within the family. Structurally, the RSKs, including RSK1/2/3/4, are similar to MSKs, with two distinct kinase domains separated by a linker region (Fig. 1.4). MSKs and RSKs show considerable overlap in substrates, including transcription factors CREB, ATF1 and histone H3 (Chen et al. 1992; Anjum and Blenis 2008). In contrast to MSKs, which can respond to both mitogenic and stress stimuli, cytoplasmic RSK1/2/3 are activated by ERK as a consequence of serum/EGF stimulation and only translocate into the nucleus after PDK1-mediated activation (Fig. 1.5). RSK4, however, is the most functionally diverged isoform, showing constitutive activation independent of growth factor stimulation and is predominantly cytosolic (Dummler 2005). RSK1 (Rps6ka1) is expressed in highly proliferative tissues including epithelial cells, blastocysts and trophoblast stem cells, while RSK2
(Rps6ka3) is expressed in synaptic tissues, skeletal muscle, heart, pancreas and RSK3 (Rps6ka2) is expressed in developing neural and sensory tissues. Finally, RSK4 (Rps6ka6) is highly expressed in the oocyte, placenta and embryo.

Notably, null mutations of RSK2 in humans are associated with Coffin-Lowry Syndrome (CLS), a rare X-linked dominant disorder characterized by small stature, hypertelorism, flat nose, large ears, tapered fingers, skeletal malformations, auditory/visual deficit, and cognitive impairment (Coffin et al. 1966; Lowry et al. 1971). Premature death is common amongst CLS patients, often due to congestive heart failure. Due to its relevance to CLS, Rsk2 KO mice have been extensively studied. Rsk2 null mice are 10-15% smaller than wildtype littermates and have a normal life span, but show impaired learning, cognition and coordination, and progressive skeletal disease due to impaired osteoblast differentiation (Yang et al. 2004). Rsk1/2/3 TKO mice are viable, and phenocopy the phenotype of RSK2-null mice in terms of abnormal craniofacial development, but were not extensively characterized (Laugel-Haushalter et al. 2014). Previously, RSK2 was proposed to be an H3S10 kinase in vitro and in vivo; RSK2-null fibroblast derived from CLS patient and Rsk2 KO ESCs showed defects in inducible interphase H3S10ph in response to EGF (Sassone-Corsi et al. 1999). In later studies, however, the MSKs were shown to be the predominant kinases for induction of the nucleosomal response, and EGF-induced phosphorylation of H3S10 and CREB is unimpaired in CLS-derived fibroblasts (Wiggin et al. 2002); however the extent to which these kinases regulate global H3S10ph or transcription has never been examined in parallel.
Figure 1.5 The MSK and RSK signalling pathways in mammalian cells.
In quiescent (i.e. serum starved) cells, mitogens bind to the extracellular domain of FGFR to initiate a signalling cascade to activate intracellular MAPKs, including MEK and ERK. Activated ERK then phosphorylates RSK1/2/3/4 in the cytoplasm, or translocates into the nucleus to activate MSK1/2. RSKs additionally require PDK1 for full activation prior to nuclear translocation. Once in the nucleus, both MSKs and RSKs phosphorylate transcription factors, such as CREB and ATFs, or the chromatin itself to induce transcription of immediate early genes. In addition to mitogen signalling, MSKs can also respond to p38-dependent signalling in response to UV-B/cytokines /stress.
1.8 The phospho-methyl switch and H3K9me “readers”

Biochemically, H3S10ph antagonizes the deposition and recognition of methylation on the adjacent H3K9. This occurs at the level of substrate incompatibility for H3K9 KMTs, where the H3S10ph peptide tail cannot be methylated by SUV39H1, G9a/GLP or SETDB1 (Fig. 1.6) (Rea et al. 2000; Duan et al. 2008; Schultz 2002). H3S10ph also sterically hinders recognition of H3K9me1/2/3 and precludes binding of many methyl lysine reader modules, in a conserved mechanism known as the “phospho-methyl” switch (Fischle et al. 2005).

The structural basis for methyl lysine recognition is conserved amongst eukaryotes, even between distinct reader modules. Crystal structures of methyl lysine reader modules that recognize different states of methylation (mono-, di-, tri-) on different residues reveal structural similarities in the domain relevant for histone tail recognition (Taverna et al. 2007; Musselman et al. 2012). The reader modules typically consist of 2-4 aromatic amino acids positioned perpendicularly, forming a hydrophobic pocket, or an “aromatic cage”, around the methylated lysine residue. The specificity for mono-, di- or tri- methylation is determined by the composition and size of the pocket, while preference for a specific lysine residue is imparted by interactions with amino acids surrounding the cage. The H3K9-specific readers that have been extensively characterized include the chromodomain, ankryin repeats, tandem tudor and WD40 domains, all of which utilize a methyl lysine recognition mechanism similar to that described above (Taverna et al. 2007).

The phospho-sensitivity of methyl lysine readers has been characterized in greatest detail for the chromodomain of HP1, where Asn57 forms a hydrogen bond with unmodified H3Ser10
Phosphorylation of S10 not only breaks this stabilizing interaction, but creates steric hindrance with surrounding aromatic residues, decreasing binding affinity of histone:chromodomains by ~100 fold (Andrews et al. 2016). Similarly, hydrogen bonding of Glu87 within the ankryin repeat of G9a to mono- and di-methylated H3K9 is disrupted by phospho S10 (Collins et al. 2008).

Until recently, with the characterization of the binding characteristics of UHRF1/NP95 and ATRX, H3S10ph was thought to universally exclude all H3K9 readers. UHRF1 recognizes nascent hemi-methylated DNA via its SRA domain, and is an obligate partner of maintenance DNA methylation transferase 1, DNMT1 (Sharif et al. 2007). Aside from possessing an SRA domain, UHRF1 contains a tandem tudor domain (TTD) that not only recognizes H3K9me3, but also exhibits increased affinity for H3K9me3S10ph (Rothbart et al. 2012). While the TTD also possesses an aromatic cage specific for H3K9me3, the residue Asn147 just outside of the cage exhibits flexible conformation and allows for rotational freedom of phospho S10. The ADD (ATRX-DNMT3-DNMT3L) domain of ATRX is also a phospho-tolerant H3K9me3 reader, with S10ph positioned away from the pocket and stabilized internally via a salt bridge with H3R8 (Noh et al. 2014; Eustermann et al. 2011; Kunowska et al. 2015). The biochemical basis of H3K9 recognition is consistent with the observation that both UHRF1 and ATRX are reported to be retained on mitotic chromosomes, while HP1s are displaced, likely by H3S10ph (Rothbart et al. 2012; McDowell et al. 1999b; Fischle et al. 2005).
Figure 1.6 The phospho-methyl switch at H3K9/S10.
Phosphorylation of H3S10 hinders the catalytic activity of all known H3K9 KMTs. In addition, most known readers of H3K9 methylation have been shown to be displaced by H3S10ph, in a mechanism known as the “phospho-methyl switch”. Reader modules that exhibit phospho-sensitivity includes the chromodomain in H3K9me readers HP1, MPP8, and CDYL. Similar intolerance to H3K9meS10ph has been reported for GLP, an obligate paralog of G9a, JMJD2A & LSD1, the H3K9 demethylases. Comparatively, few reader modules tolerate the phospho epitope. Thus far only the ADD domain of ATRX (a SWI/SNF helicase) and the TTD of UHRF1/NP95 (an essential cofactor to DNMT1), have been shown to be insensitive to the methyl-lysine phospho-serine bivalent histone tail. (Fischle et al. 2005; Rothbart et al. 2012; Musselman et al. 2009; Noh et al. 2014; Collins et al. 2008; Ng et al. 2007; Franz et al. 2010; Forneris et al. 2005).
1.9 Thesis objectives

In Chapter 1, I review the current state of knowledge on H3S10ph, showing that while H3S10ph was among the earliest histone PTMs described and is universally observed on mitotic chromosomes, surprisingly little is known about the role of this epigenetic mark in interphase. Biochemical and genetic evidence suggest that phosphorylation of the adjacent serine 10 antagonizes both the methylation of the adjacent H3K9 by KMTs and the recognition of H3K9me2/3 by readers of this mark, in a conserved mechanism known as the “phospho-methyl switch”. We and others have previously demonstrated that di- and tri-methylation of lysine 9 on histone H3 by GLP/G9a and SETDB1, respectively, is instrumental in transcriptional repression of ERVs and a subset of genes (Maksakova et al. 2013; Yokochi et al. 2009; Matsui et al. 2010; Karimi et al. 2011). I hypothesize that H3S10ph may function to maintain euchromatin and transcription potential by barring certain genomic regions from the H3K9 KMT machinery. The general objective of my thesis project was to comprehensively map H3S10ph in interphase mammalian cells, and to understand the relationship between H3S10ph and H3K9me2/3 in the context of transcriptional regulation in ESCs using next-generation sequencing methods.

In Chapter 2, I describe the materials and methods relevant to data presented in Chapters 3, 4, and 5. I established several ESC lines used in this thesis work, including the reporter ESC line harbouring the FUCCI (fluorescent ubiquitin-mediated cell cycle indicator) reporter, an ESC line overexpressing YFP-tagged H3.3S10A, and a panel of CRISPR-mediated KO ESC lines. I also optimized and adapted an existing native chromatin immunoprecipitation (N-ChIP) protocol to capture the labile H3S10ph epitope, using crosslinking followed by MNase digestion (XM-ChIP). Details of library preparation and sequencing on the Illumina platform are
also presented. Finally, I describe the bioinformatics methods used to analyze the relevant sequencing data.

In **Chapter 3**, I analyzed the distribution of H3S10ph in specific cell cycle stages in ESCs and MEFs, and found that this mark is enriched in interphase in broad gene-dense euchromatin domains. Reminiscent of JIL-1 dependent H3S10ph in *Drosophila*, interphase H3S10ph is strongly anti-correlated with H3K9me2 domains in both cell types. In ESCs, H3S10ph and H3K9me2 show high concordance with the replication timing (RT) program, marking early- and late-replicating fractions of the genome, respectively. I further explored the reciprocal antagonism between H3K9me2 and H3S10ph, using histone mutants and ESCs deficient in the H3K9 KMT GLP. This work uncovered interphase H3S10ph as a pervasive PTM in euchromatin in ESCs and specifically identified replication timing transition regions (TTRs) as hotspots for aberrant transcription in the absence of H3K9me2.

In **Chapter 4**, I discovered that a large fraction of H3K9me3 is converted into H3K9me3S10ph by Aurora B/C at mitosis, and this bivalent mark persists into the next G1. To probe the function of H3K9me3S10ph in interphase, I also mapped HP1β localization and found that HP1β localized robustly to H3K9me3S10ph-marked regions. These results suggest that H3K9me3S10ph and H3K9me3 co-exist heterogeneously in G1, with HP1β binding to the latter. Finally, I discuss the implications of the co-existence of H3K9me3- and H3K9me3S10ph-marked nucleosomes in recruiting separate classes of readers with differential H3S10ph tolerance at ERVs and germline-specific genes.
In Chapter 5, using the panel of Msk1/2 & Rsk1/2/3/4 KO ESCs that I generated using the CRISPR/Cas9 system, I demonstrate that MSK and RSK kinases, homologs of the JIL-1 kinase in Drosophila, are dispensable for the broad interphase H3S10ph domains present in ESCs. Among the KO ESC lines, Msk2−/− showed the greatest loss of H3S10ph at promoters and distal enhancers, with many genes deregulated. Notably, genes down-regulated in Msk2−/− ESCs are enriched for testis-specific expression, and many are bona fide targets of the repressor SETDB1. These results conclusively show that MSK and RSK are not required for the majority of H3S10ph present in interphase ESCs, and potentially uncover a role for MSK2 in mediating expression of specific germline genes in ESCs.

Finally, in Chapter 6, I summarize experimental results from Chapters 3-5, and discuss potential future directions for this project. Given that the JIL-1 homologs were dispensable for most of the interphase H3S10ph observed in ESCs, I specifically describe a novel screening strategy to identify interphase H3S10ph kinases. Furthermore, the reiterative observation that germline-specific genes are deregulated upon disruption of H3K9me or H3S10ph suggest these genes act as the nexus for the phospho-methyl interplay, and thus, are obvious pursuits for future work. Finally, I discuss the merits of characterizing the distribution of interphase H3S10ph in vivo to advance our understanding of this prevalent mark in chromatin biology.
2. MATERIAL & METHODS

2.1 Cell lines and culturing conditions

Mouse embryonic stem cells, including TT2 (WT), G9a<sup>−/−</sup>, Glp<sup>−/−</sup>, were cultured in DMEM supplemented with 15% fetal bovine serum (HyClone Laboratories, Logan, UT, USA), 20 mM HEPES, 1 mM L-glutamine, 1 mM non-essential amino acids, 1mM sodium pyruvate, 0.1 mM betamercaptoethanol, 100 U/mL penicillin-streptomycin, and recombinant leukemia inhibitory factor (LIF) on gelatinized plates. ESCs were passaged every 2-3 days. Hesperadin (Millipore) was diluted to working stock of 1 mM in DMSO, and diluted in complete ES media to a final concentration of 200 nM for 3 hours prior to harvesting. Mouse embryonic fibroblasts were cultured in DMEM supplemented with 10% fetal bovine serum, 1 mM L-glutamine, and 100 U/mL penicillin-streptomycin.

2.2 Generation of cell lines

2.2.1 FUCCI

To derive an ESC line stably expressing FUCCI, 1.5 ug of CAG-hCdt1:mKO2-T2A-hGeminin:Venus plasmid (kind gift from U. Naumann) was lipotransfected into WT TT2 ESCs using Lipofectamine 2000 (Invitrogen, Carlsbad, CA, USA) according to the manufacturer’s recommendation. Stable transfectants were obtained through 2 successive rounds of FACS for mKO2<sup>+</sup> or Venus<sup>+</sup> at day 4 and day 11 post-transfection.
2.2.2 **H3.3-YFP**

CMV-H3.3-YFP vector was obtained from Addgene. Ser10Ala point mutation was introduced using the QuikChange Lightning site-directed mutagenesis kit (Agilent, Cat#210518), and sequenced using T7 primer to verify the mutation. H3.3 and H3.3S10A were then cloned into a TetOn Puromycin resistance plasmid using EcoRI and SpeI; vector was then lipotransfected using Lipofectamine 2000 into rTTa2-M2-expressing TT2 ESCs and subjected to puromycin selection for 24 hours. Clones were then isolated and characterized using flow cytometry 24 hours after Dox induction.

2.2.3 **CRISPR-mediated deletion of Msk1/2 & Rsk1/2/3/4 KO**

Short guide RNA, or sgRNA, were designed *in silico* using the sgRNA Designer webtool from the Broad Institute against RefSeq annotated transcripts of *Rps6ka5* (MSK1), *Rps6ka4* (MSK2), *Rps6ka1* (RSK1), *Rps6ka3* (RSK2), *Rps6ka2* (RSK3) and *Rps6ka6* (RSK4). Two top ranking sgRNA were chosen and cloned into a multicistronic vector encoding the Cas9 endonuclease and puromycin resistance. Inserts encoding sgRNA were then verified using Sanger sequencing. WT Fu.7 were then transfected using Lipofectamine 3000 (Invitrogen, Carlsbad, CA, USA) according to the manufacturer’s recommendation, and subjected to puromycin selection for 48 hours. Cells were then seeded at low density to obtain clonal colonies, and 10-20 clones per each kinase were genotyped at the targeted exon using Sanger sequencing.

2.3 **Immunofluorescence, flow cytometry and cell cycle analysis**

Indirect immunofluorescence staining was performed using standard methods. Cells were harvested using trypsinization were then crosslinked with 1% formaldehyde, permeabilized with
0.25% Triton-X-100 and blocked with 1% bovine serum albumin (Sigma-Aldrich). Cells were then incubated with anti-H3S10ph (CMA311, 1:100), anti-PCNA (Abcam ab29) at 37 °C for 1 hour and subsequently incubated with Alexa Fluor 488 and 594-labeled secondary antibodies (Life Technologies). DNA was counter-stained with 500 ng/mL Hoescht 33342 (Sigma-Aldrich). Flow cytometry analysis of FUCCI cells was performed as previously described. Briefly, cells were resuspended in phosphate buffered saline and analyzed on a BD LSRII561 flow cytometer using BD FACS Diva software. Cells were successively gated on forward and side scatter, then singlet cells, and lastly mKO \(^+\) or Venus \(^+\) cells, using the WT TT2 ESC line as mKO'Venus' to set the gates.

### 2.4 Native chromatin immunoprecipitation (NChIP)
NChIP-seq experiments were performed as previously described (Karimi et al. 2011), with minor modifications. To generate chromatin, \(10^7\) cells were trypsinized, washed in PBS and flash-frozen. Cells were resuspended in 250 µL of douncing buffer (10 mM Tris-HCl pH 7.5, 4 mM MgCl\(_2\), 1 mM CaCl\(_2\), 1 x protease inhibitory cocktail or PIC) and homogenized through a 25-gauge needle syringe for 25 repetitions. Subsequently, 1.25 µL of 50 U/mL of MNase was added to the nuclei and incubated at 37 °C for 7 minutes. The reaction was quenched by the addition of 0.5M EDTA and incubation on ice for 5 minutes. 1 mL of hypotonic lysis buffer (0.2 mM EDTA pH 8.0, 0.1 mM benzamidine, 0.1 mM phenylmethylsulfonyl fluoride, 1.5 mM dithiothreitol, 1 x PIC) was then added and the mix incubated with rotation for 1 hour at 4 °C. Protein A/G Dynabeads (Life Technologies) were mixed and washed twice with 1 mL of IP buffer (10 mM Tris-HCl pH 8.0, 1% Triton X-100, 0.1% Deoxycholate, 0.1% SDS, 90 mM NaCl, 2 mM EDTA, 1 x PIC), and then resuspended in the original volume with IP buffer. Cellular debris was
pelleted and the soluble chromatin fractions were then pre-cleared by rotation with Protein A/G Dynabeads for 2 hours at 4 °C. 100 µL of the pre-cleared chromatin was purified using phenol:choloroform extraction and fragment sizes were analyzed on a 1.5% agarose gel.

Antibody-bead complexes were prepared using antibodies specific for H3K9me2 (Abcam ab1220, 5 µL), H3K4me3 (Abcam ab1012, 5 µL), H3K36me3 (Abcam ab9050, 5 µL), and YFP (Abcam ab290, 5 µL) incubated with Protein A/G dynabeads at an antibody:bead ratio of 1:4, in IP buffer at 4 °C, rotating for 2 hours. 10⁶ cell equivalents of chromatin were then added to each antibody-bead complex aliquot and rotated overnight at 4 °C. The immunoprecipitated complexes were then washed twice with 400 µL of ChIP wash buffer (20 mM Tris-HCl pH 8.0, 0.1% SDS, 1% Triton X-100, 2 mM EDTA, 150 mM NaCl, 1 x PIC), followed by a single wash with ChIP final wash buffer (20 mM Tris-HCl pH 8.0, 0.1% SDS, 1% Triton X-100, 2 mM EDTA, 500 mM NaCl). The protein-DNA complexes was eluted by incubating the beads in 200 µL of elution buffer (100 mM NaHCO₃, 1% SDS) and RNAse at 68 °C for 2 h. Beads were then washed and eluted in the presence of RNase A. DNA was then purified with 2 x volume of phenol:chloroform:isoamyl (25:24:1) in MaXtract High Density phase-locked tubes (Qiagen) and ethanol precipitated at -20 °C overnight. DNA pellets were washed twice with 70% ethanol, and resuspended in 60 µL ddH₂O.

2.5 Crosslinked MNase ChIP (XMChIP)
For crosslinked MNase ChIP of H3S10ph and HP1β, 10⁷ ES cells were harvested and crosslinked with 1% formaldehyde in 10 mL of PBS for 10 minutes at room temperature then
quenched with 0.125 M glycine for 5 minutes. Cells were washed 1x with PBS, and resuspended in 1 mL of EZ Nuclei Isolation Buffer (Sigma). The cytoplasmic supernatant was discarded and the pellets containing nuclei were flash frozen with liquid N$_2$. Nuclei were washed once with MNase Wash buffer (50 mM Tris pH 8.0, 1.5 mM DTT, 1 mM PMSF, and 1 x Protease Inhibitor Cocktail (Roche)) and resuspended in MNase Digestion Buffer (10 mM Tris-Cl pH 7.5, 4 mM MgCl$_2$, 1 mM CaCl$_2$, 1 mM PMSF, 1 x PIC, and 1 x PhosStop). Chromatin were then digested with micrococcal nuclease (NEB) and incubated at 37 °C for 7 minutes, yielding predominantly mononucleosomes. The MNase digestion was quenched with the addition of EDTA to a final concentration of 10 mM. Cells were then lysed with 1 mL of IP Buffer (0.5 % NP-40, 0.1% NaDOC, 0.1% SDS, 150 mM NaCl, 10 mM EDTA, 1 mM PMSF, 1 x PIC, and 1 x PhosStop) at 4 °C on a rotator for 1 hour. Cell debris were then pelleted, and the soluble chromatin fraction was precleared with Protein A/G Dynabeads (Life Technologies) at 4 °C, rotating for 2 hours. During preclearing, antibody-bead complexes were prepared using antibodies specific for H3S10ph (clone CMA311) and incubated with sheep anti-mouse IgG dynabeads, in IP buffer at 4 °C, on a rotator for 2 hours. 10$^6$ cell equivalents of chromatin was then added to each antibody-bead complex, and rotated overnight. Beads were then washed and eluted in the presence of RNAse A. To reverse crosslinking, eluted DNA was incubated with Proteinase K and high salt overnight at 65 °C. DNA was then purified with 2x volume of phenol:choloroform:isoamyl (25:24:1) in MaXtract High Density phase-locked tubes (Qiagen) and ethanol precipitated at -20°C overnight. DNA pellets were washed two times with 70% ethanol, and resuspended in 60 µL ddH$_2$O.
2.6 Genomic DNA isolation and genotyping
Genomic DNA was isolated using the HotSHOT protocol. A small number of trypsinized cells (~1,000) were lysed and boiled in 50 µL HotShot I alkaline buffer (25 mM NaOH, 0.2 mM EDTA) for 30 minutes, cooled at 4 °C for 10 minutes and neutralized immediately with HotShot II (40 mM Tris-HCl pH 5.0). 2 µL of the DNA prep is then used for PCR in genotyping reactions. Genotyping primers were designed to flank the sgRNA-target sequence, and validated in WT parent line to verify the size of amplicons. Clones were first screened for overt deletions as evident by a band shift – positive clones were then sequenced using the Sanger method.

2.7 RNA extraction and RT-PCR
RNA was isolated using the RNeasy kit (Qiagen) according to the manufacturer’s protocol. DNaseI treated RNA was subjected to first-strand cDNA synthesis using the RevertAid H Minus kit (Fermentas) in the presence or absence of reverse transcriptase. qRT-PCR using primers of interest, or β-actin specific primers as an internal control, was conducted with EvaGreen dye (Biotium) on an Opticon 2 thermal cycler (Bio-Rad). Relative expression levels were determined by normalizing to the β-actin gene.

2.8 Whole-cell extraction and western blot
For preparing cell extracts for western blotting, cells were lysed in RIPA buffer (50 mM Tris pH 8.0, 150 mM NaCl, 1% NP-40, 0.25% deoxycholate, 0.1% SDS). Histones were isolated from ESCs for westerns by boiling cells in SDS-PAGE loading buffer. Western blotting was performed as previously described using anti-H3S10ph (H. Kimura, CMA311) and anti-pan H3
(Sigma H0164). Primary antibodies were detected using IRDYE-conjugated secondary antibodies and scanning on the Odyssey imager (LiCOR Biosciences).

2.9 Sequencing library construction and bioinformatic analysis

Construction of Illumina sequencing libraries was as described previously (Brind'Amour et al. 2015). Briefly, ChIP and input DNA (10-20 ng total) was subjected to end repair with T4 and Klenow, A-tailing, and adaptor ligation. Following ligation, libraries were amplified (8-10 PCR cycles) using primers complementary to the adaptors. PCR products in the range of 200-700 bp was then purified on a 2% EX Gel (Life Technologies) and quantified on a Qubit and Agilent Tape station. Paired-end sequencing was performed on an Illumina Hi-Seq 2000 following the recommended protocol. Reads were aligned to mm9 using Burrows-Wheeler Aligner (BWA) using default parameters. PCR duplicates and multi-match reads (Q=0) were removed from all subsequent statistical analyses. Wiggle plots were generated from genome coverage counts using reads of MAPQ ≥ 5. RPKM (Reads Per Kilobase per Million mapped reads) and z-score values were calculated using the equations below as per Karimi et al. (Karimi et al. 2011) with SeqMonk and VisRSeq (Younesy et al. 2015) software.

Strand-specific mRNA-seq libraries were constructed from purified polyA RNA, as described in Morrissy et al. (Morrissy et al. 2016), from 6 ug of DNase1 treated total RNA and sequenced on an Illumina Genome Analyzer iix following the manufacturer’s recommended protocol. The resulting sequence reads were aligned to the mouse reference genome (mm9) using MAQ v0.7.1 (Li et al. 2009), with Smith-Waterman alignment disabled and annotated exon-exon junctions compiled from Ensembl v54 (Flicek et al. 2009), RefSeq (Pruitt and Maglott 2001) and UCSC
(Rhead et al. 2009) gene annotation sources (downloaded from http://genome.ucsc.edu on March 17, 2009), as described (Karimi et al. 2011). Sequence reads that could be uniquely assigned a position in the transcript resource (exon-exon junctions) were computationally repositioned to the genomic mm9 coordinates and a single merged bam file generated for downstream analyses. The Samtools pileup utility was used to generate data tracks for visualization (wig and bigWig (Kent et al. 2010)) in the UCSC browser. Repbase (Jurka et al. 2005), a comprehensive database of repetitive elements, was used for alignment of reads to specific repetitive elements.

To quantify expression levels and histone marks we calculated RPKM values. For each genomic region of interest, RPKM was calculated using the following formula: 

\[
RPKM_x = \frac{n}{L} \times \frac{1000000}{N_x},
\]

where \(n\) is number or reads aligned to the region, \(L\) is the length in kilobases, and \(N_x\) is the total number of aligned reads used for normalization. For pair-wise sample comparisons, an empirical Z-score was calculated assuming the distribution of RPKMs for each sample followed a Poisson model: 

\[
Z = \frac{(RPKM_A - RPKM_B)}{\sqrt{(RPKM_A + RPKM_B)}}
\]

where RPKM\(_A\) and RPKM\(_B\) are RPKMs in the region of interest of A and B samples respectively. H3S10ph ChIP-seq data was normalized by subtracting input RPKM from ChIP RPKM values, z-scores were calculated from the normalized score. Gene Ontology enrichment was performed using InnateDB (Breuer et al. 2012) or PantherDB (Mi et al. 2017). Kendall correlation was performed by ranking all genomic 5 kb bins by RPKM values and comparing the ranks of chromatin features, followed by unsupervised clustering to generate the correlation matrix. Data visualization and plots were generated in VisRSeq (Younesy et al. 2015), Excel or RStudio.
### 2.10 Deposited sequencing datasets accession

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Accession</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>ESC_Fucci_G1_H3S10ph</td>
<td>GSE97947</td>
<td>Chapter 3</td>
</tr>
<tr>
<td>ESC_Fucci_G1_Input</td>
<td>GSE97947</td>
<td>Chapter 3</td>
</tr>
<tr>
<td>ESC_Fucci_S_H3S10ph</td>
<td>GSE97947</td>
<td>Chapter 3</td>
</tr>
<tr>
<td>ESC_Fucci_S_Input</td>
<td>GSE97947</td>
<td>Chapter 3</td>
</tr>
<tr>
<td>ESC_Fucci_SG2M_H3S10ph</td>
<td>GSE97947</td>
<td>Chapter 3</td>
</tr>
<tr>
<td>ESC_Fucci_SG2M_Input</td>
<td>GSE97947</td>
<td>Chapter 3</td>
</tr>
<tr>
<td>ESC_TT2asynch_H3S10ph</td>
<td>GSE97947</td>
<td>Chapter 3</td>
</tr>
<tr>
<td>ESC_TT2_Ctrl_H3S10ph</td>
<td>GSE97947</td>
<td>Chapter 3</td>
</tr>
<tr>
<td>ESC_TT2_Ctrl_Input</td>
<td>GSE97947</td>
<td>Chapter 3</td>
</tr>
<tr>
<td>ESC_TT2_Hesp_H3S10ph</td>
<td>GSE97947</td>
<td>Chapter 3</td>
</tr>
<tr>
<td>ESC_TT2_Hesp_Input</td>
<td>GSE97947</td>
<td>Chapter 3</td>
</tr>
<tr>
<td>ESC_TT2_H3K9me2</td>
<td>GSE97947</td>
<td>Chapter 3</td>
</tr>
<tr>
<td>ESC_H3.3WT_YFP</td>
<td>GSE97947</td>
<td>Chapter 3</td>
</tr>
<tr>
<td>ESC_H3.3S10A.1_YFP</td>
<td>GSE97947</td>
<td>Chapter 3</td>
</tr>
<tr>
<td>ESC_H3.3S10A.2_YFP</td>
<td>GSE97947</td>
<td>Chapter 3</td>
</tr>
<tr>
<td>ESC_H3.3WT_H3K9me2</td>
<td>GSE97947</td>
<td>Chapter 3</td>
</tr>
<tr>
<td>ESC_H3.3S10A.1_H3K9me2</td>
<td>GSE97947</td>
<td>Chapter 3</td>
</tr>
<tr>
<td>ESC_H3.3S10A.2_H3K9me2</td>
<td>GSE97947</td>
<td>Chapter 3</td>
</tr>
<tr>
<td>ESC_GlpKO_H3K9me2</td>
<td>GSE97947</td>
<td>Chapter 3</td>
</tr>
<tr>
<td>ESC_GlpKO_H3S10ph</td>
<td>GSE97947</td>
<td>Chapter 3</td>
</tr>
<tr>
<td>ESC_GlpKO_Hesp_H3S10ph</td>
<td>GSE97947</td>
<td>Chapter 3</td>
</tr>
<tr>
<td>ESC_GlpKO_Hesp_Input</td>
<td>GSE97947</td>
<td>Chapter 3</td>
</tr>
<tr>
<td>ESC_TT2_H3K4me3</td>
<td>GSE97947</td>
<td>Chapter 3</td>
</tr>
<tr>
<td>ESC_TT2_H3K36me3</td>
<td>GSE97947</td>
<td>Chapter 3</td>
</tr>
<tr>
<td>ESC_TT2_ssRNAseq</td>
<td>GSE97947</td>
<td>Chapter 3</td>
</tr>
<tr>
<td>ESC_GlpKO_H3K4me3</td>
<td>GSE97947</td>
<td>Chapter 3</td>
</tr>
<tr>
<td>ESC_GlpKO_H3K36me3</td>
<td>GSE97947</td>
<td>Chapter 3</td>
</tr>
<tr>
<td>ESC_GlpKO_ssRNAseq</td>
<td>GSE97947</td>
<td>Chapter 3</td>
</tr>
<tr>
<td>ESC_G9aKO_H3K4me3</td>
<td>GSE97947</td>
<td>Chapter 3</td>
</tr>
<tr>
<td>ESC_G9aKO_H3K36me3</td>
<td>GSE97947</td>
<td>Chapter 3</td>
</tr>
<tr>
<td>ESC_G9aKO_ssRNAseq</td>
<td>GSE97947</td>
<td>Chapter 3</td>
</tr>
<tr>
<td>MEF_Ctrl_H3S10ph</td>
<td>GSE97947</td>
<td>Chapter 3</td>
</tr>
<tr>
<td>MEF_Ctrl_Input</td>
<td>GSE97947</td>
<td>Chapter 3</td>
</tr>
<tr>
<td>MEF_Hesp_H3S10ph</td>
<td>GSE97947</td>
<td>Chapter 3</td>
</tr>
<tr>
<td>MEF_Hesp_Input</td>
<td>GSE97947</td>
<td>Chapter 3</td>
</tr>
<tr>
<td>TT2_H3K9me3_1million</td>
<td>GSE693523</td>
<td>Chapter 4</td>
</tr>
<tr>
<td>TT2_HP1b</td>
<td>GSE71114</td>
<td>Chapter 4</td>
</tr>
<tr>
<td>Primer</td>
<td>Sequences</td>
<td></td>
</tr>
<tr>
<td>------------------------------</td>
<td>---------------------------------------------------------------------------</td>
<td></td>
</tr>
<tr>
<td>Sox2 promoter ChIP F</td>
<td>GAAAGCCTGGCCTTTTGCAGAATC</td>
<td></td>
</tr>
<tr>
<td>Sox2 promoter ChIP R</td>
<td>CTGTGGTTTCTACGTCGACCATCA</td>
<td></td>
</tr>
<tr>
<td>IAP LTR F</td>
<td>GCTCCTGAAGATGTAAGCAATAAA</td>
<td></td>
</tr>
<tr>
<td>IAP LTR R</td>
<td>CTTCCCTGCGCAGTCGACCAGAG</td>
<td></td>
</tr>
<tr>
<td>Chr2 IAP Proximal F</td>
<td>AGAAGATTCTGTCGTGTTGTT</td>
<td></td>
</tr>
<tr>
<td>Chr2 IAP Proximal R</td>
<td>TCTCAAATGGCTATAGTTGC</td>
<td></td>
</tr>
<tr>
<td>Chr2 IAP Distal F</td>
<td>TACACACCAGCAGTCGTTAAC</td>
<td></td>
</tr>
<tr>
<td>Chr2 IAP Distal R</td>
<td>TCGCCAGGGTCAGAGTCAC</td>
<td></td>
</tr>
<tr>
<td>Msk1 ex5 sgRNA</td>
<td>TGTGGAAGGGCTCTTCCACCGGCTTGGAGTTCTAAGGCGATGTTGTTATAGAAATA</td>
<td></td>
</tr>
<tr>
<td>Msk2 ex3 sgRNA</td>
<td>TGTGGAAGGGCTCTTCCACCGGCTTGGAGTTCTAAGGCGATGTTGTTATAGAAATA</td>
<td></td>
</tr>
<tr>
<td>Rsk1 ex3 sgRNA</td>
<td>TGTGGAAGGGCTCTTCCACCGGCTTGGAGTTCTAAGGCGATGTTGTTATAGAAATA</td>
<td></td>
</tr>
<tr>
<td>Rsk2 ex9 sgRNA</td>
<td>TGTGGAAGGGCTCTTCCACCGGCTTGGAGTTCTAAGGCGATGTTGTTATAGAAATA</td>
<td></td>
</tr>
<tr>
<td>Rsk3 ex3 sgRNA</td>
<td>TGTGGAAGGGCTCTTCCACCGGCTTGGAGTTCTAAGGCGATGTTGTTATAGAAATA</td>
<td></td>
</tr>
<tr>
<td>Rsk4 ex12 sgRNA</td>
<td>TGTGGAAGGGCTCTTCCACCGGCTTGGAGTTCTAAGGCGATGTTGTTATAGAAATA</td>
<td></td>
</tr>
<tr>
<td>Msk1 int5 F</td>
<td>CTTTTGTCTCCGAGGGACCTTGAA</td>
<td></td>
</tr>
<tr>
<td>Msk1 int4 R</td>
<td>ATTTTGCTCGACAGGTTGCC</td>
<td></td>
</tr>
<tr>
<td>Msk2 int3 F</td>
<td>TGGGAGTGGAGGAGCAGTTGAATGAG</td>
<td></td>
</tr>
<tr>
<td>Msk2 int2 R</td>
<td>CCCAGGCTAGTTTGCAGATGAATGAG</td>
<td></td>
</tr>
<tr>
<td>Rsk1 int3 F</td>
<td>CGTCCCTGATCCTTTGCGTATGAG</td>
<td></td>
</tr>
<tr>
<td>Rsk1 int2 R</td>
<td>TCTCCTGAGCCTGTTTCCATCT</td>
<td></td>
</tr>
<tr>
<td>Rsk2 int10 F</td>
<td>TATGGTCAACTGACGGTTGGGT</td>
<td></td>
</tr>
<tr>
<td>Rsk2 int12 R</td>
<td>CCCCAGTTCCTACACGTTAGGCAAT</td>
<td></td>
</tr>
<tr>
<td>Rsk3 int2 F</td>
<td>GTCACCCGTAATGGACTCGTTTCTT</td>
<td></td>
</tr>
<tr>
<td>Rsk3 int3 R</td>
<td>GCCACGTTGGAACAAATGGCTT</td>
<td></td>
</tr>
<tr>
<td>Rsk4 int12 F</td>
<td>ACAGCTAGGGAAGGTTGTTGAAC</td>
<td></td>
</tr>
<tr>
<td>Rsk4 int11 R</td>
<td>ACTGAGGCAACAGCAAGGAAGCA</td>
<td></td>
</tr>
</tbody>
</table>
3. **H3S10ph Broadly Marks Early-Replicating Domains in Interphase**

3.1 **Introduction**
H3S10ph is a highly-conserved histone PTM; however, the influence of this mark on chromatin structure remains elusive, partly due to H3S10ph being observed in two seemingly paradoxical contexts – broadly marking condensed chromosomes during mitosis and transiently marking the promoters of inducible genes in interphase. By early metaphase, histone H3 is extensively phosphorylated by Aurora kinase B (AURKB) at Ser10 and S28 (Wei et al. 1998), a process essential for the initiation of chromosome condensation and transition through mitosis (Van Hooser et al. 1998). Conversely, during interphase, activation of the MAPK pathway by mitogens or stress promotes rapid H3S10 phosphorylation at the promoter and enhancer regions of immediate early genes (Mahadevan et al. 1991; Cheung et al. 2000), stimulating the release of paused RNA Pol II and P-TEFb dependent transcription elongation (Zippo et al. 2009). While several nuclear kinases have been implicated as the downstream effectors of such inducible H3S10 phosphorylation at specific loci, including RPS6KA5/MSK1 RPS6KA4/MSK2 (the homologs of JIL-1 in flies), RPS6KA3/RSK2, CHUK/IKKα and PIM1 (Thomson et al. 1999b; Sassone-Corsi et al. 1999; Anest et al. 2003; Zippo et al. 2009), a genome-wide view of the dynamics of H3S10ph during the mammalian cell cycle has not been reported.
H3S10ph inhibits the lysine methyltransferase (KMT) activity of mammalian Su(var)3-9 family members in vitro, including SUV39H1, SETDB1 and G9a and promotes displacement of Chromobox proteins, also called Heterochromatin Protein 1 (HP1) from H3K9 methylated regions (Rea et al. 2000; Schultz 2002; Rathert et al. 2008; Fischle et al. 2005). While histone peptide binding studies have shown that H3K9me3 binding modules vary in their sensitivity to the presence of H3S10ph, the chromodomain of HP1 and ankyrin repeats of G9a /GLP are inhibited by H3S10ph-marked peptides (Fischle et al. 2005; Rathert et al. 2008). Such antagonism between H3S10ph and methylation of the adjacent H3K9, termed the “phospho-methyl switch” (Fischle et al. 2005), has been best characterized in the context of mitosis; however, the extent of crosstalk between H3S10ph and H3K9me2/3 in interphase mammalian cells remains unexplored.

Interplay between H3S10ph and H3K9 methylation is well documented in Drosophila. The essential H3S10 kinase JIL-1, isolated originally as an antimorph of position effect variegation (PEV), associates with chromatin throughout the cell cycle (Wang et al. 2001) and localizes to gene-dense regions, forming “blanket” domains over gene bodies (Regnard et al. 2011). Notably, chromosome morphology is severely impacted in a JIL-1 hypomorph, with widespread loss of euchromatin interbands, despite normal mitotic H3S10 phosphorylation (Jin et al. 1999). Furthermore, H3K9me2 and HP1 spread ectopically into euchromatin polytene bands, suggesting that H3S10ph functions to reinforce euchromatin boundaries in flies by antagonizing heterochromatin propagation (Zhang et al. 2006). Intriguingly, the lethality observed in JIL-1 null mutants is rescued in Su(var)3-9 double mutants, indicating that the aberrant gene expression observed in JIL-1 hypomorphs may be a consequence of ectopic H3K9
methylation. Indeed, depletion of interphase H3S10ph in the *JIL-1* hypomorph leads to global redistribution of H3K9me2, with gain or loss of heterochromatin corresponding with down- and up-regulation of associated genes, respectively (Cai et al. 2014). Taken together, these observations reveal that crosstalk between H3K9me2 and H3S10ph plays a pivotal role in determining large-scale chromatin structure and in turn transcription potential in interphase *Drosophila* cells.

In mammals, H3K9me2 is deposited in euchromatic regions by G9a and its obligate paralog, GLP/Ehmt1 (Shinkai and Tachibana 2011). In mouse ESCs, H3K9me2 is enriched in megabase (Mb)-scale LADs that are gene-poor and late-replicating (Guelen et al. 2008; Yokochi et al. 2009; Lienert et al. 2011). Furthermore, G9a and GLP are required for repression of a number of late-replicating genes (Yokochi et al. 2009), including several gene clusters on the X-chromosome (Shinkai and Tachibana 2011), as well as specific families of retroelements (Maksakova et al. 2013). Interestingly, a recent report examining randomly integrated reporter constructs in ESCs revealed that transcription permissive integration sites cluster in large Mb-scale domains that are anti-correlated with H3K9me2 and LADs, indicating that the transcription potential of transgenes is dependent on chromatin features of the integration site (Akhtar et al. 2013). However, whether H3S10ph and H3K9me2 are mutually antagonistic in interphase mammalian cells has not been addressed, due largely to contaminating AURKB-dependent H3S10ph in mitotic cells.

To examine the crosstalk between these PTMs in mammalian cells, I first sought to comprehensively map H3S10ph in interphase ESCs. Using the FUCCI system for purification of
live cells based on cell cycle stage (Sakaue-Sawano et al. 2008) and chromatin immunoprecipitation sequencing (ChIP-seq), I found that H3S10ph marks Mb-scale domains encompassing gene-dense regions in interphase. Surprisingly, while actively transcribed genes are uniformly marked with H3S10ph in G1, enrichment of this mark is generally correlated with domains of early replication timing (RT). In contrast, genomic regions depleted of H3S10ph are generally gene poor, late replicating and enriched in LADs and H3K9me2. Consistent with the phospho/methyl switch model, expression of a non-phosphorylatable S10A H3.3 variant resulted in aberrant accumulation of H3K9me2 in gene-dense regions. Conversely, in the absence of GLP, H3S10ph domains expand into late-replicating regions marked with H3K9me2 in WT ESCs. The expansion of H3S10ph is accompanied by aberrant transcription of cryptic promoters near the boundaries of early and late replicating regions, defined previously as timing transition regions (TTRs) (Pope et al. 2014), with a clear bias towards transcription of the template strand used during leading strand DNA synthesis. H3S10ph and H3K9me2 are also anti-correlated in MEFs; however, H3S10ph domains cover only transcribed gene bodies in interphase MEFs, while H3K9me2 covers intergenic regions within gene-rich domains. Taken together, these observations reveal that pervasive marking of early replicating regions by H3S10ph may be a distinguishing feature of ESCs, and that H3S10ph and H3K9me2 likely have opposing functions in transcriptional regulation in interphase mammalian cells.

3.2 Results

3.2.1 H3S10ph in interphase ESCs

AURKB activity is recognized as a canonical marker of mitotic chromosomes, initiating phosphorylation of H3S10ph in G2/M at pericentromeric heterochromatin and gradually
modifying entire chromosomes as mitosis progresses. We utilized a previously characterized H3S10ph-specific antibody (CMA311) that is insensitive to the presence of H3K9 mono- or di-methylation (Hayashi-Takanaka et al. 2009), but is occluded by H3K9 acetylation or trimethylation, to profile the distribution of H3S10ph in ESCs. Staining of asynchronous ESCs cultures with CMA311 reveals intense signal at chromocenters in G2 and condensed chromosomes in mitotic cells (Fig. 3.1A). However, abundant but faintly stained small H3S10ph foci are also clearly present in euchromatic and nucleolar compartments of interphase ESCs (Fig. 3.1A), consistent with previous studies using polyclonal or monoclonal H3S10ph antibodies (Fazzio and Panning 2010; Sassone-Corsi et al. 1999; Hayashi-Takanaka et al. 2009). While considerable heterogeneity in interphase H3S10ph signal is apparent across ESC nuclei, presumably reflecting dynamic regulation of this labile PTM, these observations indicate that H3S10ph likely marks numerous genomic regions in interphase ESCs.

To generate high-quality maps of H3S10ph in interphase cells in the absence of any confounding effects associated with chemical synchronization, I employed the dual-colour FUCCI cell cycle reporter system (Fig. 3.1B), which allows for cell sorting based on fluorescent tagging of the labile cell cycle regulated proteins Cdt1 and Geminin (Sakaue-Sawano et al. 2008). I derived a stable polyclonal ESC line expressing hCdt1-monomeric Kusabira Orange (mKO) and hGeminin-Venus from a multi-cistronic construct separated by T2A cleavage tag (Falconer et al. 2012) and validated the fidelity of these FUCCI fluorescent tags as cell cycle stage reporters in ESCs using Hoechst 33342 DNA counterstain (Fig. 3.2A, 2B). As expected, the mKO\(^+\)Venus\(^-\) subpopulation of these “FUCCI ESCs” is enriched for cells in G1, whereas the mKO\(^-\)Venus\(^+\) subpopulation includes cells in S, G2 and M phases. I then sorted mKO\(^+\),
mKO^+\text{Venus}^+\text{, and Venus}^+\text{ cells to > 90\% purity and 10}^6\text{ nuclei, representing G1, S, S/G2/M stage fractions, respectively, were crosslinked and MNase-digested followed by ChIP with the aforementioned H3S10ph antibody. Quantification of unamplified nucleosomal DNA recovered by ChIP revealed a ~6-fold higher level of H3S10ph in the S/G2/M fraction (Fig. 3.2C), reflecting the widespread deposition of this mark in mitotic cells. However, consistent with fluorescence microscopy and western analysis of synchronized HeLa cells (Rothbart et al. 2015), the presence of nucleosomal DNA in chromatin isolated from G1 and S-phase cells indicates that H3S10ph is also present in interphase cells, albeit at lower levels. Indeed, ChIP-qPCR of several randomly chosen loci representing both genic and intergenic regions reveals that these regions are enriched for H3S10ph in G1 sorted cells (Fig. 3.2D). Depending on the region analyzed, the percentage of input DNA immunoprecipitated ranged from ~8- 50\%, which is well above the mitotic index of ESCs, ruling out the possibility that such enrichment is simply a result of contamination of the sorted G1 or S-phase populations with mitotic cells. G1-sorted cells showed higher levels of enrichment of H3S10ph than S-phase sorted cells, consistent with nascent histone deposition during DNA replication. While H3S10ph enrichment is also detected in the S/G2/M-sorted cells by ChIP-qPCR at all tested loci, the absolute levels of enrichment are significantly lower than observed in G1, likely due to saturation of the antibody by the pervasive phosphorylation of H3S10 during mitosis.
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Figure 3.1 Genome-wide characterization of cell-cycle-specific H3S10ph.

A. H3S10ph immunostaining of asynchronous WT TT2 ESCs, counterstained with Hoechst 33342. 10 µm scale bar. B. Schematic of the FUCCI reporter system for dissection of cell cycle specific H3S10ph. Cdt1-mKO and Geminin-Venus are fluorescent markers of G1 and S/G2/M, respectively. C. Heatmap depicting H3S10ph enrichment across all murine autosomes in G1, S and S/G2/M sorted fractions. D. Metagene analysis of normalized H3S10ph enrichment in ESCs (input-subtracted RPKM) over all ENSEMBL annotated gene bodies, clustered by expression levels (in quintiles). E. Venn diagram of genes enriched for H3S10ph (> 2.0-fold over input in gene bodies) in G1, S and S/G2/M sorted fractions. F. Gene Ontology of Biological Processes from genes identified as in Fig. 3.1E (corrected p < 0.05). G. Pair-wise comparison of H3S10ph enrichment (input-subtracted RPKM) over all gene bodies in G1 vs. S/G2/M sorted fractions. Colored dots represent genes with cell cycle skewing (z > 0.5). R^2 = Pearson correlation. H. Pair-wise comparison of H3S10ph enrichment (input-subtracted RPKM) over annotated enhancer regions in G1 vs. S/G2/M sorted fractions. Colored dots represent sites with cell cycle skewing as in panel G. A subset of enhancers is labelled with the overlapping gene(s), ex: exon, int: intron, or flanking gene(s) with the closest gene in black.

3.2.2 Cell cycle dynamics of interphase H3S10ph

Evidence for the presence of H3S10ph in interphase prompted us to survey the landscape of H3S10ph genome-wide via ChIP-seq in G1, S and S/G2/M purified ESCs. Consistent with bulk chromatin quantification, S/G2/M cells show widespread H3S10ph enrichment relative to input (Fig. 3.1C), reflecting the global accumulation of H3S10ph during mitosis. Notably, a significant fraction of the genome was also enriched with H3S10ph relative to input in G1 and S phases (Fig. 3.2E), indicating that this mark may play a broader role in transcriptional regulation and/or other extra-mitotic chromatin-related pathways than previously recognized. Input samples showed consistent recovery across the cell cycle, indicating that the dynamic profile of H3S10ph is unlikely to be an artifact of differential efficiency of nucleosome recovery in these cell cycle fractions.
Figure 3.2 Genome-wide characterization of cell cycle specific H3S10ph (supplemental to Fig. 3.1).

A. Flow cytometry analysis of ESCs stably transfected with hCdt1-mKO and hGemmin-Venus FUCCI constructs. Gates for G1, S and S-G2-M fractions are shown, along with the percentage of fluorescent cells in each fraction. Right panel histograms show Hoescht 33342 staining profiles for each gated fraction.

B. Fluorescence microscopy of FUCCI ESCs showing Cdt1-mKO2 (red) and Geminin-Venus (green) fluorescence, counterstained with Hoescht 33342 (white). Arrows highlight mitotic cells with condensed chromosomes expressing Geminin-Venus.

C. Analysis of the size distribution of unamplified DNA recovered from G1, S and S-G2-M fractions following H3S10ph ChIP quantitated using capillary electrophoresis.

D. H3S10ph ChIP-qPCR of amplicons at the Sox2 enhancer.
To characterize the genomic distribution of H3S10ph in greater detail, I determined whether H3S10ph marks distinct DNA sequence features across cell cycle fractions by comparing input-normalized H3S10ph at genes and repetitive sequences. H3S10ph was relatively more enriched at genes than repetitive sequences across all cell cycle stages, as measured in 1kb bins (Fig. 3.2F). Metagene analysis of H3S10ph enrichment in FUCCI-sorted ESCs revealed that H3S10ph broadly marks gene-bodies in interphase and is generally positively correlated with mRNA levels (Fig. 3.1D, Fig. 3.2G). However, the most highly expressed quintile of genes shows moderately lower levels of enrichment than the 2nd quintile; this pattern is most evident towards the 5' end of genes, likely due to the high level of nucleosomal turnover at such highly expressed genes. The apparent depletion of H3S10ph at TSSs may reflect epitope masking by H3K9ac (Hayashi-Takanaka et al. 2009), a mark generally detected in the promoter regions of active genes. In addition, H3S10ph levels in the intragenic regions of expressed genes were modestly lower in S-phase relative to G1 and G2/M cells (Fig. 3.2D-E), presumably due to replication-coupled deposition of nascent unmodified H3 during early S phase and re-establishment of H3S10ph, in G2/M.
To identify genes that may be differentially marked at distinct cell-cycle stages, I analyzed enrichment levels across ENSEMBL annotated genes in the G1 versus S/G2/M datasets. Notably, 77% of all annotated genes showed H3S10ph enrichment relative to the input control in G1. While H3S10ph levels at most gene bodies were highly correlated across the cell cycle (R² = 0.947), a minority of genes show clear cell cycle-specific skewing of H3S10ph enrichment. To ascertain the function of those genes showing a cell cycle enrichment bias, genes with the highest levels of H3S10ph enrichment were identified (≥ 2-fold enriched over matched input RPKM) and Gene Ontology (GO) analysis was conducted. S/G2/M cells include a much larger subset of differentially marked genes (n = 3,247) than G1 (n = 1,346) or S (n = 1,241) cells (Fig. 3.1E), as expected given that H3S10ph levels increase dramatically with the onset of mitosis. Across all cycle stages, heavily phosphorylated genes are enriched (Bonferroni-corrected p-value < 0.05) in housekeeping functions, specifically cell cycle-regulated biological processes (Fig. 3.1F). In contrast, genes enriched with H3S10ph in G1 were significantly over-represented in mitosis-related GO terms, such as chromosome condensation and segregation, whereas genes with functions in DNA repair as well as DNA replication were prominent in S/G2/M. Furthermore, several GO terms were enriched in S compared to G1 and S/G2/M, including translation, microtubule polymerization and histone acetylation. Taken together, these observations suggest a link between enrichment of H3S10ph in interphase and transcriptional activity, which for at least a subset of genes is apparently dynamically regulated during the cell cycle (Sasagawa et al. 2013).
To further characterize regions showing cell cycle-variable H3S10ph enrichment in ESCs, I first scored genomic bins that exhibit skewed H3S10 phosphorylation and found that 10.4% of these differentially phosphorylated regions are within 200 bp of a DNase I hypersensitive site (DHS), compared to 4.6% overlapping DHS in constitutively H3S10 phosphorylated regions (Fig. 3.2H). To determine whether sites exhibiting dynamic H3S10ph include putative enhancers, ENCODE DHS coordinates were filtered for regions enriched for H3K4me1 and H3K27ac, a signature of active enhancers. Subsequent pair-wise comparisons of normalized H3S10ph in G1 vs. S/G2/M populations at the 9,742 active enhancers identified in ESCs yielded much greater cell cycle variability in H3S10ph enrichment ($R^2=0.250$) than observed in gene-bodies (Fig. 3.1G-H), with 1,044 sites showing strong stage-specific H3S10ph enrichment (normalized RPKM > 0.5, z-score > 0.5) across G1, S and S/G2/M, and 595 enhancer regions that were consistently marked in all 3 fractions. To annotate gene targets of cell cycle-biased distal enhancers in ESCs, I parsed enhancers that physically contact promoters, as determined by Chromatin Interaction Analysis by Paired-End Sequencing (Sahlén et al. 2015). Gene Ontology analysis of the putative gene targets revealed enrichment for housekeeping functions, as observed for GO analysis of H3S10ph-marked gene bodies (Fig. 3.2I), with the distinct emergence of fatty acid biosynthesis in G1, DNA replication and protein ubiquitination in S, and response to glucose, nutrient and drugs in S/G2/M. Taken together, these observations reveal that across the cell cycle, H3S10ph deposition and/or removal is dynamic in gene bodies as well as distal regulatory regions, perhaps reflecting transcriptional regulation at these stages.
3.2.3 Interphase H3S10ph is not dependent on AURKB

Curiously, as opposed to other PTMs positively associated with transcriptional activity, inspection of individual loci reveals that interphase H3S10ph is not limited to gene bodies or enhancers, but also broadly marks intergenic regions (Fig. 3.2G). Indeed, H3S10ph at gene-dense regions encompasses Mb-scale domains in interphase, covering approximately 30% of the genome (Fig. 3.4A). To determine whether these broad domains reflect incomplete dephosphorylation of H3S10ph deposited by AURKB during mitosis, I treated ESCs with Hesperadin (Hesp), an inhibitor of AURKB/c kinases (Fischle et al. 2005). As expected, a 3h treatment with 200nM Hesp effectively eliminated > 98% of mitotic cells, as measured by DNA content and H3S10ph signal (Fig. 3.3A). Nevertheless, quantitative Western blotting revealed that Hesp treated cells retain ~60% of the level of H3S10ph in control asynchronous ESCs, likely reflecting AURKB independent activity (Fig. 3.3B). Furthermore, H3S10ph ChIP-seq on control and Hesp treated ESCs revealed reduced global enrichment of H3S10ph following AURKB inhibition, as expected, but increased prominence of putative interphase H3S10ph domains, recapitulating the profile observed in G1-sorted cells (Fig. 3.4B). Based on these observations, I conclude that the euchromatic H3S10ph domains observed in interphase ESCs are deposited by a serine kinase or kinases other than AURKB.
Figure 3.3 Interphase H3S10ph is not dependent on Aurora kinase B (supplemental to Fig. 3.4).

A. Flow cytometry analysis of control (DMSO) and Hesp-treated ESCs stained with H3S10ph and Hoechst 33342. The percentage of interphase and mitotic cells, as determined by H3S10ph staining and DNA content, is also shown. Note the absence of H3S10ph+ mitotic cells in the Hesp-treated sample, as expected following culture with this AURKB/c-specific inhibitor. B. Western analysis of H3S10ph and H3 (loading control) in ESCs treated with 200nm Hesperadin or DMSO (vehicle control). Levels of each were quantitated using the Odyssey (LICOR) platform and
the ratio of H3S10ph/H3 signal is presented. **C.** Comparison of enrichment of H3S10ph (Input subtracted RPKM) over all gene bodies in Hesp-treated ESCs versus asynchronous (Ctrl) or G1-sorted FUCCI ESCs. **D.** Immunofluorescence analysis of WT TT2 ESCs stained with H3S10ph (red), PCNA (green), and Hoechst 33342 (blue). Note that a subset of interphase cells negative for the S-phase marker PCNA show H3S10ph staining.

3.2.4 **H3S10ph and H3K9me2 partition the genome into early- and late-replicating domains**

To further characterize the chromatin state of regions marked with H3S10ph in interphase, I intersected the genome-wide distribution of this mark with additional chromatin features in ESCs, including those generated by the ENCODE consortium (Yue et al. 2014) (**Table 3.1**). Given that H3S10ph domains in interphase ESCs were relatively broad, I used a tiling bin size of 5kb. As expected, H3S10ph shows a positive correlation with RNA Pol II, transcript level (RNA-seq) and transcription associated PTMs (H3K4me3, H3K9ac, H3K36me3) as well as enhancer PTMs (H3K4me1, H3K27ac) (**Fig. 3.4C**). However, consistent with the observation that H3S10ph is also enriched in intergenic regions of gene-rich genomic domains, 42% of interphase H3S10ph marked bins do not coincide with annotated genes. Notably, these intergenic H3S10ph-marked regions are almost universally replicated relatively early in S-phase, with boundaries of interphase H3S10ph domains precisely aligning with TTRs (**Fig. 3.4B**). Indeed, RT was concordant with H3S10ph enrichment (r2 = 0.462) genome-wide (**Fig. 3.4D**), and H3S10ph in G1 cells scales quantitatively with RT progression (**Fig. 3.4E**). To determine whether H3S10ph in interphase is specific to cells undergoing DNA replication, I co-stained proliferating ESCs with H3S10ph and the S-phase marker PCNA (**Fig. 3.3D**). While replicating/PCNA+ nuclei were generally marked with punctate H3S10ph foci, PCNA- nuclei also harboured punctate H3S10ph foci, consistent with the observation that H3S10ph is present in G1 cells, i.e. prior to the onset of DNA replication.
Table 3.1 Published datasets used for meta-epigenomic analysis used in Kendall correlation matrix.

<table>
<thead>
<tr>
<th>Cell Type</th>
<th>ChIP / RNA</th>
<th>GEO Accession#</th>
<th>Citation</th>
</tr>
</thead>
<tbody>
<tr>
<td>ESC</td>
<td>CTCF</td>
<td>GSM918748</td>
<td>(Yue et al. 2014)</td>
</tr>
<tr>
<td>ESC</td>
<td>DNase HS</td>
<td>GSM1014154</td>
<td>(Yue et al. 2014)</td>
</tr>
<tr>
<td>ESC</td>
<td>H3.3-HA</td>
<td>GSM1429928</td>
<td>(Elsässer et al. 2015)</td>
</tr>
<tr>
<td>ESC</td>
<td>H3K27ac</td>
<td>GSM1000126</td>
<td>(Yue et al. 2014)</td>
</tr>
<tr>
<td>ESC</td>
<td>H3K27me3</td>
<td>GSM307619</td>
<td>(Mikkelsen et al. 2007)</td>
</tr>
<tr>
<td>ESC</td>
<td>H3K36me3</td>
<td>GSM1000125</td>
<td>(Yue et al. 2014)</td>
</tr>
<tr>
<td>ESC</td>
<td>H3K4me1</td>
<td>GSM1000121</td>
<td>(Yue et al. 2014)</td>
</tr>
<tr>
<td>ESC</td>
<td>H3K4me3</td>
<td>GSM1000124</td>
<td>(Yue et al. 2014)</td>
</tr>
<tr>
<td>ESC</td>
<td>H3K9ac</td>
<td>GSM1000123</td>
<td>(Yue et al. 2014)</td>
</tr>
<tr>
<td>ESC</td>
<td>H3K9me3</td>
<td>GSM1551524</td>
<td>(Brind'Amour et al. 2015)</td>
</tr>
<tr>
<td>ESC</td>
<td>Lamin B1</td>
<td>GSM426758</td>
<td>(Peric-Hupkes et al. 2010)</td>
</tr>
<tr>
<td>ESC</td>
<td>mRNA</td>
<td>GSM929718</td>
<td>(Yue et al. 2014)</td>
</tr>
<tr>
<td>ESC</td>
<td>p300</td>
<td>GSM918750</td>
<td>(Yue et al. 2014)</td>
</tr>
<tr>
<td>ESC</td>
<td>Pol II</td>
<td>GSM918749</td>
<td>(Yue et al. 2014)</td>
</tr>
<tr>
<td>ESC</td>
<td>RT</td>
<td>GSM450274</td>
<td>(Hiratani et al. 2010)</td>
</tr>
<tr>
<td>MEF</td>
<td>CTCF</td>
<td>GSM918743</td>
<td>(Yue et al. 2014)</td>
</tr>
<tr>
<td>MEF</td>
<td>H3K27ac</td>
<td>GSM1000139</td>
<td>(Yue et al. 2014)</td>
</tr>
<tr>
<td>MEF</td>
<td>H3K27me3</td>
<td>GSM307609</td>
<td>(Mikkelsen et al. 2007)</td>
</tr>
<tr>
<td>MEF</td>
<td>H3K36me3</td>
<td>GSM307610</td>
<td>(Mikkelsen et al. 2007)</td>
</tr>
<tr>
<td>MEF</td>
<td>H3K4me3</td>
<td>GSM307608</td>
<td>(Mikkelsen et al. 2007)</td>
</tr>
<tr>
<td>MEF</td>
<td>H3K9me2</td>
<td>GSM887877</td>
<td>(Fang et al. 2012a)</td>
</tr>
<tr>
<td>MEF</td>
<td>H3K9me3</td>
<td>GSM307611</td>
<td>(Mikkelsen et al. 2007)</td>
</tr>
<tr>
<td>MEF</td>
<td>H3Kme1</td>
<td>GSM769028</td>
<td>(Yue et al. 2014)</td>
</tr>
<tr>
<td>MEF</td>
<td>Lamin B1</td>
<td>GSM426764</td>
<td>(Peric-Hupkes et al. 2010)</td>
</tr>
<tr>
<td>MEF</td>
<td>mRNA</td>
<td>GSM929719</td>
<td>(Yue et al. 2014)</td>
</tr>
<tr>
<td>MEF</td>
<td>Pol II</td>
<td>GSM918761</td>
<td>(Yue et al. 2014)</td>
</tr>
<tr>
<td>MEF</td>
<td>RT</td>
<td>GSM450291</td>
<td>(Hiratani et al. 2010)</td>
</tr>
</tbody>
</table>
Figure 3.4 Interphase H3S10ph forms domains highly concordant with replication timing.
A. Cumulative distribution frequency plot of ESC H3S10ph ChIP vs. Input libraries in 5kb bins. B. Genome browser screenshot of H3S10ph enrichment and replication timing (RT) (Hiratani et al. 2010) in TT2 ESCs across chr18. C. Kendall correlation matrix of H3S10ph with chromatin features (Table 3.1) across 5kb genomic bins in ESCs, following unsupervised hierarchical clustering. H3S10ph ESC datasets include sorted FUCCI subpopulations (S, S/G2/M and G1), Hesp treated and vehicle control (Ctrl). D. Parallel coordinate comparison of H3S10ph enrichment (RPKM) with histone marks H3K36me3, H3K9me2 and H3K9me3 as well as Lamin B1 and RT in randomly sampled 5kb bins. Heat map colour-coding is based on H3S10ph enrichment in Hesp treated ESCs. Note the strong positive correlation between H3S10ph in interphase and RT and the negative correlation with H3K9me2. E. Pair-wise comparisons of G1 H3S10ph enrichment with RT, LADs and H3K9me2 (input subtracted RPKM) enrichment. Randomly sampled 5kb bins are coloured as in D.
In contrast, regions enriched for H3S10ph in G1 show a clear discordance with lamin-associated domains (LADs) (Fig. 3.4C, D and E), shown previously to replicate relatively late in S-phase (Kind et al. 2015). Regions enriched for H3S10ph are also anti-correlated with H3K9me2, a mark deposited by the KMTs G9a and GLP at late-replicating genomic regions (Yokochi et al. 2009; Kind and van Steensel 2010) and to a lesser extent H3K9me3, which marks constitutive heterochromatin and specific retrotransposons in ESCs (Karimi et al. 2011). As H3K9me2 is specifically associated with LADs (Kind et al. 2013), I focused on the relationship between H3S10ph and H3K9me2. Consistent with the Mb-scale domains of H3K9me2 observed in ESCs via ChIP-chip (Lienert et al. 2011), ChIP-seq revealed that H3K9me2 demarcates large Mb domains, covering ~40% of the mappable genome. As predicted, this mark is clearly anti-correlated with interphase H3S10ph ($r^2=0.787$, 5kb bins) (Fig. 3.4E), indicating that H3S10ph may antagonize H3K9me2 deposition, and vice versa, in interphase ESCs. While the apparent anti-correlation may reflect epitope masking of the H3K9me2 antibody by H3S10ph (Duan et al. 2008; Rothbart et al. 2015), such a technical artifact is unlikely, as H3S10ph covers ~30% of the genome and quantitative mass spectrometry analysis of WT ESCs revealed that under 20% of bulk H3 is dimethylated at H3K9 (Kubicek et al. 2007).

3.2.5 Expression of non-phosphorylatable H3.3 promotes aberrant accumulation of H3K9me2

To determine whether H3S10ph influences H3K9me2 deposition, I generated ESC lines stably expressing tagged H3.3 and H3.3S10A, which mimics the loss of phosphoserine (Fig. 3.5A). I reasoned that overexpression of the non-phosphorylatable H3.3 variant would mitigate the likelihood of mitotic defects, as H3.3 is deposited in a replication-independent pathway at
specific genomic regions, including transcribed gene bodies (Ahmad and Henikoff 2002; Chen et al. 2013) - regions which are enriched for interphase H3S10ph. Indeed, two independent clonal lines, “S10A.1” and “S10A.2”, which stably express the mutant H3.3-YFP transgene, showed mitotic progression similar to that of the line expressing the wild type (WT) H3.3-YFP transgene (Fig. 3.5B, 3.5C). To determine whether WT H3.3-YFP and H3.3S10A-YFP are targeted to intragenic regions of active genes, I performed ChIP-seq using a YFP-specific antibody.

Metagene analysis revealed that the level of exogenous H3.3 enrichment in gene bodies increases with increasing transcription level (Fig. 3.6A), as expected. Importantly, WT and S10A mutant H3.3-YFP show similar enrichment over active gene-bodies and genome-wide (Fig. 3.6A), revealing that the incorporation of exogenous H3.3 is not dependent upon H3S10 per se.

Furthermore, the genomic distribution of YFP-tagged H3.3 is similar to that of HA-tagged H3.3 (Elsässer et al. 2015), indicating that YFP-tagging does not perturb intragenic deposition of H3.3 (Fig. 3.3B).
Figure 3.5 Overexpression of H3S10A in ESCs causes H3K9me2 accumulation in early-replicating regions (supplemental to Fig. 3.6).

A. Schematic of Dox inducible system for induction of H3.3-YFP (WT) and H3.3S10A-YFP. B. Live fluorescence imaging of ESC clones expressing H3.3-YFP and H3.3(S10A)-YFP. C. Flow cytometry analysis of YFP expression in WT, S10A.1 and S10A.2 lines with or without Dox induction. The percentage of GFP+ cells is shown for each condition. H3.3S10A is incorporated at higher levels than WT H3.3. Greater heterogeneity in expression was observed in the clonal S10A.1 mutant line than the S10A.2 or WT H3.3 lines. D. Scatterplot of ChIP-seq data (5kb bins) showing enrichment of H3.3-YFP in WT versus S10A.2 expressing lines, with enrichment of H3.3-YFP in the clonal S10A.1 line overlaid in heatmap format. E. Scatterplot comparing the genome-wide change in H3K9me2 (z-score) in the S10A.1 line versus H3K9me2 levels (RPKM) in WT cells. Both S10A clones show increased H3K9me2 at regions that are relatively H3K9me2-poor in WT ESCs. F. Scatterplot of YFP incorporation levels versus the change in H3K9me2 enrichment in the S10A.1 line (z-score). Note that accumulation of H3K9me2 as a direct result of incorporating H3S10A occurs primarily at regions that are normally H3S10ph-rich.

To determine whether incorporation of H3.3S10A influences the genomic distribution of H3K9me2, I performed H3K9me2 ChIP-seq, as above, on each H3.3-YFP expressing line. Strikingly, differences in the distribution of H3K9me2 are clearly apparent in the H3.3S10A-
YFP lines relative to the H3.3-YFP WT line (Fig. 3.6B). Analysis of the genome in 5 kb bins reveals a clear increase in the fraction of bins with intermediate levels of H3K9me2 in the mutant expressing lines (Fig. 3.6C), with 3.8% and 7.7% genome-wide bins showing increased H3K9me2 ($z > 0.2$) in S10A.1 and S10A.2 clones, respectively. In both H3.3S10A clonal lines, the ectopic gain of H3K9me2 at regions normally harboring low levels of H3K9me2 is accompanied by loss of this mark at regions normally showing high enrichment (Fig. 3.6C-D, Fig. 3.5E). The majority of regions showing such a gain in H3K9me2 enrichment may reflect indirect effects, since H3.3S10A-YFP signal was not detected over most of these regions. To identify regions that may accumulate H3K9me2 as a direct consequence of S10A-YFP incorporation, I filtered genomic bins showing a gain in this mark based on YFP enrichment level (>1 RPKM), which yielded 1,846 and 1,007 regions in S10A.1 and S10A.2 lines, respectively, with 40.2% overlap between these biological replicates. Importantly, in the regions identified as “direct targets”, the majority (92%) reside within H3S10ph-rich domains in WT cells (Fig. 3.6E, Fig. 3.5F). Thus, the disruption of H3S10 phosphorylation via incorporation of ectopic H3.3S10A leads to accumulation of H3K9me2 at regions enriched for H3S10ph in WT cells, indicating that interphase H3S10ph may insulate gene-dense regions from G9a/GLP-mediated H3K9me2 deposition.
Figure 3.6 Overexpression of H3S10A in ESCs promotes H3K9me2 accumulation in early-replicating regions. 

A. ChIP enrichment of YFP (RPKM) around transcription start sites (TSS +/- 500bp) in WT and S10A H3.3-YFP expressing lines, clustered by genic expression quartiles. B. Genome browser screen shot spanning Cpeb4 to Fbxw11 loci on chromosome 11 (31,696,800 -32,668,200) with YFP and H3K9me2 ChIP enrichment in H3.3-YFP WT and S10A mutant lines presented, as well as previously published RT (Yokochi et al. 2009) and H3.3-HA (Elsässer et al. 2015) tracks. C. Histogram showing the global density distribution of H3K9me2 in H3.3-YFP WT and S10A lines. D. 2D scatterplot comparing the gain or loss (z-score) of H3K9me2 in the S10A.2 mutant line with WT H3K9me2 enrichment levels (RPKM). E. Comparison of YFP incorporation levels with the change in H3K9me2 enrichment in H3.3-YFP S10A.2 relative to WT cells (z-score). Heat map and data-point size represent the range of WT H3S10ph enrichment levels. Note that gain of H3K9me2 occurs predominantly within regions that are enriched for H3S10ph in WT ESCs.
3.2.6 Interphase H3S10ph domains expand upon loss of H3K9me2

To investigate whether H3K9me2 restricts the expansion of H3S10ph domains at TTRs, I performed ChIP-seq on previously characterized Glp<sup>−/−</sup> ESCs (Maksakova et al. 2013; Shinkai and Tachibana 2011). As expected, genome-wide depletion of H3K9me2 was observed (Fig. 3.7A), with 40% of genomic bins, generally overlapping with late-replicating domains, showing reduced enrichment (z < -0.2). Regions that retain H3K9me2 in Glp<sup>−/−</sup> ESCs are generally enriched for H3K9me3 in WT ESCs (Fig. 3.7B), likely reflecting the independent deposition of this mark by SETDB1 at retrotransposons (Karimi et al. 2011). Remarkably, 70% of genomic bins that lose H3K9me2 in Hesp-treated Glp<sup>−/−</sup> cells show a gain of H3S10ph (Fig. 3.7A, 3.7C). Notably, ectopic H3S10ph is clearly observed in regions adjacent to previously identified TTRs (Pope et al. 2014) (Fig. 3.7D), consistent with spreading of H3S10ph into gene-poor, relatively late-replicating regions normally marked by H3K9me2 in interphase.

3.2.7 Asymmetrical transcriptional initiation at TTRs in G9a<sup>−/−</sup> and Glp<sup>−/−</sup> ESCs

To determine whether ectopic H3S10ph at TTRs in H3K9me2 depleted ESCs is associated with changes in transcription, I conducted strand specific mRNA-seq in Glp<sup>−/−</sup> and G9a<sup>−/−</sup> ESCs as well as the control WT parent line. Transcripts observed exclusively in G9a<sup>−/−</sup> and Glp<sup>−/−</sup> ESCs are apparent in regions extending up to ~500 kb beyond the boundaries of the H3S10ph/gene-rich domains observed in WT cells (Fig. 3.7A). Strikingly, these aberrant transcripts show strong strand bias depending on the orientation of the replication fork (Fig. 3.7A), with reads mapping to the minus strand in late to early TTRs and to the plus strand in early to late TTRs. While meta-analysis of TTRs reveals that this asymmetry is present in WT ESCs, consistent with the
previously described co-orientation of genes with replication forks in human cells (Huvet et al. 2007), this phenomenon is greatly enhanced in the Glp<sup>−/−</sup> and G9α<sup>−/−</sup> lines (Fig. 3.7E). Transcripts upregulated in the vicinity of TTRs (+/- 250kb from the inflection point) include both repetitive sequences and genes, such as MageA and Rhox gene clusters (Fig. 3.7F), shown previously to be upregulated in G9α<sup>−/−</sup> and Glp<sup>−/−</sup> ESCs and in vivo (Shinkai and Tachibana 2011; Auclair et al. 2016). Taken together, these results indicate that G9α/Glp play a particularly important role in regulating transcription units co-oriented with the replication fork in TTRs and adjacent late-replicating regions.
Figure 3.7 H3K9me2 restricts spreading of H3S10ph and inhibits aberrant transcription near TTRs.
A. Genome browser screenshot of a region on chromosome 1 showing H3K9me2, Hesp-treated (H+) H3S10ph and strand-specific RNA-seq in WT and Glp−/− ESCs. B. Heat maps of the change in H3K9me2 enrichment in Glp−/− vs.
WT (Z-score), H3K9me3 enrichment (RPKM) in WT and differential expression in Glp−/− vs. WT ESCs for all LTR transposable element subfamilies present at > 100 copies in the reference mouse genome. C. Scatterplot showing the changes in H3K9me2 and H3S10ph enrichment in Hesp-treated Glp−/− ESCs relative to WT. D. Heatmap of H3S10ph enrichment in Hesp-treated WT and Glp−/− ESCs over 500kb centred on all RT transition boundary in WT ESCs (RT data from Yokochi et al. 2009)). E. Cumulative density plot of RNA-seq coverage on the plus (top plot) and minus (bottom plot) strands at TTR boundaries (0-500kb) in WT, Glp−/− and G9a−/− ESCs. Note the increase in RNA coverage in the mutant lines on the plus strand in early to late transition regions and the minus strand in late to early transition regions. F. 2D scatterplot comparing genic transcription in Glp−/− and WT ESCs. Note that many of the genes up-regulated in Glp−/− ESCs reside within RT transition boundaries (0-500kb) and show a RT orientation strand-bias consistent with that described in panel E.

As G9a-dependent H3K9me2 was recently reported to mediate Pol II transcriptional termination via R-loop formation (Skourti-Stathaki et al. 2014), I considered the possibility that regions showing aberrant transcription may also be the result of inefficient termination of the last transcribed gene oriented towards the replication timing boundary within the early replicating domain. Analysis of H3K36me3 ChIP-seq data generated from G9a−/−, Glp−/− and WT ESCs however, revealed similar profiles of reduced H3K36me3 downstream of annotated genic transcription termination sites (TTSs) (Fig. 3.8A, B), indicating that aberrant Pol II processivity beyond the TTS is unlikely to account for such ectopic transcription. On the other hand, ChIP-seq analysis of H3K4me3 in G9a−/− and Glp−/− ESCs revealed numerous ectopic peaks of H3K4me3 at TTRs in the mutant lines, likely reflecting aberrant transcription initiation (Fig. 3.8A, C). To identify candidate “de novo” initiation sites, I called all H3K4me3 peaks in WT and mutant lines (n = 55,000). 7,878 sites gained H3K4me3 in both G9a−/− and Glp−/− ESCs (R²=0.992 between G9a−/− and Glp−/−), with 1,081 common regions showing no enrichment in the WT control (Fig. 3.8C). While most of the shared and gained H3K4me3 peaks were found at annotated promoters, de novo sites were also frequently found within LTR and LINE sequences, and were significantly closer to TTRs than constitutive H3K4me3 peaks (Fig. 3.8D-E). As expected, de novo H3K4me3 peaks are frequently found adjacent to regions of increased RNA-seq coverage on the plus or minus strand (Fig. 3.8F), indicative of the presence of ectopic
promoters in $G9a^-$ and $Glp^-$ ESCs. Taken together, these observations indicate that transcription units near TTRs are particularly prone to aberrant initiation following loss of H3K9me2.

Figure 3.8 Glp-mediated H3K9me2 restricts H3K4me3 deposition and prevents aberrant activation of promoters proximal to TTRs (supplemental to Fig. 3.7).

A. Genome browser screenshot of the $Gata3 - Sfmbt2$ locus showing tracks for H3S10ph (Hesp-treated), H3K4me3, H3K36me3 and strand-specific RNA-seq in WT, Glp$^-$ and $G9a^-$ ESCs. B. Meta-profile of the distribution of H3K36me3 around transcription termination sites (TTS +/- 1kb) in WT, Glp$^-$ and $G9a^-$ ESCs. Note that H3K36me3 levels are not increased downstream of the TTS, indicating that transcription run-through events are not prevalent in the mutant lines. C. Profiles of H3K4me3 enrichment around transcription start sites in WT, Glp$^-$ and $G9a^-$ ESCs. Class I includes H3K4me3 peaks that are common in all three lines (All), Class II includes sites that show higher enrichment for H3K4me3 in Glp$^-$ and $G9a^-$ than in WT cells (Gained) and Class III includes H3K4me3 peaks that are present in Glp$^-$ and $G9a^-$ cells, but are absent in WT ESCs (De novo). D. Genomic features overlapping with the 3 classes of H3K4me3 peaks. Note that de novo H3K4me3 peaks predominantly fall
within LTR and LINE repeats. E. Box and whisker plot showing distance, in base pairs (bp) to the closest RT boundary for each of the three H3K4me3 classes. De novo H3K4me3 sites are found closer to RT boundaries than All and Gained sites. F. Heat maps of H3K4me3, replication timing (RT) (Yokochi et al. 2009) and strand-specific RNA-seq centered on the 1,081 de novo H3K4me3 sites (+/- 5 kb) in each subpanel. Note the clear increase in RNA-seq coverage downstream or upstream of the de novo H3K4me3 peak in the + strand and - strand heat maps, respectively.

3.2.8 H3S10ph domains are restricted to gene bodies in interphase MEFs

As somatic cells exhibit chromatin marks and replication timing profiles distinct from ESCs (Core et al. 2008; Mikkelsen et al. 2007), I next determined whether early replicating regions are also enriched in H3S10ph in interphase MEFs. As observed in asynchronous ESCs, MEFs show heterogeneity in H3S10ph staining in interphase, with a subset of cells showing small but abundant foci exclusive of DAPI-dense regions (Fig. 3.9A). However, ChIP-seq of Hesp-arrested MEFs revealed distinct differences in H3S10ph distribution in early replicating regions relative to ESCs, with extended domains in ESCs resolved into smaller domains in MEFs (Fig. 3.9B). Metagene analysis reveals prominent enrichment of H3S10ph in gene bodies, with a bias towards the 3’end of transcribed genes (Fig. 3.9C). As in ESCs, gene body H3S10ph enrichment was generally higher in Hesp-treated than control MEFs (Fig. 3.10A), indicating that such regions are maintained by an AURKB-independent H3S10 kinase in interphase. However, consistent with ChIP-seq on asynchronous MEFs, H3S10ph in Hesp-treated MEFs does not mark broad domains. Indeed, while H3S10ph covers ~30% of the genome in interphase ESCs, H3S10ph is enriched at only 11% of all genomic bins (H3S10ph RPKM – input > 0.1) in Hesp-arrested MEFs.
**Figure 3.9 H3S10ph is restricted to genic regions in interphase MEFs.**

A. H3S10ph immunostaining of interphase WT MEFs, counterstained with Hoechst 33342 for DNA, as in Figure 3.1A. B. Genome browser screenshot showing RT, H3K9me2 and biological replicates of RNA-seq coverage in ESCs and MEFs as well as H3S10ph in Hesp-treated cells. C. Metagene analysis of normalized H3S10ph enrichment (input subtracted RPKM) over all murine gene bodies (-2kb-TSS-TTS+2kb), clustered by RNA-seq expression levels into quartiles in the respective cell type. D. Pair-wise comparison of H3S10ph with replication timing in asynchronous ESCs and MEFs using genome-wide 100kb tiling bins. Red and blue data points correspond to bins that were in the top and bottom 15% of H3S10ph enrichment, respectively, in Hesp-treated cells. E. Kendall correlation matrix of H3S10ph with chromatin features across 5kb genomic bins in MEFs, following unsupervised hierarchical clustering. F. Pair-wise comparison of H3S10ph (Hesp-treated) with H3K9me2 genome-wide (5kb bins) in MEFs, overlaid with a heatmap of MEF RT data with red and grey data points representing early- and late-replicating bins, respectively. Note that regions showing high H3K9me2 and low H3S10ph can still be early replicating in MEFs.

Inspection of the distribution of H3S10ph in relation to replication timing reveals that unlike in ESCs, this mark is not uniformly distributed across early replicating regions in MEFs ([Fig. 3.9B](#)). While H3S10ph-enriched regions are typically replicated early in MEFs, H3S10ph-depleted regions can be early- or late-replicating ([Fig. 3.9D](#)). Using 10kb tiled genomic-bins, H3S10ph is 94.0% sensitive and 97.9% specific as a predictor of early RT in ESCs; in stark contrast, in MEFs, sensitivity of H3S10ph to predict early RT is 91.7%, but specificity is only 46.7%. Notably, the subset of genomic regions that are late replicating in ESCs but early replicating in MEFs show relatively low levels of H3S10ph in the latter ([Fig. 3.10B](#)), indicating that H3S10ph is not a universal mark of early RT.

Meta-epigenomic comparisons in MEFs reveals many of the same trends observed in ESCs, with regions marked with H3S10ph in Hesp-treated cells showing a positive correlation with RT and other features of transcriptionally active regions and a negative correlation with H3K9me2, H3K27me3 and LADs ([Fig. 3.9E, Fig. 3.10C](#)). As H3K9me2 and H3S10ph are anti-correlated in ESCs as well as in *Drosophila*, I surmised that the absence of H3S10ph in intergenic early-replicating regions in MEFs could be coincident with a reciprocal enrichment of
H3K9me2 in these regions. Indeed, early replicating regions depleted of H3S10ph in MEFs are generally enriched for H3K9me2 (Fig. 3.9F) but depleted of H3K9me2 in ESCs (Fig. 3.10D). The trend towards increased abundance of H3K9me2 in MEFs relative to ESCs is consistent with previous mass spectrometry data, which revealed a 10% greater abundance of H3K9me2 in MEFs (Kubicek et al. 2007). Taken together, these results indicate that H3K9me2 accumulates in MEFs in intergenic regions that are not marked with H3S10ph, leading to an apparent “fragmentation” of the broad interphase H3S10ph domains observed in ESCs.
Figure 3.10 H3S10ph is enriched in gene-rich regions in interphase MEFs, but not as broad domains (supplemental to Fig. 3.9).

A. H3S10ph enrichment (input subtracted RPKM) in gene bodies in Hesp-treated MEFs versus asynchronous (Ctrl) MEFs. Note that Hesp-treatment increases interphase H3S10ph ChIP sensitivity by over 2-fold (linear regression slope).

B. Genome-wide scatterplot of RT (100kb tiled bins) in MEFs versus ESCs (Hiratani et al. 2010), overlaid with a heatmap showing Hesp-treated H3S10ph enrichment in both cell types. Regions replicating early in both cell types are also marked with H3S10ph in interphase in both cell types, while regions that are early-replicating exclusively in MEFs are not marked with H3S10ph in interphase in either cell type.

C. Genome browser screenshot of a gene-rich, early replicating region showing H3S10ph tracks (control and Hesp-treated) as well as other chromatin features in MEFs.

D. Genome-wide (5kb tiled bins) pairwise comparison of H3K9me2 enrichment (RPKM) in MEFs (Fang et al. 2012b) versus ESCs, overlaid with a heat map of replication timing (RT) in MEFs. Note that regions showing a bias towards H3K9me2 enrichment in MEFs are generally early-replicating in MEFs.
3.3 Discussion

3.3.1 H3S10ph marks megabase-scale domains in interphase ESCs

H3S10ph has generally been recognized as a transient modification in interphase mammalian cells, marking specific gene promoter and enhancer regions following induction with external growth factors or stress (Wang and Higgins 2012; Bode 2005). Our genome-wide analysis of H3S10ph reveals that this PTM is not limited to transcriptional regulatory regions in interphase ESCs but rather broadly marks gene-rich regions, encompassing ~30% of the genome. The majority of gene bodies are marked with H3S10ph in interphase ESCs, a pattern similar to that observed for Drosophila JIL-1 occupancy (Regnard et al. 2011). The broad distribution of interphase H3S10ph in euchromatic regions is consistent with the “hyperdynamic plasticity” of chromatin reported in ESCs (Meshorer et al. 2006), and may play a role in the relatively short chromatin residency time of chromatin-associated proteins observed in ESCs in interphase and/or the exclusion of these regions from LADs. Regardless, a subset of intragenic regions as well as enhancers embedded in these broad euchromatic domains show varying levels of H3S10ph enrichment in G1 vs S vs S/G2/M datasets, perhaps reflecting the dynamics of transcriptional regulation during the cell cycle. Indeed, genes enriched preferentially with H3S10ph in specific cell stages are overrepresented in distinct GO biological processes associated with housekeeping functions.

While our ChIP-seq analyses are consistent with the model that AURKB promiscuously phosphorylates all nucleosomes in mitotic cells; AURKB is unlikely to be responsible for euchromatic H3S10ph in G1 ESCs, as treatment with the specific inhibitor Hesperadin did not result in a loss of H3S10ph in gene-dense regions. MSK1/Rps6ka5 and MSK2/Rps6ka4, the two
orthologs of JIL-1 in mammalian genomes, phosphorylate H3S10 upon ERK or p38-mediated signal transduction (Thomson et al. 1999a); however, both MSKs are expressed at low levels in ESCs relative to MEFs, and Msk1/2 DKO MEF showed no appreciable loss of basal H3S10ph (Soloaga et al. 2003). RSK2, a member of the related kinase family, p90 RSKs, was implicated in EGF-induced H3S10ph in interphase ESCs (Sassone-Corsi et al. 1999), but like MSKs, RSK2 acts only at a subset of inducible promoters/enhancers. Indeed, I have found that H3S10ph in gene-rich regions is maintained in Msk and Rsk knock-out ESCs (Chapter 5). Identifying the kinase(s) responsible for H3S10ph deposition in interphase will require systematic depletion of individual candidates and perhaps combinatorial knock-outs.

3.3.2 Reciprocal H3K9me2/H3S10ph antagonism

H3K9me2 was previously recognized as a broadly distributed modification (Lienert et al. 2011). My analyses reveal that H3S10ph and H3K9me2 are anti-correlated in both MEFs and ESCs, with the majority of the mappable genome covered by one or the other mark in ESCs. H3K9me2 accumulates over transcribed genic regions in ESCs overexpressing H3.3S10A, indicating that H3S10ph may directly inhibit deposition of H3K9me2 in mammalian cells, consistent with previous reports of heterochromatin spreading in JIL-1 hypomorphs in Drosophila (Zhang et al. 2006; Cai et al. 2014). Notably, antagonism between H3K9me2 and H3S10ph in interphase ESCs seems to be reciprocal, as G9a/Glp-dependent H3K9me2 prevents the spreading of H3S10ph into gene-poor regions at most TTRs (Fig. 3.11). Such expansion of H3S10ph domains is unlikely to be a consequence of transcription, as this mark spreads over ~100kb beyond TTRs in Glp<sup>+</sup> ESCs regardless of the presence of aberrant transcripts. As few new H3S10ph domains appear in Glp<sup>−/−</sup> ESCs, ectopic H3S10ph at TTRs may depend upon spreading of this mark via
mass action into regions previously marked with H3K9me2. Whether H3K9me2 and/or readers of this mark, directly inhibit the catalytic activity of the relevant H3S10 kinase(s) remains to be determined.

3.3.3 Asymmetrical transcription at TTRs in the absence of H3K9me2

I observed a strong directional bias in de novo initiated transcripts in G9a−/− and Glp−/− ESCs, specifically in TTRs. Minus stranded transcription was favored at late-early TTRs, whereas plus stranded transcription was favored at early-late TTRs (Fig. 3.7E, 3.11B), consistent with co-orientation of transcription with the replication fork. Notably, many of the genes previously reported to be upregulated in the absence of G9a or GLP, including the MageA and Rhox gene clusters (Tachibana, 2002), are within TTRs and are co-oriented with the replication fork (Fig. 3.7F), revealing that this phenomenon may be extended to endogenous genes. Intriguingly, a reporter construct integrated in mammalian cells in the same locus in both orientations showed strong orientation-dependent transcription (Feng et al. 2001; Strathdee et al. 2006), perhaps reflecting the same phenomenon. Regardless, as replication timing in G9a deficient ESCs is largely unchanged (Yokochi et al. 2009), such aberrant transcription is unlikely to be a consequence of a shift in replication timing.
Figure 3.11 Model of the interplay between H3S10ph and H3K9me2 during DNA synthesis in ESCs, and the influence of perturbing H3K9me2 deposition on strand-biased transcription.

A. Schematic of a hypothetical replicon in WT ESCs, with AURKB-independent H3S10ph marking early-replicating, gene-dense regions and G9a/GLP-dependent H3K9me2 marking late-replicating, gene-poor regions. Replication timing transition regions (TTRs), present at the edges of the replicon, coincide with the interface of H3S10ph and H3K9me2 domains in WT ESCs. B. Schematic of the same replicon in Glp−/− ESCs showing that in the absence of H3K9me2, H3S10ph spreads into late replicating regions, coincident with aberrant transcription initiating asymmetrically at TTRs; showing a plus-strand bias at early-to-late (E to L) and a minus-strand bias at late-to-early (L to E) TTRs. Thus, in both cases, transcription is co-oriented with leading strand synthesis.

An alternative explanation for the strong strand bias in transcriptional upregulation observed at the boundaries of H3K9me2 and H3S10ph marked domains is an intrinsic asymmetry in the “transcription-competency” of leading versus lagging strand templates in the wake of the replication fork. A difference in the rate of chromatin maturation of the leading versus lagging strand following replication could render the former more sensitive to the establishment of an open chromatin state, potentiating transcription behind the replication fork.
3.3.4 **H3S10ph domains in ESCs versus MEFs**

While replication timing profiles are generally conserved in ESCs and MEFs, the broad uninterrupted domains of H3S10ph observed in early replicating, gene-dense regions in ESCs are frequently interspersed with smaller domains of H3K9me2 in MEFs. Recession of H3S10ph in these intergenic and 5’ genic regions may reflect a decrease in the level or activity of the kinase responsible, or an increase in the level or activity of the relevant phosphatase, likely PP1 (Hayashi-Takanaka, 2007), in MEFs. PP1 is inactivated during mitotic exit as well as the G1/S transition (Liu et al. 1999). A long G1 phase may therefore allow for more robust phosphatase activity in MEFs, leading to punctuated H3S10ph profiles. The concomitant gain of H3K9me2 in intergenic early-replicating regions is not accompanied by establishment of new LADs – suggesting that H3K9me2 deposition is not sufficient for relocalization to the nuclear periphery. Regardless, the accumulation of H3K9me2 may be a general feature of somatic cells, as a global increase of G9a/GLP-dependent H3K9me2 was also observed in the E5.5 epiblast after implantation, specifically within gene bodies (Zylicz et al. 2015). G9a is essential for mid-gestation development with protracted expression of pluripotency markers such as Nanog and Oct3/4 observed at E7.5 and lethality observed at E10.5 in G9a−/− embryos (Shinkai and Tachibana 2011; Yamamizu et al. 2012). Whether the broader domains of H3S10ph in ESCs are required for pluripotency or simply a consequence of differential cell cycle kinetics and/or kinase/phosphatase activities remains to be determined.

3.3.5 **Reconciling the role of mitotic & interphase H3S10ph**

To reconcile the paradoxical association of H3S10ph with condensed chromatin in mitosis and de-condensed chromatin in interphase, Johansen and Johansen proposed that this mark promotes
the detachment of chromatin from the nuclear scaffold (Johansen and Johansen 2006), facilitating chromosome segregation and transcription. Consistent with this model, following stimulation in B lymphocytes, immediate early genes physically shift from the periphery of the nucleus to constitutively active transcription factories prior to the onset of transcription (Osborne et al. 2007). Furthermore, the stable radial positioning of chromosomes is established de novo within the first 2h of G1 (Walter et al. 2003), coinciding with establishment of self-associating topological associating domains (TADs) and RT (Naumova et al. 2013; Pope et al. 2014). I show that interphase H3S10ph domains are most prominent in G1, are not associated with the nuclear lamina, and are universally early replicating (Fig. 3.4E). Thus, H3S10ph-mediated nuclear positioning may enhance both transcription and access to the replication machinery during interphase.

As H3S10ph exerts little influence on physical packing of nucleosome arrays in vitro (Fry and Shogren-Knaak 2004; Shogren-Knaak 2003), this histone mark may promote untethering through repulsion of lamin-associated proteins. Consistent with this model, disruption of mitotic H3S10ph through AURKB inhibition results in retention of HP1 and lamin resident protein PRR14 on metaphase chromosomes (Fischle et al. 2005; Poleshko and Katz 2014). Intriguingly, G9a itself is physically tethered to the nuclear lamina (Kind et al. 2013), possibly via interaction with the lamin-associated protein Barrier to Auto-integration Factor (Montes de Oca et al. 2014), and genes repressed by G9a are localized to the nuclear periphery in ESCs (Yokochi et al. 2009). Determining whether interphase H3S10ph is a driver or bystander in nuclear compartmentalization of marked euchromatic regions in mammals will depend upon identification of the kinase(s) involved.
4. PERSISTENCE OF AURORA B/C-DEPENDENT H3K9me3S10PH IN INTERPHASE

4.1 Introduction

Most repetitive sequences are maintained in a transcriptionally silent state by multiple epigenetic mechanisms acting in concert, such as DNA methylation and H3K9 methylation. Repression of endogenous retroviruses (ERVs), specifically those that have recently integrated into the murine genome, requires SETDB1-dependent H3K9me3 in ESCs and primordial germ cells (PGCs) (Matsui et al. 2010; Liu et al. 2014). Establishment of SETDB1-mediated H3K9me3 is dependent upon KRAB-ZFPs, which encode an array of zinc-fingers that bind to specific DNA sequences, and the repressor scaffolding protein KAP1, which interacts directly with SETDB1 (Wolf and Goff 2009; Rowe et al. 2010; Schultz 2002). H3K9me3 readers, such as Heterochromatin Protein 1 (HP1), are also recruited to such H3K9me3-marked sites (Vogel et al. 2006), and HP1 is proposed to propagate H3K9me3 heterochromatin into flanking genomic regions. However, unlike KAP1 or Setdb1 KO ESCs which shows loss of DNA methylation and concurrent transcriptional de-repression of ERVs (Rowe et al. 2010; Leung et al. 2011), depletion of HP1α or HP1β have little effect on the transcription of satellite repeats or ERVs (Maksakova et al. 2013; 2011).

As discussed in Chapter 1, the phospho-methyl switch is a biological phenomenon in which the phosphorylation of H3 at serine 10 inhibits the recognition of the adjacent H3K9me3
by HP1 (Fischle et al. 2005). During mitosis, Aurora B broadly phosphorylates H3S10 and discharge the majority of chromatin-bound HP1 to the nucleoplasm, except for a small pool of HP1 at the centromeres (Hayakawa et al. 2003). The functional relevance of this mitotic-specific displacement of HP1 is unclear, but has been speculated to liberate chromatin-bound HP1 in order to potentiate the kinase activity of Aurora B towards kinetochore substrates (Abe et al. 2016). Alternatively, in fission yeast, mitotic displacement of Swi6, the HP1 homolog, was proposed to facilitate transcription of centromeric repeats for the generation of small RNAs required for the establishment of heterochromatin (Allshire and Ekwall 2015; Chen et al. 2008). Whether H3S10ph is relevant for HP1 exclusion from H3K9me3-marked regions in interphase mammalian cells has not been investigated.

A separate class of H3K9me3 readers are also reported to interact with H3K9me3S10ph-marked tails (Kunowska et al. 2015). NP95/UHRF1 and ATRX, for example, are tolerant of H3K9me3S10ph (Rothbart et al. 2012; Noh et al. 2014), and ATRX even shows a preference for the H3K9me3S10ph over H3K9me3 \textit{in vitro}. Furthermore, ATRX is recruited to pericentromeric heterochromatin in forskolin-stimulated neurons in a H3S10ph-dependent manner (Noh et al. 2014). A mutation in NP95 that specifically disrupt its interaction with H3K9me3S10ph, but not H3K9me3, results in impaired mitotic retention of NP95/DNMT1 and loss of DNA methylation at ribosomal DNA in HeLa cells (Rothbart et al. 2012). Unlike the HP1s, both NP95 and ATRX are recruited to H3K9me3-marked ERVs, and are functionally relevant for SETDB1-dependent silencing of ERVs in ESCs (Sharif et al. 2016; Elsässer et al. 2015; Sadic et al. 2015). Taken together, these results suggest that the presence of H3K9me3S10ph may influence both the DNA methylation maintenance machinery and ATRX-dependent nucleosome remodeling at ERVs.
To understand the relationship between H3K9me3S10ph and HP1 in interphase, I took advantage of the FUCCI ESCs that I established previously in Chapter 3 for cell cycle synchronization, and performed H3K9me3 and H3K9me3S10ph ChIP-seq in G1-sorted cells. I found that essentially all H3K9me3-marked regions are concurrently marked with H3K9me3S10ph in G1. Unlike the H3S10ph mark, described in Chapter 3, which is maintained independent of Aurora B/C kinase activity, H3K9me3S10ph is apparently deposited by Aurora B/C kinase at G2/M and persists in G1. To determine whether HP1 is ejected from H3K9me3S10ph-marked chromatin, as previously reported (Fischle et al. 2005), I also performed HP1β ChIP in G1-, S- and S/G2/M-sorted cells. HP1β is a faithful H3K9me3 reader, showing binding at ~80% of H3K9me3 peaks but is notably depleted from the promoter regions of SETDB1/H3K9me3-marked genes that are expressed in the ovaries/testis. Surprisingly, HP1β shows robust localization at H3K9me3S10ph-enriched class I & II ERVs, suggesting that the transition between H3K9me3S10ph and H3K9me3 may be dynamic in interphase. Taken together, the data presented here indicate that Aurora-dependent H3S10ph is not fully dephosphorylated at the end of mitosis in repetitive regions, generating the bivalent H3K9me3S10ph mark in interphase. I present a model for the deposition and persistence of H3K9me3S10ph during the cell cycle, and discuss implications of this mark in directing H3K9me3 readers at retroviral elements in ESCs.
4.2 Results

4.2.1 Validation of H3K9me3 and H3K9me3S10ph-specific antibodies

All commercial antibodies raised against H3K9me3 are excluded by the presence of H3S10ph (Bock et al. 2011; Duan et al. 2008), including those used previously by us to generate ChIP-seq datasets (Karimi et al. 2011). To investigate how such “phospho-epitope masking” confounds the interpretation of results obtained with a H3K9me3-specific antibody, I co-stained asynchronous ESC nuclei with the antibody used previously for H3K9me3 ChIP-seq, and an antibody raised specifically against the bivalent H3K9me3S10ph mark. While the H3K9me3 polyclonal antibody stains the condensed pericentromeric heterochromatin in most interphase cells, it is specifically excluded from heavily phosphorylated mitotic chromatin (Fig. 4.1, arrowhead), consistent with the reported histone peptide binding profile of this antibody (Bock et al. 2011). Conversely, the H3K9me3S10ph antibody stained interphase chromocenters and mitotic chromosomes, as expected. Interestingly, labelling of chromocenters with either H3K9me3 or H3K9me3S10ph is heterogeneous even amongst non-mitotic cells, with some cells staining heavily for H3K9me3 or H3K9me3S10ph, but not others – suggesting the antibody masking effect is also occurring in interphase ESCs.
Figure 4.1 H3K9me3 antibody is excluded from mitotic chromatin.
Immunofluorescence of asynchronous ESCs stained with antibody specific for H3K9me3 (green) or H3K9me3S10ph (yellow), counterstained with Hoechst 33342 (blue). White arrows denote mitotic cells. While the H3K9me3S10ph-antibody stains mitotic nuclei (white arrowheads), H3K9me3-antibody is occluded.

To analyze the regions enriched for H3K9me3 and H3K9me3S10ph in greater detail, I conducted ChIP, followed by qPCR. Consistent with our previous studies, Intracisternal A Particle (IAP) long terminal repeats (LTRs) in general, as well as a specific IAP LTR on Chr2, were enriched for H3K9me3 (Karimi, 2011), while the IgG control IP showed very low enrichment (Fig. 4.2). Surprisingly, very high levels of enrichment at the same regions were also detected with the H3K9me3S10ph antibody (Fig. 4.2). Furthermore, the high level of enrichment in asynchronous cells suggests that H3K9me3S10ph may not be limited to mitotic chromatin and the high yield indicates that this dual mark may be more prevalent than H3K9me3 in asynchronous ESCs. I further confirmed that the H3K9me3 and H3K9me3S10ph antibodies were not cross-reactive in the ChIP reaction by pre-blocking the antibody using histone peptides. H3K9me3 ChIP signal was effectively abolished when the H3K9me3 antibody was pre-blocked.
with H3K9me3 peptide. Conversely, signal for H3K9me3S10ph at the same region did not change upon addition of H3K9me3 or H3S10ph peptide, but was abolished upon addition of the H3K9me3S10ph peptide, suggesting that the H3K9me3S10ph-specific antibody is only sensitive to inhibition by its cognate substrate.

Figure 4.2 H3K9me3S10ph antibody specifically recognizes the bivalent H3K9me3S10ph tail.

ChIP-qPCR of chromatin IPed with the H3K9me3 and H3K9me3S10ph specific antibodies, blocked with various histone peptide tails at IAP ERVs. The “IAPLTR” amplicon recognizes multiple IAP elements in the genome, while the “Chr2 IAP Proximal” amplicon recognizes a specific IAP LTR on Chromosome 2 and the “Chr2 IAP Distal” amplicon recognizes a region on Chr2 distal from the LTR region shown previously to lack H3K9me3. Note that ChIP signal for the H3K9me3S10ph-specific antibody is abolished only upon addition of the cognate H3K9me3S10ph peptide, but not H3K9me3 or H3S10ph peptides. IgG was included as a negative control.

4.2.2 H3K9me3S10ph is dependent on Aurora B/C kinase

Given that SETDB1, the KMT responsible for deposition of H3K9me3 at IAP elements, is unable to methylate pre-phosphorylated H3 substrates (Schultz 2002), I postulated that phosphorylation of H3S10 occurs after methylation of H3K9. To examine whether Aurora B is
the kinase depositing H3S10ph in regions of the genome showing enrichment for H3K9me3S10ph, I utilized a potent Aurora B/C kinase inhibitor, hesperidin and analyzed the cell cycle distribution of H3K9me3S10ph (Fig. 4.3A). In DMSO vehicle-treated ESCs, ~3% of the cell population stained intensely for the H3K9me3S10ph mark, as determined by flow cytometry. This population was exclusively of 4n DNA content, indicating that these cells are likely in M-phase of the cell cycle. A sub-population of cells in late-S to G2 was also observed with intermediate levels of H3K9me3S10ph. Following 3h treatment with 200nM hesperidin, both the mitotic and sub-mitotic fraction were significantly depleted of H3K9me3S10ph signal, suggesting that Aurora B/C phosphorylates H3K9me3-marked H3 tails, generating H3K9me3S10ph in G2. The staining as measured by flow cytometry likely reflects the phosphorylation of pericentromeric heterochromatin (Fig 4.1), which is the most abundant class of H3K9me3-marked repetitive DNA in the genome. To determine whether Aurora B/C was also phosphorylating interspersed H3K9me3-marked transposable elements, I performed ChIP-qPCR after hesperidin treatment (Fig. 4.3B). Indeed, H3K9me3S10ph enrichment was significantly depleted following hesperidin treatment, indicating that Aurora B also phosphorylates H3S10 on H3K9me3-marked ERV LTRs.
Figure 4.3 H3K9me3S10ph is Aurora B-dependent.
A. Flow cytometry cell cycle analysis of H3K9me3S10ph and Hoechst 33342-stained ESCs treated with hesperidin vs. vehicle (DMSO) control. Note the significant depletion of H3K9me3S10ph in the “mitotic” and “submitotic” fraction with 4n DNA. B. ChIP-qPCR of H3K9me3S10ph in ESCs treated with hesperadin vs. vehicle (DMSO) control. Note that hesperadin-treatment abolished H3K9me3S10ph signal at IAP LTRs using a multi-copy amplicon (IAP LTR) and a single copy of IAP on Chr2. rlgG: negative control.
4.2.3 H3K9me3S10ph co-localizes genome-wide with H3K9me3

Given the high level of H3K9me3S10ph enrichment at IAP elements, I wondered whether this dual mark was generally enriched at the same genomic regions marked with H3K9me3. I, therefore, performed parallel H3K9me3 and H3K9me3S10ph ChIP-seq in G1-sorted FUCCI ES cells (Fig. 4.4A). Unexpectedly, H3K9me3S10ph enrichment was strongly correlated with H3K9me3 enrichment in G1 cells ($R^2 = 0.99$), with 96% of the genomic bins showing no significant difference (-0.25 < $z$ < 0.25), and both showing enrichment at repetitive regions with low mappability. I found slightly better ChIP recovery of H3K9me3S10ph vs. H3K9me3 at uniquely aligned regions, predominantly at rDNA clusters, but examination of the H3K9me3 ChIP track revealed similar peak profiles genome-wide, i.e. H3K9me3S10ph does not mark regions that are not marked with H3K9me3 (Fig. 4.4B).

To determine whether regions showing high levels of H3K9me3S10ph are depleted of HP1β enrichment in interphase ESCs, as would be expected if this H3K9me2/3 reader is sensitive to the presence of S10ph, I performed HP1β ChIP-seq in G1-sorted FUCCI ESCs. Surprisingly, HP1β was enriched at regions that are heavily enriched for H3K9me3S10ph. Genomic regions enriched for H3K9me3, H3K9me3S10ph and HP1β were predominantly class I & II ERV families (Fig. 4.4C), which we have shown previously to be targets of SETDB1 (Karimi et al. 2011). These results reveal that enrichment of H3K9me3S10ph does not necessarily predict HP1β exclusion, indicating that at such regions, dynamic turnover of phosphorylation at S10 is likely taking place in interphase, with HP1β bound to nucleosomes marked only by H3K9me3.
Figure 4.4 H3K9me3S10ph persists in G1 ESCs, and does not predict HP1β exclusion.
A. Genome-wide correlation of H3K9me3 with H3K9me3S10ph and HP1β in G1-sorted ESCs over 5kb bins. Bins are coloured according to mappability score. $R^2 =$ Pearson correlation. H3K9me3, H3K9me3S10ph and HP1β are enriched at repetitive regions in the genome, and are highly correlated to each other. B. Browser screenshot of
H3K9me3, H3K9me3S10ph and HP1β tracks over a cluster of Zfp genes showing largely cell cycle invariant occupancy at repeat-rich regions. While all HP1β-bound genomic regions were highly enriched for both H3K9me3 and H3K9me3S10ph, the converse was not true, i.e. a small subset of regions with H3K9me3 and H3K9me3S10ph were not bound by HP1β (grey windowed). C. Heatmap of H3K9me3, H3K9me3S10ph and HP1β enrichment at repeat subfamilies in ESCs, sorted alphabetically by family name. H3K9me3-marked repeats are also marked with H3K9me3S10ph and HP1β throughout the cell cycle, likely reflecting dynamic turnover of H3S10ph and HP1β binding when H3K9me3 is present.

4.2.4  HP1β is bound at a subset of regions enriched for H3K9me3 and H3K9me3S10ph

While H3K9me3 and H3K9me3S10ph enrichment were correlated throughout the genome, HP1β showed preference for a subset of H3K9me3-marked regions (Fig. 4.4A). Consistent with the observation that all H3K9me3-marked regions can be phosphorylated at S10, analysis of H3K9me3 vs. H3K9me3S10ph at all ERV subfamilies reveal similar trends in enrichment (Fig. 4.5A, B). Indeed, comparison of H3K9me3 and HP1β binding reveals that for the majority of ERV subfamilies, the binding of HP1β scales quantitatively with H3K9me3 enrichment using linear regression. There were some exceptions to the near 1:1 correlation of H3K9me3/HP1β. For example, a subset of IAP subfamilies were disproportionately more enriched for HP1β. Class I and class II LTRs are also disproportionately enriched for H3K9me3/HP1β. Depending on the specific subfamily; some are enriched for H3K9me3 but low HP1β (e.g. RLTR1B), while others are enriched with HP1β but show low H3K9me3 (RLTR4, the LTR for MLV). Taken together, these results confirm that HP1β co-localizes with H3K9me3 at most transposable elements, with some exceptional ERV family showing biased HP1β enrichment that cannot be explained by the presence of H3K9me3S10ph.
Figure 4.5 Enrichment of H3K9me3, H3K9me3S10ph and HP1β at ERV subfamilies.
A. Heatmap of a subset of class I and II ERV subfamilies with enrichment of H3K9me3, H3K9me3S10ph, and HP1β, clustered by enrichment patterns. IAP, MMERVK10C and ETns are uniformly enriched for all three marks, while RLTRs show differential H3K9me3 vs. HP1β enrichment. B. Pairwise comparison of H3K9me3 vs. H3K9me3S10ph and HP1β enrichment at all ERV subfamilies with over 100 copies, showing near identical enrichment pattern between H3K9me3 and H3K9me3S10ph, and modest difference between H3K9me3 and HP1β.
4.2.5 HP1β is not enriched at H3K9me3-marked germline genes

We have previously documented that in addition to ERVs, SETDB1-deposited H3K9me3 mediates transcriptional repression of a subset of germline-specific genes in ESCs (Karimi, 2011). Indeed, I confirmed robust H3K9me3 signal in G1 cells at promoters of several silent piRNA biogenesis genes, including Ddx4, Dazl, and Mael (Fig. 4.6A). Like the repeats, these germline promoters are also robustly marked with H3K9me3S10ph, indicating that phosphorylation of H3 tails by Aurora B also occurs at genic regions marked with H3K9me3.

HP1β enrichment at such germline promoters however, is surprisingly low in all phases of the ESC cell cycle. Indeed, a 2D scatterplot of the relationship between of HP1β and H3K9me3 at TSSs revealed that a subset of promoter regions show relatively low levels of HP1β enrichment, $R^2 = 0.755$ (Fig. 4.6B). Our analysis revealed that ~1,235 gene promoters show skewed H3K9me3 or HP1β enrichment ($z > 0.25$). Amongst the 619 genes that were enriched for H3K9me3 but not HP1β, piRNA metabolic process were strongly overrepresented in Gene Ontology analysis, with 8 out of 15 annotated piRNA genes showing this pattern (Fig. 4.6C). Other highly significant ontologies were all related to gametogenesis, including DNA methylation in gametogenesis, synapsis and spermatogenesis. On the other hand, promoter regions that were not biased for H3K9me3 or HP1β enrichment ($n= 2,064$) include large repetitive gene families, such as olfactory (Olftr), vomeronasal (Vmn1r), taste receptors (Tas2r), and zinc finger proteins (Zfp). Finally, HP1β-biased ($n = 616$) genes were weakly enriched for developmental pathways – specifically renal and cardiovascular related ontologies.
Figure 4.6 HP1β is excluded from H3K9me3-marked piRNA and germline-specific promoters.

A. Genome browser snapshot of H3K9me3, H3K9me3S10ph and HP1β enrichment at testis-specific piRNA biogenesis genes Ddx4, Dazl, and Mael.

B. Pair-wise comparison of H3K9me3 and HP1β occupancy at all annotated TSS (3kb centred), coloured points denote TSS that were significantly biased towards H3K9me3 or HP1β. R²: Pearson correlation.

C. Ontologies of genic promoters that showed H3K9me3- or HP1β-skewed enrichment versus non-biased promoters. Note that H3K9me3-biased genes showed greater fold enrichmen and lower p-value scores for specific ontologies compared to non-biased or HP1β genes.

4.2.6 ATRX preferentially localizes to H3K9me3-marked regions not bound by HP1β

In addition to HP1 proteins, a number of “readers” have recently been identified that bind to H3 peptides with H3K9me3. Intriguingly, ATRX was recently shown to bind with high affinity to H3K9me3S10ph, as well as H3K9me3-marked peptides (Noh et al. 2014). Binding of such
alternative H3K9me readers may explain why a subset of H3K9me3-marked regions are relatively depleted of HP1β enrichment. To test this hypothesis I examined published ATRX ChIP-seq data generated from ESCs (Law et al. 2010). Consistent with Law et al., ATRX shows robust localization to centromeric and telomeric repeats, and was weakly-enriched at H3K9me3-marked tandem repeats within gene-dense regions. Interestingly, when H3K9me3 or H3K9me3S10ph-marked regions were stratified into three categories of HP1β occupancy – high, low, and absent, I found that the percentage of regions occupied by ATRX was highest in HP1β-depleted sites (Fig. 4.7). These results suggest that H3K9me3 readers may compete for their nucleosomal substrates in a sequence-dependent manner, with HP1β being preferentially enriched at ERVs and ATRX preferentially enriched at tandem repeats.

**Figure 4.7 Occupancy of HP1β & ATRX at H3K9me3-marked regions.**
H3K9me3 or H3K9me3S10ph marks ~23% of the mouse genome in ESCs. The H3K9me3-marked fraction was further stratified into regions with high, low and no HP1β - showing that HP1β localizes to ~80% of H3K9me3-marked regions. These categories of H3K9me3-marked regions were then intersected with ATRX occupancy, and percentage of ATRX$^+$ sites are represented in the bar graph. Notice ATRX predominantly occupy H3K9me3 regions that have low or no HP1β.
4.2.7 Analysis of H3K9me3-marked germline promoters

As H3K9me3-marked genes involved in piRNA biogenesis and spermatogenesis showed relatively low levels of HP1β in ES cells, I analyzed other chromatin features at these specific genes (Fig. 4.8A). While Mov10l1, Fkbp6 and Dpep3 are enriched for both KAP1 and SETDB1, the majority of piRNA/spermatogenesis genes are bound by SETDB1 but not KAP1. This is consistent with the observation that specific germline genes are de-repressed in Setdb1−/− but not Kap1−/− ESCs (Karimi et al. 2011; Rowe et al. 2010). I then determined whether HP1α, HP1γ or ATRX are bound to these promoters and found that these H3K9me3 readers were not enriched at these regions. As the phospho-methyl switch was previously reported to additionally require H3K14ac to completely displace HP1 from mitotic chromatin (Mateescu et al. 2004), I also analyzed a recently published H3K14ac ChIP-seq dataset (Karmodiya et al. 2012). Many germline promoters were indeed strongly enriched for H3K14ac. Interestingly, a subset of these genes, including Gpa33, Tex19.1 and Dppa3, also show relatively high levels of expression despite bearing repressive H3K9me3, perhaps reflecting heterogeneity in the population in ESCs, with a subset harboring H3K9me3 at these genes and a distinct subset harboring H3K14ac.

Taken together, the analysis of chromatin features at H3K9me3-marked germline genes revealed that these genes may not be stably repressed in WT ESCs by SETDB1, given that they lack KAP1 and all examined H3K9me3 readers, consistent with the observation that these genes also bear considerable amount of H3K14ac and are lowly transcribed in WT ESCs.

4.2.8 Identification of cis motifs from H3K9me3-marked germline-specific promoters

The KRAB-ZFPs/KAP1 complex is essential for the recruitment of SETDB1 to specific genomic loci, including imprinting control centres, zinc finger clusters, and retroviral-derived sequences
Given that these germline genes were repressed in a KAP1-independent manner, it is unlikely that SETDB1 is recruited by a KRAB-Zfp to these genic promoters. Thus, I sought to identify a common sequence motif that may indicate binding of a sequence-specific DNA binding factor responsible for recruiting SETDB1. I first parsed all H3K9me3-marked genes and intersected those that were specifically expressed in the testis or ovaries, according to Tissue Specific Expression Analysis (TSEA) (Dougherty et al. 2010), yielding 331 H3K9me3-marked germline-specific genes. Using RefSeq annotation, I parsed 1kb upstream of the TSS, masked known repeats and queried common sequence motifs (50bp in length) using MEME (Bailey et al. 2009). While 10 total motifs were generated, 240 out the 330 queried genes contained motif 1, 2 or 3 (Fig. 4.8B-C). Motif 1 and 2 were especially prevalent, but did not show strong sequence specificity – examination of individual promoter sequence alignment revealed that motif 1 and 2 are tandem monomeric repeats, being C-rich and T-rich respectively. Interestingly, promoter sequences that aligned to motif 1 tend to yield multiple imperfect matching genomic coordinates using BLAT, while motif 2 sequences tend to be unique and did not yield multiple coordinates - suggesting motif 1 may represent a repetitive sequence interspersed throughout the genome.

The top 3 motifs were further analyzed for transcription factor (TF) enrichment using Tomtom motif comparison tool (Bailey et al. 2009). TFs identified by such analysis on the three motifs yield several known regulators of gametogenesis. Strikingly, for a subset of the candidate TFs identified, including ZNF148, CPEB1, FOXO1, SRY, ZFP105, SOX17 , and ZFX, abnormal spermatogenesis phenotypes have already been reported (Takeuchi et al. 2003; Sousa Martins et al. 2016; Goertz et al. 2011; Zhou et al. 2010; Ng et al. 2013). E2F6 was previously...
shown to recruit DNMT3b to germline promoters including *Mael* (Velasco et al. 2010), suggesting that motif 1 may be necessary for recruitment of DNMT3 in somatic cells. TFs enriched for motif 2, conversely, included master regulators of sex differentiation – such as SRY and SOX17, and may act at tissue-specific enhancer elements. Finally, motif 3 contained several CpG dinucleotides, likely representing the CpG island, given its immediate proximity to the TSS. We have previously shown that the transcriptional repression of these germline genes uniquely depends on both SETDB1 and DNA methylation (Karimi et al. 2011). Notably, several of the top TFs identified in motif 3, including NRF1 and CTCF, have previously been shown to only bind to unmethylated motifs to promote transcription (Domcke et al. 2015; Filippova et al. 2001). Taken together, the male germline genes show atypical chromatin signatures of SETDB1-dependent silencing, and *in silico* motif analysis yield two potential consensus sequences, consisting of simple mononucleotide tracts, that could act as repressive *cis* regulatory regions in ESCs.
Figure 4.8 Chromatin and sequence features of H3K9me3-marked testis specific genes.

A. Heatmap of various chromatin features at SETDB1-targeted germline promoters, with expression in WT ESCs. Note that while SETDB1 localized to these gene promoters, KAP1 and HP1s are not. B. Presence, orientation, and locations of the top 3 consensus motifs for a subset of H3K9me3-marked germline promoters as identified by MEME. Height of the box denotes alignment score to identified motif. Grey line represents 1kb upstream of TSS, with + and – denoting plus- and minus-stranded orientation, respectively. Motif 1 is represented by teal boxes. Motif 2 is represented by blue boxes. Motif 3 is represented by red boxes. C. TFs that were significantly enriched for the Top 3 consensus sequences as identified by Tomtom. Venn diagram depicts the number of genes that possess the Top 3 consensus sequence out of the 331 promoters queried. Motif are as coloured in subpanel B. p-values represent the probability that the TF match to the input motif occurred randomly by chance.
4.3 Discussion

4.3.1 Aurora-dependent phosphorylation of H3K9me3S10 persists in G1

The spatiotemporal pattern of mitotic H3S10ph is tightly regulated by the coordinate reciprocal activities of Aurora B kinase and Protein Phosphatase 1. Thus, the finding that Aurora B-dependent H3K9me3S10ph persists in G1 is somewhat surprising. Regardless, the observation that H3K9me3 and H3K9me3S10ph show nearly identical profiles genome-wide reveals that this is a global phenomenon. Intriguingly, in asynchronous cells, >60% of nucleosomes at IAP ERVs are marked with H3K9me3S10ph, exceeding H3K9me3 in interphase ESCs. This is independently corroborated by mass spectrometry data, where twice the level of H3K9me3S10ph peptide was recovered compared to H3K9me3 peptide in ESCs (Jung et al. 2010).

There are two possible explanations for the observation that Aurora B-dependent H3S10ph persists in G1 – first, Aurora B may have activity towards H3K9me3-marked nucleosomes in interphase, and second, dephosphorylation by PP1 may be inefficient specifically on H3K9me3S10ph-marked H3 tails. Aurora B is highly expressed in ESCs and interphase activity of Aurora B was previously shown in highly proliferative cells (Hayashi-Takanaka et al. 2009). Based on the recruitment pattern of Aurora B and emergence of H3S10ph in G2 on pericentromeric heterochromatin (Crosio et al. 2002), it is possible that Aurora B preferentially phosphorylates H3K9me3-marked histones. Given that the kinase activity of Aurora B is highly promiscuous in G2, forming a spatial phosphorylation gradient radiating from the midzone (Fuller et al. 2008), the temporal pattern of Aurora B-dependent H3S10ph in anticipation of mitosis is more likely due to activity focused at centromeric spindle attachment sites rather than H3K9me3-marked regions per se. Consistent with this hypothesis, ablation of H3K9me3 in
Suv39h1/2 DKO MEF results in only modest dispersion of H3S10ph at DAPI-dense heterochromatin (Peters et al. 2001).

The abundance of Aurora-mediated H3K9me3S10ph in interphase, specifically in G1, is therefore likely not due to preferential targeting, but rather incomplete dephosphorylation by PP1 on exit from mitosis. Interestingly, such histone PTM antagonism has been documented for the H3K9me2/3 demethylase JMJD2A, which cannot demethylate H3K9me3S10ph (Ng et al. 2007), however, it is not known whether PP1 is inhibited by neighbouring methyl lysines. It is also possible that H3K9me3S10ph is masked by H3K9me readers bound during mitosis (Fig. 4.9). Intriguingly, both NP95 and ATRX are stably retained on mitotic chromosomes (Rothbart et al. 2012; McDowell et al. 1999a), and are potential candidates for future investigation into the mechanism of H3S10ph retention in interphase.

4.3.2 Model: Aurora B-dependent H3K9me3S10ph during the ESC cell cycle

Curiously, H3K9me3 and H3K9me3S10ph antibodies bind to mutually exclusive pools of histone tails, as evident by peptide blocking assays. Therefore, the near-perfect correlation between the ChIP-seq datasets in G1 ESCs would suggest ongoing turnover of either modification (Fig. 4.9). Mass spectrometry data in ESCs additionally revealed that H3K9me3S10ph is only found on H3.2 and not on H3.3, whereas H3K9me3 is present on both H3.3 and H3.2 (Jung et al. 2010). This is consistent with our model, describing the sequence of events during the cell cycle. I postulate that after deposition of nascent H3.2 during S-phase, KRAB-ZFPs target specific sequences and tether the HP1/KAP1/SETDB1 complex to deposit H3K9me3. At late G2/M, Aurora B is activated and phosphorylates all nucleosomes, converting
H3K9me3 to H3K9me3S10ph. This coincides with the release of HP1 proteins and concomitantly promotes binding of phospho-tolerant H3K9me3 readers, such as ATRX/DAXX and NP95, to mitotic chromatin. At telophase, most of the Aurora B-dependent H3S10ph is dephosphorylated by PP1, except for sites where the epitope is masked by the presence of such readers. ATRX/DAXX dependent deposition of H3.3 at IAP ERVs is subsequently followed by SETDB1 dependent H3K9me3 in the absence of H3S10ph on the same tail (Elsässer et al. 2015), thus leading to co-occurrence of both H3K9me3 and H3K9me3S10ph at the same genomic location in G1 cells. Given that H3K9me3S10ph is incompatible with HP1β recognition of H3K9me3, the finding that HP1β localizes robustly to H3K9me3S10ph-marked regions is probably reflective of the presence of H3K9me3 alone at the same regions in a minority of cells in the population.

4.3.3 H3K9me3S10ph influences the binding of H3K9me3 readers

Genome-wide, HP1β localizes to 80% of H3K9me3-marked regions, suggesting it is a faithful H3K9me3 reader. Pairwise comparison of H3K9me3 and HP1β enrichment revealed preferential targeting of HP1β to a subset of ERVs, i.e. IAPs & ETns, somewhat irrespective of the H3K9me3 enrichment. The bias amongst H3K9me3-marked ERVs indicates chromatin stability of HP1β may additionally depend on other factors. One possibility is that HP1 proteins, recruited by H3K9me3 recognition, are additionally stabilized by interactions with KAP1 via the PxVxL motif (Cammas et al. 2007).
Figure 4.9 Model for co-existence of H3K9me3 and H3K9me3S10ph at young endogenous retroviruses in ESCs.

Sequences within class I & II ERVs, such as IAP or ETn elements, are recognized by specific KRAB-ZFPs, which then recruit the repressive KAP1/SETDB1 complex for H3K9me3 deposition, and in turn HP1 recruitment. During mitosis, Aurora B phosphorylates all H3 nucleosomes, converting H3K9me3 to H3K9me3S10ph. This phosphorylation then displaces HP1 from mitotic chromatin, and allows the loading and retention of phospho-tolerant H3K9me3 readers, such as NP95 or ATRX/DAXX, during chromosome segregation. As the cell enters telophase, most nucleosomes are dephosphorylated by PP1, except those that are bound by H3K9me3 reader proteins that are tolerant of H3S10ph – leading to persistence of H3K9me3S10ph in the following G1. As such, a heterogeneous population of H3K9me3- and H3K9me3S10ph-marked nucleosomes may facilitate a diversity of chromatin readers for heterochromatin maintenance at ERVs. These functions include DNA methylation maintenance by NP95, which is a necessary co-factor of DNMT1, and nucleosome remodeling at non-B-form DNA (e.g. G quadruplexes) by the ATRX/DAXX complex. As a consequence of such remodelling, nascent H3.3 is then deposited by ATRX/DAXX at the ERVs and targeted by SETDB1 for H3K9me3.
Conversely, NP95 and ATRX are known readers of SETDB1-dependent H3K9me3 at ERVs that are tolerant of H3K9me3S10ph (Rothbart et al. 2012; Elsässer et al. 2015; Sharif et al. 2016). In addition, H3K9me3-binding of ATRX and HP1 has been shown to occur in a mutually exclusive manner \textit{in vitro}, with excess HP1 displacing ATRX from H3K9me3 peptide tails (Eustermann et al. 2011). Indeed, in primary neurons, localization of ATRX to pericentromeric heterochromatin occurs only after H3K9me3S10 tails are converted to H3K9me3S10ph following forskolin stimulation (Noh et al. 2014). Importantly, this phosphorylation event coincides with ejection of HP1\textsubscript{b}, suggesting that ATRX cannot access H3K9me3 sites that are HP1\textsubscript{b}-bound. In ES cells, ATRX and HP1\textsubscript{b} show preference for distinct H3K9me3-marked genomic locations, with HP1\textsubscript{b} occupying ~80% of H3K9me3-marked regions. Thus, the presence of H3K9me3S10ph nucleosomes may counteract the “monopolizing” effect of HP1\textsubscript{b}, and promote loading of other heterochromatin factors (Fig. 4.9). Consistent with this model, introduction of a mutant of UHRF1/NP95 that abolishes H3S10ph tolerance (i.e. has a binding preference for H3K9me3, like HP1 proteins) results in loss of NP95 and DNMT1 from mitotic chromatin and defects in DNA methylation at rDNA (Rothbart et al. 2012); whether H3S10ph is similarly relevant for ATRX will be an interesting avenue of future research.

4.3.4 Atypical signatures of SETDB1-dependent silencing on male germline promoters

SETDB1-dependent H3K9me3 at genes shows two distinct patterns. At \textit{Zfn} and \textit{Olfr} genes, H3K9me3 is enriched over the entire length of the gene body (Frietze et al. 2010; Vogel et al. 2006); such intragenic SETDB1-dependent H3K9me3 does not seem to negatively impact expression. In contrast, a small subset of germline-specific genes essential for gametogenesis, including genes involved in piRNA biogenesis (\textit{Mael, Ddx4}) and meiotic synapsis (\textit{Sycp1},
Mei1), show localized/punctate peaks of H3K9me3 over the promoter regions. Intriguingly, such genes are upregulated upon depletion of SETDB1 (Yuan et al. 2009; Karimi et al. 2011).

Most of these germline-specific promoters fall within the exceptional 2% of H3K9me3-marked regions that are devoid of HP1β at the promoter, and are not transcriptionally induced upon genetic ablation of HP1s (Rowe et al. 2013; Maksakova et al. 2013). It has been suggested that a third PTM, H3K14ac, in conjunction with H3S10ph, is required for efficient release of HP1 from mitotic chromatin (Mateescu et al. 2004). Indeed, I found that germline promoters that bear H3K9me3 and H3K9me3S10ph, but not HP1β, are generally marked with H3K14ac. Interestingly, transcription is also relatively high in WT ESCs for a subset of these genes, such as Gpa33, Tex19.1 and Dppa3, despite bearing repressive H3K9me3 in the promoter region. The simultaneous detection of repressive and activating marks is likely due to cell-to-cell heterogeneity in serum-grown ESC cultures. That said, significant levels of H3K9me3S10phK14ac have been observed using mass spectrometry (Jung et al. 2010), suggesting that the trivalent histone PTM can occur on the same histone tail in ESCs. H3K9me3S10ph ChIP, followed by H3K14ac reChIP should address whether the trivalent mark is found at these specific genic promoters.

Curiously, these germline gene promoters are also apparently not bound by the co-repressor KAP1, and are not dependent on KAP1 for repression (Rowe et al. 2010), suggesting that SETDB1 is recruited to genic promoters independently of KRAB-ZFPs. To investigate this further, I reasoned that as nearly all SETDB1-dependent H3K9me3 is found over LTR elements, it is possible that the promoter sequences of these genes bear a consensus motif that is also
present in such retrotransposons. The top two consensus sequence from H3K9me3-marked germline promoters consist of simple nucleotide repeat. Interestingly, motif 1 is strongly predicted to form G-quadruplex (G4) structures on the reverse complement orientation, which has interesting implications for recruiting hnRNP K, which can bind to G4 DNA (Law et al. 2010; Zamiri et al. 2015) and is functionally relevant for SETDB1-dependent silencing of germline genes (Thompson et al. 2015). Interestingly, the 3rd ranking motif identified is a consensus sequence for ubiquitous transcription factors, e.g. NRF1 and CTCF, that have previously been shown to exhibit sensitivity to the presence of DNA methylation in vitro (Domcke et al. 2015; Filippova et al. 2001). In support of the hypothesis that DNA methylation at these promoters is necessary to prevent aberrant activation by suppressing TF-binding, a subset of these germline genes are also de-repressed in ESCs deficient in all three DNMTs (Karimi et al. 2011). Future studies aimed at characterizing the relevance of these motifs for SETDB1-dependent silencing are clearly of interest. For example, integration of a stable reporter with and without the relevant cis motif elements in Setdb1 cKO ESCs should yield functional insights to whether these motifs are required for SETDB1-dependent repression of these gametogenesis genes.
5. ROLE OF MSKs & RSKs IN ESCs

5.1 Introduction
Dynamic changes in chromatin structure are required for the orchestration of gene expression in response to developmental or environmental cues. ESCs, which are derived from the inner cell mass (ICM) of the E3.5 blastocyst, possess the capacity to differentiate into every cell type in the embryo proper, including germ cells. The exit from pluripotency can be induced by the mitogen Fibroblast Growth Factor 4 (FGF4), which triggers downstream ERK1/2 to promote differentiation and lineage commitment (Kunath et al. 2007; Stavridis et al. 2007). Genetic ablation of FGF or ERK in ESCs notably hinders their differentiation capacity towards all three germ layers, which underscores the requirement of mitogen-stimulated signalling in directing cell fate (Hamilton and Brickman 2014; Qi et al. 2004). The reliance on mitogenic signalling was recently exploited in the development of the “2i media”, which inhibits differentiation signals exerted by MEK/ERK to maintain ESCs in a naive “ground state” (Ying et al. 2008). Despite mounting evidence reinforcing the importance of ERK signalling in lineage commitment, the role and necessity of downstream MAPK kinases, such as MSKs and RSKs, remains poorly defined in this process.

The eventual endpoint of mitogen signalling is thought to be phosphorylation of transcription and chromatin factors in the nucleus, which then releases paused Pol II at the serum-response genes (Anjum and Blenis 2008). This rapid remodeling of chromatin, termed “the nucleosomal response”, specifically involves the phosphorylation of H3 at S10 and S28 at
the promoters of immediate-early genes, such as c-fos, jun, c-myc, and Egr1 in quiescent cells (Mahadevan et al. 1991; Thomson et al. 1999b). The protein products of immediate early genes, including members of the AP-1 family of transcription factors, then initiate downstream gene expression for re-entry into the cell cycle in G1. While studies have highlighted the importance of ERK signalling in cell proliferation and oncogenesis (Roux and Blenis 2004), an outstanding question is whether ERK signalling potentiates lineage commitment, at least in part, via the direct phosphorylation of chromatin.

As discussed in the Introduction, MSK and RSK families act downstream of EGF/ERK to phosphorylate chromatin and transcription factors. These closely-related families of p90 ribosomal S6 kinases are the closest mammalian paralogs to JIL-1, sharing ~60% and ~50% similarity in the kinase domains. MSK1/2, RSK1/2/3 and are capable of phosphorylating H3S10 in vitro (Soloaga et al. 2003; Sassone-Corsi et al. 1999; Hu et al. 2004; Zhao et al. 1995). However, the role of the MSK and RSK families in phosphorylating H3S10 in interphase ESCs has not been addressed, nor has their influence on transcription been studied on a genome-wide scale. Although RSK2 was previously implicated as an H3S10 kinase in ESCs and fibroblasts (Sassone-Corsi et al. 1999), MSKs are likely the major kinases responsible for phosphorylating H3S10 following induction, due to their higher affinity for the substrate, and the persistence of H3S10ph in fibroblasts derived from Coffin-Lowry patients (Soloaga et al. 2003). As described in Chapter 3, I found that H3S10ph broadly marks early replicating euchromatin in interphase ESCs. Here, I wished to determine whether MSK and/or RSK family members play a role in this process.
Therefore I systematically surveyed the individual and combined contribution of the p90 ribosomal S6 kinases (Rps6ka1/2/3/4/5/6) to interphase H3S10ph in ESCs. I utilized the recently developed Cas9-CRISPR technology to derive single and combinatorial KO ESCs lines, and subsequently conducted H3S10ph ChIP-seq and mRNA-seq on these lines. The depletion of Msk1/2 or Rsk1/2/3/4 either singly, or in combination, did not notably impact ESCs cell cycle progression. Surprisingly, Msk/Rsk KO did not notably disrupt interphase H3S10ph at gene-dense regions, suggesting the broad euchromatin H3S10ph domains are maintained by alternate kinase(s). While the profile of H3S10ph in interphase was not dramatically altered in any of the mutants analyzed, I identified distinct signatures of H3S10ph loss associated with the individual KOs at specific proximal promoters and distal enhancers. Promoters and enhancers of immediate early and ribosomal biogenesis genes were amongst the regions that showed reduced H3S10ph across the panel of kinase mutants, affirming the previously characterized role of MSK and RSK. Msk2 ablation showed the greatest loss of interphase H3S10ph at active promoter/enhancers. Unexpectedly, deletion of Msk2 in ESCs down-regulated a subset of SETDB1/H3K9me3 repressed targets - including imprinted genes, young endogenous retroviruses and germline genes. Lastly, embryoid bodies derived from Msk and Rsk KO ESCs showed increased propensity for G1-arrest upon LIF-withdrawal, suggesting that MSK/RSK may facilitate ESC differentiation. Altogether, these experiments represent the first systematic study on the functional relevance of MSK/RSK family members on global H3S10ph and transcription in ESCs, and potentially uncover novel crosstalk between MSK2/H3S10ph and SETDB1/H3K9me3 in gene regulation.
5.2 Results

5.2.1 Derivation of kinase knockouts using the CRISPR/Cas9 system

To survey the individual and combined contribution of the kinase family to interphase H3S10ph in ESCs, I utilized the recently developed CRISPR/Cas9 system to derive single and combinatorial KO ESC lines (Hsu et al. 2014). I first isolated several clonal lines from a previously established TT2 ESC line stably expressing the FUCCI reporter (see Chapter 3), which allows for cell cycle sorting of cells derived from this line. I chose a clonal line, Fu.7, that showed a cell size distribution and cell cycle timing similar to that of the TT2 parent line. Next, short guide RNAs (sgRNA) were designed for each candidate kinase, including Msk1/2 and Rsk1/2/3/4, that target an exonic region encoding the AGC domain (Fig. 5.1A) and cloned into an expression vector encoding Cas9 and puromycin for positive selection. Fu.7 ESCs were transfected with a single sgRNA-Cas9 vector, and selected for puromycin resistance for 48h prior to colony picking. To address potential redundancies within the kinase family, an ESC line, “6SK”, that was deleted for all 6 kinases were simultaneously derived. 10-20 clones for each targeted kinase were genotyped using primers flanking the targeted exon, and Sanger sequenced to verify Cas9-mediated mutations. After eliminating clones that were abnormally large and likely polyploid, two or more independent clones for each kinase of interest with distinct mutations predicted to harbor large truncating and/or frameshift mutations were expanded and further characterized.
Figure 5.1 CRISPR targeting strategy for JIL-1 homolog kinases.

A. Protein domain structure of MSK & RSK family members. Drosophila JIL-1 is included for reference. The percentage shown reflects amino acid similarity to JIL-1 in the two kinase domains, with the N-terminal AGC domain, the effector kinase for histone H3, showing relatively higher homology across the kinases. MSKs possess canonical nuclear localization signals (NLS) at the C-terminal tail region, RSK3 also encodes a putative NLS signal at the N-terminus. RSK1/RSK2 are known to localize to the nucleus. Cas9 short guide RNAs (sgRNAs) were designed to target early exons to produce loss of function mutations. The approximate amino acid position of the targeting site is denoted by grey boxes.

B. Panel of CRISPR-derived KO ESC lines and their associated genotype. N.D. denotes not detected in PCR. CNV differences as inferred by sequencing data is denoted. The parental Fu.7 were trisomic for chr1, 8, and 11, which were also observed in most of the KO lines. In addition, Msk1<sup>-/-</sup> showed amplification of Xq4, Msk2<sup>-/-</sup> reverted to disomy of chr11, and Rsk3<sup>-/-</sup> lost chrY.

<table>
<thead>
<tr>
<th>Clone</th>
<th>Msk1</th>
<th>Msk2</th>
<th>Rsk1</th>
<th>Rsk2</th>
<th>Rsk3</th>
<th>Rsk4</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fu.7</td>
<td>+/-</td>
<td>+/-</td>
<td>+/-</td>
<td>+/-</td>
<td>+/-</td>
<td>+/-</td>
<td>+/-</td>
</tr>
<tr>
<td>Msk1-1</td>
<td>+/- (4ins)</td>
<td>+/-</td>
<td>+/-</td>
<td>+/-</td>
<td>+/-</td>
<td>+/-</td>
<td>T1, 8, 11</td>
</tr>
<tr>
<td>Msk2-5</td>
<td>+/- (163del)</td>
<td>+/-</td>
<td>+/-</td>
<td>+/-</td>
<td>+/-</td>
<td>+/-</td>
<td>Disomic 11</td>
</tr>
<tr>
<td>Msk1-3</td>
<td>+/- (1ins)</td>
<td>+/-</td>
<td>+/-</td>
<td>+/-</td>
<td>+/-</td>
<td>+/-</td>
<td>PuroR</td>
</tr>
<tr>
<td>Msk1-3</td>
<td>+/- (1ins)</td>
<td>+/-</td>
<td>+/-</td>
<td>+/-</td>
<td>+/-</td>
<td>+/-</td>
<td>Xq dup</td>
</tr>
<tr>
<td>Rsk1-1</td>
<td>+/- (5del)</td>
<td>+/-</td>
<td>+/-</td>
<td>+/-</td>
<td>+/-</td>
<td>+/-</td>
<td></td>
</tr>
<tr>
<td>Rsk1-2</td>
<td>+/- (Δex3)</td>
<td>+/-</td>
<td>+/-</td>
<td>+/-</td>
<td>+/-</td>
<td>+/-</td>
<td></td>
</tr>
<tr>
<td>Rsk2-18</td>
<td>+/- (17del)</td>
<td>+/-</td>
<td>+/-</td>
<td>+/-</td>
<td>+/-</td>
<td>+/-</td>
<td></td>
</tr>
<tr>
<td>Rsk2-24</td>
<td>+/- (82del)</td>
<td>+/-</td>
<td>+/-</td>
<td>+/-</td>
<td>+/-</td>
<td>+/-</td>
<td></td>
</tr>
<tr>
<td>Rsk2-24</td>
<td>+/- (82del)</td>
<td>+/-</td>
<td>+/-</td>
<td>+/-</td>
<td>+/-</td>
<td>+/-</td>
<td></td>
</tr>
<tr>
<td>Rsk3-4</td>
<td>+/- (34del)</td>
<td>+/-</td>
<td>+/-</td>
<td>+/-</td>
<td>+/-</td>
<td>+/-</td>
<td></td>
</tr>
<tr>
<td>Rsk3-15</td>
<td>+/- (9del)</td>
<td>+/-</td>
<td>+/-</td>
<td>+/-</td>
<td>+/-</td>
<td>+/-</td>
<td></td>
</tr>
<tr>
<td>Rsk4-4</td>
<td>+/- (C. Het)</td>
<td>+/-</td>
<td>+/-</td>
<td>+/-</td>
<td>+/-</td>
<td>+/-</td>
<td></td>
</tr>
<tr>
<td>Rsk4-15</td>
<td>+/- (1del)</td>
<td>+/-</td>
<td>+/-</td>
<td>+/-</td>
<td>+/-</td>
<td>+/-</td>
<td></td>
</tr>
<tr>
<td>6SK1520</td>
<td>+/- (1ins)</td>
<td>N.D.</td>
<td>+/-</td>
<td>+/-</td>
<td>+/-</td>
<td>+/-</td>
<td></td>
</tr>
</tbody>
</table>

Figure 5.1 CRISPR targeting strategy for JIL-1 homolog kinases.

A. Protein domain structure of MSK & RSK family members. Drosophila JIL-1 is included for reference. The percentage shown reflects amino acid similarity to JIL-1 in the two kinase domains, with the N-terminal AGC domain, the effector kinase for histone H3, showing relatively higher homology across the kinases. MSKs possess canonical nuclear localization signals (NLS) at the C-terminal tail region, RSK3 also encodes a putative NLS signal at the N-terminus. RSK1/RSK2 are known to localize to the nucleus. Cas9 short guide RNAs (sgRNAs) were designed to target early exons to produce loss of function mutations. The approximate amino acid position of the targeting site is denoted by grey boxes. B. Panel of CRISPR-derived KO ESC lines and their associated genotype. N.D. denotes not detected in PCR. CNV differences as inferred by sequencing data is denoted. The parental Fu.7 were trisomic for chr1, 8, and 11, which were also observed in most of the KO lines. In addition, Msk1<sup>-/-</sup> showed amplification of Xq4, Msk2<sup>-/-</sup> reverted to disomy of chr11, and Rsk3<sup>-/-</sup> lost chrY.
5.2.2 **MSK and RSK kinases are dispensable for cell cycling of ESCs**

None of the single kinase KO lines showed significant growth or overt morphology defects, consistent with the viability of the *Msk1/2* DKO mouse and the *Rsk1/2/3* TKO mouse (Soloaga et al. 2003; Ananieva et al. 2008; Anjum and Blenis 2008). The 6SK line showed modest morphological differences indicative of differentiation, but no growth defects. Cell cycle analysis further verified that most KO clones had normal cell cycle kinetics and were of comparable size to the parent Fu.7 line (Fig. 5.2). Some modest differences were observed in *Msk1* and *Rsk4* KO, but did not notably affect cell viability. Both *Msk1*−/− ESC lines were slightly smaller than their WT counterpart and showed relatively higher proportions of cells in G1 versus G2 as evident by both the FUCCI reporter distribution and DNA staining – suggesting loss of MSK1 leads to faster mitotic cycle progression. *Rsk2*+/−, conversely, were generally larger than WT cells, but showed no difference in cell cycle progression. *Rsk4*+/− ESCs were also small, with a fraction of cells having <2n DNA content and modest accumulation at early S, suggestive of some replication-associated apoptosis. Loss of MSK2, RSK1, and RSK3 had no effect on cell size or cell cycle distribution. Nevertheless, all KO ESCs were maintained over multiple passages and proliferated at a similar rate to the parental WT line.
Figure 5.2 *Msk* & *Rsk* KO ESCs show normal cell cycling kinetics. Flow cytometry analysis of *Msk1/2, Rsk1/2/3/4* mutant ESCs showing overtly normal cell size and cell cycle kinetics in the KOs. Histograms from left to right shows relative cell size in forward scatter (FSC), cell cycle distribution via Hoechst 33342 DNA staining, and the maintenance of FUCCI cell cycle fidelity, as demonstrated by DNA content in the mKO (G1-marker) or Venus (S/G2/M-marker) gated subpopulations, respectively.

### 5.2.3 Persistence of H3S10ph domains in Msk and Rsk KO

To further characterize the contribution of the kinases on interphase H3S10ph, I sorted 10^6 FUCCI cells in G1 (Venus^+^) and performed H3S10ph ChIP-seq for each kinase KO line with the corresponding WT Fu.7 line. ChIP-seq revealed only modest changes in global H3S10ph domain structure in interphase in each of the single KO lines as well as the 6KO line, with the megabase-scale H3S10ph domain persisting at early-replicating genomic regions (Fig. 5.3A). These results are consistent with western blot analysis of H3S10ph in interphase ESCs, which indicates no discernable depletion in the KO lines (Fig. 5.3B). Genome-wide comparisons (tiled 5kb bins)
shows that global G1 H3S10ph levels are similar in all KO lines, with \( \text{Msk1}^{-/-} \) being the most correlated with the WT Fu.7 line \( (R^2 = 0.997) \) and 6SK1520 being the least correlated \( (R^2 = 0.9) \) (Fig. 5.3C). The discordance observed in 6SK1520 \( (R^2=0.9) \), and \( \text{Rsk4}^{-Y} \) \( (R^2 = 0.95) \) is likely due to technical differences during sequencing library construction rather than true biological difference, as these libraries required more PCR amplification rounds than the others to yield material sufficient for sequencing.

### 5.2.4 MSK and RSK mediate H3S10ph at distinct subsets of promoters and enhancers

To specifically identify regions that showed H3S10ph loss in the KO lines, I compared RPKM over tiled 5kb bins in the genome. Due to the breadth of the domains of H3S10ph in interphase, I identified several karyotypic differences in some of the KO clones – notably a distal amplification of Xq4 in \( \text{Msk1}^{-/-} \), trisomic 11 reversion in \( \text{Msk2}^{-/-} \), and loss of chromosome Y in \( \text{Rsk3}^{-/-} \). To minimize aneuploidy-related artefacts, any overt karyotypic difference as judged by non-equivalent read coverage, including chr11, chrX and chrY, were removed from all downstream analysis. Using a z-score threshold of -0.25, the mutant lines showed variable loss of H3S10ph across the genome, ranging from 1,525 bins in \( \text{Rsk2}^{-Y} \) to 7,650 bins in \( \text{Rsk4}^{-Y} \).

To then agnostically determine the functional relevance of these specific regions losing H3S10ph in the KO lines, the called regions were analyzed using GREAT (Fig 5.3D, E). Regions identified in \( \text{Msk2}^{-Y} \), \( \text{Rsk1}^{-/-} \) and \( \text{Rsk3}^{-/-} \), were overwhelmingly found within 50bp of a TSS. Conversely, regions losing H3S10ph in \( \text{Msk1}^{-/-} \), \( \text{Rsk4}^{-Y} \) or 6SK1520 were generally more distant to any TSS, approximately 500bp or above. \( \text{Rsk2}^{+/-} \) ESCs, interestingly, showed bias for H3S10ph loss at regions both immediate and proximal to the TSS. When oriented directionally
to the TSS, there was also a modest skew for regions downstream of the TSS for loss of H3S10ph in all KO lines. These results suggest that MSK2/RSK1/RSK3 may mediate H3S10ph at TSSs.

Figure 5.3 Genome-wide characterization of interphase H3S10ph in Msk & Rsk KO ESCs.
A. Genome browser screenshot of H3S10ph in G1-sorted Msk/Rsk KO ESCs compared to WT (Fu.7) showing H3S10ph domains at early-replicating regions are maintained in the single KO and compound mutant line 6SK1520.
B. H3S10ph/Kap1 ChIP-Seq after 8-hour serum starvation for each KO line with or without Hesperadin treatment.

RT: Replication Timing, with top fraction representing early-replicating regions, and bottom fraction representing late-replicating regions.
late-replicating regions. **B.** Western blotting of mitotic and interphase H3S10ph in Msk/Rsk KO ESCs showing that bulk H3S10ph level does not change in the mutants. For hesperidin treated samples, cells were pre-treated with 200nM hesperidin for 3h to remove mitotic H3S10ph. KAP1 and pan H3 were used as loading controls. **C.** Correlation matrix showing R² Pearson correlation values of H3S10ph in each pair-wise comparison of Msk/Rsk KOs with WT parent Fu.7 and each other. H3S10ph of Msk/Rsk KOs shows high correlation across the entire genome (top), but relatively more discordance at transcription start sites (middle) and at ESC-specific enhancers (bottom). **D.** Regions that lost H3S10ph in the Msk/Rsk KOs (z < -0.25) are differentially distributed relative to TSSs. Msk2-/-, Rsk1-/-, Rsk3-/- lose H3S10ph proximal to promoters (-50 to 50 bp) whereas Msk1-/-, Rsk2-/-, Rsk4-/-Y lose H3S10ph at regions distal to promoters (50-500 bp). **E.** Genome browser screenshot showing selective regional loss of H3S10ph at distal enhancers of Egr1 and Fos. DHS denotes DNase hypersensitivity sites.

Immediate early genes are the canonical targets of the nucleosomal response, and most are highly expressed in ESCs. Visual inspection on the genome browser revealed that H3S10ph was indeed lost at the promoter and the distal enhancers of Egr1 and c-Fos in cells lacking RSK2 and RSK3 for the former, and MSK2 the latter (**Fig. 5.3E**).

Pairwise comparison of H3S10ph of KO vs. WT ESCs at all annotated TSS (+/- 5kb) confirmed that a subset of genes lost H3S10ph at their promoter upon kinase depletion (**Fig. 5.4**). Specifically, >1,000 promoters show loss of TSS-associated H3S10ph in Msk2-/-, Rsk1-/- and Rsk3-/-. Rsk4-/-Y was the only line that had more promoters gaining H3S10ph compared to loss, perhaps reflecting on compensatory changes by the other kinases. To determine the functions of the kinase genic targets, I performed Gene Ontology (GO) analysis on the subset of promoters with significant H3S10ph loss (**Table 5.1**). Such analysis revealed ontologies associated with cell cycle, chromatin modification and metabolism lost promoter-associated H3S10ph in Msk2-/-, while loss of H3S10ph was observed at developmental-related promoters in Rsk1/2/3 KO ESCs. Specifically, Rsk1-/- showed loss of promoter-specific H3S10ph in genes associated with morphogenesis and tube development. Genes associated with differentiation lost H3S10ph at the promoter in Rsk2-/-Y, whereas genes involved in neuronal cell development showed H3S10ph loss in Rsk3-/-Y. Interestingly, while both MSK/RSK are known to respond to epidermal growth factor,
the $Rsk^{+/-}$ was the only mutant that was significantly enriched for EGF-related terms. From the ChIP-seq data, I conclude that the interphase H3S10ph domain previously profiled in Chapter 3 is likely a composite of the individual effects exerted by multiple serine kinases, each phosphorylating a small subset of promoters at H3S10.

**Figure 5.4 Interphase H3S10ph is depleted at a subset of promoters upon depletion of MSK/RSK.**

Pair-wise comparison of TSS-associated (+/- 5kb) interphase H3S10ph of Msk/Rsk KO to WT Fu.7 parent. Coloured points represent promoters that showed significant change in H3S10ph that exceeds $|z| > 0.25$. $R^2 =$ Pearson correlation.
Table 5.1 Biological processes of genes showing loss of TSS-associated H3S10ph in Msk2, Rsk1, Rsk2, and Rsk3 KO ESCs.

<table>
<thead>
<tr>
<th>Gene Ontologies</th>
<th>Fold</th>
<th>p-value*</th>
</tr>
</thead>
<tbody>
<tr>
<td>regulation of chromatin silencing</td>
<td>11.02</td>
<td>7.76E-3</td>
</tr>
<tr>
<td>nuclear envelope organization</td>
<td>5.73</td>
<td>4.36E-2</td>
</tr>
<tr>
<td>positive regulation of mRNA metabolic process</td>
<td>5.41</td>
<td>2.95E-2</td>
</tr>
<tr>
<td>negative regulation of translation</td>
<td>3.9</td>
<td>3.54E-3</td>
</tr>
<tr>
<td>regulation of RNA splicing</td>
<td>3.76</td>
<td>4.15E-2</td>
</tr>
<tr>
<td>transcription from RNA polymerase II promoter</td>
<td>3.5</td>
<td>1.06E-4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Gene Ontologies</th>
<th>Fold</th>
<th>p-value*</th>
</tr>
</thead>
<tbody>
<tr>
<td>negative regulation of translation</td>
<td>5.11</td>
<td>1.53E-3</td>
</tr>
<tr>
<td>nucleosome organization</td>
<td>4.93</td>
<td>3.07E-2</td>
</tr>
<tr>
<td>rRNA processing</td>
<td>3.83</td>
<td>3.08E-2</td>
</tr>
<tr>
<td>chromosome organization</td>
<td>2.85</td>
<td>6.07E-3</td>
</tr>
<tr>
<td>mitotic cell cycle</td>
<td>2.55</td>
<td>2.89E-3</td>
</tr>
<tr>
<td>embryonic morphogenesis</td>
<td>2.35</td>
<td>2.60E-2</td>
</tr>
<tr>
<td>tube development</td>
<td>2.32</td>
<td>1.76E-2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Gene Ontologies</th>
<th>Fold</th>
<th>p-value*</th>
</tr>
</thead>
<tbody>
<tr>
<td>negative regulation of cell differentiation</td>
<td>4.53</td>
<td>4.85E-2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Gene Ontologies</th>
<th>Fold</th>
<th>p-value*</th>
</tr>
</thead>
<tbody>
<tr>
<td>cellular response to epidermal growth factor stimulus</td>
<td>8.99</td>
<td>3.41E-02</td>
</tr>
<tr>
<td>cell differentiation in spinal cord</td>
<td>7.17</td>
<td>5.07E-04</td>
</tr>
<tr>
<td>neuron fate commitment</td>
<td>5.99</td>
<td>1.85E-04</td>
</tr>
<tr>
<td>neural crest cell migration</td>
<td>5.64</td>
<td>4.98E-02</td>
</tr>
<tr>
<td>ear morphogenesis</td>
<td>4.37</td>
<td>1.25E-03</td>
</tr>
<tr>
<td>stem cell population maintenance</td>
<td>4.11</td>
<td>3.10E-03</td>
</tr>
</tbody>
</table>

*Bonferroni-corrected

5.2.5 Msk2 maintains expression of germline-specific genes

To determine whether the change in H3S10ph in interphase is accompanied by a change in transcription, I performed mRNA-seq on the same clones profiled by ChIP-seq (Fig. 5.5). In Msk1, Rsk2, Rsk3 and Rsk4 KOs, the kinase targeted is amongst the top genes down-regulated – implying efficient nonsense mediated decay and further validating the KO strategy. Changes in gene expression were generally modest in most of the KOs – with only a few dozen genes being differentially expressed using a stringent threshold (z > |0.8|). Interestingly, there was significant overlap in genes that were consistently deregulated in most or all KO lines (Fig. 5.5B) – including downregulation of Atp5l, Meg3-Rian, and ribosomal genes such as Fau, Rpl36, Rps26/27. Furthermore, while Egr1 was down-regulated in Msk2 and Rsk3 KO lines, and Fos was down-regulated in Msk1/Rsk1/Rsk3 KO lines, other immediate early genes showed in
change in expression in the mutants, possibly due to their low basal expression in WT ESCs (Fig. 5.5C).

**Figure 5.5 Transcriptome analysis of Msk/Rsk knockout ESCs.**
Pairwise comparison of RNA expression of all annotated genes in kinase KO vs. Fu.7 WT parental line. Coloured points indicate significantly up- or down-regulated (z > 0.8). \( R^2 = \) Pearson correlation.

\( Msk2^{+/−} \) was the notable outlier – showing 10-fold more genes deregulated, even after removal of chr11 genes (as the KO line was no longer trisomic). 496 genes were significantly down-regulated and this subset of genes also showed significant loss of H3S10ph at TSSs, implying that these are direct transcriptional targets of MSK2 (Fig. 5.6A). Conversely, the upregulated genes (n=178) showed no significant change in H3S10ph at their TSS and could be secondary effects of MSK2 deletion. Examination of the top down-regulated genes in \( Msk2^{+/−} \) revealed striking preference for germline-specific genes (Fig. 5.6B). This is further corroborated
using an independent measure of tissue enrichment scoring using Tissue Specific Expression Analysis (TSEA), which showed significant enrichment of testis-specific genes (Dougherty, 2010), including Fkbp6, Rpl39l, Dazl, Tub3a and several members of the Xlr family (Fig. 5.6C). According to TSEA, of the 497 down-regulated genes, 97 were specific to the testis/ovaries. Conversely, the up-regulated genes in Ms2−/− were enriched for various other tissues such as brain and blood vessel – notably, many were specific to the primitive endoderm, including Gata6, Sox7, Gata4 and Sox17 (Schrode et al. 2014).

Figure 5.6 MSK2 mediates the expression of testis-specific genes in male ESCs. A. Genes down-regulated in Ms2−/− ESCs concurrently show loss of TSS-associated H3S10ph. Box and whisker plot depicting TSS-associated H3S10ph RPKM in all KO and parental Fu.7 for genes down- or up-regulated in Ms2−/− KO ESCs. B. Genes down-regulated in Ms2−/− are highly enriched for testis-specific expression. TSEA analysis of genes down- or up-regulated in Ms2−/− KO ESCs. C. MSK2 mediates expression of ICM- and PGC-markers and suppresses primitive endoderm (PrE) markers. Expression analysis for embryonic lineage markers in the WT Fu.7 and KO ESCs. ICM: inner cell mass, TE: trophectoderm, PGC: primordial germ cells.
A small number of imprinted genes – including *Grb10* and the *Meg3/Rian* cluster, were also deregulated in *Msk2*−/− and several other KOs (Fig. 5.7). The disruption of imprinted genes is partially attributable to *Zfp57*, which was moderately down (<1.5-fold) in all the KO lines, and is essential for maintenance of transcriptional repression of imprinted loci (Quenneville et al. 2011). Several of the germline genes or imprinted genes were also downregulated in *Rsk3*−/−, and therefore are unlikely to be artefacts of differences in karyotype. Interestingly, the germline genes identified as targets of MSK2 bears some resemblance to our previously identified targets of SETDB1-mediated repression, with overlapping genes including *Tuba3a, Gpa33* and *Rpl39* (Karimi et al. 2011). Indeed, a small subset of MSK2-induced genes was concurrently marked with H3K9me3 and H3K9me3S10ph at the promoter. The convergence of SETDB1 and MSK2 is otherwise minimal, as most of the 184 direct repressed targets of SETDB1 (marked with H3K9me3 in WT and are upregulated upon SETDB1 deletion) are not significantly perturbed in the *Msk2*−/−. Of the overlapping genes that are also significantly downregulated in the *Msk2*−/−, however, all 17 showed testis-specific expression.
Figure 5.7 Imprinted & germline-specific genes down-regulated in Msk2⁻⁻ ESCs. Heatmap of transcriptional and H3S10ph change in the kinase KO to WT Fu.7 for the subset of imprinted genes and germline-specific genes that were significantly down-regulated in Msk2⁻⁻ ESCs. Note that a significant fraction of MSK2-regulated genes are concurrently marked with H3K9me3 and H3K9me3S10ph.

5.2.6 Class I & II ERVs are up-regulated in MSK2⁻⁻ ESCs

As there was an overlap between the genic targets of Msk2 and SETDB1 I wondered whether SETDB1-repressed ERVs were also aberrantly expressed in the Msk2⁻⁻ line. Strikingly, class I and II ERVs, such as IAPs and ETns, were significantly upregulated (z > 2) in Msk2⁻⁻ only (Fig.
However, upregulation was modest relative to that observed in Setdb1 conditional deletion in ESCs, ~2-3 fold upregulation of IAPs in Msk2\(^{+/−}\) compared to ~8-10 fold in Setdb1 cKO. Taken together, the RNA-seq and ChIP-seq data supports the role of multiple independent H3S10 kinases acting at distinct genomic regions in ESCs in interphase, with MSK2 being necessary for H3S10ph deposition and expression of imprinted and germline-specific genes.

![LTR Subfamilies](image)

**Figure 5.8 Class I & II ERVs are uniquely upregulated in Msk2\(^{+/−}\) ESCs.**
Pairwise comparison of WT Fu.7 vs. kinase KO agglomerated RPKM for individual ERV subfamilies. Points are coloured according to KO line, and are sized to reflect \(|z|\)-score. Note that upregulation of ERVs are exclusively observed in Msk2\(^{+/−}\) ESCs.

**5.2.7 Embryoid bodies derived from Msk2 and Rsk KO ESCs show distinct morphologies**

To explore the possibility that MSK or RSK may mediate ESC differentiation potential, I analyzed embryoid bodies (EBs) from WT and the KO ESCs from days 0 – 5 following LIF.
withdrawal (Fig. 5.9). I minimized the heterogeneity intrinsically associated with ESC differentiation by seeding \(12 \times 10^3\) cells in a 96-well plates with round bottoms. Embryoid bodies generated were consistent in size and morphology across the 12 technical replicates. At day 1 after LIF withdrawal, most KO EBs were of a similar size to the WT parent, with the notable exception of Msk2 and Rsk1 KO lines, which were small compared to Fu.7 and other KO lines. By day 3 post LIF withdrawal, except for Msk1\(^{-/-}\), all other KO clones shows considerably smaller EB colonies suggesting defects in cell proliferation. I also noted that while the WT and Msk1\(^{-/-}\) clones maintained high expression of Geminin-Venus (green), all other KOs were only positive for the G1 marker, mKO, suggesting that the proliferation defect was due to G1 arrest. Msk2\(^{-/-}\), in particular, developed complex EB morphology by day 4 with a greater tendency for cystic EBs or the formation of hollow tube-projections from the main colony. In comparison, the Fu.7 parent and other kinase KO lines generally formed solid EBs. These gross morphological differences suggest that MSK/RSK may have a functional role in dictating lineage commitment upon differentiation.
Figure 5.9 Embryoid bodies of Msk/Rsk KO FUCCI ESCs.
Live imaging of FUCCI expression in differentiated embryoid bodies at 1 and 4 days post-LIF withdrawal. Green denotes S/G2/M marker Geminin-Venus, Red represents G1 marker Cdt1-mKO2. Note that at day 1 in the differentiation, EBs from KO ESCs are similar in size to WT parent (Fu.7), with the exception of Rsk1−/−, and are mostly expressing the S/G2/M marker (green). After 4 days of LIF withdrawal, Msk2 & Rsk1/2/3/4 KO EBs are smaller than WT, and are mostly expressing the G1 marker (red), indicative of increased G1-arrest during differentiation.
5.3 Discussion

5.3.1 JIL-1 homologs are dispensable for interphase H3S10ph domains in ESCs

In Chapter 3, I described the pervasive interphase H3S10ph domain structure in ESCs, reminiscent of JIL-1-mediated H3S10ph at euchromatin polytene bands. MSKs and RSKs represent the closest mammalian orthologs to the chromosomal H3S10 kinase JIL-1, sharing ~40-60% homology at the N-terminal AGC kinase domain (Jin et al. 1999). MSK1/2 and RSK2 have reported kinase activity towards H3S10 in vitro (Soloaga et al. 2003; Sassone-Corsi et al. 1999), and are necessary for inducing phosphorylation of H3 upon EGF stimulation in vivo. While the JIL-1 homologs MSK1 and MSK2 are reported to be the major H3S10 kinases in mammalian cells, genetic ablation of these kinases resulted in surprisingly modest effects on H3S10ph domain structure in interphase or absolute levels of H3S10ph in ESC. Instead, in murine ESCs, MSKs and RSKs are necessary for deposition of H3S10ph over only a small proportion of the genome, specifically at a subset of promoters and enhancers. This is consistent with reports detailing the persistence of inducible H3S10ph in Msk1/2 DKO MEFs and RSK2-deficient fibroblasts derived from Coffin-Lowry patients (Duncan et al. 2006; Soloaga et al. 2003). This may be explained by the specific divergence of JIL-1 in Drosophila - JIL-1 possesses a 270kDa N-terminal domain not found in any MSK or RSK family members that is necessary for H3S10ph and euchromatin interbanding (Li et al. 2013). Additionally, unlike its mammalian homologs, JIL-1 possesses autophosphorylation activity in vitro (Li et al. 2013), suggesting that JIL-1 may have independently acquire the ability to become the sole H3S10 kinase in flies. Nevertheless, this leaves unanswered the question of which kinases maintain H3S10ph in interphase in mammals.
5.3.2 Downregulation of germline genes in Msk2<sup>−/−</sup> cells and the link with SETDB1/H3K9me3

Ablation of MSK2 leads to loss of H3S10ph at specific promoters and enhancers, but not necessarily to decreased expression of the associated genes—suggesting that this mark is not necessary to maintain expression. Amongst the genes and ERVs that are deregulated in Msk2<sup>−/−</sup> and other knockout lines, many are regulated by SETDB1-dependent H3K9me3 in ESCs (Karimi et al. 2011; Leung et al. 2014). I postulate that MSK2-deposited H3S10ph at germline promoters may counteract the repressive effects of SETDB1/H3K9me3 to maintain low basal expression. Thus, the absence of MSK2-mediated H3S10ph may allow for more robust silencing effects of SETDB1, effectively ablatig the expression of these genes (Fig. 5.10). Consequently, the enhanced repression at the germline promoters may titrate SETDB1 away from its native targets, leading to modest derepression of ERVs. As SETDB1/H3K9me3 is only targeted to a minority of the germline genes that are down-regulated in Msk2<sup>−/−</sup> ESCs, ectopic H3K9me3 accumulation is unlikely to explain the profound loss of expression of ~100 germline genes. Silencing of a master regulator of gametogenesis, such as Fragilis or Stella/Dppa3, could consequently lead to the indirect silencing of downstream germline genes. It is important to note that the relationship between MSK2 and SETDB1 is speculative and will require follow-up investigation of SETDB1-dependent repression in Msk2<sup>−/−</sup> ESCs.
ESCs cultured in serum are maintained in the metastable state where cells express germline lineage markers, including *Dazl*, in a heterogeneous manner. The stochastic expression of germline-specific genes is mediated by MSK2-dependent H3S10ph and SETDB1-dependent H3K9me3, respectively, in WT ESCs. In *Setdb1*−/− ESCs, H3K9me3 is depleted from both ERVs and germline promoters, therefore strongly de-repressing the transcription of both. Conversely, upon MSK2 ablation, H3S10ph is lost from the germline promoters which liberate non-H3S10 phosphorylated nucleosomes for SETDB1 recruitment and robust repression of these genes. The increase in SETDB1 occupancy at genic promoters comes at an expense for recruitment to the ERVs, leading to attenuated proviral silencing.

### 5.3.3 MSK2 in the maintenance of ESC pluripotency

MSK and RSK are known as “downstream” kinases of ERK signalling. Given the genes dysregulated and the morphology of EBs, it is possible that MSK2 mediates the maintenance of pluripotency and eventual germline potential of ESCs, by inhibiting conversion to the extraembryonic lineage. It is perhaps surprising that the *Msk2* and *Rsk1/2/3/4* mutants exhibit differentiation defects in ESCs, as one might expect these distal effector kinases to phenocopy ERK mutants, which are impaired in development of neural, mesodermal, and endodermal
lineages (Kunath et al. 2007; Hamilton and Brickman 2014). Previously, MSK1/2 have been reported to initiate a negative feedback loop to abort ERK signalling in response to inflammatory cytokines (Anaieva, 2008), and may exert similar antagonistic effects in ESCs. Interestingly, male-to-female sex reversal phenotypes have been observed for the p38 MAPK (Gierl, 2012), which acts upstream of MSKs. Thus, MSK2 may predominantly signal through p38, rather than ERK in ESCs to promote basal expression of testis-specific genes.

Differences in the transcriptome observed in Msk2−/− ESCs require confirmation with an independently derived clone, as the clone characterized underwent chr11 trisomy reversion. Alternatively, one could use the same clone and perform rescue with a MSK2 WT and kinase-dead expression constructs. It is also possible that the observations presented here reflect artefactual divergence of individual ESC clones, given that culturing can impart epigenetic changes on imprinted genes and affect germline transmission (Carstea, 2009). The molecular phenotypes observed in this study are likely specific to cultured ESCs in vitro, as Msk1/2 DKO mice have been previously derived and are reported to be viable and fertile under pathogen-free conditions (Wiggins, 2002; Ananieva, 2008). Unfortunately, single Msk2 KO mice have not been described. The single KO phenotype may require re-evaluation, however, as a study reported severe deficiency in blastocyst formation in morpholino-mediated MSK2 knockdown in one-cell mouse zygotes, showing micronuclei mitotic arrest at 4- to 8-cell stage (Chavez, 2014), and may point to a role for maternally deposited MSK2 in the early zygote. Nevertheless, the observation of germline marker loss in Msk2−/− ESC in vitro may uncover novel crosstalk with SETDB1/H3K9me3, and have significant implications for the utility of ESCs in ex vivo models of germ cell development (Hayashi et al. 2011; 2012) and chimeric mice generation.
6. **CONCLUDING REMARKS & FUTURE DIRECTIONS**

6.1 **Interphase H3S10ph in mouse embryonic stem cells**

Despite being widely documented amongst diverse eukaryotes, the study of histone H3 serine 10 phosphorylation has largely been limited to small-scale studies, and the relevance of this mark in transcriptional regulation in mammalian cells is not well understood. In order to understand the functional relevance of this mark, I combined a novel method for purification of cells in distinct phases of the cell cycle with genome-wide analyses of H3S10ph and transcription, revealing novel roles for this mark in interphase mammalian cells.

In **Chapter 3**, I showed that an Aurora B-independent kinase deposits H3S10ph at gene-dense regions, covering up to 30% of the genome in G1 ESCs. While some cell cycle fluctuations in H3S10ph enrichment were observed, predominantly at enhancers, H3S10ph levels were largely preserved through interphase at gene-dense regions. Such H3S10ph domains show remarkable correlation with domains of early DNA replication timing (RT) and anti-correlation with H3K9me2 and LADs (Yokochi et al. 2009; Peric-Hupkes et al. 2010). Disruption of H3S10ph by expression of non-phosphorylatable H3.3S10A resulted in ectopic accumulation of H3K9me2 in adjacent H3S10ph-enriched euchromatic regions, mimicking the phenotype observed in *Drosophila* JIL-1 kinase mutants (Wang et al. 2001). Conversely, interphase H3S10ph domains expanded into flanking unmarked regions on the order of ~100kb in each direction in Glp⁻/⁻ ESCs, revealing that H3S10ph is restricted by GLP-mediated H3K9me2 in ESCs. Strikingly, spreading of H3S10ph at RT transition regions (TTRs) is accompanied by
aberrant strand-biased transcription initiation of genes and repetitive elements co-oriented with the replication. Indicating that H3K9me2 plays a critical role in establishing repressive chromatin on the leading strand arm of the replication fork.

I showed that H3S10ph is also present in interphase MEFs, but is restricted to intragenic regions of actively transcribing genes. The depletion of interphase H3S10ph at early-replicating regions in MEFs is concurrent with accumulation of H3K9me2, indicating that antagonism between H3S10ph and H3K9me2 also manifests in MEFs. These results are consistent with the model that H3S10ph functions to specify higher order euchromatin structure, and displace lamin-tethered H3K9me2/3 readers and writers to promote chromatin detachment from the nuclear scaffold for transcription and replication.

In Chapter 4, I found that H3S10ph coexists with H3K9me3 in interphase ESCs. Unlike H3S10ph alone, such phosphorylation of H3K9me3S10 is dependent upon Aurora B kinase activity, suggesting that while most of the Aurora-dependent H3S10ph is dephosphorylated by PP1 by telophase, nucleosomes containing H3K9me3S10ph are apparently excluded from such phosphatase activity, leading to the persistence of this mark into G1. Interestingly, while the phosphorylation of H3S10 on H3K9me3 marked tails was previously shown to displace HP1, a mechanism known as the “phospho-methyl switch” (Fischle et al. 2005), I found that class I and II ERVs are strongly enriched for H3K9me3, H3K9me3S10ph and HP1 in G1-sorted cells. These paradoxical observations are most likely explained by distinct nucleosomes bearing H3K9me3 or H3K9me3S10ph in G1 nuclei, with only the former bound by HP1. Regardless, in vitro experiments aimed at addressing whether PP1 is inhibited by specific histone PTMs, such
as H3K9me3, are clearly warranted. Alternatively, PP1 may be occluded by H3K9me3S10ph reader proteins, such as ATRX or NP95 (Kunowska et al. 2015), which could be addressed by studying ESCs deficient in such readers.

Unlike HP1 proteins, both ATRX and NP95 are functionally relevant for SETDB1-dependent silencing of ERVs in ESCs (Sadic et al. 2015; Elsässer et al. 2015; Sharif et al. 2016). Given that NP95 plays a critical role in maintenance DNA methylation, and ATRX plays an important role in deposition of the histone variant H3.3, H3K9me3S10ph likely promotes both DNA methylation maintenance and nucleosome remodeling activities at ERVs (Noh et al. 2014; Rothbart et al. 2012). Whether H3K9me3S10ph-binding promotes retention of ATRX or UHRF1/NP95 at these elements during mitosis would be interesting to pursue in future studies.

In Chapter 5, I reasoned that interphase H3S10ph at gene-dense regions may be deposited by a JIL-1 homologous kinase in ESCs, as interphase H3S10ph domains bear a striking resemblance to JIL-1 occupancy in Drosophila (Regnard et al. 2011). MSK and RSK are the closest mammalian orthologs to JIL-1, sharing ~40-60% similarity in the effector AGC kinase domain relevant for H3 phosphorylation, and several MSK/RSK family members have been shown to mediate MAPK-induced H3S10ph in mammalian cells (Soloaga et al. 2003; Sassone-Corsi et al. 1999). To ascertain the functional role of Msk1/2 and Rsk1/2/3/4, I derived individual and combinatorial KOs in FUCCI-ESC lines using CRISPR/Cas9 and characterized interphase H3S10ph and transcription in the KOs and corresponding WT parent line. H3S10ph domains in G1-sorted cells were not notably different from WT in any of the individual or
combinatorial KO lines, indicating that euchromatic H3S10ph is not maintained by MSKs or RSKs in interphase ESCs.

Nevertheless, deletion of Msk2, Rsk1, Rsk2 or Rsk3 caused depletion of H3S10ph at a small number of promoters and distal enhancers, including those associated with immediate early genes and translation-related functions. Consistent with the modest change in H3S10ph, expression analysis further revealed that only a few dozen genes are deregulated in each of the KOs, except for Msk2−/− cells. Msk2−/− ESCs showed notable deregulation of imprinted loci, including Meg3-Rian, and striking decrease in expression of testis-specific genes. Interestingly, MSK2 depletion also resulted in up-regulation of primitive endoderm markers, including Gata6, suggesting that MSK2 inhibits the differentiation of ESCs towards extraembryonic lineages in vitro. Finally, while deletions of Msk & Rsk genes did not notably impact cell cycle progression in ESCs, following LIF-withdrawal, most embryoid bodies arising in the KO lines showed increased G1-arrest and were significantly smaller than those in the WT control—suggesting that these kinases may be required for efficient differentiation of ESCs into the appropriate germ layer lineages.

6.2 A strategy for identifying the “interphase H3S10ph kinase”
The modest effect on interphase H3S10ph observed in the Msk & Rsk KO ESC lines, detailed in Chapter 5, indicate that broad H3S10ph associated with gene-dense regions are not dependent on any known JIL-1 homologs in ESCs – suggesting a novel serine kinase is phosphorylating 30% of the genome in ESCs. A systematic kinase screen would be the most efficient strategy to isolate the relevant kinase(s) for interphase H3S10ph. While kinase inhibitor panels have
previously been generated and extensively characterized (Karaman et al. 2008), a robust and high-throughput readout of interphase H3S10ph levels remains to be developed.

Intriguingly, the Kimura group showed that the Fab region of the monoclonal H3S10ph antibody (CMA311) used in our study reports cell cycle dynamics of H3S10ph when injected into living pre-implantation embryos, demonstrating the feasibility of a phospho sensor in vivo (Hayashi-Takanaka et al. 2009). Subsequently, they demonstrated that variable regions of IgG heavy and light chains can be cloned from the antibody-secreting hybridoma, and genetically introduced as fluorescent modification-specific intracellular antibodies, or “mintbodies”, to create living histone PTM reporter transgenic cells and organisms (Sato et al. 2013). The mintbodies can theoretically be co-expressed alongside FUCCI, assuming compatibilities between the different fluorophores, to distinguish interphase from mitotic H3S10ph. Given the efficiency and low-cost of CRISPR/Cas-9 mediated deletions, the H3S10ph sensor could be coupled with systematic KO of non-essential serine kinases in ESCs. Identification of the interphase H3S10ph kinase using a reporter-driven screening strategy would yield important insights into the functional relevance of this mark in regulating global chromatin structure.

6.3 Physiological roles of interphase H3S10ph in mammals

6.3.1 Role of H3K9me3 & H3S10ph in germline development

Previous work in the Lorincz lab revealed that ~40 germline-specific genes are dependent on both SETDB1-dependent H3K9me3 and DNA methylation for transcriptional repression in ESCs (Karimi et al. 2011; Leung et al. 2014). In Chapter 5, I found that many of these germline genes lacked the canonical signatures of KRAB-Zfp-dependent silencing, namely KAP1 and HP1
binding at the H3K9me3 marked promoter regions. Furthermore, transcriptional repression of these genes is not dependent on either KAP1 or HP1s in ESCs (Rowe et al. 2010; Maksakova et al. 2013). As SETDB1 does not have intrinsic DNA binding activity, this repressive KMT is likely recruited to these specific genomic regions via a yet undescribed targeting pathway, perhaps via known transcriptional repressors, such as E2F6. In Chapter 5, I showed that the basal transcription of many of the same germline-specific genes is regulated by MSK2, possibly through deposition of H3S10ph at the promoter to counteract SETDB1-dependent repression. Taken together, these results suggest the phospho-methyl antagonism may converge at these specific genomic loci encoding essential genes for gametogenesis.

Further characterization of the pathways governing the appropriate expression of these germline genes is clearly warranted. One caveat related to such studies in ESCs is that many germline genes are stochastically expressed in a heterogeneous manner, and epigenetic deregulation at these genes can be an artefact of tissue culture conditions. For example, repression of Dazl in ESCs is due in part to aberrant DNA methylation accumulation in vitro, a consequence of low TET activity in the absence of vitamin C (Blaschke et al. 2013). Given that in vivo studies have conclusively demonstrated the necessity of both DNA methylation and SETDB1-dependent H3K9me3 in germ cell development (Liu et al. 2014; Hargan-Calvopina et al. 2016), it is possible that MSK2 also plays an important role in the developing germline. Interestingly, while SETDB1 depletion leads to severe loss of E13.5 PGCs (Liu et al. 2014), the molecular basis of this failure of germline development remains obscure. One possibility is that loss of SETDB1 results in subversion of germ cells to the extraembryonic trophectoderm lineage.
(Dodge et al. 2004; Yuan et al. 2009); similarly, whether MSK2 plays a role in germline development by suppressing differentiation to the primitive endoderm is best addressed in vivo.

6.3.2 Interphase H3S10ph in the zygotic pronuclei

Notably, H3S10ph is detectable by immunofluorescence during interphase of the first two mitotic cycles (Fig. 6.1) (Ribeiro-Mason et al. 2012; Hayashi-Takanaka et al. 2009; Huang et al. 2007; Teperek-Tkacz et al. 2010). Upon fertilization, the totipotent one cell embryo undergoes dramatic nuclear remodeling beginning with protamine to histone H3.3 exchange, global DNA demethylation on the paternal pronucleus, and finally zygotic genome activation at the 2-cell stage (Hemberger et al. 2009). As the maternal and paternal genomes remain in separate pronuclei (PN), asymmetric histone PTMs can be readily discernable up until the 4-cell stage. Such asymmetry of H3K9me2/3 is visible in the first two zygotic divisions. While maternal pronuclei are marked with pre-existing H3K9me2 and H3K9me3 on pericentromeric and centromeric satellites, respectively, paternal pronuclei lack H3K9me altogether (Santos et al. 2005). Consistent with its role as a H3K9me3 reader, localization of HP1β in the zygote matches that of the H3K9me3 asymmetry, and is only found on the maternal pericentromeric heterochromatin (Martin et al. 2006). HP1α is absent from both pronuclei at the zygotic stage, and is only loaded onto pericentromeric heterochromatin symmetrically at late S in a replication-independent manner (Meglicki et al. 2014). Conversely, ATRX is asymmetrically transmitted to the zygote via binding to the maternal pericentromeric heterochromatin (La Fuente et al. 2015), possibly through recognition of H3K9me3S10ph. This maternally-deposited ATRX is required for silencing of major satellite transcription on the maternal pronucleus and to prevent illegitimate centromere recombination in the early zygote.
In contrast to H3K9me2/3, H3S10ph is observed on both the maternal and paternal pronuclei, but is more pronounced for the paternal perinucleolar heterochromatin. This interphase H3S10ph first accumulates in the nuclear space in G1 (PN1/2), is diluted during S (PN3), and eventually re-accumulates on the pericentromeric rings in late S (PN4/5) (Ribeiro-Mason et al. 2012; Lan et al. 2017). This pattern of enrichment is detected exclusively during the first two cell cycles with H3S10ph restricted to mitosis in subsequent cell divisions. It is possible the zygotic interphase H3S10ph inhibits binding of HP1, and thereby prevents premature H3K9me2/3 deposition on the paternal pronucleus to mediate the extensive chromatin reprogramming necessary for zygotic genome activation.

**Figure 6.1 H3K9me & H3S10ph dynamics in early mammalian embryo.**
Kinetics of H3K9me2, H3K9me3 and H3S10ph in the cleavage stages of mammalian embryonic development, depicted as a heatmap. At fertilization, the maternal and paternal genomes bear distinct epigenetic modifications, including H3K9me2/3. The maternal pronucleus is marked with H3K9me2/3, whereas this mark is absent on the paternal pronucleus and does not appear until the late zygote for H3K9me2, and 2-cell for H3K9me3. During the first two zygotic cell cycles, interphase H3S10ph has been reported on both parental pronuclei, but the significance of this signal is not yet determined. Beginning from the 4-cell stage, H3S10ph then becomes restricted to mitosis.
6.3.3 Inducible H3S10ph in neurological and immunological responses

The nucleosomal response, which describes the transient phosphorylation of chromatin upon mitogenic or stress stimulation, seems to be a common response to environmental cues. However, inducible H3S10ph has largely been studied under serum-starved conditions *in vitro*, and the biological relevance of this phenomenon is not well understood.

Crosio et al. were the first to demonstrate that night-time exposure of mice to light induces a strong increase of H3S10ph-positive neurons in the hypothalamus (Crosio et al. 2000). Notably, this stimulatory H3S10ph was highly specific to a small population of hypothalamic neurons termed the hypothalamic suprachiasmatic nucleus, which is essential for circadian rhythm – and was the first conclusive evidence that phosphorylation of chromatin is relevant for neuron-related functions. Subsequent work has also shown that MSK1-dependent H3S10ph accumulates in the brain of cocaine-injected mice (Stipanovich et al. 2008; Brami-Cherrier 2005). This dopamine response mediated by MSK1 was limited to the reward and motor centre within the ventral striatum, and not the surrounding cortex, and is functionally important for locomotor sensitization. These studies point to H3S10ph as an essential signalling component of neuronal stimulation. Indeed, H3S10ph is a reliable biomarker for stimulated regions of the brain. An obvious avenue to pursue in future research is to identify the stimulus-specific genomic targets of induced H3S10ph genome-wide, to reveal key downstream targets necessary for cognitive or other neurological changes and perhaps to examine the crosstalk between this mark and H3K9me in these regions.
In addition to neural-associated functions, H3S10ph also orchestrates transcription of pro-inflammatory cytokines in dendritic cells as a part of p38-dependent innate immune response against bacterial pathogens (Saccani et al. 2001; Josefowicz et al. 2016). Interestingly, some pathogens, including *Listeria monocytogenes* and *Shigella flexneri*, interfere with the induction of inflammatory response through dephosphorylation of basal H3S10ph (Arbibe et al. 2006; Hamon et al. 2007). In contrast to the mitotic arrest caused by *Helicobacter pylori*, which causes global loss of H3S10ph (Fehri et al. 2009), pathogenic dephosphorylation of H3S10 occurs specifically at key genomic loci encoding cytokines, such as Cxcl2, and is potentially important in preventing recruitment of leukocytes in vivo (Arbibe et al. 2006). G9a-mediated H3K9me2 was previously shown to suppress production of interferons in dendritic cells (Fang et al. 2012a), raising the possibility that crosstalk between H3S10ph and H3K9me2 is relevant for dynamic regulation of innate immunity. Furthermore, deletion of *G9a* confers a protective role against RNA viruses, whereas *Msk1/2 DKO* mice exhibit increased susceptibility to endotoxin shock (Fang et al. 2012a; Ananieva et al. 2008). These opposing phenotypes are reminiscent of aberrant chromatin changes left unchecked in the absence of H3K9me or H3S10ph, as suggested by my work in ESCs. Investigating the role of histone modifiers in appropriating the magnitude of response towards pathogens may yield novel therapeutic targets for infectious diseases and inflammatory disorders.
6.4 Conclusions
My thesis work presents the first genome-wide characterization of H3S10ph and reveals that this mark is more pervasive in interphase than previously believed, with potential implications in the regulation of both transcription and DNA replication. My study is consistent with the model that H3S10ph promotes euchromatin structure by antagonizing methylation of the adjacent H3K9, and in turn prevent establishment of repressive chromatin structure. Furthermore, I specifically define replication timing transition regions and germline genes as genomic hotspots for the phospho-methyl interplay in ESCs. Future work directed at identification of the kinase(s) responsible for deposition of H3S10ph in interphase, and characterization of this mark in vivo should yield insights into the role of interphase H3S10ph in transcriptional regulation and establishment of euchromatic domains.
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