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Abstract

Autism spectrum disorder (ASD) is a pervasive neurodevelopmental disorder primarily characterized by stereotypic behaviors, deficits in social interaction and difficulties with communication. Extensive epidemiological studies suggest a major role for genetics in the etiology of ASD. To date, 600-1,200 human genes have putatively been linked to ASD, including SEMA5A and PTEN. A large number of these ASD-associated genes play a role in the formation, maintenance, elimination or stabilization of synapses, while others are involved in broader elements of neurodevelopment, such as dendrite arborization, dendritogenesis, and soma size. Consistent with neurological dysfunction in ASD are observations that individuals with ASD often have supernumerary synapses, disrupted excitatory/inhibitory balance, and patterns of hypo- and hyper-connectivity compared to the general population. Despite this, many of the neurological functions of ASD-associated genes or gene disruptions remain poorly elucidated.

In this study, we examine the role of Sema5A in activity-mediated synapse elimination, notably hippocampal long-term potentiation (LTP) and long-term depression (LTD). We describe the enhanced trafficking of Sema5A to the surface membrane during LTD and the subsequent Sema5A-dependent elimination of excitatory synapses. Furthermore, we demonstrate that Sema5A selectively mediates excitatory—and not inhibitory—synapse elimination, suggesting a mechanism by which the dysregulation of Sema5A could disrupt excitatory/inhibitory balance. Secondly, we describe the role of PTEN in negatively regulating excitatory synapse density, total dendritic arbor length, and soma size. Moreover, we characterize alterations to the neurological functions of PTEN in mature hippocampal neurons following the introduction of ASD-associated single nucleotide variants (SNVs). We
demonstrate that most of the ASD-associated PTEN SNVs tested are broadly loss of function, with two notable exceptions: P38H PTEN exhibits a single altered neurological function, while H123Q PTEN phenocopies wild type human PTEN across all measures, further stressing the importance of biological functionalization. Lastly, we establish a PTEN knockdown assay in which PTEN SNVs could be tested for synaptic, dendrite and somal phenotypes. Combined and integrated, the functionalization of ASD-associated genes and gene variants could permit greater accuracy in ASD diagnoses and prognoses, as well as the improved targeting of therapeutic interventions.
Lay Summary

Individuals with autism spectrum disorder (ASD) have difficulties with socializing, trouble communicating and repetitive behaviors, among other symptoms. One of the leading theories about the cause of ASD is disruption to genes within these individuals. These disruptions include when or how long the gene is turned on or off, as well as changes to the protein produced by that gene. However, ASD individuals do not all have the same gene disruptions and the number of genes potentially involved is large. Little is understood about how these gene disruptions alter brain function or development. In the first half of this thesis, I describe the movement of Sema5A protein, the product of an ASD-associated gene, during brain cell activity and its control of incoming excitatory communication. In the second half of this thesis, I explore the effect of mutations in the PTEN gene, another ASD-associated gene, on brain cell communication and geometry.
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Chapter 1: Introduction

1.1 Introduction to Neurodevelopmental Disorders

Neurodevelopmental disorders refer conventionally to a range of impairments to the growth and formation of the central nervous system (CNS) during prenatal or early postnatal development. Causes of individual neurodevelopmental disorders range from genetic to immunological to environmental, and various multifactorial combinations therein (for review, see Sharin & Sur, 2015; Parikshak et al., 2015). Any or all of these disruptions to the tightly orchestrated development of the nervous system can lead to distinct phenotypes later in life across an array of functional measures. One of the best-studied subcategories of neurodevelopmental disorders is autism spectrum disorder (ASD). ASD is characterized, according to the Diagnostic and Statistical Manual of Mental Disorders (DSM-5; American Psychiatric Association, 2013), by deficits in social interaction and communication, as well as the presence of stereotypic behaviors. Further, these symptoms must appear early in life and persist throughout development in a manner inconsistent with mere developmental delay. While the clinical phenotypes observed are heterogenous, and thus too are the probable etiologies, all ASD patients converge at the broad level of neurodevelopmental impairment.

1.2 Typical Neurodevelopment: Focus on the Hippocampus

1.2.1 Adult Hippocampal Anatomy

The crude anatomy of the adult hippocampus is complex (for review, see van Strien et al., 2009; Insausati, 1993; Gogtay et al., 2006). There are several substructures, referred to as the
hippocampus proper, dentate gyrus (DG), subiculum, presubiculum, parasubiculum and entorhinal cortex (EC). Viewed from a mid-coronal section, the adult hippocampus reveals a folded, S-shaped internal structure. A distinct region known as the DG lies at the anterior tip of the S, which caps the end of the hippocampus proper. Travelling posteriorly along the S-axis, the subsequent hippocampus proper (or Cornus Ammonis; CA) begins with a small CA4 region, followed by the CA3, another small zone known as the CA2, and finally the CA1 region. The hippocampus proper eventually transitions into the subiculum, presubiculum, parasubiculum then, finally, the EC and the parahippocampal gyrus. Within this anatomical framework, the adult hippocampus is further organized into several horizontal layers. Starting from the lateral ventricle border and working our way down, the alveus is the most superior layer of the hippocampus made up of myelinated fibres en route to the fimbria. The next later, stratum oriens, spans CA1-CA3 and primarily hosts inhibitory basket cells. Importantly, the basal dendrites of pyramidal hippocampal neurons are also located in the stratum oriens, where commissural fibres communicate between hippocampi. Stratum pyramidale, the following thin layer, contains the cell bodies of the canonical excitatory pyramidal cells of the hippocampus, as well as interneurons of various morphology and output. The subsequent stratum radiatum makes up the vast majority of the hippocampus proper and contains Schaffer collateral fibres and several types of interneuron. The next stratum—stratum lacunosum—also contains Schaffer collaterals and is often combined with the most inferior superficial stratum, just prior to the hippocampal fissure, the stratum moleculare. Meanwhile, the DG is made up of three major components: the hilus, stratum granulosum and stratum moleculare. Working inferior from the hippocampal fissure, the stratum moleculare contains perforant path fibres that synapse and excite distal apical dendrites of granule cells. Granule cell somas reside in the subsequent stratum granulosum and largely
form excitatory glutamatergic synapses, though some also release neuropeptides. The last layer, known as the hilus, is comprised mostly of DG cell axons en route to CA3.

1.2.2 Formation of Neural Circuits

While alterations to developmental migration and differentiation produce robust neurological phenotypes—such as lissencephaly—, disruption to the formation of neural circuits likely results in more targeted functional alterations, akin to those observed in most ASD and schizophrenia cases (Weiner et al., 2013). These changes could occur (i) prenatally during the establishment of neural circuitry, (ii) postnatally as the brain undergoes temporal and contextual changes, or (iii) both. Once neuronal cell fate has been specified and migration has halted, the cell begins to extend processes that will eventually form the axon and dendrites (Fukata et al., 2002). The axon is a specialized region of the neuron for propagating action potentials and thus must begin to extend itself and initiate appropriate connections with target cells both proximal and distal. Conversely, the dendrites are the primary site at which input from other neurons is received and thus must respond to target axons and begin generating a synapse, both structurally and functionally (Barnes & Polleux, 2011). In concert, the processes of axogenesis and dendritogenesis respectively, produce the primitive neural circuits in the developing brain. At birth, the neuronal population is large and the number of synapses overabundant. However, as postnatal development progresses, neuronal density is reduced and synapses are pruned as the circuits are refined and altered by experience (Penzes et al., 2011).

1.2.3 Axogenesis and Axon Plasticity Throughout Development

At the tip of the process destined to form the axon is a specialized region, known as the growth cone, which senses the local molecular environment and directs axonal outgrowth (Dent et al., 2011). These growth cones rely on cell-surface receptors that respond to either diffusible
(such as netrins and some semaphorins) or surface-bound (such as cell adhesion molecules, ephrins and some semaphorins) guidance cues from intermediate targets. These guidance cues may be either attractive or repellant, and accordingly direct the axon pathfinding of the developing neuron (for review, see Chilton, 2006; Bashaw & Klein, 2010; Dickson, 2002). The action of a guidance cue as either attractive or repellant depends upon the timing of release and concentration, as well as the receptors and second messengers expressed in the growth cone of the responding axon. It is through the concerted efforts of these guidance cues that the axon navigates the developing CNS and initiates connections with appropriate targets. When an axon encounters a filopodia present on a target dendrite, a synapse is formed through the association of adhesion molecules and the recruitment of synaptic machinery (Ziv & Smith, 1996; Fiala et al., 1998). In later development, axons retain their ability to grow and elongate locally, but largely remain unchanged (Hu & Strittmatter, 2004; Lewis et al., 2013).

1.2.4 Dendritogenesis and Dendrite Plasticity Throughout Development

The rest of these aforementioned processes produced by early neurons eventually form dendrites. The exact process by which a single neurite becomes destined to form the axon and the remainder the dendrites is not yet fully elucidated and may indeed differ between common model organisms (Jan & Jan, 2001). Despite their common beginnings, mature dendrites and axons differ greatly. Dendrites contain microtubules of mixed polarity, while axons contain polarized microtubules that extend their plus end to the axon terminal (Baas et al., 1988; Craig and Banker, 1994). The complex microtubule cytoskeleton of the dendrite provides structural stability, anchors cellular compartments and permits the bidirectional trafficking of cargo (for review, see Conde & Cáceres, 2009). Though the cytoskeletal turnover in mature dendrites is rapid and overt, the structures themselves are stable and thus likely require extensive local
protein generation (Tsaneva-Atanasova et al., 2009). Moreover, certain motor proteins, ion channels and other proteins are exclusively expressed in either the dendrites or the axons, and mature dendrites contain almost all organelles, including ribosomes, Golgi outposts and endoplasmic reticulum (ER; Gao, 1998; Gardiol et al., 1999; Wells et al., 2000; Steward & Schuman, 2001). Once the axon has been specified, early dendrites display highly dynamic behavior and are constantly being extended and retracted (Dotti et al., 1988; Craig & Banker, 1994). During development, the formation of synapses along the dendritic arbor promotes stabilization, while the lack of synapses or the loss of synapses leads to destabilization and sometimes retraction of the dendrite (for review, see Cline & Haas, 2008; Haas et al., 2006). Indeed, early dendrites with fewer synapses typically have fewer spines and branches (Jan & Jan, 2003). Some minor dendritic pruning is thought to occur later in development, independent of synapse loss and formation (Wu et al., 1999; McAllister, 2000). However, as development progresses, the plasticity of dendrites markedly reduces under normal physiological conditions (Luener & Gould, 2010). The uncoupling of dendrite retraction and synapse elimination as development proceeds is believed to maintain the network integration of a given mature neuron, while allowing it to modulate its synaptic input. Canonically, dendrites are stabilized by microtubule-associated proteins (MAPs), which may in part be regulated by the synaptic release of brain-derived neurotrophic factor (BDNF; Vaillant et al., 2002). The location of a synapse within the context of the dendrite arbor determines the electrophysiological influence of that synapse on the firing of that neuron. Further, the dendritic arbor determines the spatial scope of inputs a neuron can receive within the broader CNS context. Thus, disruption to the outgrowth, maintenance and stability of dendrites could have broad functional implications (for review, see Spruston, 2008). Indeed, the retraction of dendrites at mature stages is a known feature of some
neuropsychiatric and neurodegenerative diseases (Leuner & Gould, 2010). In the hippocampus, postnatal dendritic pruning has been observed in the pyramidal neuron population (Liu et al., 2005), while chronic stress in adulthood can induce dendritic regression in the CA1, CA3 and DG (McKittrick et al., 2000; Sousa et al., 2000).

1.2.5 Synaptogenesis: Recognition and Assembly

The generation of chemical synapses in the CNS is an integral part of neural circuit formation and dendrite stability, while their maintenance and plasticity is integral to neuronal computation. In vivo, rat hippocampal neurons begin generating synapses at postnatal day 1 (P1), while in dissociated rat hippocampal cultures, synapses begin forming during the second week in vitro and multiply two-fold by the third week of culture (Boyer et al., 1998). These synapses consist of a presynaptic axonal compartment responsible for the release of neurotransmitters and a postsynaptic dendritic component responsible for transducing incoming neurotransmitter signals. These synaptic compartments must be held in close apposition across a synaptic cleft by various cell adhesion molecules (for review, see Dalva et al., 2007). The conventional paradigm for synapse formation espouses that the initial contact between a growing axon and a dendritic filopodium—a thin extension from the dendritic shaft that displays exploratory, sampling behavior unless stabilized—creates a stable adhesion that recruits the pre- and post-synaptic machinery to the appropriate cellular compartments and stimulates cytoskeletal restructuring (Ziv & Smith, 1996). For example, cadherins are thought to direct synapse morphology and integrity through their transynaptic interactions and by coupling to the cytoskeleton via α- and β-catenins (Togashi et al., 2002). Further, in the postsynaptic compartment, ephrinB receptor ligands can induce the clustering of N-methyl-D-aspartate (NMDA) receptors, though this may not have developmental importance (Penzes et al., 2003). Presynaptic specialization, on the other
hand, has only a few identified regulators: the neuroligins and synaptic cell adhesion molecule 1 (synCAM1). The neuroligins are tethered to the postsynaptic membrane by associations with postsynaptic density protein 95 (PSD-95) and signal through presynaptically localized neurexins to promote presynaptic specialization (Scheiffele et al., 2000). However, challenging this paradigm is the observation that clusters of prepackaged presynaptic and postsynaptic molecules form along neurites, even in the absence of synaptic contact (Friedman et al., 2000; Umeda et al., 2001). These include functional units of neurotransmitter release machinery, scaffold proteins and neurotransmitter receptors. For example, in cultured hippocampal neurons, clusters of NMDA receptors (NMDARs) and postsynaptic scaffold complexes (PSD-95, Shank, Neuroligin-1) form along dendrites, independent of synaptic contact (Umeda et al., 2001; Craig & Lichtman, 2001). In the axons, synapse vesicle protein transport vesicles (STVs) form at predefined sites and form stable connections with dendritic filopodia (Sabo et al., 2006).

1.2.6 Synaptogenesis and Synapses Throughout Development

Following initial contact, synaptophysin and bassoon accumulate presynaptically, shortly followed by PSD-95 and NMDARs postsynaptically (Umeda et al., 2001). Within one hour, synaptic transmission may occur, likely in part due to presynaptic assembly from the aforementioned preassembled vesicles (Li & Sheng, 2003; Shapira et al., 2003). In the postsynaptic compartment, however, PSD-95 originates largely from cytoplasmic pools and does not colocalize initially with NMDA or α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid (AMPA) receptors (Rao et al., 1998; Marrs et al., 2001). Instead, the trafficking of NMDA and AMPA receptors (AMPARs) is independently regulated through their different binding partners (Washbourne et al., 2002; Scannevin & Huganir, 2000). Most early synapses indeed lack AMPARs and thus are silent. However, as development proceeds, the fraction of excitatory
synapses without AMPARs greatly reduces until almost all contain them (Durand et al., 1996). The mechanism by which this switch occurs has not been fully established, though some have hypothesized that γ-Aminobutyric acid (GABA) signaling—which may be excitatory during development—may provide sufficient depolarization to remove the Mg\(^{2+}\) block on NMDARs and promote AMPAR insertion (Ben-Ari, 2002). This topic shall be explored in greater detail in Sections 2.7 and 2.8. The developmental switch from predominantly AMPAR-lacking to AMPAR-containing excitatory synapses coincides with a shift in predominant spine morphology from filopodial to mushroom (Matsuzaki et al., 2001). During early synaptogenesis, synapses are largely present on the shaft and filopodia (Ziv & Smith, 1996). However, as these synapses mature, inhibitory synapses are localized largely to the dendritic shaft, while excitatory synapses become localized primarily to large, wide-necked protrusions known as mushroom spines (Villa & Nedivi, 2016), as shown in Figure 1.1. Some have hypothesized that this morphological shift represents a maturation lineage from filopodial to mushroom spines, although this has not been conclusively demonstrated (Ziv & Smith, 1996). Filopodia have an average turnover of minutes in culture, while mushroom spines last anywhere from hours to days (Dailey & Smith, 1996). It is also important to note that some extrinsic factors, such as the Cajal-Retzius cells in the hippocampus (Del Rio et al., 1997) and various Wnt ligands, can instruct regional and appropriate synaptogenesis (Salinas & Zou, 2008). Lastly, although the developmental framework of neural networks appears initially independent of synaptic activity, it is synaptic communication that ultimately regulates the stabilization, enhancement, maintenance and elimination of synapses throughout the rest of development (Flavell & Greenburg, 2008).
1.2.6.1 Excitatory Synapses

There are two major classifications of synapses in the CNS: excitatory and inhibitory. These synapses differ not only in their output, but also in their molecular constituents and dendritic location (Villa & Nedivi, 2016). In the hippocampus, glutamate-releasing or glutamatergic synapses are the major form of excitatory synapse and their activity promotes the depolarization of the neuron (for review, see Scannevin & Huganir, 2000). On the presynaptic side, glutamate is generated in the cytoplasm from glutamine by the enzyme glutaminase, and transported into synaptic vesicles by vesicular glutamate transporter 1 (VGLUT1) along a H⁺ gradient (Takamori, 2006). These glutamate-containing vesicles remain tethered to the presynaptic terminal until Ca²⁺ influx from depolarization triggers vesicle fusion to the surface membrane and exocytosis, thus releasing glutamate into the synaptic cleft (Sudhof, 2013). Secreted glutamate must then be sensed by the postsynaptic compartment and transduced into an excitatory signal in the postsynaptic neuron. The major responsive elements are the glutamate receptors, which are maintained at the synapse by a range of scaffolding proteins, such as the canonical PSD-95 (Kim & Sheng, 2004). Glutamate receptors can be further subdivided into two major classes: ionotopic and metabotropic. Ionotopic receptors include NMDA, AMPA, kainite and delta receptors and are ligand-gated ion channels, while metabotropic glutamate receptors (mGluRs) include mGluR1-mGluR8 and are G-protein coupled receptors (GPCRs) that modulate NMDAR activity (Greger & Esteban, 2007). Though ionotropic receptors vary greatly, most are tetramers with two extracellular domains that sense glutamate, a transmembrane domain that permits cation conduction and an intracellular domain that tethers the receptor to the membrane. Most excitatory synaptic transmission in the adult brain occurs through AMPARs, which respond to glutamate and permit the influx of Na⁺ and outflux of K⁺. The calcium permeability
of the AMPAR, as well as a host of other functional differences, is defined by the subunit composition (Greger & Esteban, 2007). Indeed, there are four subunits (GluA1-GluA4), with GluA2 conferring calcium impermeability. In the mature hippocampus, most AMPARs are GluA1/GluA2 heteromers, suggesting that they are not integral sources of Ca^{2+} influx into the postsynaptic compartment during activity (Lu et al., 2009). However, AMPARs are highly responsive to activity and are known to modulate synaptic strength and response through their trafficking to and from the surface membrane (Greger & Esteban, 2007). NMDARs, on the other hand, are thought to underlie synaptic plasticity (for review, see Hunt & Castillo, 2012). Unlike AMPARs, NMDARs are blocked by Mg^{2+} under basal conditions and require the depolarization of the postsynaptic cell to shift this Mg^{2+} block, as well as the binding of glutamate and glycine to the receptor extracellularly, in order to fire. Owing to this phenomenon, NMDARs are often referred to as coincidence detectors. Further, NMDARs are calcium permeable, and thus likely contribute to calcium influx to the postsynaptic cell when active (Huganir & Nicoll, 2013). NMDARs have a range of subunits: GluN1, GluN2A-D, and GluN3A-B. Similar to AMPARs, subunit composition of the NMDARs also confers a range of functional properties. For example, during early development, GluN2B, GluN2D and GluN3A subunits predominate. However, as development proceeds, there is a switch in subunit composition and GluN2A-containing NMDARs eventually predominate. GluN2B-containing NMDARs are known to remain open longer than GluN2A-containing NMDARs and thus this switch alters signaling and excitotoxicity properties of the neuron (Wyllie et al., 2013). In the conventional paradigm of glutamatergic firing, glutamate release at the presynaptic side stimulates AMPARs, which depolarizes the postsynaptic compartment through the movement of Na^{+} and K^{+}. This depolarization shifts the Mg^{2+} block present at NMDARs, which also received glutamate and
glycine from presynaptic vesicle release. The combined depolarization and binding of glutamate and glycine to the NMDAR leads to further depolarization through $\text{Na}^+$ and $\text{K}^+$ ions, as well as the influx of $\text{Ca}^{2+}$ to the postsynaptic compartment (Scannevin & Huganir, 2000).

1.2.6.2 Inhibitory Synapses

Inhibitory synapses, on the other hand, promote hyperpolarization or reduce depolarization of the postsynaptic neuron (for review, see Moss & Smart, 2001). The main inhibitory neurotransmitter in the hippocampus is GABA, which is generated in the presynaptic neuron from glutamate by glutamate decarboxylase and its co-factor pyridoxal phosphatase (Tritsch et al., 2016). GABA is then packaged into synaptic vesicles by vesicular GABA transporter (VGAT) for eventual release. Similarly, there are two classes of GABA receptors: the ionotrophic, ligand-gated GABA$_A$ receptors (GABA$_A$R), and the metabotropic, G-protein coupled GABA$_B$ receptor (GABA$_B$R). Binding of two GABA molecules to the GABA$_A$R opens an ion pore and permits the influx of $\text{Cl}^-$ ions into the postsynaptic compartment and thus causes hyperpolarization. GABA$_A$Rs are tethered to the postsynaptic density by a scaffolding protein known as gephyrin, which is akin to the tethering of AMPARs by PSD-95 in excitatory synapses (Moss & Smart, 2001). Though initial studies suggested that GABA$_A$Rs may be excitatory during development due to the lack of $\text{Cl}^-$ pumps creating a negative gradient and thus creating the outflux—as opposed to the influx observed in the mature CNS—of $\text{Cl}^-$ ions when GABA$_A$Rs are active, recent evidence suggests this may be an artifact of methodology (Zilberter, 2016). Overexcitation of these receptors, however, leads to autoinhibition via conformational remodeling that seals the ion pore (Sigel & Steinmann, 2012). There are a number of GABA$_A$R subunits that confer different functional properties: $\alpha$ (1-5), $\beta$ (1-3), $\gamma$ (1-3), $\delta$, $\epsilon$, $\pi$, $\theta$, and $\rho$ (1-3). The canonical GABA$_A$R consists of two $\alpha$ subunits, two $\beta$ subunits and one $\gamma$ subunit, though the
minimum required to form a receptor is two α and two β subunits. The slow response to GABA release is mediated through the GABA\(_B\)R, which stimulates the opening of K\(^+\) channels through a G-protein signaling cascade. K\(^+\) then leaves the cell and similarly hyperpolarizes the postsynaptic compartment, reducing the likelihood of neuronal firing (Moss & Smart, 2001).

---

**Figure 1.1. General neuronal morphology, excitatory synapses and inhibitory synapses.** (a) A 20x confocal image of a green fluorescent protein (GFP)-expressing hippocampal neuron is shown. Evident is the long-range axon, as well as the complex dendritic arbor. Site 1 indicates a spiny dendritic protrusion, the morphological correlate of excitatory synapses, while site 2 indicates the dendritic shaft, the primary site of dendritic inhibitory synapses. (b) AMPAR-mediated postsynaptic depolarization removes the Mg\(^{2+}\) block present at NMDARs.
Coincidental binding of glutamate to NMDARs leads to an influx of Ca\(^{2+}\) into the postsynaptic compartment, leading to the activation of kinases, such as CaMKII and PKA. These kinases phosphorylate downstream signaling molecules causing the insertion of AMPARs and alteration of the postsynaptic density and f-actin cytoskeleton through local protein synthesis (Adapted by Rachel Gomm-Kalisko with permission from Kauer & Malenka, 2007).

(c) Binding of GABA to GABA\(_A\)Rs results in the opening of the ion pore and a subsequent influx of Cl\(^-\) ions into the postsynaptic compartment. Thus, GABA\(_A\) receptor activation leads to hyperpolarization of the neuron and contributes to the prevention of firing in the postsynaptic neuron.

1.2.6.3 Synapse Plasticity

However, as aforementioned, synapses are constantly being formed and eliminated throughout development, and this is referred to as synapse plasticity (for review, see Neves et al., 2008). Indeed, synapse formation is exuberant during fetal development and synapses are systematically pruned during childhood and adolescence, culminating at ~50% reduced levels in adulthood (Stiles & Jurnigen, 2010; Penzes et al., 2011), as shown in Figure 1.2a. Despite this overarching theme towards synapse elimination, on a microscopic level, synapses are also being extensively formed and enhanced throughout life. It is thought that the plasticity of synapses allows for the modulation of neural networks in response to experience and activity. This is of particular interest in regions of the brain known to be associated with learning and memory, such as the hippocampus, which has well-defined roles in spatial learning and declarative memory (Neves et al., 2008). One of the first studies to suggest the plasticity of neuronal responses in the hippocampus was performed by Bliss and Lomo (1973). In which, high frequency stimulation (HFS) was applied to fibers of the perforant pathway and excitatory postsynaptic potentials (EPSPs) recorded in the DG. When a single-pulse stimuli was then applied to these HFS-exposed fibers, there was a long-term enhancement of EPSPs in the DG, which they coined as long-term...
potentiation (LTP). These experiments provided the first insight into a mechanism by which functional alterations to neural networks might occur.

1.2.6.4 Long-term Potentiation

LTP is thus defined as a persistent strengthening of a synapse in response to activity (for review, see Lynch, 2004), as shown in Figure 1.2b. Though the mechanism of LTP induction can differ by brain region, signaling molecules and neuron type, most induction protocols rely on NMDAR activation. However, some brain regions, such as the mossy fibre pathway, undergo NMDAR-independent LTP. The best-studied form of LTP is NMDAR-dependent LTP (NMDAR-LTP) at excitatory synapses in the CA1 region of the hippocampus, which shall be the focus of this section (Nicoll & Schmitz, 2005). Some of the initial evidence for the mechanism underlying LTP came from experiments wherein the application of NMDAR antagonists to Schaffer collaterals of the CA1 prohibited LTP (Collingridge et al., 1983) and the hyperpolarization of the postsynaptic cell during HFS prevented LTP at both inhibitory and excitatory synapses (Malinow & Miller, 1986). There are now two canonical mechanisms for the induction of LTP: one that mediates the initial, fast response to activity, and another that mediates the maintenance of the potentiated state over longer periods of time (for review, see Löscher & Malenka, 2012). During early LTP (E-LTP), glutamate-induced depolarization of the postsynaptic cell via AMPARs displaces the NMDAR Mg$^{2+}$ block, creating a Ca$^{2+}$ influx. This influx activates protein kinases (importantly protein kinase A, protein kinase C, and calmodulin-dependent protein kinase II; PKA, PKC and CAMKII respectively), leading to the phosphorylation of AMPARs, which improves their ion conduction, and the insertion of AMPARs into the postsynaptic membrane (Hayashi et al., 2000). The late LTP (L-LTP) response that maintains the potentiated state requires the phosphorylation of a number of second
messengers, like cyclic adenosine monophosphate (cAMP), that regulate long-range gene transcription and promote the local synthesis of PSD-95 and AMPARs, which then become integrated into the synapse (Sacktor, 2008). Though the precise mechanism is unclear, spines undergoing NMDAR-LTP also increase in size, volume and postsynaptic density through reorganization and enlargement of the F-actin cytoskeleton (Fortin et al., 2010). If LTP induction is blocked, these structural changes do not occur, suggesting they share common biochemical pathways. The trafficking of GluA1 subunits in particular was demonstrated to be required for activity-dependent LTP and this insertion is likely mediated through phosphorylation by CAMKII (Hayashi et al., 2000). Accordingly, following LTP, the majority of nascent AMPARs inserted into the membrane are GluA1/A2 heteromers (Henley & Wilkinson, 2013).

1.2.6.5 Long-term Depression

Long-term depression (LTD), on the other hand, is a persistent and activity-dependent decrease in the strength of a synapse (for review, see Collingridge et al., 2010), as shown in Figure 1.2b. The first evidence for the existence of LTD came from studies that performed low frequency stimulation (LFS) of CA1 Schaffer collaterals and observed a depotentiation of the postsynaptic response (Dudek and Bear, 1992). This protocol is still widely used today to induce LTD, as well as a spike-timing protocol and the bath application of NMDA and glycine to simulate a chemical form of LTD (cLTD). Though most LTD induction paradigms are electrophysiological in nature, cLTD could not further enhance LFS-induced LTD, suggesting they act through common pathways (Lee et al., 1998). Moreover, many of the surrogate markers of LTD, such as AMPAR internalization, are observed in both electrophysiological and chemical LTD induction paradigms (Lin & Huganir, 2007). The best-elucidated forms of LTD occur in the hippocampus and cerebellum, though they differ in mechanism. For example, in the cerebellum,
strong stimulation of synapses leads to LTD, while weak but persistent stimulation of excitatory synapses induces LTD in the hippocampus (Massey & Bashir, 2007). The canonical form of LTD is NMDAR-dependent LTD (NMDAR-LTD) at excitatory synapses of the hippocampus, which shall thus be the focus of this section. However, it is important to note that LTD can also depend on mGluRs and endocannabinoids. NMDAR-LTD is thought to rely on the minimal activation of NMDARs and the resulting small calcium influxes insufficient to breach a certain threshold at which LTP is initiated. Instead, these low levels of calcium bind to calmodulin and activate the high affinity calcium sensor calcineurin (Mulkey et al., 1993), as shown in Figure 1.2c. Calcineurin is positioned near the mouth of the NMDA channel by its association with PSD-95 and its activation leads to the subsequent activation of a number of phosphatases, including protein phosphatase 1 (PP1). These protein phosphatases work in opposition to the kinases mentioned in the previous section by dephosphorylating GluA1, PKA and PKC, leading to the internalization and weakening of AMPARs (Collingridge et al., 2010). Further, hippocalcin is also activated during LTD, causing clathrin adaptor protein 2 (AP2) to replace N-ethylmaleimide sensitive fusion protein (NSF) at a GluA2 binding site, leading to the dynamin-dependent endocytosis of NMDARs via clathrin-coated vesicles (Palmer et al., 2005). This appears to be an integral process in some forms of LTD, as the inhibition of hippocalcin signaling prevents LTD. Though different NMDAR subtypes may play specific roles in LTD, the evidence thus far has been inconclusive. For example, GluN2B is required for NMDAR-LTD only under specific circumstances (Bartlett et al., 2007; Morishita et al., 2007). Circumstantial evidence, such as the increasing difficulty to initiate NMDAR-LTD as development progresses despite the comparable presence of NMDARs (Yashiro & Philpot, 2008), however, does suggest some subtype involvement, though the genetic replacement of all AMPARs with kainite
receptors or single NMDAR subtype knockout (KO) did not seem to impair or alter CA1 LTD (Meng et al., 2003; Selcher et al., 2012; Granger & Nicoll, 2014). As in LTP, during LTD spines are dramatically restructured. Studies have regularly identified a reduction in spine size and volume that is dependent on NMDAR activation in the CA1 region of the hippocampus. These effects are similarly mediated through restructuring of the actin cytoskeleton and postsynaptic density (Zhou et al., 2004). For example, PSD-95 is dephosphorylated at Ser295 during NMDAR-LTD and this leads to its eventual removal and permits AMPAR endocytosis (Kim et al., 2007). Lastly, long-term alterations to protein synthesis also underlie the maintenance of the depotentiated state of a synapse undergoing LTD, but the mechanisms regulating this process remain poorly elucidated (Manahn-Vaughan et al., 2000).
Figure 1.2. Developmental regulation of spine density, electrophysiological effects of LTP and LTD at excitatory synapses and LTD signaling pathways. (a) During early childhood, spine formation—a morphological correlate of excitatory synapses—is exuberant even in neurotypical humans. A development trend towards the systematic elimination of spines occurs throughout adolescence and adulthood as neural circuits are refined by experience. A leading theory of ASD postulates that individuals with ASD form an even greater number of exuberant spines during childhood and, despite showing a similar trend towards net elimination, spine number remains excessive in ASD patients throughout life. Thus, these differences could represent alterations to the mechanisms underlying spine formation, maintenance and/or elimination. (Used with permission from Penzes et al., 2011). (b) In the CA1 region of the hippocampus, LTP, a persistent strengthening of synapse strength, can be induced by HFS, while LTD, a persistent weakening of synapse strength, can be induced by LFS. LTP and LTD are typically induced and assessed electrophysiologically through the respective increase or decrease in amplitude of excitatory postsynaptic currents (EPSCs). However, LTP and LTD can also be chemically induced using glycine or NMDA. (Adapted with permission from Collingridge et al., 2010). (c) NMDAR activation leads to the influx of Ca\(^{2+}\) into the postsynaptic compartment. When the number of NMDARs activated is low, the Ca\(^{2+}\) preferentially binds to its high affinity-binding partner, calcineurin, leading to its activation. Activated calcineurin in turn activates protein phosphatases, including PP1, capable of dephosphorylating AMPARs and glycogen synthase kinase 3s (GSK3s), leading to AMPAR internalization. Further, PSD-95 is dephosphorylated, leading to its removal from the synaptic membrane and shrinkage of the postsynaptic density. A number of other downstream signaling molecules mediate LTD-triggered elimination of synapses and the long-term maintenance of LTD (Used with permission from Rachel Gomm-Kalisko).

1.2.6.6 In Vivo Correlates of Long-term Potentiation and Long-term Depression

Though great attention has been paid to the mechanisms of LTD/LTP in the hippocampus, debate still reigns about the contribution of these phenomena to learning and memory (for review, see Takeuchi et al., 2014). Some early studies demonstrated that an
NMDAR antagonist blocked both LTP induction in the hippocampus and attenuated performance in the hippocampus-dependent Morris Water Maze (MWM) task (Morris et al., 1986). Conditional KO mice lacking the GluN1 subunit of NMDARs in the CA1 of the hippocampus similarly had impaired spatial learning and LTP (Tsien et al., 1996). Conversely, overexpression of NMDAR2B led to enhanced LTP and spatial memory (Wang et al., 2009). However, it was later discovered that these findings only hold true in task-naïve animals and are not recapitulated in pretrained animals. Indeed, in one eye-blink conditioning study, associative learning before, but not after, conditioning could not be diminished by LTP induction (Moser & Moser, 2000). Saturating LTP in the hippocampus in some studies prohibited spatial learning, though this finding has been inconsistent (Moser et al., 1998; Robinson, 1992). Heterozygotic CAMKII KO mice, an important downstream signaling molecule during LTP, displayed fine hippocampal-dependent memory initially after training, but impaired memory 10-50 days post-training, suggesting a loss of L-LTP or LTP maintenance (Frankland et al., 2001). Hippocampal NMDAR-LTD, on the other hand, in GluN2B and calcineurin KO mice is impaired, as well as their performance in hippocampal-dependent spatial tasks (Brigman et al., 2001; Zeng et al., 2001). Similarly, disruption to forebrain calcineurin or Ser/Thr protein phosphatase 2A leads to reduced NMDAR-LTD and increased latency in the MWM reversal phase, suggesting a role for NMDAR-LTD in the pruning of memories and behavioural flexibility (Zeng et al., 2001; Nicholls et al., 2008). Further, depotentiation in the CA1 and DG has been observed in rats exploring either a novel environment or a familiar environment containing novel objects, suggesting LTD might also play a role in novelty detection (Manahan-Vaughan & Braunewell, 1999; Abraham et al., 2002).
1.2.7 Note on Gliogenesis

Though secondary to the focus of the present thesis, it is important to note that glial proliferation, migration, differentiation and integration largely occurs postnatally and likely continues indefinitely throughout all later stages of development (for review, see Clarke & Barres, 2013). Despite some preliminary studies that highlight the overarching importance of glia to the maturation and function of neural circuits, the dynamics of neuron-glia interactions are poorly elucidated. However, the contribution of oligodendrocytes to action potential propagation and thus circuit firing patterns, as well as astrocytic contribution to tripartite synapses and synaptic cleft maintenance (Hama et al., 2004; Hughes et al., 2010; Pfrieger & Barres, 1997; Verbich et al., 2012), undisputedly contribute to a broad range of CNS functions with wide-reaching implications.

1.3 Clinical and Postmortem Features of ASD

1.3.1 Clinical Phenotypes of ASD

Any number or combination of impairments to the development of the CNS could contribute to the etiology of ASD. ASD is currently diagnosed based on behavioural characteristics observed in the clinic, typically through the use of diagnostic scales such as Autism Diagnostic Observation Schedule (ADOS) and Autism Diagnostic Interview-Revised (ADI-R; for review, see Fakhoury, 2015). Though the clinical phenotype in individuals with ASD is broad, some core phenotypes do exist: stereotypic behaviours, as well as impairments in communication and sociability (American Psychiatric Association, 2013). Further, a number of patients experience secondary symptoms, such as self-injury, hyperactivity, atypical obsessions, difficultly building social relationships, aggression and impaired theory of mind. There are also a
number of frequently occurring co-morbid conditions, including anxiety, depression, intellectual
disability, Attention Deficit Hyperactivity Disorder (ADHD) and gastrointestinal (GI) disorders.
These symptoms typically become noticeable from 1-3 years of age when developmental targets
are not being appropriately reached in a timely manner (Fakhoury, 2015). Though most
individuals with ASD have a below average intelligence quotient (IQ) and impaired cognitive
function, the range is broad such that it encapsulates high-functioning individuals with above-
average intelligence, as well as individuals with severe delays in lingual and intellectual
development (Constantino, 2011). This broad range, or spectrum, indicates the likely many
pathways by which cohorts present with ASD clinically.

1.3.2 Neurodevelopmental Disruptions in ASD

Evidence for the disruption of the CNS in ASD patients comes from neuropathology,
functional magnetic resonance imaging (fMRI) and transcranial magnetic stimulation (TMS)
studies. In postmortem brain samples, individuals with ASD were found to have alterations to
neuron density, neuron size, inflammation, excitability, dendrite morphology, dendrite
outgrowth, and dendritic spine density compared to the unaffected general population (Hustler &
Zhang, 2010; Courchesne et al., 2011; Raymond et al., 1996; Gupta et al., 2014; Rubenstein &
Merzenich, 2003). Neuronal disruptions in ASD brains have been identified in a broad range of
brain regions, including the frontal cortex, cerebellum, hippocampus and amygdala (for review,
see Amaral et al., 2008). One of the leading theories on the cause of ASD is the lack of long-
range and overabundance of short-range neuronal connections. Indeed, fMRI and TMS studies
have identified hypo- and hyper-connectivity patterns in the brains of individuals with ASD
compared to controls (Kana et al., 2014; Muller et al., 2011). A complementary, but distinct,
 hypothesis on the etiology of ASD postulates that an imbalance in the excitatory to inhibitory
ratio of neurotransmission underpins the symptoms of ASD. This imbalance could occur at almost any point in neurodevelopment, including the formation, maintenance, elimination or enhancement of excitatory or inhibitory synapses (for review, see Rubenstein & Merzenich, 2003; Nelson & Valakh, 2015). Indeed, many of the genes associated with ASD were demonstrated in animal models to play a role in synapse plasticity, strength or number, which shall be discussed in detail in Section 1.4. Our lack of understanding about the likely varied etiologies of ASD prohibits the ability of researchers to create ASD subcategories. This likely reduces the power of these studies to identify common neurophenotypes by masking subgroup differences within a heterogenous ASD cohort. Despite valiant attempts to identify a common neuropathology, no consensus currently exists on the underlying neurological changes of ASD (Won et al., 2013).

1.4 ASD Epidemiology and Genetics

1.4.1 Broad Genetics of ASD

20 in every 10,000 children, however, are affected by ASD with a sex ratio of 4.3:1, though this sex difference depends on the comorbid factors and is less evident in certain types of ASD, such as ASD with intellectual disability (Newschaffer et al., 2007). Twin studies were among the first to suggest the heritability of ASD, wherein the concordance rate in monozygotic twins was consistently higher (70-90%) than in dizygotic twins (0-10%; Abrahams & Geschwind, 2008). Further, epidemiological studies identified a 10-fold increase in ASD risk for siblings of individuals with ASD and a greater frequency of subthreshold characteristics in unaffected family members of particular individuals with ASD compared to the general population (Sandin et al., 2014). A recent meta-analysis of all ASD twin studies found that
additive genetic effects explained ~65% of the concordance of ASD, while shared environmental effects accounted for the remaining 35% (Tick et al., 2016). Genome-wide association studies (GWAS) looking at mutation rates in whole-exome sequencing (WES) data have identified 600-1,200 potentially ASD-associated genes (for review, see De Rubeis & Buxbaum, 2015). These mutations include large chromosomal alterations, frameshift mutations and various forms of single nucleotide variation (SNV). Chromosomal alterations refer to the amplification, deletion or translocation of a large section of a chromosome, while frameshift mutations involve the deletion or insertion of a single amino acid into the genetic sequence, thereby shifting the reading frame. SNVs, on the other hand, refer to the alteration of a single nucleotide in the genetic sequence. SNVs can be (i) synonymous, and thus not alter the transcribed protein sequence, due to redundancy in the codon sequence; (ii) nonsynonymous, and thus alter the transcribed amino acid at that genetic loci; or (iii) nonsense, and thus introduce a premature stop codon.

1.4.2 Making Sense of Genetic Heterogeneity in ASD

Before it is possible to appreciate how these mutations may collectively contribute to ASD, it is important to consider the background mutation rate in the general population (for review, see Bourgeron, 2015). Every individual carries three million genetic variants from the reference human genome sequence. 18-74 of these variants, 1-4 of which will be present in exons, will not be shared by either parent, and thus are classified as de novo (O’Roak et al., 2011). These include SNVs, as well as insertion, deletions and copy number variations (CNVs). 40-110 of the variants in any given individual are classified as disease-causing and appear in the Human Gene Mutation Database (Xue et al., 2012). Thus, it is the norm and not the exception for an individual to carry de novo mutations. The difficulty comes in assessing the penetrance and polygenic contribute of any single mutation to the development of disorders. Interestingly, the
proportion of ASD thought to be explained by single nucleotide polymorphisms (SNPs)—which are SNVs that occur in >1% of the population—is 17-60%, suggesting that while these variants may contribute to polygenic forms of ASD, genetic buffering at other loci can sufficiently prohibit the development of ASD (Gaugler et al., 2014). Despite this, GWAS studies have lacked the power to identify a single SNP with genome-wide significance for ASD (Anney et al., 2012). Most cases of ASD are likely polygenic, though some monogenic forms have been described, demonstrating that a single mutation (10-20%) or an accumulation of mutations has the capacity to underlie the disorder in any individual (Huguet et al., 2013). Currently, a single chromosomal alteration, gene insertion, gene deletion or SNV can sufficiently explain most of an individual’s ASD symptoms in only 15-25% of cases (Bourgeron, 2015). Indeed, no single gene can account for more than 1% of all ASD cases (Huguet et al., 2013). In ASD individuals with normal IQ measures, no causative de novo SNVs have been found, suggesting that in more common ASD cases with intellectual impairment, rare and penetrant variants might unveil ASD by reducing IQ or genetic buffering at other loci (Skuse, 2007; Bourgeron, 2015). However, 5-15% of ASD individuals carry de novo CNVs, versus only 0-2% in the general population (Glessner et al., 2009). These CNVs can be either insertions or deletions of the same gene or genes, but often occur at sites observed in several individuals with ASD, suggesting hypermutability of these regions (Michaelson et al., 2012). Further, de novo SNVs are not observed more frequently in ASD patients compared to their unaffected siblings or than predicted by chance alone, but there is a two- to three-fold increase in likely gene disruptive de novo mutations in individuals with ASD (O’Roak et al., 2011; Bourgeron, 2015). Despite this ‘likely gene disrupting’ classification, a lot of the genetic variants associated with ASD have yet to be functionally characterized and rely on in silico models as predictors. Attention is now
shifting to the functional annotation of exonic mutations in ASD, as the present thesis attests. While this work has broad diagnostic and therapeutic implications, variants in non-coding regions of the genome remain largely ignored (Yuen et al., 2016). These non-coding regions may also indirectly change gene function by altering gene expression temporally, intrinsically or in response to stimuli. One method of selecting SNVs that may contribute to ASD involves identifying de novo non-synonymous SNVs that occur either with greater frequency or exclusively in ASD patients and characterizing those SNVs in animal models using assays with relevance to known functions of that gene, or with relevance to correlates of ASD neuropathology or behavior.

1.5 Environmental Factors and ASD Risk

As aforementioned, some evidence exists for the contribution of environmental factors to ASD, though no single environmental factor has been demonstrated to influence risk. Instead, these environmental factors may act in concert with one another, particularly within a given genetic context, to increase ASD risk (Fakhoury, 2015). Environmental exposure to a range of factors has the capacity to alter cell differentiation patterns, synaptogenesis, axon myelination, and gene expression (Lyall et al., 2014). Some examples of environmental factors that may influence ASD risk include interuterinal environment (James, 2014), viral infection during pregnancy (Knuesel et al., 2014), oxygen deprivation during birth (Gardener et al., 2011), parental age at the time of conception (Durkin et al., 2008), timing between pregnancies (Cheslack-Postava et al., 2011), the use of prenatal vitamins before conception (Schmidt et al., 2011), the use of valproic acid and other mood stabilisers (Roullet et al., 2013), and maternal obesity or diabetes (Li et al., 2016). One of the ways in which environment may alter gene
expression is through the alteration of epigenetic states—such as DNA methylation, chromatin remodeling or histone modification—, which modulate the expression of genes without altering the DNA code. In fact, some studies have described altered DNA methylation in a number of synaptic genes, including SHANK3 (Zhu et al., 2014; Loke et al., 2015). However, it is important again to note that no environmental factor has yet been consistently and conclusively associated with ASD.

1.6 Animal Models of ASD

Animal models are an invaluable source of information on the function of genetic mutations observed in ASD. As previously mentioned, attention has recently shifted to the functional annotation of genetic mutations in the hope that it’ll (i) provide greater insight into the etiology of ASD, (ii) allow for greater specificity in diagnoses and accuracy in prognoses, and (iii) permit the generation and recommendation of targeted therapies and interventions. Generally, these animal models focus on the ability of gene disruption or environmental exposure to phenocopy ASD behaviors and neuropathology. In mice and rats, ASD-like behaviors are classified as repetitive self-grooming, the lack of a preference for sociability or social novelty, reduced social interactions, reduced ultrasonic vocalizations and behavioral inflexibility, such as the swim path reorienting required during the reversal phase of the MWM task (for review, see Crawley et al., 2012). ASD-like neuropathology, on the other hand, is considered in rodent models to be neuronal hyperexcitability, synaptic alterations, neuronal migration or differentiation deficits, and alterations to neuronal morphology (Pardo & Eberhart, 2007). As well as assessing the ability of these models to mimic ASD, animal models are also used to elucidate the functional and neuropathological consequences of different ASD-associated
genetic alterations or environmental exposures upon neurodevelopment, behavior, biochemical pathways, and cellular physiology. Most ASD models are transgenic mice, though a number of other organisms are often used to model particular aspects of gene function, such as yeast, fruit fly and Caenorhabditis elegans (Halladay et al., 2009; Crawley, 2012). The common ASD model mice include Cntnap2 KOs, which exhibit seizures, reduced social measures, failed MWM reversal phase, reduced differentiation of GABAergic interneurons and altered neuronal migration (Peñagarikano et al., 2011). Further, mutation of the Fragile X Syndrome-associated gene Fmr1, which has high comorbidity with ASD in humans, leads to impairments in LTP, aberrant social behaviors and atypical cognitive and anxiety-like behaviors (Gantois et al, 2001; Crawley, 2012). Interestingly, the mutation of specific regions of the ASD-associated Shank3 gene led to distinct phenotypes in mouse models. For example, a mutation in the ankyrin domain led to impaired excitatory transmission and LTP, but typical social behaviors despite the presence of some stereotypies (Bozdagi et al., 2010). However, a Homer binding site mutation led to reduced LTP and enhanced LTD, despite producing no differences in spine density (Bangash et al., 2011; Crawley, 2012). Lastly, a mutation in the PDZ binding domain (PDZ-BD), which is important for the association of this protein with synaptic scaffolding proteins such as PSD-95, led to severe ASD-like behavioral phenotypes, longer spines, reduced spine density and reduced excitatory neurotransmission (Peca et al., 2011). The perturbations observed in animal models of ASD thus provide important insights into the potential neurobiologies, etiologies and neuropathologies of ASD.
1.7 Semaphorins: Focus on Semaphorin 5A and ASD

1.7.1 SEMA5A and ASD

In the first chapter of my results, I focus on the role of SEMA5A, an ASD-associated gene, at the synapses of mature neurons. The initial evidence for the association of SEMA5A with ASD came from a GWAS study of 1,500 individuals with ASD, which found a significant enrichment of SNVs in or near the SEMA5A gene, compared to unaffected family members (Weiss et al., 2009). Further, the blood and brains of some individuals with ASD exhibit downregulation of SEMA5A expression (Weiss et al., 2009; Melin et al., 2006). Supporting the downregulation of SEMA5A, previous work had already described the enrichment of SEMA5A regulatory genes in rare SNPs and CNVs associated with ASD (Cheng et al., 2013). Sema5A belongs to a family of over twenty different proteins known as the semaphorins, which were initially identified as growth cone-collapsing proteins involved in repulsive axon guidance (for review, see Pasterkamp, 2012). Some of these semaphorins are secreted, while others are membrane-bound or GPI-anchored, and contemporarily semaphorins are thought to play a role in the generation of precise neural networks through a variety of mechanisms. These proteins are further subdivided into 8 classes (SEMA1-7 and SEMAV) based on their extracellular motifs, type of membrane association and phylogenetic relationship. Some of the semaphorins are found exclusively in invertebrates, vertebrates or viruses, as outlined in Figure 1.3a. However, all of the semaphorins contain a 500 amino acid, cysteine-rich extracellular Sema domain, which is highly conserved across phyla (Kolodkin et al., 1993). This Sema domain is integral for the binding of Sema to its canonical receptors, the plexins (Tamagnone et al., 1999). All vertebrate semaphorins also contain a plexin-semaphorin-integrin (PSI) or cysteine-rich domain (CRD), but it can vary in its proximity to the Sema domain (Yazdani & Terman, 2006). In addition, some of the
semaphorins, including class 5 semaphorins, have Ig-like or type-1 thrombospondin repeats (TSRs), which may modulate the effects of these semaphorins by binding to co-receptors distinct from the plexins. Indeed, the bidirectional—repulsive or attractive depending on context—axon guidance cue function of Sema5A is likely mediated through its TSRs in certain regions of the developing brain (Kantor et al., 2004).

1.7.2 Roles of Semaphorins in the Nervous System

The range of functions attributed to the semaphorins is diverse. This thesis shall focus solely on identified neurodevelopmental functions, of which there are several. For example, in cultured hippocampal neurons, Sema3A inhibits axon formation in developing neurites and promotes dendrite identity by reducing cAMP and PKA activation, while increasing cyclic guanosine monophosphate (cGMP) activation (Shelly et al., 2011). Sema3A is also thought to play a role in axon pathfinding, acting as a repulsive guidance cue in dorsal root ganglions (Luo et al., 1993), motoneurons (Moret et al., 2007), sympathetic ganglion cells (Koppel et al., 1997), cerebellar mossy fibres (Rabacchi et al., 1999) and hippocampal neurons (Chedotal et al., 1998). Interestingly, Sema3B and Sema3C may competitively bind to the neuropilin receptor thought to underpin the effects of Sema3A and preclude its repulsive activity, permitting flexibility in the response to Sema3A (Takahashi et al., 1998). In the retina, Sema6A was shown to restrict dendrite arborization to the proper lamina of the inner plexiform layer through the Plexin-A4 receptors. Further, the class 5 semaphorins are important for the correct arborization of retinal ganglion cells (Matsuoka et al., 2011). Lastly, a number of semaphorins have demonstrated roles in synapse specificity, plasticity and signaling. In the spinal cord and striatum, Sema3E is important for the targeted formation of excitatory synapses (Pecho-Vrieseling et al., 2009; Ding et al., 2011), while Sema3F plays this role in the hippocampus and cortex. Indeed, SEMA3F KO
mice exhibit greater numbers of proximal dendritic spines in the DG (Tran et al., 2008). The bath application of Sema3F, which is secreted in vivo, in hippocampal slices leads to the increased frequency and amplitude of AMPAR-dependent miniature EPSCs (mEPSCs) in the DG, but only frequency—and not amplitude—increases in CA1 neurons (Sahay et al., 2005). Bath application of Sema3A, on the other hand, leads to dose-dependent decreases in the amplitude of CA1 EPSPs without altering presynaptic excitability or release probability (Bouzioukh et al., 2006). In the postnatal cerebellum, Sema3A knockdown (KD) leads to increases in synapse elimination and decreased amplitude of excitatory neurotransmission (Uesaka et al., 2014). Importantly for the present thesis, class 5 semaphorins localize to the postsynaptic compartments of postnatal cortical and hippocampal neurons (Duan et al., 2014; Inagaki et al., 2001). In cultured hippocampal neurons, the KD of Sema4B reduced both excitatory and inhibitory synapses, while the KD of Sema4D reduced only inhibitory synapse density, indicating the capacity of semaphorins to influence synapses of both major classifications (Paradis et al., 2007). The overexpression (OE) and KD of Sema5B also led to specific effects on excitatory synapse density (O’Connor et al., 2009), which shall be discussed in further detail in Section 1.7.6.

### 1.7.3 Signal Diversity in the Semaphorin Family

The various roles performed by the semaphorins likely rely on the composition of the different semaphorins, alternate splicing, location, timing of exposure, receptor expression and signaling pathways (for review, see Pasterkamp, 2012). The semaphorins are largely thought to signal through plexin receptors, though evidence exists for functional semaphorin-semaphorin interactions and the indirect activation of plexins through neuropilin co-receptors. The canonical semaphorin signaling pathway dictates that the binding of a semaphorin activates the GTPase-activating protein (GAP) domain of a plexin receptor, leading to the downstream activation of
protein kinases, GTPases and cytoskeleton-associated proteins (Janssen et al., 2010). Over nine plexins have been identified in the vertebrate genome: PLXNA1-4, PLXNB1-3, PLXNC1 and PLXND1. However, the functional consequences of semaphorin signaling depend upon their temporal and spatial patterns of expression, as well as the various responsive elements and associated signaling pathways (Pasterkamp, 2012). Further complicating the picture, these plexins can undergo heterodimerization with other plexins, likely contributing to signal diversity (Usui et al., 2003). Some semaphorins also exhibit bidirectional function, as aforementioned. For example, Sema5A is known to act as an attractive cue when axons express heparin sulphate proteoglycan alongside an as yet unidentified receptor subunit, while it acts repulsively when axons express condrotin sulphate proteoglycans (Kantor et al., 2004). Transmembrane semaphorins can also act as both ligands that initiate signaling and receptors that transduce semaphorin signals. For example, the receptor activity of Sema1A in Drosophila drives synapse formation and neurite targeting (Sweeney et al., 2011), which complements data demonstrating an association of cytosolic signaling proteins with membrane-associated semaphorins (Wang et al., 1999). Lastly, signaling diversity in the semaphorins may be partially mediated by cis inhibition. In the developing hippocampus, Sema6A is coexpressed alongside PLXNA2 in neurons of the stratum lucidum. This PLXNA2 receptor inhibits the repulsive signaling of Sema6A and thus permits the entry of PLXNA4-expressing mossy fibres into regions from which they’d otherwise be repulsed (Suto et al., 2007).
**Figure 1.3. Semaphorin classes and receptor subtypes.** (a) Semaphorins are subdivided into 8 classes (SEMA1-7 and SEMAV) based on their extracellular motifs, type of membrane association and phylogenetic relationship. Class 1 and 2 semaphorins are found exclusively in invertebrates, while classes 3-7 are found in vertebrates and class V found exclusively in viruses. Some of these semaphorins are secreted, others are transmembrane, and others still are GPI-anchored. This protein family is defined by the presence of a Sema domain, while all vertebrate semaphorins contain a CRD. (Used with permission from Gherardi et al., 2004) (b) A number of receptors have been identified for the semaphorin proteins. The canonical signaling pathway involves the plexin receptors, which are further subdivided into four classes: A, B, C, and D. All plexin classes are transmembrane and similarly contain a sema domain capable of binding to all vertebrate semaphorin proteins. Neuropilins, on the other hand, are co-receptors for the class 3 semaphorins, while immune system associated proteins like Tim-2 and CD72 are known to respond to class 4 semaphorins. (Used with permission from Yazdani & Terman, 2006).

### 1.7.4 Class 5 Semaphorins

There are two class five semaphorins in vertebrates, Sema5A and Sema5B, which share 58% protein homology. The majority of their similarity resides in the sema domain, while their divergence is most obvious in cytoplasmic regions. The class five semaphorins are distinguished from the other semaphorin classes by the presence of seven thrombospondin repeats in the extracellular domain. During murine development, both Sema5A and Sema5B are expressed in a variety of tissues from E10 to birth in temporal and spatial patterns (Adams et al., 1996). Their expression patterns are non-overlapping in the spinal cord, suggesting the existence of distinct expression pathways (Masuda et al., 2014). In the adult, Sema5B expression is restricted to the brain, while Sema5A is present in various organs, including the brain (Adams et al., 1996).
1.7.5 Signaling Pathways of the Class 5 Semaphorins

The signaling pathways of the class five semaphorins have yet to be fully elucidated. However, some evidence from *in vitro* fibroblast studies suggests that Sema5A-PlexB3 interaction is functional and results in a collapsing response (Artigiani et al., 2004). Further, the proliferation and migration of endothelial cells may be regulated through the interaction of Sema5A and PlexB3 (Sadanandam et al., 2010). Nrp3 and PlexB3 are often co-expressed with Sema5A throughout development, putatively suggesting a role for this neuropilin co-receptor in Sema5A signaling also (Artigiani et al., 2004; Sadanandam et al., 2008). PlexA3 and Sema5A also demonstrate overlapping expression during motor neuron development in the Zebrafish (Hilario et al., 2009). However, another study in COS7 cells identified high affinity binding of Sema5A to PlexA1 and PlexA2, with minimal binding of Sema5A to PlexA3. Further, the KO of PlexA2, and not PlexA1, led to reductions in DG excitatory synapse density and sociability, akin to those observed in Sema5A KO mice (Duan et al., 2014). Thus, the repulsive axon guidance cue function of Sema5A and Sema5B may be mediated through PlexA1, PlexA2, PlexA3 or PlexB3, with potential for Nrp3 to act as a co-receptor.

1.7.6 Class 5 Semaphorins in the Nervous System

The class five semaphorins have also been implicated in a number of neurodevelopmental roles, including axon guidance, circuit development and synapse plasticity. For example, Sema5B acts to repel axons in the chick dorsal root ganglions (DRGs) both *in vitro* and *in vivo* (Liu et al., 2014), as well as corticofugal axons *in vitro* (Lett et al., 2009). Sema5A, however, functions bidirectionally. For example, the TSRs of Sema5A have been demonstrated to promote axon outgrowth in the ventral myotome (Hilario et al., 2009). Furthermore, these TSRs regulate the aforementioned proteoglycan-dependent responses in the developing rat midbrain (Kantor et
al., 2004) and can promote the exit of DRG sensory neurons towards their targets in the spinal cord. Conversely, in the notochord, Sema5A acts as a repellent, preventing the entrance of DRG axons (Masuda et al., 2014). The KO of Sema5A or Sema5B is also sufficient to cause aberrant dendrite arborization in retinal ganglion cells, amacrine cells and bipolar cells (Matsuoka et al., 2011). Lastly, the role of the class five semaphorins in synapse plasticity is just now being evaluated. In one study, using cultured hippocampal neurons, the overexpression of Sema5B led to a reduction in excitatory synapse density, while the short hairpin RNA (shRNA)-mediated knockdown of Sema5B led to increased excitatory synapse density. Using time-lapse imaging, O’Connor et al. (2009) further demonstrated that these alterations were due to synapse elimination and not a lack of synapse formation. Another study characterized increased dendritic spines and excitatory synapse density, but no changes to inhibitory synapse density, in the DG of Sema5A KO mice. Interestingly, the ablation of Sema5B expression in the DG did not lead to any spine or synapse density changes in this study (Duan et al., 2014).

1.8 Overall Objective of Chapter 3: SEMA5A

The overall objective of chapter 3 is to identify alteration to the cellular localization of Sema5A during activity-dependent excitatory synapse elimination.

1.9 Hypothesis: SEMA5A

We hypothesize that LTD enhances the trafficking of Sema5A to the cell surface, mediating the elimination of excitatory synapses.
1.10 PTEN and ASD

1.10.1 Association of PTEN with ASD

The third chapter of my thesis focuses on phosphatase and tensin homolog (PTEN). PTEN is an enzyme that exhibits both lipid and protein phosphatase activity and is an integral negative regulator of the PI3K/AKT pathway, as outlined in Figure 1.4 (for review, see Sansal & Sellers, 2004). The association of PTEN with ASD was first suggested when it was noted that germline PTEN mutations in individuals with PTEN-hamartoma tumour syndrome (PHTS), including Cowden’s syndrome, often present with macrocephaly and a higher incidence of sporadic ASD (Butler et al., 2005; Blumenthal & Dennis, 2008). Further, 10-20% of ASD children develop macrocephaly and a preliminary study found that ~17% of children with both ASD and macrocephaly carry a PTEN mutation, suggesting a potential causal link between these factors (Lainhart et al., 1997; Butler et al., 2005; Fidler et al., 2000). Contemporarily, over 20 reports have implicated PTEN in ASD with 3 associated clinical CNVs and 57 rare human variants (SFARI Gene, 2017). In order to functionalize these mutations, over 21 transgenic mice have been generated, as well as a variety of other animal models (SFARI Gene, 2017; Halladay et al., 2009). In mice, the deletion of PTEN is embryonically lethal (Backman et al., 2001; Di Cristofano et al., 1998), but the selective KO of PTEN in postmitotic neurons of the cortex leads to macrocephaly, behavioural inflexibility, social behavior deficits, anxiety-like behaviours and seizures, recapitulating many of the neurophenotypes and behaviours observed in ASD patients (Jiang et al., 2005). Germline PTEN mutations are present in 1-5% of the total ASD population (McBride et al., 2010). However, due to their heavy reliance on WES, this data does not factor in mutations present in introns or the promoter region, so this is likely a conservative estimate. Further, blood is often used as the source material in these studies and thus fails to capture brain-
specific regulation of PTEN via either genetic or epigenetic modulation (Buxbaum et al., 2007; Zhou & Parada, 2012). Most germline PTEN mutations are point mutations, some of which had been previously identified in PHTS and are known to alter lipid phosphatase activity (Endersby & Baker, 2008; Zhou & Parada, 2012). For example, in UU87MG glioblastoma cells, the H93R point mutation reduced PTEN membrane binding and phosphatase activity (Redfern et al., 2010). Interestingly, a comprehensive study using a humanized yeast bioassay revealed that most purely ASD-associated PTEN mutations do not substantially reduce the lipid phosphatase activity of PTEN and often have less severe biochemical effects than PHTS-associated PTEN mutations (Rodriguez-Escudero et al., 2011). This data was consistent with the absence of a correlation between PTEN-associated ASD and tumour-related PTEN mutations (Zhou & Parada, 2012).

1.10.2 Signaling Pathways of PTEN

PTEN is expressed at high levels in many tissues, including the CNS, skin and thyroid in humans, and ubiquitously transcribed in the mouse embryo (Gimm et al., 2000; Luukko et al., 1999). The lipid phosphatase activity of PTEN counteracts phosphoinositide 3-kinase (PI3K) activity by dephosphorylating phosphatidylinositol (3,4,5)-trisphosphate (PIP3) to phosphatidylinositol 4,5-bisphosphate (PIP2), resulting in a decrease in the downstream activation of protein kinase B (AKT). The PI3K/AKT pathway is involved in cell growth, cell survival, cell proliferation, LTP, protein synthesis and microtubule restructuring (Sansal & Sellers, 2004; Manning & Cantley, 2007). It is perhaps unsurprising then that PTEN is classified as a tumor suppressor gene and inactivation of this gene has been observed in a broad range of human cancers (Sansal & Sellers, 2004). Further, various germline mutations of PTEN are known to increase the risk of neurological disorders, such as macrocephaly, ASD and epilepsy (Endersby & Baker, 2008). There are two major pathways thought to underlie many of the
cellular functions of PTEN: the GSK3 and mechanistic target of rapamycin (mTOR) complex pathway. In the former pathway, AKT activation leads to the phosphorylation of GSK-α and GSK-β at serine 21 and serine 29 respectively, thus inactivating their kinases (Gartner et al., 2006; Zhou & Parada, 2012). This GSK inactivation reduces the phosphorylation of microtubule-binding proteins, which is essential for axon formation in the neurite tip and associated with neurogenesis, neuronal migration and neuronal polarity (Jiang et al., 2005; Gartner et al., 2006; Hur & Zhou, 2010). In the latter pathway, activation of AKT inhibits the tuberous sclerosis 1 and 2 (TSC1/TSC2) complex. This complex typically inhibits Rheb, which in turn activates mTOR complex 1, which is comprised of mLST, mTOR and Raptor (Manning & Cantley, 2007). This signaling pathway regulates cell growth by controlling protein synthesis (Zhou & Parada, 2012). In humans, the functional loss of TSC1 or TSC2 leads to tuberous sclerosis complex, a genetic disease that causes benign tumors to develop in the brain and other organs (Kwiatkowski & Manning, 2005). Autistic behaviors are observed in 25-50% of TSC patients (Wizniter, 2004). In mice, TSC1 or TSC2 KO in the developing brain leads to mTOR-dependent neuronal hypertrophy, mTOR-independent ectopic axon formation, macrocephaly and seizures (Meikle et al., 2007; Tavazoie et al., 2005). Further, TSC2+/− mice exhibit elevated mTORC1 activity and deficits in learning and memory (Ehninger et al., 2008). Interestingly, the treatment of brain-wide PTEN KO mice with an mTORC1 inhibitor known as rapamycin prevented and reversed the major neuronal changes associated with brain-specific PTEN loss and ameliorated PTEN-associated ASD-like behaviors, suggesting that the mTORC1 pathway may underlie a lot of the neurological changes present in ASD patients with PTEN mutations (Zhou et al., 2009).
Figure 1.4. **Linear protein structure of PTEN and PTEN signaling pathways.** (a) PTEN is an intracellular enzyme comprised of 403 amino acids, which can be divided crudely into five functional domains. Working from the N-terminal to the C-terminal, these domains include the PIP$_2$-binding domain (PBD), a phosphatase domain, a C2 domain, a carboxy-terminal tail and PDZ-binding domain (PDZ-BD). (b) PTEN signaling promotes the conversion of cytosolic PIP$_3$ to PIP$_2$, leading to a reduction in the PIP$_3$-dependent activation of AKT. AKT, in turn, regulates two important pathways through GSK3 and the mTOR complex. In the former pathway, AKT activation results in the phosphorylation of GSK3s, inactivating their kinase activity and reducing microtubule-binding protein associated axon formation, neurogenesis and neuronal migration. In the second pathway, AKT inhibits the TSC1/TSC2 complex, activating Rheb, which in turn activates the mTOR complex 1, comprised of mLST, mTOR.
and Raptor, leading to a reduction in protein synthesis and dependent cell growth. (Used with permission from Zhou & Parada, 2012).

1.10.3 PTEN in the Nervous System

The KO of PTEN in the whole murine brain leads to dramatic anatomical disruption, premature death and seizure activity (Backman et al., 2001). As such, these mice can only provide a degree of insight into gene function throughout neurodevelopment. Many of the subsequent models have subverted these problems by using conditional or regional KO, as well as shRNA-mediated knockdowns (Jiang et al., 2005; Zhou et al., 2009). For example, the KO of PTEN exclusively in NPCs leads to increased proliferation (Groszer et al., 2001), while PTEN KO specifically in the cortex and hippocampus of postmitotic neurons leads to decreased sociability, anxiety, macrocephaly, hypertrophy, increased excitatory synapse density, and seizures (Jian et al., 2005; Luikart et al., 2011). Further, the KO of PTEN in the DG of PTENflx/flx mice using Cre lentiviruses for 7-25 days from P1 leads to neuronal hyperexcitability, increased dendrite length, increased mushroom spine and filopodia densities, somal hypertrophy, exaggerated intrinsic electrophysiological properties and supernumerary dendritic protrusions (Williams et al., 2015). The targeted deletion of PTEN in developing neurons led to soma, dendrite and axon outgrowth. These alterations included increases in dendritic arborization, dendrite thickness and dendritic spine density, as well as the presence of ectopic axons and axonal projections (Kwon et al., 2006; Jaworski et al., 2005; Jiang et al., 2005). Neither the proliferation nor the hypertrophic effects, however, were observed in astrocytes devoid of PTEN, suggesting some effect of cell type on PTEN signaling (Chow et al., 2011). Further supporting this finding are studies wherein PTEN KO in neural progenitor cells
(NPCs) of the adult subventricular zone leads to constitutive neurogenesis (Gregorian et al., 2009), while PTEN deletion in the subgranular zone of the DG causes excessive self-renewal of NPCs initially, followed by preferential astrocytic over neuronal differentiation (Bonaguidi et al., 2011). This data further suggests that PTEN may have different effects in different cell populations, depending on developmental stage and specification. Lastly, PTEN\textsuperscript{+/−} mice develop macrocephaly over time and females exhibit impairments in sociability (Page et al., 2009). Interestingly, both of these phenotypes were enhanced in mice heterozygotic for both PTEN and Scl6a4, another ASD-associated gene, suggesting that PTEN may contribute as part of the multi-hit model proposed by modern genetic studies (Page et al., 2009; Zhou & Parada, 2012; Bourgeron, 2015).

1.11 Overall Objective of Chapter 4: PTEN

The overall objective of chapter 4 is to determine whether overexpression of ASD-associated PTEN SNVs in cultured hippocampal neurons disrupts soma size, dendrite morphology and synapse density.

1.12 Overall Objective of Chapter 4: PTEN

We hypothesise that a subset of ASD-associated PTEN SNVs result in the disruption of PTEN function and that expressing these variants in primary hippocampal cultures will perturb soma size, dendrite morphology and synapse density.
Chapter 2: Methods

2.1 DNA Constructs

Enhanced green fluorescent protein (EGFP)-pN1 was obtained from Clontech (6085-1). Human HA-Sema5A and human HA-Sema5B in the pDisplay vector were kind gifts from Dr. Timothy O’Connor (UBC; University of British Colombia, Vancouver, Canada). PSD-95-RFP (red fluorescent protein) in the PGW1 vector was a kind gift from Dr. David Bredt (University of California, San Diego, CA). pCAG-GFP was obtained from Addgene (11150) and was originally deposited by Dr. Connie Cepko (Harvard University, Cambridge, MA). Dr. Kurt Haas (University of British Colombia, Vancouver, Canada) excised the GFP of the pCAG-GFP construct and cloned in human PTEN (isoform 1; P60484-1) containing three N-terminal Human influenza hemagglutinin (HA) tags and five synonymous mutations to prevent shRNA binding. The following synonymous mutations were introduced: 573 GTG>GTT, 579 CTG>CTA, 585 TTT>TTC and 591 AAG>AAA. Henceforth, PTEN* shall refer to the shRNA-resistant form of human PTEN containing these five synonymous mutations. Site-directed mutagenesis was then performed by Dr. Kurt Haas (University of British Colombia, Vancouver, Canada) to generate various SNVs in PTEN*: K6E, K6I, P38H, H123Q, C124S, R130L, T131I, G132D, T167N, and P354Q. These PTEN* plasmids were then kindly gifted to us by Dr. Kurt Haas (University of British Colombia, Vancouver, Canada). The dual-promoter shRNA vector pLL3.7 was obtained from Addgene (11795) and originally synthesized by Dr. Luk Parijs.
2.2 shRNA Cloning

The rat PTEN and scramble shRNA sequences used were obtained from Qiagen (KR47268G) and the following oligos were synthesized as duplexes by Integrated DNA Technologies (IDT):

**PTEN shRNA**

5’— CCGACGTGGTGTCTTTCACAAAAGATATTCAAGAGAAATGTTGCTCAAACAAACACGTGGTTTTTT —3’ Sense

3’— CCGTGACAACAGAAAAGTTGTTCTAAAGTGCTTTAGAAGACTTTTGTTGTCACGGAAAAAAGGCT—5’ Antisense

**Scramble shRNA**

5’— CCGAATGTGGATTTGATTACATCGAAACACGTATGGATGAAATAGATTTCTTTTTTTTTTTTTTT —3’ Sense

3’— CCAATAGCTGAAGCTACGTATCAAGTGTTGGTTCTCATGTAGGCTTTATCTAGAAGAAAAAAAGGCT —5’ Antisense

**Colour Key**

- = completes U6 promoter  
- = shRNA (underlined) and complementary sequences  
- = loop sequence  
- = termination sequence  
- = XhoI overhang

**Figure 2.1. Duplexed oligos used for shRNA cloning.** The duplexed oligos used to generate the rat PTEN and scrambled shRNA plasmids are shown as linear DNA sequences with one blunt end and one sticky end. Once inserted and expressed by the pLL3.7 vector, the shRNA will fold at the loop site and bind to itself, forming a hairpin structure. Processing of this shRNA into an siRNA capable of targeting mRNA for degradation subsequently occurs. The thymine nucleotide required to complete the U6 promoter of the pLL3.7 vector after HpaI and XhoI double digestion is shown in red, while the shRNA sequences are shown in green. The underlined region of the shRNA sequence indicates the target sequence. The PTEN shRNA is designed against rat PTEN, while the scramble shRNA corresponds to no cDNA sequences present in the rat genome. The loop sequence is indicated in magenta, the transcription termination sequence is shown in cyan and the XhoI overhang site is depicted in purple. PTEN, phosphatase and tensin homolog; shRNA, short hairpin RNA.
The pLL3.7 vector was then cut with HpaI and XhoI (New England Biolabs) before the shRNA sequences were ligated into the vector using T4 DNA ligase as per the manufacturer’s instructions (New England Biolabs). Thus, dual-promoter pLL3.7 plasmids were generated with EGFP under the CMV promoter and either the scramble or the rat PTEN shRNA under the U6 promoter.

2.3 Cell Culture and Transfection

Primary hippocampal dissociated cell cultures were prepared from E18.5 Sprague-Dawley rats, as per previously published protocols (Xie et al., 2000). In short, hippocampi were dissected, incubated with 0.25% trypsin for 20 minutes, incubated with 0.05% DNase for 3 minutes and dissociated by trituration. Cells were plated at a density of either (i) 75,000 cells/coverslip on poly-L-lysine coated glass coverslips for immunocytochemistry, or (ii) 250,000 cells/well in a 6-well plate for biotinylation. Cells were allowed to adhere in plating media consisting of minimum essential media (MEM) supplemented with Pen/Strep, 10% (vol/vol) heat-inactivated fetal bovine serum, GlutaMAX, sodium pyruvate, and 0.5% glucose. After three hours, the plating media was removed by suction and replaced with maintenance media consisting of neurobasal media supplemented with NeuroCult SM1 (replaces B27 in the original protocol), GlutaMAX and Pen/Strep. Cultures were maintained in an incubator at 37°C and 5% CO₂. Neurons were subsequently transfected using Lipofectamine 2000, as per the manufacturer’s protocol, at either day in vitro (DIV) 7 or DIV10, and used for experiments on DIV13-14.
2.4 Neuronal Stimulation: cLTP and cLTD

Neuronal activity and synapses were amplified by a previously described chemical LTP (cLTP) protocol (Lu et al., 2001). In which, on DIV13, the maintenance media is replaced by Mg$^{2+}$-free extracellular solution (Mg$^{2+}$-free ECS; 140mM NaCl, 5.4mM KCl, 1.3mM CaCl$_2$, 25mM HEPES, and 33mM D-Glucose, pH 7.35) with 0.5µM tetrodotoxin (Alamone Labs) and 20µm bicuculline methiodide (Fluka BioChemika). The cells were incubated with this solution for 20 minutes before being replaced with Mg$^{2+}$-free ECS supplemented with 200µM glycine (Roche) for three minutes to chemically simulate LTP. Cells were then washed with Mg$^{2+}$-free ECS and allowed to incubate at 37°C with 5% CO$_2$ for 30 minutes before being used for experimentation. Control cells were subject to the same number of washes using the same stock solutions as the experimental group, but were not exposed to glycine during the 3-minute incubation.

Similarly, neuronal activity and synapses were dampened by a previously described chemical LTD (cLTD) protocol (Lee et al., 1998). Briefly, DIV13 neurons are washed twice with Mg$^{2+}$-free ECS before being incubated with Mg$^{2+}$-free ECS with 20µM NMDA (Abcam) and 10µM glycine (Roche) for 3 minutes to chemically simulate LTD. Following incubation, the cells were washed for a final time with Mg$^{2+}$-free ECS and then incubated for 15, 30, 45 or 60 minutes as indicated in ECS containing 2mM MgCl$_2$ before being used for experimentation. As before, the control cells were exposed to the same number of washes using the same stock solutions as the experimental groups. However, no glycine or NMDA was present during the 3-minute incubation.
2.5 Immunocytochemistry

Neurons were fixed for 10 minutes in 4% paraformaldehyde (PFA) with 4% sucrose in 1x phosphate buffered saline (PBS; 137mM NaCl, 2.7mM KCl, 4.3mM Na$_2$HPO$_4$, 1.4mM KH$_2$PO$_4$ in H$_2$O). Then, the membranes were either permeabilized using 0.1% Triton-X/PBS or washed in 1X PBS for 10 further minutes. Blocking was performed to prevent nonspecific antibody binding with 10% goat serum in PBS for 1 hour at room temperature with gentle rocking. Primary antibodies were diluted in 1% goat serum in PBS and were applied, after blocking, overnight in the dark at 4°C with gentle rocking. The primary antibodies used included rabbit anti-HA (Cell Signaling Technology; C29F4), mouse anti-PSD-95 (Abcam; ab2723), rabbit anti-VGAT (Synaptic Systems; 131 003) and mouse anti-gephyrin (Synaptic Systems; 147011). The following day, the coverslips were washed three times for 10 minutes in 1X PBS before being incubated with secondary antibodies in the dark for 1 hour at room temperature with gentle rocking. The secondary antibodies were also diluted in 1% goat serum in PBS and include goat anti-mouse IgG$_1$-647 (Life Technologies; A21240), goat anti-mouse IgG$_2a$-568 (Life Technologies; A21134), goat anti-rabbit-405 (Life Technologies; A31556) and goat anti-rabbit 633 (Life Technologies; A21070). After secondary antibody incubation, another three 10-minute washes were performed with 1X PBS. The coverslips were then mounted onto microscope slides with ProLong Gold Anti-Fade Reagent (Molecular Probes).

2.6 Image Acquisition

Neurons were imaged on an Olympus Fluoview 1000 inverted confocal microscope using both 20x and 60x oil-immersion objectives. The acquisition parameters were set using the control cells for any given experiment and kept consistent throughout imaging within
experimental replicates. All cells were imaged within 3-4 days of setting the acquisition parameters.

2.7 Biotinylation

For the biotinylation experiments, cLTP and cLTD was performed as previously described. 30 minutes post-induction, the neurons were washed with ice-cold PBS-CM (0.1mM CaCl$_2$ and 1mM MgCl$_2$ in 1X PBS, pH 8) before being incubated at 4°C with gentle rocking with 0.5mg/ml NHS-SS-Biotin in ice-cold PBS-CM. After incubation, the cells were washed again with PBS-CM and any unbound biotin quenched with two seven-minute incubations with quenching buffer (20mM glycine in PBS-CM). Lysis was then performed using mechanical scraping in lysis buffer (Roche cOmplete protease inhibitor tablets, 1% IGEPAL-CA630 and 1mM PMSF) before being spun down at 500 x g for 5 minutes at 4°C. The samples were then vortexed, run through a 26 ½ gauge syringe and left at 4°C to nutate for 30 minutes, before being spun down at 16,000 x g for 30 minutes at 4°C to clear the cell lysate. Protein quantification was then performed on the cell lysates using a BCA assay kit (Thermo Scientific) as per the manufacturer’s instructions. 10 µg of each whole cell lysate sample was then combined with SDS-sample buffer (50mM Tris-HCl, 2% SDS, 10% glycerol, 14.5mM EDTA and 0.02% bromophenol blue with 1% β-mercaptoethanol) before being boiled at 95°C for 5 minutes and stored at -20°C until the following day.

100µg of the remaining protein sample would be added to 50ul/condition of a 50% slurry of Neutravidin-conjugated agarose beads (Thermo Scientific) that were pre-washed three times with lysis buffer. Every condition was topped up to 500uL with additional lysis buffer to facilitate movement of the beads and then the mixture was placed on a nutator at 4°C overnight.
The following day, the beads were pelleted and washed seven times by spinning at 500 x g for 3 minutes and discarding the supernatant. Once complete, the beads were dried by pipetting and 40µL SDS-sample buffer (as before, but with 100mM DTT instead of β-mercaptoethanol) added to elute the beads. The samples were boiled at 80°C for 10 minutes and then incubated at room temperature before being run on a Western blot alongside the whole cell lysates from the day before.

2.8 Western Blots

9% SDS-PAGE Acrylamide-Bis resolving gels (9% Acrylamide/Bis, 0.374M pH 8.8 Tris, 0.1% SDS, 0.05% TEMED and 6% APS) with 4% stacking gels (4% Acrylamide/Bis,) were generated to run the whole cell lysate alongside the biotinylated fractions. The samples were run at 70V for 30 minutes and then, once through the resolving gel, switched to 120V for 1 hour in 1X running buffer (192mM glycine, 25mM Tris and 0.1% SDS). Gels were then wet transferred to 0.2µM pore PVDF membrane—pre-activated in methanol—for 12 hours at 25V in 1X Transfer Buffer (192mM glycine and 25mM Tris). Successful transfer was checked with 0.4% Ponceau-Red staining before blocking in 5% BSA in 1X TBST (20mM, 150mM, 0.1% Tween-20, pH 7.6). Rabbit Sema5A antisera (gifted to us by Dr. Alex Kolodkin; Johns Hopkins University, Baltimore, MD) was added 1:50 to the blocking solution and allowed to incubate at 4°C overnight with gentle rocking. The following day, the antibody was maintained at 4°C for subsequent use and the membranes washed with 1X TBST three times for 10 minutes. Then, the goat anti-rabbit HRP-conjugated secondary antibody was applied in 1X TBST for 1 hour at room temperature with gentle rocking. Another three 10-minute washes were performed with 1X TBST before the membrane was transferred to 1X PBS for imaging. A chemiluminescent
substrate kit (Thermo Fisher Scientific) was used as per the manufacturer’s instructions for visualization and all exposures and imaging was performed using the Gel DocTM XR+ Gel Documentation System or the C-DiGit Blot Scanner with Image Studio™ Lite software.

2.9 Synapse Density Analysis

For the HA-Sema5A localisation experiments, neurons were co-transfected at DIV10 with pCMV.GFP, PSD-95-RFP and human HA-Sema5A. Chemical LTD, or a comparable number of washes for the control condition, was used to stimulate these neurons at DIV13 and cells were fixed 15 minutes, 30 minutes, 45 minutes or 60 minutes post-cLTD induction. These non-permeabilized neurons were fluorescently immunolabeled with an antibody raised against HA to identify surface membrane-localised exogenous HA-Sema5A. Whereas in the Sema5A overexpression experiments looking at inhibitory synapses, neurons were co-transfected at DIV10 with pCMV.GFP, pDisplay and human HA-Sema5A as indicated: Control — pCMV.GFP and pDisplay, and Sema5A overexpression — pCMV.GFP and human HA-Sema5A. These neurons were then fixed at DIV13, permeabilized and fluorescently immunostained with antibodies against VGAT and gephyrin to visualize excitatory synapses.

However, in the PTEN overexpression experiments, cells were co-transfected at DIV10 with combinations of pCAG.GFP and pCAG.HA3-human PTEN* either with or without SNVs as indicated: Control — pCAG.GFP; WT overexpression — pCAG.GFP and pCAG.HA3-WT PTEN*; and SNV overexpression (x10) — pCAG.GFP and pCAG.HA3-SNV PTEN*. These neurons were subsequently fixed at DIV14, permeabilized and fluorescently immunostained with antibodies against PSD-95 to visualize excitatory synapses, gephyrin to visualize inhibitory synapses and HA to confirm exogenous PTEN expression.
Lastly, in the PTEN knockdown experiments, cells were co-transfected at DIV7 with combinations of either the scramble or the rat PTEN shRNA in the pLL3.7 vector and pCAG.HA3-PTEN* either with or without SNVs as indicated: control — scramble shRNA; PTEN knockdown — rat PTEN shRNA; WT rescue — rat PTEN shRNA and pCAG.HA3-WT PTEN*; and SNV rescue — rat PTEN shRNA and pCAG.HA3-C124S PTEN*. Morphology of these neurons and confirmation of shRNA expression was visualized using the GFP present under the CMV promoter in the dual-promoter pLL3.7 vector. These neurons were subsequently fixed on DIV14, permeabilized and fluroscently immunostained for PSD-95 to visualize excitatory synapses and HA to confirm exogenous PTEN expression.

In order to focus explicitly on synapses in the sparsely transfected hippocampal neurons, Adobe Photoshop CS6 was used to create masks of the dendrites using the 60x GFP cell fill image. In doing so, the axon and soma of the imaged cell is removed, as well as any neurites of unknown origin or from neighboring transfected cells. Using the magic wand tool non-contiguously at a tolerance of 30, the black background was selected and the dendrite mask then pasted onto the protein marker images (VGluT1, PSD-95, PSD-95-RFP, HA-Sema5A, gephyrin and VGAT) to limit visualized staining only to dendrites in the neuron of interest.

These 60x images were then opened in ImageJ software, converted to 8-bit and thresholded. During the Sema5A experiments, an average threshold for every protein layer was set within each culture using the control neurons and then applied uniformly to every condition within that culture and experiment. However, during the PTEN experiments, noise was reduced in the images using the Subtract Background tool in ImageJ with a 10-pixel rolling ball radius. Images were then individually thresholded for accurate assessment of puncta, regardless of minor fluctuations in staining intensity or focus between images. Puncta for all experiments were
defined as between 0.05µm² and 3µm². Quantification of individual puncta density, integrated density and the colocalisation of presynaptic and postsynaptic synapse markers were performed using the ImageJ Colocalization plugin (available here: https://imagej.nih.gov/ij/plugins/colocalization.html). Only puncta that overlapped by more than 4 pixels and shared >50 intensity ratio between the two channels were considered colocalised by this software.

Subsequently, the masked 8-bit GFP images were opened in ImageJ through the NeuronJ plugin (available here: http://imagej.net/NeuronJ). The Add Dendrites tool of this plugin was then used to trace the dendrites of each image and provide a measure of the total length of all the dendrites remaining in the image after masking. The total number of puncta, derived from the aforementioned Colocalisation software, was then divided by the total length of the dendrites for each cell and represented in graphs as a measure of length (density, or number of puncta/µm) and thus average distribution along the dendrites.

2.10 Western Quantification

Western blot exposure images were opened as 300dpi tiffs in ImageJ and converted to 8-bit. The Rectangular selection tool was used to highlight our bands of interest within a horizontal region of interest (ROI). Then, Analyze > Gels > Select First Lane was selected before plotting the lanes as an intensity profile. The Straight tool was then used to remove the background noise and separate the intensity peaks produced by our various lanes. The Wand tool was used to individually select the area beneath the peaks. These area measurements were then transferred to Excel. Due to the qualitative nature of Western blots, within each blot, the control intensity or peak area was considered 1 and the resulting conditions normalized accordingly.
2.11 Total Dendrite Length Analysis

Adobe Photoshop CS6 was similarly used to create masks of the neurons using the 20x GFP cell fill image. In doing so, the axon of the imaged cell is removed, as well as any surrounding neurons. This masked image was then opened in ImageJ, converted to 8-bit, saved and then opened in ImageJ again through the NeuronJ plugin. The Add Dendrites tool was then used to trace the dendrites of that neuron. As the entire dendritic arbor can be captured at 20x, this protocol provides the total dendrite length of a given neuron in µm.

2.12 Soma Size Analysis

Adobe Photoshop CS6 was also used to create soma masks using the 20x GFP cell fill image. In doing so, all neurites are removed from the image, as well as any surrounding neurons, leaving only the soma of the neuron of interest. The masked image was then opened in ImageJ, converted to 8-bit and thresholded. Analyze > Measure was then selected and the somal area (in µm²) of each neuron individually calculated.

2.13 Statistical Analysis

All data values are expressed as means ± SEM. In the immunocytochemistry experiments, the ‘n’ specified represents the number of cells in each condition, while the ‘n’ for the biotinylation experiment refers to the number of cultures. Raw data handling and number crunching was performed in Microsoft Excel, and then copied into Graphpad Prism 5 for statistical analysis. Statistical significance was determined using one-way analyses of variance (ANOVAs) with either Bonferroni or Sidak’s post-hoc tests, as indicated in the figure legends.
Statistical significance was defined as $P<0.05$ and P-values are indicated in figures as: * = $p<0.05$, ** = $p<0.01$, *** = $p<0.001$, and **** = $p<0.0001$, or # = $p<0.05$, ## = $p<0.01$, ### = $p<0.001$, and #### = $p<0.0001$. 

Chapter 3: Results - Sema5A

3.1 Class 5 Semaphorins and Inhibitory Synapses

Sema5B, a 58% homologous protein to Sema5A, was previously demonstrated by O’Connor et al. (2009) to cause synapse elimination in cultured hippocampal neurons. Our group—prior to me joining the collaboration—had similarly demonstrated that the overexpression of Sema5A in cultured hippocampal neurons resulted in a significant decrease in excitatory synapse density (data not shown; Rachel Gomm-Kalisko, Bamji Lab, UBC), as assessed by VGlut1/PSD-95 colocalisation. This work was performed as part of a collaborative effort between the Bamji (Riki Dingwall & Rachel Gomm) and O’Connor (Wei Xiao) labs at UBC. Thus, this chapter shall focus on my contribution to the study and highlight the work performed by others only when necessary to justify hypotheses and conclusions. For example, I demonstrated that no significant decreases were observed in inhibitory synapses—assessed by VGAT/gephyrin colocalisation—when overexpressing Sema5A (Figure 3.1a). Further, the shRNA-mediated knockdown of Sema5A led to an increase in excitatory synapse density, which did not demonstrate additive or synergistic effects when Sema5B was concurrently knocked down (data not shown; Wei Xiao, O’Connor Lab, UBC). Though Sema5A is a transmembrane semaphorin and likely not secreted in vivo, bath application of a soluble form of Sema5A (Sema5A-Fc) was sufficient to cause reductions to PSD-95-RFP density and integrated density in a time-dependent manner (data not shown; Wei Xiao, O’Connor Lab, UBC). Taken together, these results indicate that Sema5A can specifically reduce excitatory synapse density, likely through synapse elimination, as opposed to a deficiency in synapse formation.
3.1 Sema5A or Sema5B overexpression did not alter inhibitory synapse density.

(a) Quantification of the colocalised VGAT and gephyrin puncta density, referred to as inhibitory synapse density, in cells overexpressing GFP only, Sema5A, or Sema5B. Control, Sema5A OE, Sema5B OE, n = 34, 37, 34 respectively, in three separate cultures; one way-ANOVA p>0.05. n.s. = non-significant.

3.2 Surface Localisation of Exogenous Sema5A Post-cLTD

The aforementioned bath application of Sema5A-Fc resulted in the rapid elimination of excitatory synapses in a manner consistent with synapse elimination during LFS or chemically induced LTD. Further, the shRNA-mediated KD of Sema5A prohibited the elimination and formation of excitatory synapses typically observed five hours post-cLTD and post-cLTP respectively (Figure 3.2; Rachel Gomm-Kalisko, Bamji Lab, UBC; Wei Xiao, O’Connor Lab, UBC). This led us to hypothesize that cLTD induction may cause the elimination of synapses through Sema5A.
Figure 3.2. Knockdown of Sema5A precludes LTD-mediated synapse elimination and LTP-mediated synapse formation. (a) Quantification of excitatory synapse density (assessed by VGlut1/PSD-95 colocalisation) in DIV13 neurons expressing either empty shRNA vector controls or a Sema5A shRNA from DIV10. These neurons were then stimulated with 200µM glycine, fixed five hours later and immunostained for VGlut1 and PSD-95 to quantify excitatory synapses. The GFP present in the shRNA plasmid permitted the masking of dendrites, such that synapses being formed only on the transfected neuron could be assessed. n = 21-29 cells in three separate cultures; one-way ANOVA p<0.001, with post-hoc Bonferroni’s test: *** = p<0.001 compared to the control -cLTP condition. n.s. = not significant. Black line denotes statistical comparison between Sema5A KD neurons with and without cLTP.
stimulation. (b) Similarly, the second figure shows quantification of excitatory synapse density (assessed by VGluT1/PSD-95 colocalisation) in DIV13 neurons expressing either empty shRNA vector controls or a Sema5A shRNA from DIV10. These neurons were then stimulated with 10µM glycine with 20µM glycine and then fixed, immunostained and masked as before. n = 23-61 cells in 3-5 separate cultures; one-way ANOVA p<0.0001, with post-hoc Bonferroni’s test: ** = p<0.01, *** = p<0.001 compared to the control -cLTD condition. n.s. = not significant. Black line denotes statistical comparison between Sema5A KD neurons with and without cLTD stimulation.

Coupled with the low levels of Sema5A present at the surface membrane under basal conditions (Duan et al., 2014), we further hypothesized that cLTD may alter the localization of Sema5A, specifically by targeting it to the surface membrane. In order to probe these hypotheses, we first validated the previously published cLTD protocol in our system. This induction protocol relies on the low-frequency activation of NMDARs by low concentrations of NMDA and glycine to internalize AMPARs. In order to quantify the surface membrane-localised AMPARs, a GluA1 construct with an extracellular super ecliptic pHluorin tag (SEP; SEP-GluA1) was transfected into neurons and live-imaged post-cLTD every 5 minutes for one hour. Due to the pH sensitivity of the tagged fluorophore, the relative intensity of intracellular versus extracellular GluA1 allowed for visualization and quantification of AMPAR internalization. A significant decrease in density and integrated density of SEP-GluA1 puncta was observed 60 minutes post-cLTD induction (data not shown; Rachel Gomm-Kalisko, Bamji Lab, UBC). We thus determined that this chemical method of LTD induction recapitulated some of the molecular changes observed with LTD in vivo and was suitable for assessing synapse elimination in our system. We then subsequently performed a quantitative polymerase chain reaction (qPCR) for Sema5A and observed a two-fold increase in mRNA expression 2 and 4 hours post-cLTD (data
Furthermore, I overexpressed HA-Sema5A in hippocampal neurons, performed cLTD and fixed neurons 15 minutes, 30 minutes, 45 minutes or 60 minutes post-induction. As the HA tag is expressed on the N-terminus of Sema5A and thus is exposed to the extracellular matrix when inserted into the cell surface membrane, a non-permeabilized immunocytochemistry experiment could be performed to quantify surface membrane-localized Sema5A. A significant increase in the surface localization of HA-Sema5A, as assessed by dendritic puncta density, was observed 30 minutes post-cLTD, which was no longer statistically noticeable by 60 minutes post-cLTD (Figure 3.3a-b). Further, the insertion of HA-Sema5A occurred before increases in mRNA and thus likely represents trafficking as opposed to increases in gene transcription. The surface membrane insertion of Sema5A also coincided with a significant decrease in PSD-95-RFP integrated density and a trending but not statistically significant decrease in PSD-95-RFP density (Figure 3.3c-d), suggesting that Sema5A has the temporal salience to elicit excitatory synapse elimination. A live-imaging experiment of Sema5A-SEP also demonstrated a significant increase in surface membrane insertion at 30 minutes post-cLTD that was not significantly different from controls at 60 minutes post-cLTD. Like the fixed data, the insertion was generalizable to the entire surface membrane and not specific to synaptic—PSD-95-RFP associated—or extrasynaptic—non-PSD-95-RFP associated—locations (data not shown; Rachel Gomm-Kalisko, Bamji Lab, UBC).
Figure 3.3. Exogenous Sema5A is inserted into the surface membrane 30 minutes post-clLTD. (a) DIV13 hippocampal neurons overexpressing HA-Sema5A, PSD-95-RFP and GFP were stimulated with either control treatment or 20µM NMDA and 10µM glycine to chemically induce LTD. 15, 30, 45 and 60 minutes post-clLTD, these neurons were fixed and immunostained for extracellularly exposed HA epitopes, which are indicative of surface membrane inserted exogenous HA-Sema5A. GFP images were used to mask the HA and PSD-95-RFP images to assess density changes associated solely with the transfected neuron of interest. Scale bar = 5µm. (b) Quantification of dendritic HA puncta density (surface-bound HA-Sema5A) in cells overexpressing Sema5A at five time points post-clLTD, or with control treatment. n = 20-26 cells in three separate cultures; one-way ANOVA p<0.01, with post-hoc Bonferroni’s test: ** = p<0.01 compared to HA-Sema5A overexpressing cells with control treatment. (c) Quantification of PSD-95-RFP puncta 15, 30, 45 or 60 minutes post-clLTD, or after control treatment. n = 20-26 cells in three separate cultures; one-way ANOVA p>0.05. n.s. = not significant. (d) Quantification of PSD-95-RFP integrated density 15, 30, 45 or 60 minutes post-clLTD, or with control treatment. n = 20-26 cells in
three separate cultures; one-way ANOVA p<0.01, with post-hoc Bonferroni’s test: * = p<0.05 compared to HA-Sema5A overexpressing cells with control treatment.

3.3 Surface Localisation of Endogenous Sema5A Post-cLTD and Post-cLTP

Despite the insight into the localisation of Sema5A provided by these exogenous experiments, our primary interest was in the action of Sema5A endogenously. As a time point for capturing the surface membrane insertion of Sema5A had now been established, I performed a biotinylation experiment 30 minutes post-cLTD or post-CLTP, wherein all surface membrane proteins are tagged with biotin and the cells subsequently lysed. A fraction of the sample was retained for assessing whole cell Sema5A levels, while the rest was applied to Neutravidin beads, which bind to biotin and thus separate the biotinylated surface protein fraction. This surface fraction was then eluted and run alongside the whole cell lysate in a Western blot to assess qualitative differences in whole cell and surface Sema5A expression between control and 30-minute post-cLTD or post-cLTP neurons. No significant differences were observed in the whole cell expression levels of Sema5A (Figure 3.4a-b), suggesting that total Sema5A expression in neurons had not altered 30 minutes post-cLTD or post-cLTP. However, significant differences were observed in the surface fraction of Sema5A post-cLTD compared to control (Figure 3.4a-b). As previously reported, very little Sema5A was present at the surface membrane under control conditions. However, a four-fold increase in antibody reactivity was observed in the biotinylated fraction 30 minutes post-cLTD, suggesting that the transient surface localization of Sema5A also occurs endogenously and along a similar timescale.
Figure 3.4. Endogenous Sema5A is inserted into the surface membrane 30 minutes post-cLTD. (a) Western blots for the whole cell lysate and surface protein fraction, separated using biotinylation, from DIV13 hippocampal neurons are shown following antibody staining for endogenous Sema5A. Neurons were stimulated with either control, cLTP or cLTD treatment for 30 minutes before being biotinylated and lysed. (b) Quantification of the surface fraction of endogenous Sema5A 30 minutes after control, cLTP or cLTD treatment. n = three separate cultures; one-way ANOVA p<0.05 with post-hoc Bonferroni’s test: * p<0.05. n.s. = not significant. Also shown, is the quantification of the whole cell protein levels of endogenous Sema5A 30 minutes after control. cLTP or cLTD treatment. n = three separate cultures; one-way ANOVA p>0.05. n.s. = not significant.
Overall, I demonstrated that the overexpression of Sema5A or Sema5B does not alter the density of inhibitory synapses. Further, both exogenous and endogenous Sema5A is trafficked to the surface membrane 30 minutes post-cLTD. This trafficking coincided with a decrease in the size of postsynaptic densities, which is often attributed to early synapse loss or weakening.
Chapter 4: Results - PTEN

4.1 Overexpression of ASD-associated PTEN* SNVs: Synapses

The overexpression of a GFP-tagged PTEN in neurons had previously been reported to decrease the density of dendritic spines, a morphological correlate of excitatory synapses (Zhang et al., 2012). Zhang et al. (2012) further demonstrated that these spine density decreases were phosphatase-dependent, as they were not observed in neurons overexpressing GFP-C124S PTEN, a phosphotase dead biochemical mutant of PTEN. Due to the greater than 85% colocalisation between VGluT1 and PSD-95, as well as between VGAT and gephyrin (data not shown; Jordan Shimell, Bamji Lab, UBC), single postsynaptic markers were used in our study as surrogates for excitatory and inhibitory synapses respectively. In doing so, the number of excitatory and inhibitory synapses being formed onto a single transfected neuron could be quantified simultaneously. As shown in Figure 4.1, a transfected cell fill was used to remove the axon and soma of the imaged cell, as well as any neurites of unknown origin or neighboring cells. The dendrite mask was then pasted onto the fluorescently immunostained images (for PSD-95, gephyrin and HA) to limit visualized staining only to dendrites in the neuron of interest. The remaining dendrites, after masking, were then traced and the total number of each puncta type divided by the total length of dendrite imaged, thus providing protein measures as densities, or average distribution throughout the dendritic arbor.
Figure 4.1. Immunocytochemistry image processing and analysis. The image processing and analysis of fixed DIV13-14 neurons after 60x (A) and 20x (B) confocal imaging are depicted. (a) A dendrite mask is generated using the cell fill layer and applied uniformly to all other layers. The synaptic layers undergo number and integrated density analyses, while the dendrites are traced. (b) A somal and dendritic mask is generated using the cell fill layer. The dendrites of this neuron are then traced to assess total dendrite length. Subsequently, the dendrites are removed, leaving just the soma. Somal area is then calculated to examine conditional alterations to soma size.
As shown in Figure 4.2, a number of SNVs in the shRNA-resistant human PTEN (PTEN*) sequence were generated, including eight ASD-associated SNVs, a phosphatase dead mutant, and a population-derived positive control.

**Figure 4.2. Structure of human PTEN and location of ASD-associated SNVs.** PTEN is made up of a number of functional domains, including the PDB, the phosphotaste domain, the C2 domain, the C-tail and the PDZ binding domain. The ASD-associated PTEN SNVs tested in the present study, indicated by blue lollipops, cluster in the PDB and phosphotase domains. These mutations include K6E, K6I, P38H, H123Q, R130L, T131I, G132D, and T167N. The green lollipop indicates the C124S mutation site within the amino acid code, which is a catalytically dead biochemical variant of PTEN. The location of a positive control SNV (P354Q) derived from a member of the general population through the ExAC Browser database is indicated by a purple lollipop. PIP2, phosphatidylinositol-4,5-bisphosphate; PBD, PIP2 binding domain. C-Tail, carboxyl-terminal tail. PDZ-BD, postsynaptic density protein, *Drosophila* disc large tumor suppressor, and zonula occludens-1 protein-binding domain.

The overexpression of human WT PTEN* or P354Q PTEN*—an ExAC-derived population control—in cultured hippocampal neurons resulted in a significant decrease in PSD-95 density compared to GFP-expressing controls (Figure 4.3a-4b), akin to the previously published dendritic spine decreases. However, no significant changes to gephyrin density were observed (Figure 4.3b-c). Similarly, these PSD-95 changes were phosphatase-dependent and thus
not observed in neurons overexpressing the C124S phosphatase dead biochemical mutant of PTEN*. The majority of the ASD-associated PTEN* SNVs similarly overexpressed in neurons had PSD-95 and gephyrin densities statistically indistinguishable from controls (Figure 4.3a-c), suggesting they are loss-of-function (LOF), specifically the phosphatase function of PTEN and its regulatory influence upon excitatory synapses. These putative loss-of-function ASD-associated variants include K6E, K6I, P38H, R130L, T131I, G132D and T167N. However, the overexpression of one variant (H123Q)—perhaps surprisingly given that it occurs in the enzymatic pocket of PTEN, one amino acid away from C124S—produced a PSD-95 density significantly reduced from control neurons and not significantly different from human WT PTEN* overexpression, suggesting that the phosphatase activity of this variant is still intact. While this result does not preclude the variant from having other altered PTEN functions, these functional assessments allow the annotation of ASD-associated variants and may eventually contribute to phenotyping ASD patients and providing accurate prognoses with targeted, individualized therapies. Further, the selective effect of PTEN on excitatory synapses and not inhibitory synapses has the potential to disrupt the excitatory/inhibitory balance or excitability of these neurons, though it is difficult to derive electrophysiological conclusions from molecular staining alone.
Figure 4.3. PTEN* overexpression affects excitatory and not inhibitory synapses, while most ASD-associated SNVs do not. (a) Representative images for DIV14 hippocampal neurons overexpressing GFP only (control), human wild-type PTEN* or C124S PTEN* from DIV10 immunostained for endogenous PSD-95 and gephyrin. Shown are 30µm masked segments of dendrite and the associated PSD-95 and gephyrin puncta. Scale bar = 5µm. (b) Quantification of dendritic PSD-95 puncta density (surrogate for excitatory synapses) in neurons overexpressing GFP only, wild type PTEN*, phosphatase dead C124S PTEN*, ASD-associated SNVs of PTEN*, or the population control P354Q PTEN*. n = 20-65 cells in 2-4 separate cultures; one way-ANOVA p<0.0001, with post-hoc Sidak’s test: * p<0.05, ** p<0.01, *** p<0.001 compared to GFP-expressing controls. # p<0.05, ## p<0.01, ### p<0.001 compared to human wild type PTEN* overexpressing neurons. (c) Quantification of dendritic gephyrin puncta density (surrogate for inhibitory synapses) in neurons overexpressing GFP only, wild type PTEN*, phosphatase
dead C124S PTEN*, ASD-associated SNVs of PTEN*, or the population control P354Q PTEN*. n = 20-65 cells in 2-4 separate cultures; one-way ANOVA p>0.05.

4.2 Overexpression of ASD-associated PTEN* SNVs: Dendrite Length and Soma Size

Though PTEN is present in the soma and dendrites of mature neurons, their influence on total dendrite length and soma size had not yet been elucidated. We demonstrate that the overexpression of human WT or P354Q PTEN* from DIV10-DIV14 led to a significant reduction in total dendrite length and soma size compared to GFP controls (Figure 4.4a-c). These effects were again dependent on the phosphatase activity of PTEN and were thus not observed in the phosphatase dead mutant (C124S)-overexpressing condition. Further, the overexpression of K6I, R130L, T131I, G132D or T167N PTEN* in wild-type hippocampal neurons did not significantly alter total dendrite length or soma size, while the overexpression of H123Q PTEN* significantly reduced both, comparable to WT PTEN* overexpression. Interestingly, the overexpression of P38H PTEN* significantly reduced soma size compared to controls, while the overexpression of K6I PTEN* was not significantly different from controls or WT PTEN* overexpression, suggesting a mild though statistically indistinguishable reduction in soma size.

Overall, the phosphatase activity of PTEN* seems to regulate dendrite outgrowth or maintenance, as well as soma size, and a number of likely gene disrupting ASD-associated PTEN* variants demonstrate a loss of these protein functions. Alterations to the dendritic arbor and somal volume have capacity to perturb electrophysiological output and neural networking in the brains of patients with ASD, though further testing would be required to establish if these ASD-associated PTEN SNVs produce these effects in vivo, particularly when expressed heterozygotically throughout development.
Figure 4.4. PTEN* overexpression reduces total dendrite length and soma area, while the overexpression of most ASD-associated SNVs does not. (a) Representative masked 20x confocal images demonstrating the dendritic and somal morphology of DIV14 neurons overexpressing GFP only, human WT PTEN* or phosphatase dead C124S PTEN* from DIV10. Scale bar = 100µm. (b) Quantification of total dendrite length (in µm) for neurons overexpressing GFP only, wild type PTEN*, phosphatase dead C124S PTEN*, ASD-associated SNVs of PTEN*, or the population control P354Q PTEN*. n = 20-80 cells from 2-4 separate cultures; one-way ANOVA p<0.001, with post-hoc Sidak’s test: * p<0.05, ** p<0.01, *** p<0.001, **** p<0.0001 compared to GFP-expressing controls. # p<0.05, ## p<0.01, ### p<0.001, #### p<0.0001 compared to human wild type PTEN* overexpressing neurons. (c)
Quantification of soma size (in µm$^2$) for neurons overexpressing GFP only, wild type PTEN*, phosphatase dead C124S PTEN*, ASD-associated SNVs of PTEN*, or the population control P354Q PTEN*. $n = 20$-80 cells from 3-5 separate cultures; one-way ANOVA $p<0.0001$, with post-hoc Sidak’s test: * $p<0.05$, ** $p<0.01$, *** $p<0.001$, **** $p<0.0001$ compared to GFP-expressing controls. # $p<0.05$, ## $p<0.01$, ### $p<0.001$, #### $p<0.0001$ compared to human wild type PTEN* overexpressing neurons.

4.3 PTEN KD and Synapses

While any putative effects of PTEN SNVs in patients with ASD are observed despite the presence of one functional genetic copy of PTEN, another imperfect but informative way to elucidate the functional consequences of SNVs upon PTEN is through knockdown studies. In the present study, shRNAs designed against rat PTEN were expressed in wild-type neurons at DIV7. These shRNAs target PTEN mRNA for degradation and thus silence or ‘knockdown’ the expression of that gene. A scramble shRNA, on the other hand, is designed to target none of the genes present in a particular organism, but provides a suitable control for the stress placed on a cell by DNA loading and the transcription of constitutively active exogenous promoters. The phenotypes of these KD neurons, including cellular morphology and synapses, were then compared to scramble shRNA-expressing neurons at DIV14 and the function of that gene inferred from any observed cellular or molecular deficits. Human PTEN*—either with or without SNVs—can then be cointroduced to neurons during the shRNA-mediated genetic interference, such that the wild-type rat PTEN expression is silenced, while exogeneous human PTEN* is replacing or ‘rescuing’ this genetic loss. If indeed these neurons fail to develop the deficits associated with PTEN KD, the replacement PTEN* is said to sufficiently ‘rescue’ the KD, and demonstrates that the shRNA is specifically targeting PTEN and likely not having off-target effects. If the exogenous expression of a PTEN* SNV within this context fails to rescue
the KD phenotype(s) or produces an enhanced phenotype compared to wild-type, it can be inferred that for that particular function, the PTEN SNV is either loss-of-function or gain-of-function, respectively. In doing so, an assay is generated for the functional annotation of PTEN SNVs.

Prior to our study, evidence for the role of PTEN in a range of neuronal phenotypes came from PTEN KO and conditional KO animals. For example, Williams et al. (2015) used the injection of Cre lentiviruses into the DG of PTEN flx/flx mice at P7 to elucidate the role of PTEN in mature neurons. This regional knockout of PTEN in neurons of the DG led to increased excitatory synapses, hyperexcitability, increased dendritic protrusions, a shift in excitatory synapse location and increased density of mushroom spines compared to GFP-expressing within-animal controls. These phenotypic alterations were significant as early as 7.5 days after PTEN knockout and persisted until their final time point at 24.5 days post-injection.

In our study, the DIV7-DIV14 knockdown of PTEN in hippocampal neurons led to a significant increase in PSD-95 density compared to controls (Figure 4.5a-b). This result is comparable to the reduction in PSD-95 staining observed in PTEN overexpressing neurons and further highlights the role of PTEN at excitatory synapses. The human wild-type PTEN* rescue condition successfully ameliorated the PSD-95 density changes observed in the PTEN KD rat neurons, suggesting that rat and human PTEN have comparable activity profiles and the shRNA used specifically targeted rat PTEN mRNA. Attempting to rescue with the phosphatase dead mutant C124S PTEN*, however, failed to prevent PTEN KD-associated PSD-95 changes, indicating that these effects are once again dependent on the phosphatase activity of PTEN.
Figure 4.5. PTEN knockdown increases excitatory synapse density, which can be rescued by wild type PTEN, but not most ASD-associated PTEN SNVs (a) Representative images for DIV14 hippocampal neurons expressing a scramble shRNA (‘Control’), a rat PTEN shRNA (‘PTEN KD’), a PTEN shRNA and human wild-type PTEN* (‘WT Rescue’), or a PTEN shRNA and phosphatase dead C124S PTEN* (‘C124S Rescue’) from DIV7 immunostained for endogenous PSD-95 and HA. Shown are 30µm masked segments of dendrite and the associated PSD-95 puncta and HA staining. Scale bar = 5µm. (b) Quantification of dendritic PSD-95 puncta density (surrogate for excitatory synapses) in neurons expressing a scramble shRNA, a rat PTEN shRNA, a PTEN shRNA and wild-type human PTEN*, or a PTEN shRNA and the phosphatase dead C124S PTEN*. * n = 8-10 cells in 1 culture; one way-ANOVA p<0.001, with post-hoc Sidak’s test: * p<0.05, ** p<0.01, *** p<0.001 compared to scramble shRNA expressing controls. # p<0.05, ## p<0.01, ### p<0.001 compared to human WT Rescue neurons.
4.4 PTEN KD, Dendrite Length and Soma Size

Further, in the aforementioned PTEN KO study, Williams et al. (2015) also observed increased somal hypertrophy and increased dendrite outgrowth in PTEN KO neurons compared to controls from 7 days post-injection onwards. The shRNA-mediated knockdown of PTEN from DIV7-DIV14 in our dissociated hippocampal cultures led to a two-fold significant increase both in total dendrite length and soma size compared to scramble shRNA-expressing controls (Figure 4.6a-c), recapitulating the findings from Williams et al. (2015). The cotransfection of human wild type PTEN* was able to ameliorate the alterations in both total dendrite length and soma size, while the coexpression of the PTEN shRNA with the phosphatase dead biochemical mutant of PTEN* (C124S) was not able to rescue the knockdown phenotype. Thus, the effects of PTEN on dendritic outgrowth and soma size are dependent upon its phosphatase activity in both the overexpression and knockdown context.
Figure 4.6. PTEN knockdown increases total dendrite length and soma area, which can be rescued by wild type PTEN, but not a phosphatase dead mutant of PTEN. (a) Representative masked 20x confocal images demonstrating the dendritic and somal morphology of DIV14 neurons expressing a scramble shRNA (‘Control’), a rat PTEN shRNA (‘PTEN KD’), a PTEN shRNA and human wild-type PTEN* (‘WT Rescue’), or a PTEN shRNA and phosphatase dead C124S PTEN* (‘C124S Rescue’) from DIV7. Scale bar = 100µm. (b) Quantification of total dendrite length (in µm) for neurons expressing a scramble shRNA, a rat PTEN shRNA, a PTEN shRNA and wild-type human PTEN*, or a PTEN shRNA and the phosphatase dead C124S PTEN. n = 12-20 cells from 2 separate cultures; one-way ANOVA p<0.001, with post-hoc Sidak’s test: * p<0.05, ** p<0.01, *** p<0.001 compared to scramble shRNA controls. # p<0.05, ## p<0.01, ### p<0.001 compared to PTEN KD neurons. (c) Quantification of soma
size (in \(\mu m^2\)) for neurons expressing a scramble shRNA, a rat PTEN shRNA, a PTEN shRNA and wild-type human PTEN*, or a PTEN shRNA and the phosphatase dead C124S PTEN*. \(n = 12\text{-}20\) cells from 2 separate cultures; one-way ANOVA \(p<0.001\), with post-hoc Sidak’s test: * \(p<0.05\), ** \(p<0.01\), *** \(p<0.001\) compared to scramble shRNA controls. # \(p<0.05\), ## \(p<0.01\), ### \(p<0.001\) compared to PTEN KD neurons.

Overall, I demonstrate that the overexpression of human wild type PTEN in rat hippocampal neurons leads to reductions in excitatory synapse density, total dendrite length and soma size. The overexpression of most ASD-associated PTEN SNVs did not cause alterations to any of these neurophenotypes, suggesting they are loss of function. Interestingly, I report that H123Q PTEN* phenocopied wild type PTEN across all measures, while P38H and potentially K6I PTEN* phenocopied wild type only in their ability to reduce soma size. This diversity of consequences among ASD-associated SNVs in the same gene highlights the importance of functionalizing genetic variants in biological systems. Further, I present a rat PTEN knockdown assay with the potential to probe human PTEN SNVs systematically in rat hippocampal neurons in a moderately high-throughput manner. Ongoing, a total of 22 stable ASD-associated SNVs are being tested in the overexpression context, and a number of them characterized also in the KD context.
Chapter 5: Discussion

5.1 Sema5A

This present study produced the novel finding that the localization of Sema5A is altered during NMDAR-LTD. Notably, we demonstrated that Sema5A is inserted into the dendritic surface membrane 30 minutes post-cLTD. Further, the overexpression of Sema5A or Sema5B in hippocampal neurons did not alter inhibitory synapse density, as assessed by VGAT/gephyrin colocalisation, demonstrating that the class 5 semaphorins selectively alter excitatory synapses (data not shown; Rachel Gomm-Kalisko, Bamji Lab, UBC; Wei Xiao, O’Connor Lab, UBC).

5.1.1 Class 5 Semaphorins do not Regulate Inhibitory Synapses

Previous studies had identified a role for Sema5A (Duan et al., 2014) and Sema5B (O’Connor et al., 2009) at mature excitatory synapses of the hippocampus, in addition to their previously elucidated developmental roles at other brain regions in axon guidance (Liu et al., 2014; Hilario et al., 2009; Kantor et al., 2004; Masuda et al., 2014) and dendritic outgrowth (Matsuoka et al., 2011). Duan et al. (2014) used both in vitro and in vivo methodologies to assess the dendritic and synaptic effects of class 5 semaphorins in DG cells of the hippocampus. They identified that the KO of Sema5A or Sema5B in mice produced no obvious maturation defects, such as patterning or dendrite outgrowth, in the hippocampus. However, the germline or conditional P15-P29 KO of Sema5A increased the spine density of DG, but not CA1, neurons by ~25%. P1-P2 cultures of these Sema5A+/− DG neurons further demonstrated that these supernumerary spines were associated with a ~40% increase in PSD-95 density compared to Sema5A+/- neurons, though no changes were observed in gephyrin density. This is in line with our findings that the shRNA-mediated KD of Sema5A in rat hippocampal neurons increased,
while the overexpression of Sema5A reduced, excitatory synapse density, as assessed by VGlut1/PSD-95 colocalization (data not shown; Wei Xiao, O’Connor Lab, UBC; Rachel Gomm-Kalisko, Bamji Lab, UBC). Similarly, in our study, the overexpression of Sema5A or Sema5B did not alter inhibitory synapses, assessed by VGAT/gephyrin colocalization. The sparse introduction of Sema5A by transfection into either Sema5A−/− or Sema5A+/− DG neurons demonstrated that these effects were cell autonomous and not reliant on trans interactions (Duan et al., 2014). Lastly, hippocampal slices from these mice identified an increase in mEPSC frequency and amplitude associated with Sema5A KO, suggesting these additional excitatory synapses are functional. These electrophysiological effects were ameliorated by bath application of 6-cyano-7-nitroquinoxaline-2,3-dione (CNQX), an AMPAR antagonist, indicating a role for AMPARs at these excess synapses.

Interestingly, no alterations to spine density in the DG or CA1 of Sema5B−/− mice were reported in the Duan et al. (2014) study. This is contrary to an in vitro study of hippocampal neurons performed by O’Connor et al. (2009), wherein the sparse DIV7-8 transfection of primary rat hippocampal cultures with GFP-Sema5B and PSD-95-RFP for 2-3 days led to a ~70% decrease in excitatory synapse density, assessed by PSD-95-RFP/synaptophysin colocalization. Transfection with GFP-Sema5B and synaptophysin-RFP, however, identified no deficits in the number of synapses formed by Sema5B overexpressing neurons compared to wild type controls, suggesting this effect is cell autonomous and postsynaptic. Lastly, the cotransfection of a Sema5B shRNA and PSD-95-RFP in hippocampal neurons led to an 18% increase in the number of PSD-95-RFP puncta associated with a synaptophysin puncta compared to wild type neurons. Further, O’Connor et al. (2009) reported a puncta size increase of 60-80% for PSD-95 and 50% for synaptophysin in Sema5B KD neurons compared to wild type controls.
The discrepancy in the results could, however, emanate from a number of factors. For example, some alterations *in vivo* may not be observed *in vitro*. Furthermore, Duan et al. (2014) looked only at germline Sema5B KO mice, which may undergo compensatory mechanisms during development, and not specifically at the loss of Sema5B at mature synapses like O’Connor et al. (2009). Another potential source of divergence is the use of molecular synapse density versus morphological spine density to assess excitatory synapses. Finally, O’Connor et al. (2009) used a broad population of rat hippocampal neurons to elucidate the effects of Sema5B, while Duan et al. (2014) focused specifically on CA1 and DG neurons of the hippocampus in mice.

Combined and integrated, our results are consistent with Duan et al. (2009)’s finding that Sema5A acts as a negative modulator of synapse formation during development and postnatally (data not shown; Wei Xiao, O’Connor Lab, UBC; Rachel Gomm-Kalisko, Bamji Lab, UBC). These effects are specific to excitatory synapses and no such alterations were observed either at developmental Sema5A KO inhibitory synapses or at the inhibitory synapses of Sema5A overexpressing neurons. Follow up work using time-lapse imaging demonstrated that the Sema5A-mediated loss of mature excitatory synapses was due to increased synapse elimination and not reduced synapse formation (data not shown; Wei Xiao, O’Connor Lab, UBC).

### 5.1.2 Class 5 Semaphorins are Regulated by Activity

The LTD mediated surface membrane localisation of Sema5A is a novel finding of our study, though the regulation of other semaphorins by neuronal activity has been previously identified (Carrillo et al., 2010; Cheadle & Biederer, 2014). Initially in our study, we demonstrated that cLTD in hippocampal neurons increased the transcription of Sema5A and Sema5B two hours post-induction, suggesting a role for these genes in the maintenance of LTD (data not shown; Rachel Gomm-Kalisko, Bamji Lab, UBC). However, we also identified an
almost four-fold increase in the insertion of HA-Sema5A into the dendritic surface membrane of hippocampal neurons 30 minutes post-cLTD compared to baseline in Sema5A overexpressing neurons. This insertion occurred throughout the dendritic arbor and was not specifically associated with PSD-95-RFP (data not shown). Despite this, the membrane insertion of HA-Sema5A coincided with a significant ~50% decrease in PSD-95-RFP integrated density and a ~30% (statistically insignificant) decrease in PSD-95-RFP puncta. Furthermore, subsequent work using hippocampal neurons overexpressing SEP-Sema5A and PSD-95-RFP further elucidated the effects of NMDAR-cLTD on Sema5A localization. These aforementioned overexpressing neurons underwent cLTD and were imaged every 5 minutes for 2 hours. The pH sensitivity of the SEP tag allowed for the visual separation of extracellular and intracellular SEP-Sema5A localization by relative signal intensity due to the difference in pH between the intracellular and extracellular compartments. In doing so, we identified the trafficking of SEP-Sema5A to the dendritic membrane post-cLTD, which peaked at 30 minutes and returned to control levels by 80 minutes. Furthermore, this insertion was observed at both synaptic (PSD-95-RFP associated) and extrasynaptic (non-PSD-95-RFP associated) sites, supporting the suggestion that Sema5A is not specifically targeted to excitatory synapses, but to the surface membrane generally following LTD (data not shown; Rachel Gomm-Kalisko, Bamji Lab, UBC). Although the transcription of Sema5A was not increased by 30 minutes post-cLTD, it is not possible to rule out changes in protein synthesis using these methodologies. However, the use of plasmids with constitutively active exogenous promoters unlikely to be regulated by neuronal activity, as well as the exclusive tracking of tagged exogenous Sema5A, lends some credence to the hypothesis that these results represent the surface membrane targeting of existing Sema5A and not an increase in protein expression.
A major caveat of both of these localization experiments, however, is that they rely on the overexpression of Sema5A, which may alter the localization or activity of endogenous Sema5A. Thus, we followed up with a biotinylation experiment intended to look at the localization and protein expression of endogenous Sema5A after cLTD and cLTP. In this experiment, the surface proteins of wild type rat hippocampal neurons were biotinylated 30-minutes after the chemical induction of NMDAR-LTD or -LTP. Whole cell lysates from these neurons and a pull down for the biotinylated surface fraction were run together on a Western blot and endogenous Sema5A detected using an antibody. In this way, we identified a four-fold increase in the surface localization of endogenous Sema5A 30 minutes post-cLTD compared to neurons that did not undergo cLTD or cLTP induction. No significant increase in Sema5A surface localization post-cLTP was observed compared to controls, suggesting this effect is specific to LTD and not generalizable to all neuronal activity. Furthermore, no increases in whole cell Sema5A protein levels was observed 30 minutes post-cLTD or -cLTP, indicating that detectable increases in protein synthesis do not occur and thus are not able to sufficiently explain the four-fold increase in surface localization of Sema5A post-cLTD. Interestingly, three bands were detected using polyclonal Sema5A antisera. The larger band of the three falls ~120kDa, the predicted molecular weight of rat Sema5A, suggesting that processing of the Sema5A protein may occur or that the antibody exhibits some non-specific binding.

5.1.3 Possible Mechanism of Sema5A Function

The signaling pathways involved in mediating the neuronal effects of Sema5A have not yet been fully elucidated. A number of plexins, the canonical semaphorin receptors, have been suggested to interact functionally with Sema5A as a ligand (Artigiani et al., 2004; Hilario et al., 2009; Matsuoka et al., 2011; Sadanandam et al., 2008; Sadanandam et al., 2010). Indeed,
Sema5A has a relatively small cytoplasmic domain with no known functional motifs, suggesting that Sema5A acts as a ligand more than as a receptor. Using COS7 cells, Duan et al. (2014) demonstrated the capacity of Sema5A to bind to PlexA1 and PlexA2, but not PlexA3, at low nanomolar concentrations. Moreover, Sema5A binding in the DG was greatly reduced in Plxna1−/− mice and Plxna2−/− mice, with almost no Sema5A binding observed in Plxna1−/−;Plxna2−/− double KO mice. In situ hybridization of the WT mouse hippocampus demonstrated that PlexA1, PlexA2 and PlexA3 are all expressed in distinct patterns. In the DG, PlexA2, but not PlexA1, is expressed throughout the synaptogenic period, while PlexA3 is only expressed in immature DG neurons and restricted to the SGZ in adolescence. Furthermore, fractionation analysis revealed that PlexA2 and A3 localizes to extrasynaptic sites of hippocampal neurons, while PlexA1 is enriched at the postsynaptic density. Thus, the effect of Sema5A at excitatory synapses of the DG is likely mediated through extrasynaptically localized PlexA2 receptors, which corroborates our hypothesis that the insertion of Sema5A throughout the dendrite 30 minutes post-cLTD mediates excitatory synapse elimination. Duan et al. (2014) went on to demonstrate that this is likely a cis interaction that requires the sema domain of Sema5A and the cytoplasmic domain of PlexA2. Importantly, the ablation of PlexA2 was able to ameliorate DG excitatory synapse elimination caused by the overexpression of Sema5A. In our mixed population of hippocampal neurons, a number of plexins, including PlexA2, or co-receptor neuropilins could be involved in Sema5A signaling (Pasterkamp, 2012).

5.1.4 Sema5A and ASD

Prior to our study, Sema5A was genetically associated with ASD when two GWASs identified a significant enrichment of SNVs near or in the SEMA5A gene in the ASD cohort compared to the general population (Cheng et al., 2013; Weiss et al., 2009). Furthermore, two
gene expression analyses identified the downregulation of SEMA5A in the blood and brains of individuals with ASD (Weiss et al., 2009; Melin et al., 2006). We have demonstrated that Sema5A may contribute to the neuropathology of ASD by causing the elimination of excitatory synapses, alongside its established role in axon guidance (Kantor et al., 2004). As aforementioned, one of the leading explanations for the etiology of ASD is disruption to the balance of excitatory and inhibitory synapses (Rubenstein & Merzenich, 2003; Nelson & Valakh, 2015). Our work on Sema5A’s select elimination of excitatory synapses indicates a potential for its dysregulation to create a synaptic imbalance in certain brain regions of individuals with ASD. Particularly, the activity-regulated relocalization of Sema5A to the dendritic membrane following cLTD demonstrates potential for aberrant synapse elimination throughout life in ASD patients with Sema5A dysregulation (Penzes et al., 2011). Many of the genes associated with ASD to date have known synaptic functions (Bourgeron, 2015). Our study, along with the work of Duan et al. (2014), suggests that Sema5A similarly belongs to this subcategory.

5.2 PTEN

The second portion of the present thesis functionally annotated SNVs of the PTEN gene in rat hippocampal neurons. Prior to our study, these variants had only been genetically associated with ASD and not functionally characterized in mammals. In particular, the effect of these SNVs on mature excitatory and inhibitory synapse density, as well as dendrite outgrowth and soma size was elucidated in a PTEN overexpression context. All of the ASD-associated PTEN SNVs tested, except H123Q, were loss-of-function in our assays, leading to the alteration of excitatory synapses, dendritic outgrowth and soma size.
5.2.1 PTEN Regulates Excitatory Synapses, Dendrite Outgrowth and Soma Size

The germline ablation of PTEN in mice is embryonically lethal (Di Cristofano et al., 1998). On the other hand, the brain-specific KO of PTEN using Pten^loxp/loxp; Gfap-Cre mice leads to broad anatomical disruptions of the cerebellum, DG and CA3 region of the hippocampus, as well as macrocephaly, seizures, ataxia, cell-autonomous hypertrophy of DG neurons, and premature death (Backman et al., 2001). Thus, it has been known for some time that PTEN is an essential component of both embryonic and neural development. Accordingly, the downstream signaling cascade of PTEN is broad and has been associated with a diverse range of cellular functions, including proliferation, axon growth, neuronal polarity and cell survival (for review, see Sansal & Sellers, 2004; Jiang et al., 2005; Zhou & Parada, 2012). Perhaps unsurprisingly, severe disruptions to the function of this gene in humans have long been associated with cancer and PTEN is thusly considered a tumor suppressor gene (Sansal & Sellers, 2004).

However, recent evidence using more targeted methodologies has identified a role for PTEN in the maturation and maintenance of neurons. Zhang et al. (2012) overexpressed GFP-PTEN in mature CA1 pyramidal neurons of rat hippocampal slice cultures. Two days after transfection, GFP-PTEN overexpressing neurons exhibited a ~75% reduction in dendritic spine density compared to GFP expressing controls. This effect was not observed when overexpressing a phosphatase dead biochemical mutant of PTEN (C124S). However, PTEN has both lipid and protein phosphatase activity. Using two further biochemical variants of PTEN, one of which lacks solely protein phosphatase activity (Y138L) and another that lacks solely lipid phosphatase activity (G129E), Zhang et al. (2012) demonstrated that the effects of PTEN on spine morphology were dependent upon its protein, but not lipid, phosphatase activity. Similarly, in our study, the overexpression of human WT PTEN* in rat hippocampal cultures led to a
reduction in PSD-95 density compared to WT controls. PSD-95 is a major component of excitatory synapses, which are present largely at dendritic spines, allowing for the direct comparison of these two metrics (Li & Sheng, 2003). Furthermore, the overexpression of C124S PTEN* in our system did not alter PSD-95 density, akin to the findings by Zhang et al. (2012). In addition to alterations to PSD-95 density, we also report that the overexpression of human WT PTEN* in hippocampal neurons leads to a reduction in total dendrite length and increases in soma size in a phosphatase-dependent manner. As our overexpression began at DIV10, when the dendritic arbor has largely stabilised, these changes likely represent the atypical retraction of dendrites (Dotti et al., 1998). As such, the role of PTEN during dendritic outgrowth was not captured by this experimental design and could represent a potentially fruitful follow-up endeavor. Interestingly, the overexpression of WT PTEN* in our system did not reduce gephyrin density, a surrogate marker of inhibitory synapses.

Williams et al. (2015) looked at the electrophysiological, dendritic, synaptic and somal consequences of PTEN ablation in newborn DG mouse neurons. P7 Pten^{flx/flx} mice were coinjected with two retroviruses into the DG. One of the retroviruses encoded GFP, while the other encoded mCherry-T2A-Cre. The latter of the two retroviruses, after entering DG neurons, results in the expression of Cre and subsequent cell-specific excision of the Pten gene. However, at the multiplicity of infection ratios used, these two retroviruses only labeled a small subset of cells, such that in a single injected mouse, DG neurons mostly expressed nothing exogenous, while a few expressed (i) just GFP, (ii) just mCherry-T2A-Cre, or (iii) GFP and mCherry-T2A-Cre. In doing so, they were able to elucidate the effects of PTEN specifically in newborn DG neurons without inducing broad anatomical or cellular disruption in the mouse. Further, the colabeling allowed for the comparison of neurons lacking PTEN (mCherry positive) with wild
type neurons (only GFP positive) in the same animal. Hippocampal slices from these mice revealed significant neuronal hyperexcitability, increased dendrite length and arborization, increased mushroom spines and filopodia, somal hypertrophy, exaggerated intrinsic electrophysiological properties and increased dendritic protrusions from 7.5-24.5 days post-injection in PTEN KO neurons compared to controls. Similarly, in our \textit{in vitro} study, we described a significant increase in PSD-95 density after shRNA-mediated knockdown of PTEN in a mixed hippocampal culture. We also identified a significant increase in soma size and dendritic outgrowth, comparable to the results from Williams et al. (2015). Unlike our overexpression study, the PTEN shRNA was expressed from DIV7, when hippocampal dendrites in culture are still being extended and stabilized, and thus this experiment captures dendritogenesis (Dotti et al., 1998). One of the biggest caveats to such studies is the potential for the introduced shRNA to target genes other than those intended, known as off-target effects. However, the coexpression of human PTEN* during the shRNA-mediated knockdown of rat PTEN was able to ameliorate the synaptic, dendritic and somal phenotypes associated with PTEN KD, to a degree consistent with wild type rat neurons. Thus, the reintroduction of PTEN was sufficient to rescue the phenotypic alterations induced by the PTEN shRNA in our system, disputing the presence of off-target effects. Lastly, the coexpression of C124S PTEN* failed to rescue the effects of PTEN KD and these neurons were comparable to KD neurons across all three aforementioned measures, suggesting these effects are dependent upon the phosphatase activity of PTEN. In addition to recapitulating previous PTEN findings in our system, we also report that the KD of PTEN did not significantly alter dendritic gephyrin density. Despite this recapitulation of some of the demonstrations by William et al. (2015), it is not possible for us to conclude, though one might speculate, that the electrophysiological properties of our \textit{in vitro} KD
neurons match those reported in their study. Though a selective increase in PSD-95 density suggests an excess specifically of excitatory synapses and thus potential hyperexcitability, neuronal output cannot be deduced from molecular staining alone. This is especially true when one considers that Williams et al. (2015) specifically characterized mouse neurons of the DG, while our rat neurons are of broad hippocampal identity with varied morphologies and intrinsic properties. Subsequent studies using calcium imaging or patch clamping to characterize neuronal firing patterns would have to be performed. Nonetheless, many of the morphological and molecular phenotypes thought to underpin these physiological changes were likewise observed in our in vitro model.

5.2.2 Role of PTEN in ASD

As aforementioned, the function of PTEN as a tumor suppressor gene in humans has been widely characterized (Sansal & Sellers, 2004). PTEN has since also been associated with a number of neurodevelopmental disorders, including ASD (Zhou & Parada, 2012). 1-5% of individuals with ASD are thought to carry a germline PTEN mutation (McBride et al., 2010). These mutations include CNVs, large chromosomal alterations, rare SNPs and SNVs. Our study focused on de novo PTEN SNVs found only in individuals affected with ASD and not in either of their unaffected parents, in order to increase the likelihood that the mutation is at least partially causative. This may indeed be an effective approach, as genetic studies have identified that individuals with ASD do not carry more de novo mutations than the general population, but that the de novo mutations they carry are more likely to be disruptive (O’Roak et al., 2011; Bourgeron, 2015). However, it is not entirely possible to rule out the contribution of other genomic sites, as each individual typically carries 18-74 de novo mutations, which might
themselves be causative of ASD or provide genetic buffering (O’Roak et al., 2011). Some germline PTEN mutations result in a form of PHTS, known as Cowden’s syndrome, which is a syndromic form of ASD. These individuals often present with macrocephaly, which is itself associated with germline PTEN mutations and ASD (Butler et al., 2005; Blumenthal & Dennis, 2008; Lainhart et al., 1997; Fidler et al., 2000). In these patients, one could hypothesize that aberrant signaling during PTEN’s elucidated role in NPC proliferation and neurogenesis in various subpopulations might underpin their macrocephaly (Gregorian et al., 2009; Sansal & Sellers, 2004). The resulting disorganization of typical neurodevelopment might then contribute to their clinical ASD phenotype. However, the vast majority of individuals with ASD and a germline PTEN mutation do not exhibit such robust anatomical phenotypes (McBride et al., 2010). Thus, if PTEN does indeed play a role in the etiology of ASD in these patients, it is likely from secondary effects of PTEN, such as those on neural circuit formation and maintenance (Williams et al., 2015). That is not to say, however, that these secondary effects may not also underlie some of the neuropathology and behavior of patients with macrocephaly, germline PTEN mutations and ASD. Nonetheless, the previously explored effects of PTEN on soma size and PSD-95 density may alter the excitatory/inhibitory balance of particular neural circuits. Such imbalances have been proposed as a common neuropathology in ASD, though the findings are inconsistent (Rubenstein & Merzenich, 2003; Nelson & Valakh, 2015). Further, the aberrant regulation of dendritic arborization by PTEN could alter the connectivity of neural pathways, in line with hypo- and hyper-connectivity findings in individuals with ASD, another leading theory in ASD neuropathology (Kana et al., 2014; Muller et al., 2011).
5.2.3 Most De Novo ASD-associated SNVs of PTEN are Loss of Function in Neurons

Most of the de novo PTEN* SNVs tested in our in vitro hippocampal model were loss-of-function. Indeed, the overexpression of K6E, R130L, T131I, G132D or T167N PTEN* did not significantly reduce PSD-95 density, total dendrite length, or soma size. Statistically speaking, these ASD-associated PTEN SNV overexpressing neurons were indistinguishable from controls and C124S PTEN overexpressing neurons, yet significantly different from human WT PTEN overexpressing neurons. Intriguingly, the only ASD-associated SNV capable of producing overexpression effects akin to WT PTEN was H123Q. This may not be immediately intuitive as histidine and glutamine have different amino acid properties and this amino acid substitution has altered the function of other enzymes (Schröder & Schröder, 1992). Moreover, the H123Q site lies within the binding pocket of PTEN, just one amino acid away from the C124S mutation, which results in a complete loss of phosphatase activity (Zhou & Parada, 2012; Rodríguez-Escudero et al., 2011). This discrepancy between the knowledge used to make predictions and biological assays highlights the importance of functionalization in elucidating the true effects of ASD-associated SNVs. It is especially important to note that in a humanized yeast bioassay of phosphatase function performed by Rodríguez-Escudero et al. (2011), ASD-associated mutations partially reduced phosphatase activity, compared to the severe loss of function observed in tumour-associated PTEN SNVs. In particular, they characterized the phosphatase function of H93R, H118P, H123Q, E157G, Y176C, F241S, D252G, N276S and D326N. Interestingly, in their assay, they found the H123Q PTEN mutation to exhibit minimal loss of phosphatase function. The phenotypic characterizations performed in our study did not suggest a partial loss of function of H123Q, as it was comparable to human WT PTEN in the overexpression context. This could indicate that our assays were not sensitive enough to capture various degrees of
phosphatase function loss, or that in neurons there is a threshold of PTEN phosphatase function required to prevent synaptic, dendritic and somal consequences. Furthermore, our own humanized yeast mini-array found that H123Q, as well as all the other ASD-associated PTEN SNVs in our study, largely lacked phosphatase activity (data not shown; Kathryn Post, Haas Lab, UBC). The discrepancy between these biochemical results makes our data difficult to interpret. However, combined and integrated, they represent the possibility of an as yet non-elucidated function of PTEN, distinct from its phosphatase activity, which regulates these neuronal characteristics.

5.2.4 Functional Genomics of ASD: Future Implications

Historically, studies of ASD etiology have focused on population genetics and clinical case reports (Bourgeron, 2015). A lot of attention has contemporarily shifted to the functionalization of the mutations found in ASD-associated genes in a variety of model organisms. Though this approach often does not consider the polygenic contribution of germline mutations and SNPs to most ASD cases, it shall likely contribute greatly to our understanding of gene function, etiology, neuropathology and behaviour. Interestingly, one of the ASD-associated SNVs tested in this study (P38H PTEN*) appeared as a loss-of-function mutation in two of the three neurophenotypes characterized, yet phenocopied wild type PTEN in its effects upon soma size. This kind of diversity of effects caused by different gene disruptions can only be captured by biological functionalization and may go some way to explaining symptom heterogeneity amongst individuals with ASD. The eventual goal of mutation functionalization research is to allow for (i) the phenotyping of ASD patients, (ii) better prognosis, and (iii) targeted therapies. Indeed, some attempts are already being made to subcategorize ASD patients according to a range of functional measures (Chang et al., 2015). Better understanding of how a patient’s
genetic background contributes to their ASD neuropathology and behavior will permit greater accuracy in predictions of clinical measures from genetic sequencing. Lastly, the characterization of the genes and signaling pathways disrupted in individuals with ASD opens up the possibility for targeted treatments. Of importance to the present study, Zhou et al. (2009) demonstrated that the neuronal hypertrophy and ASD-associated behaviors observed in mice deficient of PTEN in postmitotic neurons of the cortex and hippocampus could be ameliorated by rapamycin treatment. Rapamycin specifically inhibits the mTORC1 complex signaling pathway downstream of PTEN. This work preliminarily suggests that some of the neural consequences of gene alteration—such as those observed in ASD—may be sensitive, even at mature stages, to pharmacological intervention.
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