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Abstract

In this thesis, we study properties of the fractional Hardy-Schrödinger op-
erator Lγ,α := (−∆)

α
2 − γ

|x|α both on Rn and on its bounded domains. The
following functional inequality is key to our variational approach.

C

(∫
Rn

|u|2∗α(s)

|x|s
dx

) 2
2∗α(s)

≤
∫
Rn
|(−∆)

α
4 u|2dx− γ

∫
Rn

|u|2

|x|α
dx, (0.1)

where 0 ≤ s < α < 2, n > α, 2∗α(s) := 2(n−s)
n−α and γ < γH(α), the latter being

the best fractional Hardy constant on Rn. We address questions regarding
the attainability of the best constant C > 0 attached to this inequality.
This allows us to establish the existence of non-trivial weak solutions for the
following doubly critical problem on Rn,

Lγ,αu = |u|2∗α−2u+
|u|2∗α(s)−2u

|x|s
in Rn where 2∗α := 2∗α(0).

We then look for least-energy solutions of the following linearly perturbed
non-linear boundary value problem on bounded subdomains of Rn contain-
ing the singularity 0:

(Lγ,α − λI)u =
u2∗α(s)−1

|x|s
on Ω. (0.2)

We show that if γ is below a certain threshold γcrit(α), then such solutions
exist for all 0 < λ < λ1(Lγ,α), the latter being the first eigenvalue of Lγ,α.
On the other hand, for γcrit(α) < γ < γH(α), we prove existence of such
solutions only for those λ in (0, λ1(Lγ,α)) for which Ω has a positive fractional
Hardy-Schrödinger mass mα

γ,λ(Ω). This latter notion is introduced by way
of an invariant of the linear equation (Lγ,α − λI)u = 0 on Ω.
We then study the effect of non-linear perturbation h(x)uq−1, where h ∈
C0(Ω), h ≥ 0 and 2 < q < 2∗α. Our analysis shows that the existence of
solutions is guaranteed by this perturbation whenever 0 ≤ γ ≤ γcrit(α),
while for γcrit(α) < γ < γH(α), it depends on both the perturbation and
the geometry of the domain.
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Lay Summary

Many physical and probabilistic phenomena can be described by either de-
terministic or stochastic differential equations. In this thesis, we focus on
a class of partial differential equation driven by non-local operators. These
describe long range interactions between the objects under study, and not
only by those interacting with their closest neighbours. These equations
have deep connections to probability theory and geometry, and they ap-
pear in many physical applications such as elasticity, thin obstacle, phase
transition, flames propagation, as well as mathematical finance.
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Preface

Much of this dissertation is adapted from three of the author’s research pa-
pers: [38], [39] and [66]. In particular, Chapter 3, which evolves around the
proof of Theorem 3.1 and 3.2, form the main content of [39], Borderline vari-
ational problems involving fractional Laplacians and critical singularities.
All of Chapter 4 are adapted from [38], Mass and asymptotics associated to
fractional Hardy-Schrödinger operators in critical regimes. Chapter 5, where
the proof of Theorem 5.1 is presented, is in accordance with [66], Existence
results for non-linearly perturbed Hardy-Schrödinger problems: Local and
non-local cases. The first manuscript [39] (joint work with Dr. Ghoussoub)
was published in Advanced Non-linear Studies Journal. The second paper
[38] (joint work with Dr. Ghoussoub, Dr. Robert and Dr. Zhao) has been
submitted, and the third one [66] has been written and will be submitted
for publication soon.
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Chapter 1

Introduction

The main focus of research in this thesis is the study of borderline variational
problems and corresponding functional inequalities involving the fractional
Hardy-Schrödinger operator. This thesis is based on three research papers
[38, 39, 66] that can be found in Chapters 3, 4 and 5. Each of the chapters
begins with a detailed introduction to the results it contains. In this intro-
duction, I will give a general description of the problems I address in this
thesis.

Equations driven by non-local operators appear in many areas of mathe-
matics such as probability theory, fluid mechanics, and geometry, as well as
other sciences such as physics, and economics. In analysis and PDE, these
phenomena originate in potential theory, conformal geometry, and a wide
class of physical systems modeled by α-stable Levy processes and related
stochastic interfaces. Primary examples of non-local operators are those rep-
resented by the fractional Laplacians (−∆)

α
2 for 0 < α < 2, which are clear

generalizations of the well-studied Laplace operator (α = 2). Over the last
decade or so, many well-known properties of standard elliptic and parabolic
equations have been extended to their non-local counterparts. Much of the
progress can be summarized as follows:
• Representation and regularity results such as those in Silvestre [62],

Caffarelli-Silvestre [13, 14], Ros-Oton and Serra [58, 59] and others.
• Variatonal formulations and methods, such as in Servadei [65], Bisci-

Radulescu-Servadei [6], Servadei-Valdinoci [64] and others.
• Conformal Geometry and Yamabe type problems, such as in Chang-

Gonzalez [16], Gonzalez-Qing [42] and others.
In the first part of this thesis, we study problems of existence of equa-

tions involving the fractional Hardy-Schrödinger operator on Rn. In [39],
N. Ghoussoub and I consider issues of existence of the variational solutions
of the following borderline problem associated with the fractional Hardy-
Schrödinger operator Lγ,α := (−∆)

α
2 − γ

|x|α on Rn :{
(−∆)

α
2 u− γ u

|x|α = u2∗α(s)−1

|x|s in Rn

u ≥ 0 in Rn,
(1.1)

1



Chapter 1. Introduction

where 0 < α < 2, 0 ≤ s < α < n, 2∗α(s) = 2(n−s)
n−α , and γ < γH(α) =

2α
Γ2(n+α

4
)

Γ2(n−α
4

)
is the best fractional Hardy constant on Rn. For any α ∈ (0, 2),

the fractional space H
α
2

0 (Rn) is defined as the completion of C∞0 (Rn) under
the norm

‖u‖
H
α
2

0 (Rn)
=

∫
Rn
|2πξ|α|Fu(ξ)|2dξ =

∫
Rn
|(−∆)

α
4 u|2dx,

where F(u)(ξ) =
∫
Rn e

−2πix·ξu(x)dx denotes the Fourier transform of u.
In order to study problem (1.1), we address the attainability of the best
constant corresponding to the fractional Hardy-Sobolev inequality in Rn,
that is

µγ,s,α(Rn) := inf
u∈H

α
2

0 (Rn)\{0}

∫
Rn |(−∆)

α
4 u|2dx− γ

∫
Rn
|u|2
|x|αdx

(
∫
Rn
|u|2∗α(s)

|x|s dx)
2

2∗α(s)

. (1.2)

In the following, we check for which parameters γ and s, the best constant
µγ,s,α(Rn) is attained. Using the Caffarelli-Silvestre representation [12] and
Ekeland’s variational principle [25], we establish the following.

Theorem 1.1 (Ghoussoub-Shakerian [39]). Suppose 0 < α < 2, 0 ≤ s <

α < n, and γ < γH(α) := 2α
Γ2(n+α

4
)

Γ2(n−α
4

)
.

1. If either {s > 0} or {s = 0 and γ ≥ 0}, then µγ,s,α(Rn) is attained.

2. If s = 0 and γ < 0, then there are no extremals for µγ,s,α(Rn).

3. If either {0 < γ < γH(α)} or {0 < s < α and γ = 0}, then any
non-negative minimizer for µγ,s,α(Rn) is positive, radially symmetric,
radially decreasing, and approaches zero as |x| → ∞.

The results in Theorem 1.1 allow us to show the existence of non-trivial
weak solutions for the following doubly critical problem on Rn,

(−∆)
α
2 u− γ u

|x|α
= |u|2∗α−2u+

|u|2∗α(s)−2u

|x|s
in Rn, (1.3)

where 2∗α := 2n
n−α is the critical α-fractional Sobolev exponent, and 0 ≤

γ < γH(α). We used the Caffarelli-Silvestre representation [12] and the
Mountain Pass lemma [3] to prove the following result.

2



Chapter 1. Introduction

Theorem 1.2 (Ghoussoub-Shakerian [39]). Let 0 < α < 2, 0 < s < α < n
and 0 ≤ γ < γH(α). Then, there exists a non-trivial weak solution of (1.3).

In the next step, we use the ground state representation introduced by
Frank-Lieb-Seiringer [34], and Moser iteration, to establish the following
asymptotic properties of the extremals of µγ,s,α(Rn) at zero and infinity.

Theorem 1.3 (Ghoussoub-Robert-Shakerian-Zhao [38]). Assume 0 ≤ s <

α < 2, n > α and 0 ≤ γ < γH(α). Then, any positive extremal u ∈ H
α
2

0 (Rn)
for µγ,s,α(Rn) satisfies u ∈ C1(Rn \ {0}) and

lim
x→0
|x|β−(γ)u(x) = λ0 and lim

|x|→∞
|x|β+(γ)u(x) = λ∞, (1.4)

where λ0, λ∞ > 0 and β−(γ) (resp., β+(γ)) is the unique solution in
(
0, n−α2

)
(resp., in

(
n−α

2 , n− α
)
) of the equation

Ψn,α(t) := 2α
Γ(n−t2 )Γ(α+t

2 )

Γ(n−t−α2 )Γ( t2)
= γ.

In particular, there exist C1, C2 > 0 such that

C1

|x|β−(γ) + |x|β+(γ)
≤ u(x) ≤ C2

|x|β−(γ) + |x|β+(γ)
for all x ∈ Rn \ {0}.

Remark 1.4. We point out that the functions u1(x) = |x|−β−(γ) and u2(x) =
|x|−β+(γ) are the fundamental solutions for the fractional Hardy-Schrödinger
operator Lγ,α := (−∆)

α
2 − γ

|x|α on Rn. Indeed, a straightforward computation

yields (see Section 4.2)

Lγ,α|x|−β = (Ψn,α(β)− γ)|x|−β = 0 on Rn \ {0} for β ∈ {β−(γ), β+(γ)},

which implies that β+(γ) and β−(γ) satisfy Ψn,α(β) = γ.

We then tackle the more challenging problems on bounded domains Ω
of Rn with an interior singularity by considering the role of linear and non-
linear perturbations on the existence of positive solutions. More precisely,
if Ω is now a smooth bounded domain in Rn containing 0 in its interior, we

then consider the fractional Sobolev space H
α
2

0 (Ω) as the closure of C∞0 (Ω)
with respect to the norm

‖u‖2
H
α
2

0 (Ω)
=
cn,α

2

∫
Rn

∫
Rn

|u(x)− u(y)|2

|x− y|n+α
dxdy where Cn,α =

2αΓ
(
n+α

2

)
π
n
2

∣∣Γ (−α
2

)∣∣ ,
3



Chapter 1. Introduction

as well as the best constant in the fractional Hardy-Sobolev inequality on
domain Ω, namely,

µγ,s,α(Ω) := inf
u∈H

α
2

0 (Ω)\{0}

cn,α
2

∫
Rn
∫
Rn
|u(x)−u(y)|2
|x−y|n+α dxdy − γ

∫
Ω
|u|2
|x|αdx

(
∫

Ω
|u|2∗α(s)

|x|s dx)
2

2∗α(s)

. (1.5)

As in the local case, one can show by translating, scaling and cutting off
the extremals of µγ,s,α(Rn) that µγ,s,α(Ω) = µγ,s,α(Rn), which means that
µγ,s,α(Ω) has no extremals if Ω is bounded. We therefore resort to a set-
ting popularized by Brezis-Nirenberg [11] in the local case, where one de-
homogenizes the problem by considering the following equation:{

(−∆)
α
2 u− γ u

|x|α = u2∗α(s)−1

|x|s + λu in Ω

u = 0 in Rn \ Ω,
(1.6)

where 0 < λ < λ1(Lγ,α) and λ1(Lγ,α) is the first eigenvalue of the operator
Lγ,α = (−∆)

α
2 − γ

|x|α with the Dirichlet boundary condition. One then
considers the quantity

µγ,s,α,λ(Ω) = inf
u∈H

α
2

0 (Ω)\{0}
KΩ(u),

where

KΩ(u) :=

Cn,α
2

∫
Rn
∫
Rn
|u(x)−u(y)|2
|x−y|n+α dxdy − γ

∫
Ω

u2

|x|αdx− λ
∫

Ω u
2dx

(
∫

Ω
u2∗α(s)

|x|s dx)
2

2∗α(s)

,

and uses the fact that compactness is restored as long as µγ,s,α,λ(Ω) <
µγ,s,α(Rn); see [11, 37]. Janelli [45] showed that the behaviour of problem
(1.6) - in the case when α = 2 and s = 0 - is deeply influenced by the
value of the parameter γ. Roughly speaking, when γ is sufficiently near to
γH(α) then problem (1.6) becomes critical, in the sense of Pucci-Serrin [55].
Following [45], we prove that there exists a constant 0 < γcrit(α) < γH(α)
such that the operator Lγ,α becomes critical when γ ∈ (γcrit(α), γH(α)).

We also show that the existence results in [64] can be extended to the
case when 0 < s < α and 0 < γ < γH(α) as long as the operator Lγ,α is not
critical.

The critical case is more delicate and the existence of solutions requires
the domain Ω to satisfy a positive mass condition, defined as follows. Indeed,
following the work of [36, 37] in the local setting, we define the fractional
Hardy singular interior mass of a domain is the following way.

4



Chapter 1. Introduction

Theorem 1.5 (Ghoussoub-Robert-Shakerian-Zhao [38]). Let Ω be a bounded
smooth domain in Rn (n > α) and consider, for 0 < α < 2, the boundary
value problem

(−∆)
α
2H −

(
γ
|x|α + a(x)

)
H = 0 in Ω \ {0}
H > 0 in Ω \ {0}
H = 0 in Rn \ Ω,

(1.7)

where a(x) ∈ C0,τ (Ω) for some τ ∈ (0, 1). Assuming the operator (−∆)
α
2 −

( γ
|x|α +a(x)) is coercive, there exists then a threshold −∞ < γcrit(α) < γH(α)

such that for any γ with γcrit(α) < γ < γH(α), there exists a unique solution
to (1.7) (in the sense of Definition 4.6) H : Ω→ R, H 6≡ 0, and a constant
c ∈ R such that

H(x) =
1

|x|β+(γ)
+

c

|x|β−(γ)
+ o

(
1

|x|β−(γ)

)
as x→ 0.

We define the fractional Hardy-singular internal mass of Ω associated to the
operator Lγ,α to be

mα
γ,a(Ω) := c ∈ R.

We then establish the following results.

Theorem 1.6 (Ghoussoub-Robert-Shakerian-Zhao [38]). Let Ω be a smooth
bounded domain in Rn(n > α) such that 0 ∈ Ω, and let 0 ≤ s < α, 0 ≤ γ <
γH(α), and 0 < λ < λ1(Lγ,α). Then, there are extremals for µγ,s,α,λ(Ω)
under one of the following two conditions:

(1) 0 ≤ γ ≤ γcrit(α)
(2) γcrit(α) < γ < γH(α) and mα

γ,λ(Ω) is positive.

One can then complete the picture as follows.

Linearly perturbed problem (1.6) with 0 ∈ Ω and 0 < λ < λ(Lγ,α)

Hardy term Dimension Singularity Analytic. cond. Ext.

0 ≤ γ ≤ γcrit(α) n ≥ 2α s ≥ 0 λ > 0 Yes

γcrit(α) < γ < γH(α) n ≥ 2α s ≥ 0 mα
γ,λ(Ω) > 0 Yes

0 ≤ γ < γH(α) α < n < 2α s ≥ 0 mα
γ,λ(Ω) > 0 Yes

5



Chapter 1. Introduction

In this direction, we address the following non-linearly perturbed prob-
lem associated with the operator Lγ,α − λI on bounded domains Ω :

(−∆)
α
2 u− γ u

|x|α
− λu =

u2∗α(s)−1

|x|s
+ h(x)uq−1 in Ω

u ≥ 0 in Ω,
u = 0 in Rn \ Ω,

(1.8)

where h ∈ C0(Ω), h ≥ 0 and q ∈ (2, 2∗α). We study the combined effect of
the non-linear perturbation (i.e., h(x)uq−1) and the geometry of the domain
(i.e., the mass introduced in Theorem 1.5) on the existence of a positive
solution for (1.8).

Inspired by the work of Jaber [44], in a Riemannian context, we in-
vestigate the existence of solutions using the Mountain Pass Lemma of
Ambrosetti- Rabinowitz [3] (see Lemma 3.6). It turns out that the exis-
tence of a solution for (1.8) depends only on the non-linear perturbation
whenever the operator Lγ,α is non-critical (i.e., when 0 ≤ γ ≤ γcrit(α)).
On the other hand, in the critical case (i.e., when γcrit(α) < γ < γH(α)),
solvabiliy can either depend on the non-linear perturbation or the global
geometry of the domain, or both. The difference between these regimes is
determined by another threshold, but this time on the values of q in (2, 2∗α).

We shall utilize ideas of [38] and [44] to prove the following.

Theorem 1.7 (Shakerian[66]). Let Ω be a smooth bounded domain in Rn(n

> α) such that 0 ∈ Ω, and let 2∗α(s) := 2(n−s)
n−α , 0 ≤ s < α, −∞ < λ <

λ1(Lγ,α), and 0 ≤ γ < γH(α). We also assume that 2 < q < 2∗α, h ∈ C0(Ω)

and h ≥ 0. Then, there exists a non-negative solution u ∈ H
α
2

0 (Ω) to (1.8)
under one of the following conditions:

(1) 0 ≤ γ ≤ γcrit(α) and h(0) > 0.

(2) γcrit(α) < γ < γH(α) and


h(0) > 0 if q > qcrit

c1h(0) + c2m
α
γ,λ(Ω) > 0 if q = qcrit

mα
γ,λ(Ω) > 0 if q < qcrit.

Here c1, c2 are two positive constant that can be computed explicitly (see
Section 5.4), while qcrit = 2∗α − 2β+−β−

n−α ∈ (2, 2∗α).

In order to summarize the results in Theorem 1.7, we set γcrit := γcrit(α),
γH := γH(α) and mα

γ,λ := mα
γ,λ(Ω), and assume that 0 ≤ s < α and 2 < q <

2∗α.

6



Chapter 1. Introduction

One can then complete the picture as follows.

Non-linearly perturbed problem (1.8): n > α and λ < λ(Lγ,α)

Hardy term Dim. q λ Analytic. cond Ext.

0 ≤ γ ≤ γcrit n ≥ 2α > 2 > −∞ h(0) > 0 Yes

γcrit < γ < γH
0 ≤ γ < γH

n ≥ 2α
n < 2α

> qcrit > −∞ h(0) > 0 Yes

γcrit < γ < γH
0 ≤ γ < γH

n ≥ 2α
n < 2α

= qcrit > −∞ c1h(0)+c2m
α
γ,λ > 0 Yes

γcrit < γ < γH
0 ≤ γ < γH

n ≥ 2α
n < 2α

< qcrit > 0 mα
γ,λ > 0 Yes

7



Chapter 2

Preliminaries and a
Description of The
Functional Setting

In this chapter, we introduce the concepts and the classical results related
to the non-local framework that will be the focus of this dissertation. Our
main sources for this chapter are [6] and [20].

The basic operator is the so-called fractional Laplacian (−∆)
α
2 with

α ∈ (0, 2). This chapter is devoted to introducing its various formulations,
its associated fractional Sobolev spaces as well as the corresponding frac-
tional Hardy-Sobolev inequalities. Since our main focus in this thesis is the
study of fractional laplacians with Dirichlet boundary data via variational
methods, we first introduce suitable function spaces required for the varia-
tional principles to apply. In Section 2.3, we introduce a weighted Sobolev
space in higher dimension Rn × (0,∞), which will provide a suitable func-
tion space for our approach. Its construction is based on the α-extension
formula that Caffarelli-Silvestre [12] associate to equations involving frac-
tional laplacians. We later introduce functional inequalities involving the
fractional Hardy-Schrödinger operator Lγ,α, which play a crucial role in the
non-local problems under study.

2.1 The fractional Laplacian operator

In this section, we start by presenting the different definitions for the frac-
tional Laplacian operator (−∆)

α
2 . First, consider the Schwartz space S(Rn)

which consists of all rapidly decreasing functions in C∞(Rn), equipped with
the following norm: If

Zn+ = {a = (a1, a2, ..., an) : ai ≥ 0 and ai ∈ Z for i = 1, 2, 3, ..., n},

and

∂a := (
∂

∂x1
)a1(

∂

∂x2
)a2 ...(

∂

∂xn
)an ,

8



2.1. The fractional Laplacian operator

then, the Schwartz space S(Rn) consists of all functions ψ ∈ C∞(Rn) such
that

‖ψ‖a,b = sup
x∈Rn

|xa∂bψ(x)|

is finite for every pair of multi-indices a, b ∈ Zn+.

Remark 2.1. An element of S(Rn) is essentially a smooth function ψ(x)
such that ψ(x) and all of its derivatives exist everywhere on R and decay
faster than any inverse power of x, as |x| → ±∞. In particular, S(Rn) is a
subspace of the function space C∞(Rn) of infinitely differentiable functions.

The Fourier transform of a function ψ ∈ S(Rn) is then defined as

Fψ(ξ) :=

∫
Rn
e−2πix·ξψ(x)dx. (2.1)

Note that for every ψ ∈ S(Rn), we have Fψ ∈ S(Rn). It is easy to verify
that the Fourier transform and the inverse Fourier transform, given by

F−1ψ(x) :=

∫
Rn
e2πiξ·xψ(ξ)dξ

are both continuous on S(Rn) to S(Rn). Moreover, we have

FF−1ψ = F−1Fψ = ψ,

which implies that each of F and F−1 is an isomorphism and a homomor-
phism of S(Rn) onto S(Rn).

The dual space of S(Rn), denoted by S ′(Rn), is the space of continuous
linear functionals T : S(Rn) → R. The elements of S ′(Rn) are called tem-
pered distributions. The space S ′(Rn) is a linear space under the pointwise
addition and scalar multiplication of functionals. If T ∈ S ′(Rn), the Fourier
transform of T can be defined as the tempered distribution given by

〈FT, ψ〉 = 〈T,Fψ〉 for every ψ ∈ S(Rn),

where 〈., .〉 denotes the usual duality bracket between S(Rn) and S ′(Rn).
One can use the definition (2.1) to prove the Parseval-Plancherel formula
(2.2), which will be crucial in what follows for proving the equivalence be-
tween the fractional spaces will be defined in the next section; see formula
(2.6).

‖u‖2L2(Rn) = ‖Fu‖2L2(Rn) for all u ∈ L2(Rn). (2.2)
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2.1. The fractional Laplacian operator

For a detailed introduction to the classical theory of distribution and Fourier
transform, we refer to the monograph [60] and to the recent book [18] for
several applications to elliptic problems of linear and nonlinear functional
analysis.

We now present various definitions for the fractional Laplacian operator
on Schwartz space S(Rn). In the first definition, we define the operator
(−∆)

α
2 as a singular integral.

Definition 2.2. For any α ∈ (0, 2), the fractional Laplacian operator (−∆)
α
2

is defined on the Schwartz class S(Rn) as

(−∆)
α
2 u = Cn,αP.V.

∫
Rn

u(x)− u(y)

|x− y|n+α
dxdy

= Cn,α lim
ε→0+

∫
Rn\Bε(x)

u(x)− u(y)

|x− y|n+α
dxdy,

where P.V. stands for the principal-value and

Cn,α =

(∫
Rn

1− cos(ζ1)

ζ
dζ

)−1

.

We refer the readers to [6, Section 1.3.1] and [20] for properties of the con-
stant Cn,α. It has been shown there that

Cn,α =

(∫
Rn

1− cos(ζ1)

ζ
dζ

)−1

=
2αΓ(n+α

2 )

π
n
2 |Γ(−α

2 )|
.

The operator (−∆)
α
2 can be also defined via the Fourier transform. It

was shown in [20, Proposition 3.3] that the fractional Laplacian operator
(−∆)

α
2 can be viewed as a pseudo-differential operator as follows.

Definition 2.3. Let α ∈ (0, 2). For any u ∈ S(Rn), we have

(−∆)
α
2 u = F−1(|2πξ|α(Fu)) ∀ξ ∈ Rn. (2.3)

There is another way to define the fractional Laplace operator via the
inverse Fourier transform (2.3). In fact, in the case α = 1, the half-Laplacian
acting on a function u in the whole space Rn can be computed as the normal
derivative on the boundary of its harmonic extension to the upper half-space
Rn+1 := Rn× (0,+∞). In other words, it is the Dirichlet to Neumann oper-
ator (see [12]). The operator (−∆)

α
2 can be characterized in a similar way,

by defining its α-harmonic extension to the upper half-space (See formula
2.5). Indeed, Caffarelli-Silvestre [12] proved the following:
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2.2. The fractional Sobolev spaces

Definition 2.4. Let α ∈ (0, 2). The fractional Laplacian operator (−∆)
α
2

on Rn can be expressed on the higher dimension Rn+1
+ = Rn × (0,∞) in the

following way:

(−∆)
α
2 u(x) =

∂w

∂να
:= −kα lim

y→0+
y1−α∂w

∂y
(x, y), (2.4)

where kα =
Γ(α

2
)

21−αΓ(1−α
2

)
, and w : Rn+1

+ → R is the α-harmonic extension of

u, that solves {
div (y1−α∇w) = 0 in Rn+1

+

w = u on Rn × {y = 0}. (2.5)

See also [6, 20] and references therein for the basics on the fractional
Laplacian.

2.2 The fractional Sobolev spaces

In this section, we introduce the classical fractional Sobolev space on Rn
and its bounded subsets.

2.2.1 The classical fractional Sobolev space

For α ∈ (0, 2), the classical fractional Sobolev space of order α
2 is defined as

H
α
2 (Rn) :=

{
u ∈ L2(Rn) such that

∫
Rn

(1 + |2πξ|α)|Fu(ξ)|2dξ <∞
}

equipped with the norm

‖u‖
H
α
2 (Rn)

= ‖Fu(ξ)‖L2(Rn) + ‖|2πξ|
α
2Fu(ξ)‖L2(Rn).

One can use Parseval-Plancherel’s formula (2.2) to rewrite this norm as

‖u‖2
H
α
2 (Rn)

= ‖u‖2L2(Rn) +

∫
Rn
|2πξ|α|F(u)(ξ)|2dξ.

The space H
α
2 (Rn) is well defined and is a Hilbert space for every α > 0.

The following relation between the fractional Laplacian operator (−∆)
α
2 and

the fractional Sobolev space H
α
2 (Rn) was proved in [34, Lemma 3.1]; see also

[20, Proposition 3.4]:∫
Rn
|2πξ|α|Fu(ξ)|2dξ =

Cn,α
2

∫
Rn

∫
Rn

|u(x)− u(y)|2

|x− y|n+α
dxdy, (2.6)

11



2.2. The fractional Sobolev spaces

for all u ∈ H
α
2 (Rn). Using this relation, one can obtain a new expression for

the norm of the space H
α
2 (Rn) :

‖u‖2
H
α
2 (Rn)

= ‖u‖2L2(Rn) +
Cn,α

2

∫
Rn

∫
Rn

|u(x)− u(y)|2

|x− y|n+α
dxdy. (2.7)

Consequently, the space H
α
2 (Rn) can be defined as the linear space of

Lebesgue measurable functions u from Rn to R such that the norm defined
in (2.7) is finite.

As in the classical case, any function in the fractional Sobolev space H
α
2 (Rn)

can be approximated by a sequence of smooth functions with compact sup-
port. Indeed, for 0 < α < 2,

H
α
2 (Rn) := C∞0 (Rn)

‖ . ‖
H
α
2 (Rn) .

In addition, the operator (−∆)
α
2 can be extended by density from S(Rn) to

H
α
2 (Rn) . In this way, the associated scalar product can be formulated as

follows

〈u, v〉
H
α
2 (Rn)

:= 〈u, v〉+ (u, v)

=
Cn,α

2

∫
Rn

∫
Rn

(u(x)− u(y))(v(x)− v(y))

|x− y|n+α
dxdy +

∫
Rn
uvdx.

Clearly, the norm ‖ . ‖
H
α
2 (Rn)

defined in (2.7) induced by this scalar product.

The following proposition states a crucial formulation which will be used
freely in this thesis and it is a direct consequence of (2.6) coupled with
Proposition 3.6 in [20].

Proposition 2.5. Let 0 < α < 2 and u ∈ H
α
2 (Rn). Then,∫

Rn
|2πξ|α|Fu(ξ)|2dξ =

∫
Rn
|(−∆)

α
4 u|2dx =

Cn,α
2

∫
(Rn)2

|u(x)− u(y)|2

|x− y|n+α
dxdy.

Let now α ∈ (0, 2) be fixed and Ω be an open-bounded subset of Rn with
(n > α). We define H

α
2 (Ω) as the space of measurable functions u such that

the following norm is finite

‖u‖2
H
α
2 (Ω)

= ‖u‖2L2(Ω) +
Cn,α

2

∫
Ω

∫
Ω

|u(x)− u(y)|2

|x− y|n+α
dxdy. (2.8)

We also define H
α
2
0 (Ω) to be the closure of C∞0 (Ω) with respect to the norm

‖ . ‖
H
α
2 (Ω)

, that is

H
α
2
0 (Ω) := C∞0 (Ω)

‖ . ‖
H
α
2 (Ω) .

One can find many properties of the above spaces in [20] and [6, Section 1].
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2.2. The fractional Sobolev spaces

Remark 2.6. It is well known that if u ∈ H1(Ω), which is the classical
Sobolev space corresponding to the case α = 2, then its null extension outside
Ω, ū, is in H1(Rn) and ‖u‖H1(Ω) = ‖ū‖H1(Rn). This is, however, not true in

general for functions in H
α
2 (Ω), for 0 < α < 2.

In order to deal with problems on bounded domain, we shall need func-
tion spaces where null extensions are controlled. This will be done in the
next section.

2.2.2 The variational fractional Sobolev space

We now consider the following Hilbert space on Rn:

Definition 2.7. For 0 < α < 2, we define the fractional Sobolev space

H
α
2

0 (Rn) as the completion of C∞0 (Rn) under the norm

‖u‖2
H
α
2

0 (Rn)
=

∫
Rn
|(−∆)

α
4 u|2dx =

Cn,α
2

∫
Rn

∫
Rn

|u(x)− u(y)|2

|x− y|n+α
dxdy.

Let O = Rn × Rn \ (CΩ × CΩ), where CΩ := Rn \ Ω, and define Ḣ
α
2 (Ω) as

the linear space of all Lebesgue measurable functions u from Rn to R such
that the restriction to Ω of any function u in Ḣ

α
2 (Ω) belongs to L2(Ω), and

the mapp (x, y) 7→ (u(x)− u(y))|x− y|
1
2 is in L2(O, dxdy).

The norm in Ḣ
α
2 (Ω) is defined as follows:

‖u‖2
Ḣ
α
2 (Ω)

= ‖u‖2L2(Ω) +
Cn,α

2

∫
O

|u(x)− u(y)|2

|x− y|n+α
dxdy. (2.9)

Remark 2.8. Note that the norms in (2.8) and (2.9) are not the same
because Ω× Ω is strictly contained in O: this makes the classical fractional
Sobolev space approach not sufficient for studying the nonlocal problem we
consider in this thesis.

We are now ready to introduce a suitable function space on a bounded
domain Ω for the variational setting that will be needed later in this thesis.
One can easily check that if u ∈ Ḣ

α
2 (Ω), then the null extension of u outside

Ω is in H
α
2 (Rn). This allows us to define the desired space as

H
α
2

0 (Ω) =
{
u ∈ Ḣ

α
2 (Ω) such that u = 0 a.e. in CΩ

}
.
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2.3. The α-harmonic extension and weighted Sobolev space

Observe that since u = 0 in CΩ, the integral in formula (2.9) can be extended

to Rn; that is for any H
α
2

0 (Ω), the norm can be written as:

‖u‖2
H
α
2

0 (Ω)
= ‖u‖2L2(Rn) +

Cn,α
2

∫
Rn

∫
Rn

|u(x)− u(y)|2

|x− y|n+α
dxdy. (2.10)

It has been shown in [6] that the norm on H
α
2

0 (Ω) defined by (2.10) is
equivalent to the following norm – still denoted by ‖ . ‖

H
α
2

0 (Ω)
:

‖u‖2
H
α
2

0 (Ω)
=
Cn,α

2

∫
Rn

∫
Rn

|u(x)− u(y)|2

|x− y|n+α
dxdy.

The density properties of smooth and compactly supported functions in

space H
α
2

0 (Ω) is studied in [6], and it was proved there that the space C∞0 (Ω)

is a dense subspace of H
α
2

0 (Ω); see [6, Theorem 2.6]. So, it follows from this

density result that the space H
α
2

0 (Ω) eventually can be expressed in the
following way:

Definition 2.9. Let 0 < α < 2. We define the fractional Sobolev space

H
α
2

0 (Ω) on the smooth bounded domain Ω as the completion of C∞0 (Ω) under
the norm

‖u‖2
H
α
2

0 (Ω)
=
Cn,α

2

∫
Rn

∫
Rn

|u(x)− u(y)|2

|x− y|n+α
dxdy. (2.11)

2.3 The α-harmonic extension and weighted
Sobolev space

In this subsection, we present an useful representation given in [5] and [9]
for the fractional Laplacian (−∆)

α
2 as a trace class operator, as well as a

corresponding representation for the space H
α
2

0 (Rn).

For a function u ∈ H
α
2

0 (Rn), let w = Eα(u) be its α-harmonic extension
to the upper half-space, Rn+1

+ , that is the solution of:{
div (y1−α∇w) = 0 in Rn+1

+

w = u on Rn × {y = 0}.

Recall that the extension function w = Eα(u) satisfies (2.4) and belongs

to the Hilbert space Xα(Rn+1
+ ) defined as the closure of C∞0 (Rn+1

+ ) for the
norm

‖w‖Xα(Rn+1
+ ) :=

(
kα

∫
Rn+1

+

y1−α|∇w|2dxdy

) 1
2

,
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2.4. Fractional Hardy-Sobolev type inequalities

where kα =
Γ(α

2
)

21−αΓ(1−α
2

)
is a normalization constant chosen in such a way

that the extension operator Eα(u) : H
α
2

0 (Rn)→ Xα(Rn+1
+ ) is an isometry,

that is, for any u ∈ H
α
2

0 (Rn), we have

‖Eα(u)‖Xα(Rn+1
+ ) = ‖u‖

H
α
2

0 (Rn)
= ‖(−∆)

α
4 u‖L2(Rn). (2.12)

Conversely, for a function w ∈ Xα(Rn+1
+ ), we denote its trace on Rn×{y = 0}

as Tr(w) := w(., 0). This trace operator is also well defined and satisfies

‖w(., 0)‖
H
α
2

0 (Rn)
≤ ‖w‖Xα(Rn+1

+ ). (2.13)

We shall frequently use the following useful fact: Since α ∈ (0, 2), the
weight y1−α belongs to the Muckenhoupt class A2; [56], which consists of all
non-negative functions w on Rn satisfying for some constant C, the estimate

sup
B

(
1

|B|

∫
B
wdx)(

1

|B|

∫
B
w−1dx) ≤ C, (2.14)

where the supremum is taken over all balls B in Rn.
If Ω ⊂ Rn+1 is an open domain, we denote by L2(Ω, |y|1−α) the space of

all measurable functions on Ω such that ‖w‖2L2(Ω,|y|1−α) =
∫

Ω |y|
1−α|w|2dxdy <

∞, and by H1(Ω, |y|1−α) the weighted Sobolev space

H1(Ω, |y|1−α) =
{
w ∈ L2(Ω, |y|1−α) : ∇w ∈ L2(Ω, |y|1−α)

}
.

It is remarkable that most of the properties of classical Sobolev spaces,
including the embedding theorems have a weighted counterpart as long as
the weight is in the Muckenhoupt class A2; see [28] and [41]. Note that
H1(Rn+1

+ , y1−α) -up to a normalization factor- is also isometric to Xα(Rn+1
+ ).

2.4 Fractional Hardy-Sobolev type inequalities

The starting point of the study of existence of weak solutions of borderline
variational problems (1.1), (1.3) and (1.6) is based on the following fractional
Hardy-Sobolev inequalities which guarantee that the associated functionals
are well defined and sometimes bounded below on the right function spaces.

We start with the fractional Sobolev inequality [19], which asserts that
for n > α and 0 < α < 2, there exists a constant C(n, α) > 0 such that

(
∫
Rn |u|

2∗αdx)
2

2∗α ≤ C(n, α)
∫
Rn |(−∆)

α
4 u|2dx for all u ∈ H

α
2

0 (Rn), (2.15)
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2.4. Fractional Hardy-Sobolev type inequalities

where 2∗α = 2n
n−α .

Another important inequality is the fractional Hardy inequality (see [34]
and [43]), which states that under the same conditions on n and α, we have

γH(α)
∫
Rn
|u|2
|x|αdx ≤

∫
Rn |(−∆)

α
4 u|2dx for all u ∈ H

α
2

0 (Rn), (2.16)

where γH(α) is the best constant in the above inequality on Rn, that is

γH(α) := inf


∫
Rn |(−∆)

α
4 u|2dx∫

Rn
|u|2
|x|αdx

; u ∈ H
α
2

0 (Rn) \ {0}

 . (2.17)

It has also been shown there that γH(α) = 2α
Γ2(n+α

4
)

Γ2(n−α
4

)
. Note that γH(α)

converges to the best classical Hardy constant γH(2) = (n−2)2

4 when α→ 2.
By interpolating these inequalities via Hölder’s inequality, one gets the fol-
lowing fractional Hardy-Sobolev inequalities.

Lemma 2.10 (Fractional Hardy-Sobolev Inequalities). Assume that 0 <
α < 2 and 0 ≤ s ≤ α < n. Then, there exists positive constant c such that

(

∫
Rn

|u|2∗α(s)

|x|s
dx)

2
2∗α(s) ≤ c

∫
Rn
|(−∆)

α
4 u|2dx for all u ∈ H

α
2

0 (Rn). (2.18)

Moreover, if γ < γH(α) = 2α
Γ2(n+α

4
)

Γ2(n−α
4

)
, then

C(

∫
Rn

|u|2∗α(s)

|x|s
dx)

2
2∗α(s) ≤

∫
Rn
|(−∆)

α
4 u|2dx− γ

∫
Rn

|u|2

|x|α
dx, (2.19)

for all u ∈ H
α
2

0 (Rn) and some positive constant C.

Proof of Lemma 2.10. Note that for s = 0 (resp., s = α) the first inequality
is just the fractional Sobolev (resp., the fractional Hardy) inequality. We
therefore have to only consider the case where 0 < s < α in which case
2∗α(s) > 2. By applying Hölder’s inequality, then the fractional Hardy and
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2.4. Fractional Hardy-Sobolev type inequalities

the fractional Sobolev inequalities, we have∫
Rn

|u|2∗α(s)

|x|s
dx =

∫
Rn

|u|
2s
α

|x|s
|u|2∗α(s)− 2s

α dx

≤ (

∫
Rn

|u|2

|x|α
dx)

s
α (

∫
Rn
|u|(2

∗
α(s)− 2s

α
) α
α−sdx)

α−s
α

= (

∫
Rn

|u|2

|x|α
dx)

s
α (

∫
Rn
|u|2∗αdx)

α−s
α

≤ C1(

∫
Rn
|(−∆)

α
4 u|2dx)

s
αC2(

∫
Rn
|(−∆)

α
4 u|2dx)

2∗α
2
.α−s
α

≤ c(
∫
Rn
|(−∆)

α
4 u|2dx)

n−s
n−α

= c(

∫
Rn
|(−∆)

α
4 u|2dx)

2∗α(s)

2 .

From the definition of γH(α), it follows that for all u ∈ H
α
2

0 (Rn),∫
Rn |(−∆)

α
4 u|2dx− γ

∫
Rn
|u|2
|x|αdx

(
∫
Rn
|u|2∗α(s)

|x|s dx)
2

2∗α(s)

≥ (1− γ

γH(α)
)

∫
Rn |(−∆)

α
4 u|2dx

(
∫
Rn
|u|2∗α(s)

|x|s dx)
2

2∗α(s)

.

Hence (2.18) implies (2.19) whenever γ < γH(α).

Remark 2.11. One can use (2.12) and (2.13) to rewrite inequalities (2.16),
(2.18) and (2.19) as the following trace class inequalities:

γH(α)

∫
Rn

|w(x, 0)|2

|x|α
dx ≤ ‖w‖2

Xα(Rn+1
+ )

,

(

∫
Rn

|w(x, 0)|2∗α(s)

|x|s
dx)

2
2∗α(s) ≤ c ‖w‖2

Xα(Rn+1
+ )

,

and

C(

∫
Rn

|w(x, 0)|2∗α(s)

|x|s
dx)

2
2∗α(s) ≤ ‖w‖2

Xα(Rn+1
+ )
− γ

∫
Rn

|w(x, 0)|2

|x|α
dx,

for all w ∈ Xα(Rn+1
+ ) and γ < γH(α).
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Chapter 3

Borderline Variational
Problems Involving
Fractional Laplacian and
Critical Singularities

3.1 Introduction

In this chapter, we consider the problem of existence of nontrivial weak solu-
tions to the following doubly critical problem on Rn involving the fractional
Hardy-Schrödinger operator:

(−∆)
α
2 u− γ u

|x|α
= |u|2∗α−2u+

|u|2∗α(s)−2u

|x|s
in Rn, (3.1)

where 0 ≤ s < α < 2, n > α, 2∗α := 2n
n−α , 2∗α(s) := 2(n−s)

n−α and γ ∈ R.
Problems involving two non-linearities have been studied in the case of

local operators such as the Laplacian −∆, the p-Laplacian −∆p and the
Biharmonic operator ∆2 (See [8], [33], [47] and [68]). Problem (3.1) above is
the non-local counterpart of the one studied by Filippucci-Pucci-Robert in
[33], who treated the case of the p-Laplacian in an equation involving both
the Sobolev and the Hardy-Sobolev critical exponents.

Questions of existence and non-existence of solutions for fractional el-
liptic equations with singular potentials were recently studied by several
authors. All studies focus, however, on problems with only one critical ex-
ponent –mostly the non-linearity u2∗α−1– and to a lesser extent the critical

Hardy-Sobolev singular term u2∗α(s)−1

|x|s (see [19], [31], [70] and the references

therein). These cases were also studied on smooth bounded domains (see
for example [5], [7], [9], [29], [65] and the references therein). In general, the
case of two critical exponents involve more subtleties and difficulties, even
for local differential operators.
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3.1. Introduction

The variational approach that we adopt here, relies on the following
fractional Hardy-Sobolev type inequality:

C(

∫
Rn

|u|2∗α(s)

|x|s
dx)

2
2∗α(s) ≤

∫
Rn
|(−∆)

α
4 u|2dx− γ

∫
Rn

|u|2

|x|α
dx ∀u ∈ H

α
2

0 (Rn),

(3.2)

where γ < γH(α) := 2α
Γ2(n+α

4
)

Γ2(n−α
4

)
is the best fractional Hardy constant on

Rn. Recall that the fractional space H
α
2

0 (Rn) is defined as the completion of
C∞0 (Rn) under the norm

‖u‖2
H
α
2

0 (Rn)
=

∫
Rn
|2πξ|α|Fu(ξ)|2dξ =

∫
Rn
|(−∆)

α
4 u|2dx.

The best constant in the above fractional Hardy-Sobolev inequality is defined
as:

µγ,s,α(Rn) := inf
u∈H

α
2

0 (Rn)\{0}

∫
Rn |(−∆)

α
4 u|2dx− γ

∫
Rn
|u|2
|x|αdx

(
∫
Rn
|u|2∗α(s)

|x|s dx)
2

2∗α(s)

. (3.3)

One step towards addressing Problem (3.1) consists of proving the ex-
istence of extremals for µγ,s,α(Rn), when s ∈ [0, α) and γ ∈ (−∞, γH(α)).
Note that the Euler-Lagrange equation corresponding to the minimization
problem for µγ,s,α(Rn) is –up to a constant factor– the following:{

(−∆)
α
2 u− γ u

|x|α = u2∗α(s)−1

|x|s in Rn

u ≥ 0 in Rn.
(3.4)

When α = 2, i.e., in the case of the standard Laplacian, the above
minimization problem (3.3) has been extensively studied. See for example
[15], [17], [33], [35], [36] and [40]. The non-local case has also been the
subject of several studies, but in the absence of the Hardy term, i.e., when
γ = 0. In [31], Fall, Minlend and Thiam proved the existence of extremals
for µ0,s,α(Rn) in the case α = 1. Recently, J. Yang in [70] proved that
there exists a positive, radially symmetric and non-increasing extremal for
µ0,s,α(Rn) when α ∈ (0, 2). Asymptotic properties of the positive solutions
were given by Y. Lei [48], Lu and Zhu [54], and Yang and Yu [71].

In section 3.2, we consider the remaining cases in the problem of de-
ciding whether the best constant in the fractional Hardy-Sobolev inequality
µγ,s,α(Rn) is attained. We use Ekeland’s variational principle to show the
following.
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3.1. Introduction

Theorem 3.1. Suppose 0 < α < 2, 0 ≤ s < α < n and γ < γH(α) :=

2α
Γ2(n+α

4
)

Γ2(n−α
4

)
.

1. If either {s > 0} or {s = 0 and γ ≥ 0}, then µγ,s,α(Rn) is attained.

2. If s = 0 and γ < 0, then there are no extremals for µγ,s,α(Rn).

3. If either {0 < γ < γH(α)} or {0 < s < α and γ = 0}, then any
non-negative minimizer for µγ,s,α(Rn) is positive, radially symmetric,
radially decreasing, and approaches zero as |x| → ∞.

In section 3.3, we consider problem (3.1) and use the Mountain Pass
lemma to establish the following result.

Theorem 3.2. Let 0 < α < 2, 0 < s < α < n and 0 ≤ γ < γH(α). Then,
there exists a non-trivial weak solution of (3.1).

We say u ∈ H
α
2

0 (Rn) is a weak solution of (3.1), if we have for all ϕ ∈
H

α
2

0 (Rn),∫
Rn

(−∆)
α
4 u(−∆)

α
4 ϕdx =

∫
Rn
γ
u

|x|α
ϕdx+

∫
Rn
|u|2

∗
α−2uϕdx+

∫
Rn

|u|2∗
α(s)−2u

|x|s
ϕdx.

The standard strategy to construct weak solutions of (3.1) is to find

critical points of the corresponding functional on H
α
2

0 (Rn). However, (3.1)
is invariant under the following conformal one parameter transformation
group,

Tr : H
α
2

0 (Rn)→ H
α
2

0 (Rn); u(x)→ Tr[u](x) = r
n−α

2 u(rx) r > 0, (3.5)

which means that the convergence of Palais-Smale sequences is not a given.
As it was argued in [33], there is an asymptotic competition between the
energy carried by the two critical nonlinearities. Hence, the crucial step
here is to balance the competition to avoid the domination of one term
over another. Otherwise, there is vanishing of the weakest one, leading to
a solution for the same equation but with only one critical nonlinearity. In
order to deal with this issue, we choose a suitable minimax energy level, in
such a way that after a careful analysis of the concentration phenomena, we
could eliminate the possibility of a vanishing weak limit for these well chosen
Palais-Smale sequences, while ensuring that none of the two nonlinearities
dominate the other.
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3.1. Introduction

With representation (2.4), the non-local problem (3.1) can then be writ-
ten as the following local problem:{

−div (y1−α∇w) = 0 in Rn+1
+

∂w
∂να = γw(.,0)

|x|α + w(., 0)2∗α−1 + w(.,0)2∗α(s)−1

|x|s on Rn,
(3.6)

for which w ∈ Xα(Rn+1
+ ). Recall that the Hilbert space Xα(Rn+1

+ ) defined

as the closure of C∞0 (Rn+1
+ ) for the norm

‖w‖Xα(Rn+1
+ ) :=

(
kα

∫
Rn+1

+

y1−α|∇w|2dxdy

) 1
2

,

where kα =
Γ(α

2
)

21−αΓ(1−α
2

)
is a normalization constant.

A function w ∈ Xα(Rn+1
+ ) is said to be a weak solution to (3.6), if for

all ϕ ∈ Xα(Rn+1
+ ),

kα

∫
Rn+1

+

y1−α〈∇w,∇ϕ〉dxdy = γ

∫
Rn

w(x, 0)

|x|α
ϕdx

+

∫
Rn
|w(x, 0)|2∗α−2w(x, 0)ϕdx

+

∫
Rn

|w(x, 0)|2∗α(s)−2w(x, 0)

|x|s
ϕdx.

Note that for any weak solution w in Xα(Rn+1
+ ) to (3.6), the function u =

w(., 0) defined in the sense of traces (see Section 2.3), is in H
α
2

0 (Rn) and is
a weak solution to problem (3.1). The energy functional corresponding to
(3.6) is

Φ(w) =
1

2
‖w‖2

Xα(Rn+1
+ )
− γ

2

∫
Rn

|w(x, 0)|2

|x|α
dx− 1

2∗α

∫
Rn
|w(x, 0)|2∗α dx

− 1

2∗α(s)

∫
Rn

|w(x, 0)|2∗α(s)

|x|s
dx.

Hence, the associated trace of any critical point w of Φ in Xα(Rn+1
+ ) is a

weak solution for (3.1).
It follows from Remark 2.11 that there exist positive constants c, C such

that the following fractional trace inequalities hold for all w ∈ Xα(Rn+1
+ )

and γ < γH(α) :
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3.2. Proof of Theorem 3.1

γH(α)

∫
Rn

|w(x, 0)|2

|x|α
dx ≤ ‖w‖2

Xα(Rn+1
+ )

, (3.7)

(

∫
Rn

|w(x, 0)|2∗α(s)

|x|s
dx)

2
2∗α(s) ≤ c ‖w‖2

Xα(Rn+1
+ )

, (3.8)

and

C(

∫
Rn

|w(x, 0)|2∗α(s)

|x|s
dx)

2
2∗α(s) ≤ ‖w‖2

Xα(Rn+1
+ )
− γ

∫
Rn

|w(x, 0)|2

|x|α
dx. (3.9)

The best constant µγ,s,α(Rn) can then be written as:

S(n, α, γ, s) = inf
w∈Xα(Rn+1

+ )\{0}

kα
∫
Rn+1

+
y1−α|∇w|2dxdy − γ

∫
Rn
|w(x,0)|2
|x|α dx

(
∫
Rn
|w(x,0)|2∗α(s)

|x|s dx)
2

2∗α(s)

.

We shall therefore investigate whether there exist extremal functions
where this best constant is attained. Theorems 3.1 and 3.2 can therefore be
stated in the following way:

Theorem 3.3. Suppose 0 < α < 2, 0 ≤ s < α < n and γ < γH(α). We
then have the following:

1. If {s > 0} or {s = 0 and γ ≥ 0}, then S(n, α, γ, s) is attained in
Xα(Rn+1

+ ).

2. If s = 0 and γ < 0, then there are no extremals for S(n, α, γ, s) in
Xα(Rn+1

+ ).

Theorem 3.4. Let 0 < α < 2, 0 < s < α < n and 0 ≤ γ < γH(α). Then,
there exists a non-trivial weak solution to (3.6) in Xα(Rn+1

+ ).

3.2 Proof of Theorem 3.1

We shall minimize the functional

Iγ,s(w) =
kα
∫
Rn+1

+
y1−α|∇w|2dxdy − γ

∫
Rn
|w(x,0)|2
|x|α dx

(
∫
Rn
|w(x,0)|2∗α(s)

|x|s dx)
2

2∗α(s)

on the space Xα(Rn+1
+ ). Whenever S(n, α, γ, s) is attained at some w ∈

Xα(Rn+1
+ ), then it is clear that u = Tr(w) := w(., 0) will be a function in

H
α
2

0 (Rn), where µγ,s,α(Rn) is attained.
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3.2. Proof of Theorem 3.1

Note first that inequality (3.7) asserts that Xα(Rn+1
+ ) is embedded in

the weighted space L2(Rn, |x|−α) and that this embeding is continuous. If
γ < γH(α), it follows from (3.7) that

‖w‖ :=

(
kα

∫
Rn+1

+

y1−α|∇w|2dxdy − γ
∫
Rn

|w(x, 0)|2

|x|α
dx

) 1
2

is well-defined on Xα(Rn+1
+ ). Set γ+ = max{γ, 0} and γ− = −max{γ, 0}.

The following inequalities then hold for any u ∈ Xα(Rn+1
+ ),

(1− γ+

γH(α)
)‖w‖2

Xα(Rn+1
+ )
≤ ‖w‖2 ≤ (1 +

γ−
γH(α)

)‖w‖2
Xα(Rn+1

+ )
. (3.10)

Thus, ‖ . ‖ is equivalent to the norm ‖ . ‖Xα(Rn+1
+ ).

We start by considering the case when s > 0. Ekeland’s variational
principle [25] applied to the functional I(w) := Iγ,s(w) yields the existence
of a minimizing sequence (wk)k∈N for S(n, α, γ, s) such that as k →∞,∫

Rn

|wk(x, 0)|2∗α(s)

|x|s
dx = 1, (3.11)

I(wk) −→ S(n, α, γ, s), (3.12)

and
I ′(wk)→ 0 in (Xα(Rn+1

+ ))′, (3.13)

where (Xα(Rn+1
+ ))′ denotes the dual of Xα(Rn+1

+ ). Consider the functionals
J,K : Xα(Rn+1

+ ) −→ R by

J(w) :=
1

2
‖w‖2 =

kα
2

∫
Rn+1

+

y1−α|∇w|2dxdy − γ

2

∫
Rn

|w(x, 0)|2

|x|α
dx,

and

K(w) :=
1

2∗α(s)

∫
Rn

|w(x, 0)|2∗α(s)

|x|s
dx.

Straightforward computations yield that as k →∞,

J(wk) −→
1

2
S(n, α, γ, s),

and
J ′(wk)− S(n, α, γ, s)K ′(wk) −→ 0 in (Xα(Rn+1

+ ))′. (3.14)
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3.2. Proof of Theorem 3.1

Consider now the Levy concentration functions Q of |wk(x,0)|2∗α(s)

|x|s , defined as

Q(r) =

∫
Br

|wk(x, 0)|2∗α(s)

|x|s
dx for r > 0,

where Br is the ball of radius r in Rn. Since
∫
Rn
|wk(x,0)|2∗α(s)

|x|s dx = 1 for all
k ∈ N, then by continuity, and up to considering a subsequence, there exists
rk > 0 such that

Q(rk) =

∫
Brk

|wk(x, 0)|2∗α(s)

|x|s
dx =

1

2
for all k ∈ N.

Define the rescaled sequence vk(x, y) := r
n−α

2
k wk(rkx, rky) for k ∈ N and

(x, y) ∈ Rn+1
+ , in such a way that (vk)k∈N is also a minimizing sequence

for S(n, α, γ, s). Indeed, it is easy to check that vk ∈ Xα(Rn+1
+ ) and that

‖wk‖2 = ‖vk‖2,

lim
k→∞

(
kα

∫
Rn+1

+

y1−α|∇vk|2dxdy − γ
∫
Rn

|vk(x, 0)|2

|x|α
dx

)
= S(n, α, γ, s)

(3.15)
and ∫

Rn

|vk(x, 0)|2∗α(s)

|x|s
dx =

∫
Rn

|wk(x, 0)|2∗α(s)

|x|s
dx = 1.

Moreover, we have that∫
B1

|vk(x, 0)|2∗α(s)

|x|s
dx =

1

2
for all k ∈ N. (3.16)

In addition, ‖vk‖2 = S(n, α, γ, s) + o(1) as k →∞, so (3.10) yields that
(vk)k∈N is bounded in Xα(Rn+1

+ ). Therefore, without loss of generality,
there exists a subsequence -still denoted vk- such that

vk ⇀ v in Xα(Rn+1
+ ) and vk(., 0)→ v(., 0) in Lqloc(R

n) for all 1 ≤ q < 2∗α.
(3.17)

We shall show that the weak limit of the minimizing sequence is not
identically zero, that is v 6≡ 0. Indeed, suppose v ≡ 0. It follows from (3.17)
that

vk ⇀ 0 in Xα(Rn+1
+ ) and vk(., 0)→ 0 in Lqloc(R

n) for every 1 ≤ q < 2∗α.
(3.18)
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3.2. Proof of Theorem 3.1

For δ > 0, define B+
δ := {(x, y) ∈ Rn+1

+ : |(x, y)| < δ}, Bδ := {x ∈ Rn : |x| <
δ} and let η ∈ C∞0 (B+

1 ) be a cut-off function such that η ≡ 1 in B+
1
2

and

0 ≤ η ≤ 1 in Rn+1
+ .

We use η2vk as test function in (3.14) to get that

kα

∫
Rn+1

+

y1−α∇vk.∇(η2vk)dxdy − γ
∫
Rn

vk(x, 0)(η2vk(x, 0))

|x|α
dx

= S(n, α, γ, s)

∫
Rn

|vk(x, 0)|2∗α(s)−1(η2vk(x, 0))

|x|s
dx+ o(1).

(3.19)

Simple computations yield |∇(ηvk)|2 = |vk∇η|2 +∇vk.∇(η2vk), so that we
have

kα

∫
Rn+1

+

y1−α|∇(ηvk)|2dxdy − kα
∫
Rn+1

+

y1−α∇vk.∇(η2vk)dxdy

= kα

∫
Rn+1

+

y1−α|vk∇η|2dxdy

= kα

∫
E
y1−α|∇η|2|vk|2dxdy,

where E := supp(|∇η|). Since α ∈ (0, 2), y1−α is an A2-weight, and since
E is bounded, we have that the embedding H1(E, y1−α) ↪→ L2(E, y1−α) is
compact (See [5] and [41]). It follows from (3.18)1 that

kα

∫
E
y1−α|∇η|2|vk|2dxdy → 0 as k →∞.

Therefore,

kα

∫
Rn+1

+

y1−α|∇(ηvk)|2dxdy = kα

∫
Rn+1

+

y1−α∇vk.∇(η2wk)dxdy + o(1).

By plugging the above estimate into (3.19), we get that

‖ηvk‖2 = kα

∫
Rn+1

+

y1−α|∇(ηvk)|2dxdy − γ
∫
Rn

|ηvk(x, 0)|2

|x|α
dx

= S(n, α, γ, s)

∫
Rn

|vk(x, 0)|2∗α(s)−2(|ηvk(x, 0)|2)

|x|s
dx+ o(1)

= S(n, α, γ, s)

∫
B1

|vk(x, 0)|2∗α(s)−2(|ηvk(x, 0)|2)

|x|s
dx+ o(1).

(3.20)
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3.2. Proof of Theorem 3.1

Note that in the last equality we used the fact that supp(η(x, 0)) ⊂ B1. We

now apply Hölder’s inequality with exponents 2∗α(s)
2∗α(s)−2 and 2∗α(s)

2 to get that∫
B1

|vk(x, 0)|2∗
α(s)−2(|ηvk(x, 0)|2)

|x|s
dx =

∫
B1

|vk(x, 0)|2∗
α(s)−2

|x|s
2∗α(s)−2

2∗α(s)

|ηvk(x, 0)|2

|x|s
2

2∗α(s)

dx

≤
(∫

B1

|vk(x, 0)|2∗
α(s)

|x|s
dx

) 2∗α(s)−2

2∗α(s)
(∫

B1

|ηvk(x, 0)|2∗
α(s)

|x|s
dx

) 2
2∗α(s)

.

It then follows from (3.16) that∫
B1

|vk(x, 0)|2∗
α(s)−2(|ηvk(x, 0)|2)

|x|s
dx ≤

(
1

2

)1− 2
2∗α(s)

(∫
Rn

|ηvk(x, 0)|2∗
α(s)

|x|s
dx

) 2
2∗α(s)

.

Plugging the above inequality into (3.20), we get that

‖ηvk‖2 = kα

∫
Rn+1

+

y1−α|∇(ηvk)|2dxdy − γ
∫
Rn

|ηvk(x, 0)|2

|x|α
dx

≤ S(n, α, γ, s)

2
1− 2

2∗α(s)

(∫
Rn

|ηvk(x, 0)|2∗α(s)

|x|s
dx

) 2
2∗α(s)

+ o(1).

On the other hand, it follows from the definition of S(n, α, γ, s) that

S(n, α, γ, s)

(∫
Rn

|ηvk(x, 0)|2∗α(s)

|x|s
dx

) 2
2∗α(s)

≤ ‖ηvk‖2

≤ S(n, α, γ, s)

2
1− 2

2∗α(s)

(∫
Rn

|ηvk(x, 0)|2∗α(s)

|x|s
dx

) 2
2∗α(s)

+ o(1).

Note that S(n,α,γ,s)

2
1− 2

2∗α(s)

< S(n, α, γ, s) for s ∈ (0, α), which yields that∫
Rn

|ηvk(x, 0)|2∗α(s)

|x|s
dx = o(1). (3.21)

By straightforward computations and Hölder’s inequality, we get that(∫
B1

|vk(x, 0)|2∗
α(s)

|x|s
dx

) 1
2∗α(s)

=

(∫
B1

|ηvk(x, 0) + (1− η)vk(x, 0)|2∗
α(s)

|x|s
dx

) 1
2∗α(s)

≤
(∫

B1

|ηvk(x, 0)|2∗
α(s)

|x|s
dx

) 1
2∗α(s)

+

(∫
B1

|(1− η)vk(x, 0)|2∗
α(s)

|x|s
dx

) 1
2∗α(s)

≤
(∫

Rn

|ηvk(x, 0)|2∗
α(s)

|x|s
dx

) 1
2∗α(s)

+ C

(∫
B1

|vk(x, 0)|2
∗
α(s)dx

) 1
2∗α(s)

.
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From (3.18)2, and the fact that 2∗α(s) < 2∗α, we obtain∫
B1

|vk(x, 0)|2∗α(s)dx→ 0 as k →∞.

Therefore,(∫
B1

|vk(x, 0)|2∗α(s)

|x|s
dx

) 2
2∗α(s)

≤

(∫
Rn

|ηvk(x, 0)|2∗α(s)

|x|s
dx

) 2
2∗α(s)

+ o(1).

(3.22)
It then follows from (3.21) and (3.22) that

o(1) =

∫
Rn

|ηvk(x, 0)|2∗α(s)

|x|s
dx =

∫
B1

|vk(x, 0)|2∗α(s)

|x|s
dx+ o(1).

This contradicts (3.16) and therefore v 6≡ 0.
We now conclude by proving that vk converges weakly in Rn+1

+ to v, and
that ∫

Rn

|v(x, 0)|2∗α(s)

|x|s
dx = 1.

Indeed, for k ∈ N, let θk = vk − v, and use the Brezis-Lieb Lemma (see [10]
and [70]) to deduce that

1 =

∫
Rn

|vk(x, 0)|2∗α(s)

|x|s
dx =

∫
Rn

|v(x, 0)|2∗α(s)

|x|s
dx+

∫
Rn

|θk(x, 0)|2∗α(s)

|x|s
dx+o(1),

which yields that both∫
Rn
|v(x,0)|2∗α(s)

|x|s dx and
∫
Rn
|θk(x,0)|2∗α(s)

|x|s dx are in the interval [0, 1]. (3.23)

The weak convergence θk ⇀ 0 in Xα(Rn+1
+ ) implies that

‖vk‖2 = ‖v + θk‖2 = ‖v‖2 + ‖θk‖2 + o(1).
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By using (3.14) and the definition of S(n, α, γ, s), we get that

o(1) = ‖vk‖2 − S(n, α, γ, s)

∫
Rn

|vk(x, 0)|2∗α(s)

|x|s
dx

=

(
‖v‖2 − S(n, α, γ, s)

∫
Rn

|v(x, 0)|2∗α(s)

|x|s
dx

)

+

(
‖θk‖2 − S(n, α, γ, s)

∫
Rn

|θk(x, 0)|2∗α(s)

|x|s
dx

)
+ o(1)

≥ S(n, α, γ, s)

(∫
Rn

|v(x, 0)|2∗α(s)

|x|s
dx

) 2
2∗α(s)

−
∫
Rn

|v(x, 0)|2∗α(s)

|x|s
dx


+ S(n, α, γ, s)

(∫
Rn

|θk(x, 0)|2∗α(s)

|x|s
dx

) 2
2∗α(s)

−
∫
Rn

|θk(x, 0)|2∗α(s)

|x|s
dx


+ o(1).

Set now

A :=

(∫
Rn

|v(x, 0)|2∗α(s)

|x|s
dx

) 2
2∗α(s)

−
∫
Rn

|v(x, 0)|2∗α(s)

|x|s
dx,

and

B :=

(∫
Rn

|θk(x, 0)|2∗α(s)

|x|s
dx

) 2
2∗α(s)

−
∫
Rn

|θk(x, 0)|2∗α(s)

|x|s
dx.

Note that since 2∗α(s) > 2, we have a
2

2∗α(s) ≥ a for every a ∈ [0, 1], and
equality holds if and only if a = 0 or a = 1. It then follows from (3.23)
that both A and B are non-negative. On the other hand, the last inequality
implies that A+B = o(1), which means that A = 0 and B = o(1), that is

∫
Rn

|v(x, 0)|2∗α(s)

|x|s
dx =

(∫
Rn

|v(x, 0)|2∗α(s)

|x|s
dx

) 2
2∗α(s)

.

Hence,

either

∫
Rn

|v(x, 0)|2∗α(s)

|x|s
dx = 0 or

∫
Rn

|v(x, 0)|2∗α(s)

|x|s
dx = 1.
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The fact that v 6≡ 0 yields
∫
Rn
|v(x,0)|2∗α(s)

|x|s dx 6= 0, and
∫
Rn
|v(x,0)|2∗α(s)

|x|s dx = 1,
which yields that

kα

∫
Rn+1

+

y1−α|∇v|2dxdy − γ
∫
Rn

|v(x, 0)|2

|x|α
dx = S(n, α, γ, s).

Without loss of generality we may assume v ≥ 0 (otherwise we take |v| in-
stead of v), and we then obtain a positive extremal for S(n, α, γ, s) in the
case s ∈ (0, α).

Suppose now that s = 0 and γ ≥ 0. By a result in [19], extremals exist
for S(n, α, γ, s) whenever s = 0 and γ = 0. Hence, we only need to show
that there exists an extremal for S(n, α, γ, 0) in the case γ > 0. First note
that in this case, we have that

S(n, α, γ, 0) < S(n, α, 0, 0). (3.24)

Indeed, if w ∈ Xα(Rn+1
+ ) \ {0} is an extremal for S(n, α, 0, 0), then by

estimating the functional at w, and using the fact that γ > 0, we obtain

S(n, α, γ, 0) = inf
u∈Xα(Rn+1

+ )\{0}

‖u‖2
Xα(Rn+1

+ )
− γ

∫
Rn
|u(x,0)|2
|x|α dx

(
∫
Rn |u(x, 0)|2∗αdx)

2
2∗α

≤
‖w‖2

Xα(Rn+1
+ )
− γ

∫
Rn
|w(x,0)|2
|x|α dx

(
∫
Rn |w(x, 0)|2∗αdx)

2
2∗α

<
‖w‖2

Xα(Rn+1
+ )

(
∫
Rn |w(x, 0)|2∗αdx)

2
2∗α

= S(n, α, 0, 0).

Now we show that S(n, α, γ, 0) is attained whenever S(n, α, γ, 0) <
S(n, α, 0, 0). Indeed, let (wk)k∈N ⊂ Xα(Rn+1

+ )\{0} be a minimizing sequence
for S(n, α, γ, 0). Up to multiplying by a positive constant, we assume that

lim
k→∞

(
kα

∫
Rn+1

+

y1−α|∇wk|2dxdy − γ
∫
Rn

|wk(x, 0)|2

|x|α
dx

)
= S(n, α, γ, 0)

(3.25)
and ∫

Rn
|wk(x, 0)|2∗αdx = 1. (3.26)
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3.2. Proof of Theorem 3.1

The sequence
(
‖wk‖Xα(Rn+1

+ )

)
k∈N

is therefore bounded, and there exists a

subsequence - still denoted wk- such that wk ⇀ w weakly in Xα(Rn+1
+ ). The

weak convergence implies that

‖wk‖2Xα(Rn+1
+ )

= ‖wk − w‖2Xα(Rn+1
+ )

+ ‖w‖2
Xα(Rn+1

+ )
+ o(1),

and∫
Rn

|w(x, 0)|2

|x|α
dx =

∫
Rn

|(w − wk)(x, 0)|2

|x|α
dx+

∫
Rn

|wk(x, 0)|2

|x|α
dx+ o(1).

The Brezis-Lieb Lemma ([10, Theorem 1]) and (3.26) yield that∫
Rn
|(wk − w)(x, 0)|2∗αdx ≤ 1,

for large k, hence

S(n, α, γ, 0) = ‖wk‖2Xα(Rn+1
+ )
− γ

∫
Rn

|wk(x, 0)|2

|x|α
dx+ o(1)

≥ ‖wk − w‖2Xα(Rn+1
+ )

+ ‖w‖2
Xα(Rn+1

+ )
− γ

∫
Rn

|w(x, 0)|2

|x|α
dx+ o(1)

≥ S(n, α, 0, 0)(

∫
Rn
|(wk − w)(x, 0)|2∗αdx)

2
2∗α

+ S(n, α, γ, 0)(

∫
Rn
|w(x, 0)|2∗αdx)

2
2∗α + o(1)

≥ S(n, α, 0, 0)

∫
Rn
|(wk − w)(x, 0)|2∗αdx

+ S(n, α, γ, 0)

∫
Rn
|w(x, 0)|2∗αdx+ o(1).

Use the Brezis-Lieb Lemma again to get that

S(n, α, γ, 0) ≥ (S(n, α, 0, 0)− S(n, α, γ, 0))

∫
Rn
|(wk − w)(x, 0)|2∗αdx

+ S(n, α, γ, 0)

∫
Rn
|wk(x, 0)|2∗αdx+ o(1)

= (S(n, α, 0, 0)− S(n, α, γ, 0))

∫
Rn
|(wk − w)(x, 0)|2∗αdx

+ S(n, α, γ, 0) + o(1).
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Since S(n, α, γ, 0) < S(n, α, 0, 0), we get that wk(., 0)→ w(., 0) in L2∗α(Rn),
that is ∫

Rn
|w(x, 0)|2∗αdx = 1.

The lower semi-continuity of I then implies that w is a minimizer for S(n, α,
γ, 0). Note that |w| is also an extremal in Xα(Rn+1

+ ) for S(n, α, γ, 0), there-
fore there exists a non-negative extremal for S(n, α, γ, s) in the case γ > 0
and s = 0, and this completes the proof of the case when s = 0 and γ ≥ 0.

Now we consider the case when γ < 0.

Claim 3.5. If γ ≤ 0, then S(n, α, γ, 0) = S(n, α, 0, 0), hence, there are no
extremals for S(n, α, γ, 0) whenever γ < 0.

Indeed, we first note that for γ ≤ 0, we have S(n, α, γ, 0) ≥ S(n, α, 0, 0).
On the other hand, if we consider w ∈ Xα(Rn+1

+ )\{0} to be an extremal for
S(n, α, 0, 0) and define for δ ∈ R, and x̄ ∈ Rn, the function wδ := w(x−δx̄, y)
for x ∈ Rn and y ∈ R+, then by a change of variable, we get

S(n, α, γ, 0) ≤ Iδ : =
‖wδ‖2Xα(Rn+1

+ )
− γ

∫
Rn
|wδ(x,0)|2
|x|α dx

(
∫
Rn |wδ(x, 0)|2∗αdx)

2
2∗α

=
‖w‖2

Xα(Rn+1
+ )
− γ

∫
Rn
|w(x,0)|2
|x+δx̄|α dx

(
∫
Rn |w(x, 0)|2∗αdx)

2
2∗α

,

so that

S(n, α, γ, 0) ≤ lim
δ→∞

Iδ =
‖w‖2

Xα(Rn+1
+ )

(
∫
Rn |w(x, 0)|2∗αdx)

2
2∗α

= S(n, α, 0, 0).

Therefore, S(n, α, γ, 0) = S(n, α, 0, 0). Since there are extremals for S(n, α,
0, 0) (see [19]), there is none for S(n, α, γ, 0) whenever γ < 0. This establishes
(2) and completes the proof of Theorem 3.3.

Back to Theorem 3.1, since the non-negative α-harmonic function w is a
minimizer for S(n, α, γ, s) in Xα(Rn+1

+ )\{0}, which exists from Theorem 3.3,

then u := Tr(w) = w(., 0) ∈ H
α
2

0 (Rn) \ {0} and by (2.12), u is a minimizer

for µγ,s,α(Rn) in H
α
2

0 (Rn) \ {0}. Therefore, (1) and (2) of Theorem 3.1
hold. For (3), let u∗ be the Schwarz symmetrization of u. By the fractional
Polya-Szegö inequality [57], we have

‖(−∆)
α
2 u∗‖2L2(Rn) ≤ ‖(−∆)

α
2 u‖2L2(Rn).

31



3.3. Proof of Theorem 3.2

Furthermore, it is clear (Theorem 3.4. of [51]) that∫
Rn
|u|2
|x|αdx ≤

∫
Rn
|u∗|2
|x|α dx and

∫
Rn
|u|2∗α(s)

|x|s dx ≤
∫
Rn
|u∗|2∗α(s)

|x|s dx.

Combining the above inequalities and the fact that γ ≥ 0, we get that

µγ,s,α(Rn) ≤
‖(−∆)

α
2 u∗‖2L2(Rn) − γ

∫
Rn
|u∗|2
|x|α dx

(
∫
Rn
|u∗|2∗α(s)

|x|s dx)
2

2∗α(s)

≤
‖(−∆)

α
2 u‖2L2(Rn) − γ

∫
Rn
|u|2
|x|αdx

(
∫
Rn
|u|2∗α(s)

|x|s dx)
2

2∗α(s)

= µγ,s,α(Rn).

This implies that u∗ is also a minimizer and achieves the infimum of µγ,s,α(Rn).
Therefore the equality sign holds in all the inequalities above, that is

γ
∫
Rn
|u|2
|x|αdx = γ

∫
Rn
|u∗|2
|x|α dx and

∫
Rn
|u|2∗α(s)

|x|s dx =
∫
Rn
|u∗|2∗α(s)

|x|s dx.

From Theorem 3.4. of [51], in the case of equality, it follows that u = |u| = u∗

if either γ 6= 0 or if s 6= 0. In particular, u is positive, radially symmetric
and decreasing about origin. Hence u must approach a limit as |x| → ∞,
which must be zero.

3.3 Proof of Theorem 3.2

We shall now use the existence of extremals for the fractional Hardy-Sobolev
type inequalities, established in Section 3.2, to prove that there exists a non-
trivial weak solution for (3.6). The energy functional Ψ associated to (3.6)
is defined as follows:

Ψ(w) =
1

2
‖w‖2− 1

2∗α

∫
Rn
|u|2∗αdx− 1

2∗α(s)

∫
Rn

|u|2∗α(s)

|x|s
dx for w ∈ Xα(Rn+1

+ ),

(3.27)
where again u := Tr(w) = w(., 0). Fractional trace Hardy, Sobolev and
Hardy-Sobolev inequalities yield that Ψ ∈ C1(Xα(Rn+1

+ )). Note that a weak
solution to (3.6) is a non-trivial critical point of Ψ.

Throughout this section, we use the following notation for any sequence
(wk)k∈N ∈ Xα(Rn+1

+ ):

uk := Tr(wk) = wk(., 0) for all k ∈ N.

We split the proof in three parts:
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3.3. Proof of Theorem 3.2

3.3.1 Existence of a suitable Palais-Smale sequence

We first verify that the energy functional Ψ satisfies the conditions of the
Mountain Pass Lemma leading to a minimax energy level that is below a
suitable threshold. The following is standard.

Lemma 3.6 (Ambrosetti and Rabinowitz [3]). Let (V, ‖ ‖) be a Banach
space and Ψ : V → R a C1−functional satisfying the following conditions:
(a) Ψ(0) = 0,
(b) There exist ρ,R > 0 such that Ψ(u) ≥ ρ for all u ∈ V , with ‖u‖ = R,
(c) There exists v0 ∈ V such that lim sup

t→∞
Ψ(tv0) < 0.

Let t0 > 0 be such that ‖t0v0‖ > R and Ψ(t0v0) < 0, and define

cv0(Ψ) := inf
σ∈Γ

sup
t∈[0,1]

Ψ(σ(t)),

where
Γ := {σ ∈ C([0, 1], V ) : σ(0) = 0 and σ(1) = t0v0}.

Then, cv0(Ψ) ≥ ρ > 0, and there exists a Palais-Smale sequence at level
cv0(Ψ), that is there exists a sequence (wk)k∈N ∈ V such that

lim
k→∞

Ψ(wk) = cv0(Ψ) and lim
k→∞

Ψ′(wk) = 0 strongly inV ′.

Moreover, we have that cv0(Ψ) ≤ sup
t≥0

Ψ(tv0).

We now prove the following.

Proposition 3.7. Suppose 0 ≤ γ < γH(α) and 0 ≤ s < α, and consider
Ψ defined in (3.27) on the Banach space Xα(Rn+1

+ ). Then, there exists
w ∈ Xα(Rn+1

+ ) \ {0} such that w ≥ 0 and 0 < cw(Ψ) < c?, where

c? = min

{
α

2n
S(n, α, γ, 0)

n
α ,

α− s
2(n− s)

S(n, α, γ, s)
n−s
α−s

}
, (3.28)

and a Palais-Smale sequence (wk)k∈N in Xα(Rn+1
+ ) at energy level cw(Ψ),

that is,

lim
k→∞

Ψ(wk) = cw(Ψ) and lim
k→∞

Ψ′(wk) = 0 strongly in (Xα(Rn+1
+ ))′.

(3.29)
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3.3. Proof of Theorem 3.2

Proof of Proposition 3.7. In the sequel, we will use freely the following ele-
mentary identities involving 2∗α(s):

1
2 −

1
2∗α

= α
2n , 2∗α

2∗α−2 = n
α , 1

2 −
1

2∗α(s) = α−s
2(n−s) and 2∗α(s)

2∗α(s)−2 = n−s
α−s .

First, we note that the functional Ψ satisfies the hypotheses of Lemma
3.6, and that condition (c) is satisfied for any w ∈ Xα(Rn+1

+ ) \ {0}. Indeed,
it is standard to show that Ψ ∈ C1(Xα(Rn+1

+ )) and clearly Ψ(0) = 0, so
that (a) of Lemma 3.6 is satisfied. For (b), note that by the definition of
S(n, α, γ, s), we have that

S(n, α, γ, 0)(

∫
Rn
|u|2∗αdx)

2
2∗α ≤ ‖w‖2

and

S(n, α, γ, s)(

∫
Rn

|u|2∗α(s)

|x|s
dx)

2
2∗α(s) ≤ ‖w‖2.

Hence,

Ψ(w) ≥ 1

2
‖w‖2 − 1

2∗α
S(n, α, γ, 0)−

2∗α
2 ‖w‖2

∗
α − 1

2∗α(s)
S(n, α, γ, s)−

2∗α(s)

2 ‖w‖2
∗
α(s)

=

(
1

2
− 1

2∗α
S(n, α, γ, 0)−

2∗α
2 ‖w‖2

∗
α−2 − 1

2∗α(s)
S(n, α, γ, s)−

2∗α(s)

2 ‖w‖2
∗
α(s)−2

)
‖w‖2.

(3.30)

Since s ∈ [0, α), we have that 2∗α − 2 > 0 and 2∗α(s) − 2 > 0. Thus, by
(3.10), we can find R > 0 such that Ψ(w) ≥ ρ for all w ∈ Xα(Rn+1

+ ) with
‖w‖Xα(Rn+1

+ ) = R. Regarding (c), note that

Ψ(tw) =
t2

2
‖w‖2 − t2

∗
α

2∗α

∫
Rn
|u|2∗αdx− t2

∗
α(s)

2∗α(s)

∫
Rn

|u|2∗α(s)

|x|s
dx,

hence lim
t→∞

Ψ(tw) = −∞ for any w ∈ Xα(Rn+1
+ ) \ {0}, which means that

there exists tw > 0 such that ‖tww‖Xα(Rn+1
+ ) > R and Ψ(tw) < 0, for t ≥ tw.

Now we show that there exists w ∈ Xα(Rn+1
+ )\{0} such that w ≥ 0 and

cw(Ψ) <
α

2n
S(n, α, γ, 0)

n
α . (3.31)

From Theorem 3.3, we know that there exists a non-negative extremal w in
Xα(Rn+1

+ ) for S(n, α, γ, 0) whenever γ ≥ 0. By the definition of tw, and the
fact that cw(Ψ) > 0, we obtain
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cw(Ψ) ≤ sup
t≥0

Ψ(tw) ≤ sup
t≥0

f(t),

where

f(t) =
t2

2
‖w‖2 − t2

∗
α

2∗α

∫
Rn
|u|2∗αdx ∀t > 0.

Simple computations yield that f(t) attains its maximum at the point t̃ =(
‖w‖2∫

Rn |u|
2∗αdx

) 1
2∗α−2

. It then follows that

sup
t≥0

f(t) = (
1

2
− 1

2∗α
)

 ‖w‖2

(
∫
Rn |u|2

∗
αdx)

2
2∗α


2∗α

2∗α−2

=
α

2n

 ‖w‖2

(
∫
Rn |u|2

∗
αdx)

2
2∗α

n
α

.

Since w is an extremal for S(n, α, γ, 0), we get that

cw(Ψ) ≤ sup
t≥0

f(t) =
α

2n
S(n, α, γ, 0)

n
α .

We now need to show that equality does not hold in (3.31). Indeed, otherwise
we would have that 0 < cw(Ψ) = sup

t≥0
Ψ(tw) = sup

t≥0
f(t). Consider t1 > 0

(resp., t2 > 0) where sup
t≥0

Ψ(tw) (resp., sup
t≥0

f(t)) is attained. We get that

f(t1)− t
2∗α(s)
1

2∗α(s)

∫
Rn

|w(x, 0)|2∗α(s)

|x|s
dx = f(t2),

which means that f(t1) > f(t2) since t1 > 0. This contradicts the fact that
t2 is a maximum point of f(t), hence the strict inequality in (3.31) holds.

To finish the proof of Proposition 3.7, we can assume without loss that

α− s
2(n− s)

S(n, α, γ, s)
n−s
α−s <

α

2n
S(n, α, γ, 0)

n
α .

Let now w in Xα(Rn+1
+ )\{0} be a positive minimizer for S(n, α, γ, s), whose

existence was established in Section 3.2, and set

f̄(t) =
t2

2
‖w‖2 − t2

∗
α(s)

2∗α(s)

∫
Rn

|u|2∗α(s)

|x|s
dx.
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As above, we have

cw(Ψ) ≤ sup
t≥0

f(t) = (
1

2
− 1

2∗α(s)
)

 ‖w‖2

(
∫
Rn
|u|2∗α(s)

|x|s dx)
2

2∗α(s)


2∗α(s)

2∗α(s)−2

=
α− s

2(n− s)
S(n, α, γ, s)

n−s
α−s .

Again, if equality holds, then 0 < cw(Ψ) ≤ sup
t≥0

Ψ(tw) = sup
t≥0

f̄(t), and if

t1, t2 > 0 are points where the respective suprema are attained, then a
contradiction is reached since

f̄(t1)− t
2∗α
1

2∗α

∫
Rn
|u|2∗αdx = f̄(t2).

Therefore,

0 < cw(Ψ) < c? = min

{
α

2n
S(n, α, γ, 0)

n
α ,

α− s
2(n− s)

S(n, α, γ, s)
n−s
α−s

}
.

Finally, the existence of a Palais-Smale sequence at that level follows imme-
diately from Lemma 3.6.

3.3.2 Analysis of the Palais-Smale sequences

We now study the concentration properties of weakly null Palais-Smale se-
quences. For δ > 0, we shall write B+

δ := {(x, y) ∈ Rn+1
+ : |(x, y)| < δ} and

Bδ := {x ∈ Rn : |x| < δ} .

Proposition 3.8. Let 0 ≤ γ < γH(α) and 0 < s < α. Assume that
(wk)k∈N is a Palais-Smale sequence of Ψ at energy level c ∈ (0, c?). If
wk ⇀ 0 in Xα(Rn+1

+ ) as k →∞, then there exists a positive constant
ε0 = ε0(n, α, γ, c, s) > 0 such that for every δ > 0, one of the following
holds:

1. lim sup
k→∞

∫
Bδ
|uk|2

∗
αdx = lim sup

k→∞

∫
Bδ

|uk|2
∗
α(s)

|x|s dx = 0;

2. lim sup
k→∞

∫
Bδ
|uk|2

∗
αdx and lim sup

k→∞

∫
Bδ

|uk|2
∗
α(s)

|x|s dx ≥ ε0.

The proof of Proposition 3.8 requires the following two lemmas.
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Lemma 3.9. Let (wk)k∈N be a Palais-Smale sequence as in Proposition
3.8. If wk ⇀ 0 in Xα(Rn+1

+ ), then for any ω ⊂⊂ Rn \ {0} and any D ⊂⊂
Rn+1

+ \ {0}, there exists a subsequence of (wk)k∈N, still denoted by (wk)k∈N,
such that

lim
k→∞

∫
ω

|uk|2

|x|α
dx = lim

k→∞

∫
ω

|uk|2
∗
α(s)

|x|s
dx = 0 (3.32)

and

lim
k→∞

∫
D∗
|uk|2

∗
αdx = lim

k→∞

∫
D
y1−α|∇wk|2dxdy = 0, (3.33)

where uk := wk(., 0) for all k ∈ N, and D∗ := {(x, y) ∈ D : y = 0} ⊂⊂
Rn \ {0}.

Proof of Lemma 3.9. Fix ω ⊂⊂ Rn \ {0}, and note that the following frac-
tional Sobolev embedding is compact:

H
α
2

0 (Rn) ↪→ Lq(ω) for every 1 ≤ q < 2∗α.

Using the trace inequality (2.13), and the assumption wk ⇀ 0 in Xα(Rn+1
+ ),

we get that
uk → 0 strongly for every 1 ≤ q < 2∗α.

On the other hand, the fact that |x|−1 is bounded on ω ⊂⊂ Rn \{0} implies
that there exist constants C1, C2 > 0 such that

0 ≤ lim
k→∞

∫
ω

|uk|2

|x|α
dx ≤ C1 lim

k→∞

∫
ω
|uk|2dx

and

0 ≤ lim
k→∞

∫
ω

|uk|2
∗
α(s)

|x|s
dx ≤ C2 lim

k→∞

∫
ω
|uk|2

∗
α(s)dx.

Since s ∈ (0, α), we have that 1 ≤ 2, 2∗α(s) < 2∗α. Thus, (3.32) holds.
To show (3.33), we let η ∈ C∞0 (Rn+1

+ ) be a cut-off function such that
η∗ := η(., 0) ∈ C∞0 (Rn \ {0}), η ≡ 1 in D and 0 ≤ η ≤ 1 in Rn+1

+ . We first
note that

kα

∫
Rn+1

+

y1−α|∇(ηwk)|2dxdy = kα

∫
Rn+1

+

y1−α|η∇wk|2dxdy + o(1). (3.34)

Indeed, apply the following elementary inequality for vectors X,Y in Rn+1,∣∣|X + Y |2 − |X|2
∣∣ ≤ C(|X||Y |+ |Y |2),
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with X = y
1−α

2 η∇wk and Y = y
1−α

2 wk∇η, to get for all k ∈ N, that∣∣y1−α|∇(ηwk)|2 − y1−α|η∇wk|2
∣∣ ≤ C (y1−α|η∇wk||wk∇η|+ y1−α|wk∇η|2

)
.

By Hölder’s inequality, we get∣∣∣∣∣
∫
Rn+1

+

y1−α|∇(ηwk)|2dxdy −
∫
Rn+1

+

y1−α|η∇wk|2dxdy

∣∣∣∣∣
≤ C3

[
‖wk‖Xα(Rn+1

+ ) (

∫
supp(∇η)

y1−α|wk|2dxdy)
1
2 +

∫
supp(∇η)

y1−α|wk|2dxdy

]

≤ C4

[
(

∫
supp(∇η)

y1−α|wk|2dxdy)
1
2 +

∫
supp(∇η)

y1−α|wk|2dxdy

]
.

(3.35)

Since the embedding H1(supp(∇η), y1−α) ↪→ L2(supp(∇η), y1−α) is com-
pact, and wk ⇀ 0 in Xα(Rn+1

+ ), we get that∫
supp(∇η)

y1−α|wk|2dxdy = o(1),

which gives

∫
Rn+1

+

y1−α|∇(ηwk)|2dxdy =

∫
Rn+1

+

y1−α|η∇wk|2dxdy + o(1).

Thus, (3.34) holds.
Now recall that the sequence (wk)k∈N has the following property:

lim
k→∞

Ψ′(wk) = 0 strongly in (Xα(Rn+1
+ ))′. (3.36)

Since η2wk ∈ Xα(Rn+1
+ ) for all k ∈ N, we can use it as a test function in

(3.36) to get that

o(1) = 〈Ψ′(wk), η2wk〉

= kα

∫
Rn+1

+

y1−α〈∇wk,∇(η2wk)〉dxdy − γ
∫
Rn

η2
∗|uk|2

|x|α
dx

−
∫
Rn
η2
∗|uk|2

∗
αdx−

∫
Rn

η2
∗|uk|2

∗
α(s)

|x|s
dx.
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Regarding the first term, we have

kα

∫
Rn+1

+

y1−α〈∇wk,∇(η2wk)〉dxdy = kα

∫
Rn+1

+

y1−α|η∇wk|2dxdy

+ kα

∫
Rn+1

+

y1−αwk〈∇(η2),∇wk〉dxdy.

From Hölder’s inequality, and the fact that wk → 0 in L2(supp(|∇η|), y1−α),
it follows that as k →∞,

∣∣∣∣∣kα
∫
Rn+1

+

y1−α〈∇wk,∇(η2wk)〉dxdy − kα
∫
Rn+1

+

y1−α|η∇wk|2dxdy

∣∣∣∣∣
=

∣∣∣∣∣kα
∫
Rn+1

+

y1−αwk〈∇(η2),∇wk〉dxdy

∣∣∣∣∣
≤ kα

∫
Rn+1

+

y1−α|wk||∇(η2)||∇wk|dxdy

≤ C
∫

supp(|∇η|)
y1−α|wk||∇wk|dxdy

≤ C‖wk‖Xα(Rn+1
+ )

(∫
supp(|∇η|)

y1−α|wk|2dxdy

) 1
2

= o(1).

Thus, we have proved that

kα

∫
Rn+1

+

y1−α〈∇wk,∇(η2wk)〉dxdy = kα

∫
Rn+1

+

y1−α|η∇wk|2dxdy + o(1).

Using the above estimate coupled with (3.34), we obtain

o(1) = 〈Ψ′(wk), η2wk〉

= kα

∫
Rn+1

+

y1−α|η∇wk|2dxdy − γ
∫
K

η2
∗|uk|2

|x|α
dx

−
∫
Rn
η2
∗|uk|2

∗
αdx−

∫
K

η2
∗|uk|2

∗
α(s)

|x|s
dx+ o(1)

= kα

∫
Rn+1

+

y1−α|∇(ηwk)|2dxdy −
∫
Rn
η2
∗|uk|2

∗
αdx+ o(1)

≥ ‖ηwk‖2 −
∫
Rn
η2
∗|uk|2

∗
αdx+ o(1) as k →∞,

(3.37)
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where K = supp(η∗). Therefore,

‖ηwk‖2 ≤
∫
Rn
|η∗uk|2|uk|2

∗
α−2dx+ o(1) as k →∞. (3.38)

By Hölder’s inequality, and using the definition of S(n, α, γ, 0), we then get
that

‖ηwk‖2 ≤
(∫

Rn
|η∗uk|2

∗
αdx

) 2
2∗α
(∫

Rn
|uk|2

∗
αdx

) 2∗α−2

2∗α
+ o(1)

≤ S(n, α, γ, 0)−1‖ηwk‖2
(∫

Rn
|uk|2

∗
αdx

) 2∗α−2

2∗α
+ o(1).

(3.39)

Thus, 1− S(n, α, γ, 0)−1

(∫
Rn
|uk|2

∗
αdx

) 2∗α−2

2∗α

 ‖ηwk‖2 ≤ o(1). (3.40)

In addition, it follows from (3.29) that

Ψ(wk)−
1

2
〈Ψ′(wk), wk〉 = c+ o(1),

that is,

(
1

2
− 1

2∗α
)

∫
Rn
|uk|2

∗
αdx+ (

1

2
− 1

2∗α(s)
)

∫
Rn

|uk|2
∗
α(s)

|x|s
dx = c+ o(1), (3.41)

from which follows that∫
Rn
|uk|2

∗
αdx ≤ 2n

α
c+ o(1) as k →∞. (3.42)

Plugging (3.42) into (3.40), we obtain that[
1− S(n, α, γ, 0)−1(

2n

α
c)

α
n

]
‖ηwk‖2 ≤ o(1) as k →∞.

On the other hand, by the upper bound (3.28) on c, we have that

c <
α

2n
S(n, α, γ, 0)

n
α .

This yields that 1− S(n, α, γ, 0)−1(2n
α c)

α
n > 0, and therefore,

lim
k→∞

‖ηwk‖2 = 0.

40



3.3. Proof of Theorem 3.2

Using (2.13) and (3.10), we obtain that

lim
k→∞

kα

∫
Rn+1

+

y1−α|∇(ηwk)|2dxdy = 0.

It also follows from the definition of S(n, α, γ, 0) that

lim
k→∞

∫
Rn
|η∗uk|2

∗
αdx = 0.

Since η∣∣
D

≡ 1 and η∗∣∣
D∗
≡ 1, the last two equality yield (3.33).

Lemma 3.10. Let (wk)k∈N be Palais-Smale sequence as in Proposition 3.8.
For any δ > 0, set

θ := lim sup
k→∞

∫
Bδ

|uk|2
∗
αdx; ζ := lim sup

k→∞

∫
Bδ

|uk|2
∗
α(s)

|x|s
dx and

µ := lim
k→∞

∫
B+
δ

y1−α|∇wk|2dxdy − γ
∫
Bδ

|uk|2

|x|α
dx,

(3.43)

where uk := Tr(wk) = wk(., 0) for all k ∈ N. If wk ⇀ 0 in Xα(Rn+1
+ ) as

k →∞, then the following hold:

1. θ
2

2∗α ≤ S(n, α, γ, 0)−1µ and ζ
2

2∗α(s) ≤ S(n, α, γ, s)−1µ.

2. µ ≤ θ + ζ.

Proof of Lemma 3.10. First note that it follows from Lemma 3.9 that θ, ζ
and µ are well-defined and are independent of the choice of δ > 0. Let now
η ∈ C∞0 (Rn+1

+ ) be a cut-off function such that η∗ := η(., 0) ∈ C∞0 (Rn \ {0}),
η ≡ 1 in B+

δ , and 0 ≤ η ≤ 1 in Rn+1
+ .

1. Since ηwk ∈ Xα(Rn+1
+ ), we get from the definition of S(n, α, γ, s)

S(n, α, γ, 0)(

∫
Rn
|η∗uk|2

∗
αdx)

2
2∗α

≤ kα
∫
Rn+1

+

y1−α|∇(ηwk)|2dxdy − γ
∫
Rn

|η∗uk|2

|x|α
dx.

(3.44)
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On the other hand, from the definition of η, it follows that

kα

∫
Rn+1

+

y1−α|∇(ηwk)|2dxdy − γ
∫
Rn

|η∗uk|2

|x|α
dx

=

∫
B+
δ

y1−α|∇wk|2dxdy − γ
∫
Bδ

|uk|2

|x|α
dx

+

∫
supp(η)\B+

δ

y1−α|∇wk|2dxdy − γ
∫

supp(η∗)\Bδ

|η∗uk|2

|x|α
dx,

and

(

∫
Bδ

|uk|2
∗
αdx)

2
2∗α ≤ (

∫
Rn
|η∗uk|2

∗
αdx)

2
2∗α .

Note that supp(η) \ B+
δ ⊂⊂ Rn+1

+ \ {0} and supp(η∗) \ Bδ ⊂⊂ Rn \ {0}.
Therefore, taking the upper limits at both sides of (3.44), and using Lemma
3.9, we get that

S(n, α, γ, 0)(

∫
Bδ

|uk|2
∗
αdx)

2
2∗α ≤

∫
B+
δ

y1−α|∇wk|2dxdy− γ
∫
Bδ

|uk|2

|x|α
dx+ o(1),

as k →∞, which gives

θ
2

2∗α ≤ S(n, α, γ, 0)−1µ.

Similarly, we can prove that

ζ
2

2∗α(s) ≤ S(n, α, γ, s)−1µ.

2. Since η2wk ∈ Xα(Rn+1
+ ) and 〈Ψ′(wk), η2wk〉 = o(1) as k →∞, we

have
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o(1) = 〈Ψ′(wk), η2wk〉

= kα

∫
Rn+1

+

y1−α〈∇wk,∇(η2wk)〉dxdy − γ
∫
Rn

|η∗uk|2

|x|α
dx

−
∫
Rn
η2
∗|uk|2

∗
αdx−

∫
Rn

η2
∗|uk|2

∗
α(s)

|x|s
dx

=

(
kα

∫
Rn+1

+

y1−α|η∇wk|2dxdy − γ
∫
Rn

|η∗uk|2

|x|α
dx

)

−
∫
Rn
η2
∗|uk|2

∗
αdx−

∫
Rn

η2
∗|uk|2

∗
α(s)

|x|s
dx

+ kα

∫
Rn+1

+

y1−αwk〈∇(η2),∇wk〉dxdy.

(3.45)

By Hölder’s inequality, and the fact that wk → 0 in L2(supp(|∇η|), y1−α),
we obtain that∣∣∣∣∣kα

∫
Rn+1

+

y1−αwk〈∇(η2),∇wk〉dxdy

∣∣∣∣∣ ≤ kα
∫
Rn+1

+

y1−α|wk||∇(η2)||∇wk|dxdy

≤ C
∫

supp(|∇η|)
y1−α|wk||∇wk|dxdy

≤ C‖wk‖Xα(Rn+1
+ )‖wk‖L2(supp(|∇η|),y1−α)

≤ o(1) as k →∞.

Plugging the above estimate into (3.45), and using (2.13), we get that

o(1) = 〈Ψ′(wk), η2wk〉

=

(
kα

∫
Rn+1

+

y1−α|∇(ηwk)|2dxdy − γ
∫
Rn

|η∗uk|2

|x|α
dx

)

−
∫
Rn
η2
∗|uk|2

∗
αdx−

∫
Rn

η2
∗|uk|2

∗
α(s)

|x|s
dx+ o(1)

≥

(∫
B+
δ

y1−α|∇wk|2dxdy − γ
∫
Bδ

|uk|2

|x|α
dx

)

−
(∫

Bδ

|uk|2
∗
αdx

)
−

(∫
Bδ

|uk|2
∗
α(s)

|x|s
dx

)
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−
∫

supp(η∗)\Bδ

(
γ
|η∗uk|2

|x|α
dx+ η2

∗|uk|2
∗
αdx+

η2
∗|uk|2

∗
α(s)

|x|s

)
dx+ o(1).

Noting that supp(η∗)\Bδ ⊂⊂ Rn \{0}, and taking the upper limits on both
sides, we get that µ ≤ θ + ζ.

Proof of Proposition 3.8. It follows from Lemma 3.10 that

θ
2

2∗α ≤ S(n, α, γ, 0)−1µ ≤ S(n, α, γ, 0)−1θ + S(n, α, γ, 0)−1ζ,

which gives

θ
2

2∗α (1− S(n, α, γ, 0)−1θ
2∗α−2

2∗α ) ≤ S(n, α, γ, 0)−1ζ. (3.46)

On the other hand, by (3.41), we have

θ ≤ 2n

α
c.

Substituting the last inequality into (3.46), we get that

(1− S(n, α, γ, 0)−1(
2n

α
c)

α
n )θ

2
2∗α ≤ S(n, α, γ, 0)−1ζ.

Recall that the upper bounded (3.28) on c implies that

1− S(n, α, γ, 0)−1(
2n

α
c)

α
n > 0.

Therefore, there exists δ1 = δ1(n, α, γ, c) > 0 such that θ
2

2∗α ≤ δ1ζ. Similarly,

there exists δ2 = δ2(n, α, γ, c, s) > 0 such that ζ
2

2∗α(s) ≤ δ2θ. These two
inequalities yield that there exists ε0 = ε0(n, α, γ, c, s) > 0 such that

either θ = ζ = 0 or {θ ≥ ε0 and ζ ≥ ε0}. (3.47)

It follows from the definition of θ and ζ that

either lim sup
k→∞

∫
Bδ

|uk|2
∗
αdx = lim sup

k→∞

∫
Bδ

|uk|2
∗
α(s)

|x|s
dx = 0;

or lim sup
k→∞

∫
Bδ

|uk|2
∗
αdx ≥ ε0 and lim sup

k→∞

∫
Bδ

|uk|2
∗
α(s)

|x|s
dx ≥ ε0.
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3.3.3 End of proof of Theorem 3.4

We shall first eliminate the possibility of a zero weak limit for the Palais-
Smale sequence of Ψ, then we prove that the nontrivial weak limit is indeed
a weak solution of Problem (3.6). In the sequel (wk)k∈N will denote the
Palais-Smale sequence for Ψ obtained in Proposition 3.8.

First we show that

lim sup
k→∞

∫
Rn
|uk|2

∗
αdx > 0. (3.48)

Indeed, otherwise lim
k→∞

∫
Rn |uk|

2∗αdx = 0, which once combined with the fact

that 〈Ψ′(wk), wk〉 → 0 yields

‖wk‖2 =

∫
Rn

|uk|2
∗
α(s)

|x|s
dx+ o(1) as k →∞.

By combining this estimate with the definition of S(n, α, γ, s), we obtain(∫
Rn

|uk|2
∗
α(s)

|x|s
dx

) 2
2∗α(s)

≤ S(n, α, γ, s)−1‖wk‖2

≤ S(n, α, γ, s)−1

∫
Rn

|uk|2
∗
α(s)

|x|s
dx+ o(1),

which implies that(∫
Rn

|uk|2
∗
α(s)

|x|s
dx

) 2
2∗α(s)

[
1− S(n, α, γ, s)−1(

∫
Rn

|uk|2
∗
α(s)

|x|s
dx)

2∗α(s)−2

2∗α(s)

]
≤ o(1).

It follows from (3.28) and (3.41) that as k →∞,∫
Rn

|uk|2
∗
α(s)

|x|s
dx = 2c

n− s
α− s

+ o(1)

and

(1− S(n, α, γ, s)−1(2c
n− s
α− s

)
α−s
n−s ) > 0.

Hence,

lim
k→∞

∫
Rn

|uk|2
∗
α(s)

|x|s
dx = 0. (3.49)
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Using that lim
k→∞

∫
Rn |uk|

2∗αdx = 0, in conjunction with (3.49) and (3.41), we

get that c+ o(1) = 0, which contradicts the fact that c > 0. This completes
the proof of (3.48).

Now, we show that for small enough ε > 0, there exists another Palais-
Smale sequence (vk)k∈N for Ψ satisfying the properties of Proposition 3.8,
which is also bounded in Xα(Rn+1

+ ) and satisfies∫
B1

|vk(x, 0)|2∗αdx = ε for all k ∈ N. (3.50)

For that, consider ε0 as given in Proposition 3.8. Let β = lim sup
k→∞

∫
Rn |uk|

2∗α

dx, which is positive by (3.48). Set ε1 := min{β, ε02 } and fix ε ∈ (0, ε1). Up
to a subsequence, there exists by continuity a sequence of radii (rk)k∈N such
that

∫
Brk
|uk|2

∗
αdx = ε for each k ∈ N. Let now

vk(x, y) := r
n−α

2
k wk(rkx, rky) for x ∈ Rn and y ∈ R+.

It is clear that∫
B1

|vk(x, 0)|2∗αdx =

∫
Brk

|uk|2
∗
αdx = ε for all k ∈ N. (3.51)

It is easy to check that (vk)k∈N is also a Palais-Smale sequence for Ψ that
satisfies the properties of Proposition 3.8.

We now show that (vk)k∈N is bounded in Xα(Rn+1
+ ). Indeed, since

(vk)k∈N is a Palais-Smale sequence, there exist positive constants C1, C2 > 0
such that

C1 + C2‖vk‖ ≥ Ψ(vk)−
1

2∗α(s)
〈Ψ′(vk), vk〉

≥
(

1

2
− 1

2∗α(s)

)
‖vk‖2 +

(
1

2∗α
− 1

2∗α(s)

)∫
Rn
|vk(x, 0)|2∗αdx

≥
(

1

2
− 1

2∗α(s)

)
‖vk‖2.

(3.52)
The last inequality holds since 2 < 2∗α(s) < 2∗α. Combining (3.52) with
(3.10), we obtain that (vk)k∈N is bounded in Xα(Rn+1

+ ).
It follows that there exists a subsequence – still denoted by vk – such

that vk ⇀ v in Xα(Rn+1
+ ) as k →∞. We claim that v is a nontrivial weak

solution of (3.6). Indeed, if v ≡ 0, then Proposition 3.8 yields that

either lim sup
k→∞

∫
B1

|vk(x, 0)|2∗αdx = 0 or lim sup
k→∞

∫
B1

|vk(x, 0)|2∗αdx ≥ ε0.
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Since ε ∈ (0, ε02 ), this is in contradiction with (3.51), thus, v 6≡ 0.
To show that v ∈ Xα(Rn+1

+ ) is a weak solution of (3.6), consider any ϕ ∈
C∞0 (Rn+1

+ ), and write

o(1) = 〈Ψ′(vk), ϕ〉

= kα

∫
Rn+1

+

y1−α〈∇vk,∇ϕ〉dxdy − γ
∫
Rn

vk(x, 0)ϕ

|x|α
dx

−
∫
Rn
|vk(x, 0)|2∗α−2vk(x, 0)ϕdx−

∫
Rn

|vk(x, 0)|2∗α(s)−2vk(x, 0)ϕ

|x|s
dx.

(3.53)
Since vk ⇀ v in Xα(Rn+1

+ ) as k →∞, we have that∫
Rn+1

+

y1−α〈∇vk,∇ϕ〉dxdy →
∫
Rn+1

+

y1−α〈∇v,∇ϕ〉dxdy, ∀ϕ ∈ C∞0 (Rn+1
+ ).

In addition, the boundedness of vk in Xα(Rn+1
+ ) yields that

vk(., 0), |vk(., 0)|2∗α−2vk(., 0) and |vk(., 0)|2∗α(s)−2vk(., 0)

are bounded in L2(Rn, |x|−α), L
2∗α

2∗α−1 (Rn) and L
2∗α(s)

2∗α(s)−1 (Rn, |x|−s), respec-
tively. Therefore, we have the following weak convergence:

vk(., 0) ⇀ v(., 0) in L2(Rn, |x|−α)

|vk(., 0)|2∗α−2vk(., 0) ⇀ |v(., 0)|2∗α−2v(., 0) in L
2∗α

2∗α−1 (Rn)

|vk(., 0)|2∗α(s)−2vk(., 0) ⇀ |v(., 0)|2∗α(s)−2v(., 0) in L
2∗α(s)

2∗α(s)−1 (Rn, |x|−s).

Thus, taking limits as k →∞ in (3.53), we obtain that

0 = 〈Ψ′(v), ϕ〉

= kα

∫
Rn+1

+

y1−α〈∇v,∇ϕ〉dxdy − γ
∫
Rn

v(x, 0)ϕ

|x|α
dx

−
∫
Rn
|v(x, 0)|2∗α−2v(x, 0)ϕdx−

∫
Rn

|v(x, 0)|2∗α(s)−2v(x, 0)ϕ

|x|s
dx.

Hence v is a weak solution of (3.6).
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Chapter 4

Mass and Asymptotics
Associated to Fractional
Hardy-Schrödinger
Operators in Critical
Regimes

4.1 Introduction

Throughout this chapter, we shall assume that

0 < α < n and 0 ≤ γ < γH(α) = 2α
Γ2(n+α

4
)

Γ2(n−α
4

)
, (4.1)

which is the best fractional Hardy constant on Rn (see below). We may also
sometimes use the following notations for β+(γ) and β−(γ) introduced in
Remark 1.4:

β+ := β+(γ) and β− := β−(γ).

Our main focus will be on the case when α < 2, that is when (−∆)
α
2

is not a local operator. We shall study problems on bounded domains, but
will start by recalling the properties of (−∆)

α
2 on the whole of Rn, where it

can be defined on the Schwartz class S(Rn) (the space of rapidly decaying
C∞ functions on Rn) via the Fourier transform,

(−∆)
α
2 u = F−1(|2πξ|αF(u)).

Here F(u) is the Fourier transform of u. For α ∈ (0, 2), the fractional Sobolev

space H
α
2

0 (Rn) is defined as the completion of C∞c (Rn) under the norm

‖u‖2
H
α
2

0 (Rn)
=

∫
Rn
|2πξ|α|Fu(ξ)|2dξ =

∫
Rn
|(−∆)

α
4 u|2dx.
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4.1. Introduction

As we mentioned before in (2.17), the fractional Hardy inequality in Rn then
states that

γH(α) := inf


∫
Rn |(−∆)

α
4 u|2dx∫

Rn
|u|2
|x|αdx

; u ∈ H
α
2

0 (Rn) \ {0}

 = 2α
Γ2(n+α

4 )

Γ2(n−α4 )
,

which means that the fractional Hardy-Schrödinger operator Lγ,α is positive
whenever (4.1) is satisfied. In this case, a Hardy-Sobolev type inequality

holds for Lγ,α. It states that if 0 ≤ s < α < n, and 2∗α(s) = 2(n−s)
n−α , then

µγ,s,α(Rn) is finite and strictly positive, where the latter is the best constant

µγ,s,α(Rn) := inf
u∈H

α
2

0 (Rn)\{0}

∫
Rn |(−∆)

α
4 u|2dx− γ

∫
Rn
|u|2
|x|αdx

(
∫
Rn
|u|2∗α(s)

|x|s dx)
2

2∗α(s)

. (4.2)

Note that any minimizer for (4.2) leads –up to a constant– to a variational
solution of the following borderline problem on Rn,{

(−∆)
α
2 u− γ u

|x|α = u2∗α(s)−1

|x|s in Rn

u ≥ 0 ; u 6≡ 0 in Rn.
(4.3)

Indeed, a function u ∈ H
α
2

0 (Rn) is said to be a weak solution to (4.3) if

u ≥ 0, u 6≡ 0 and for any ϕ ∈ H
α
2

0 (Rn), we have

Cn,α
2

∫
(Rn)2

(u(x)− u(y))(ϕ(x)− ϕ(y))

|x− y|n+α
dxdy =

∫
Rn

(γ
u

|x|α
+
u2∗α(s)−1

|x|s
)ϕ dx.

Unlike the case of the Laplacian (α = 2), no explicit formula is known for
the best constant µγ,s,α(Rn) nor for the extremals where it is achieved. We
therefore try to describe their asymptotic profile whenever they exist. This
was considered in Ghoussoub-Shakerian [39]; where Theorem 3.1 is proved.

Note that the cases when γ = 0 are by now well known. Indeed, it
was stated in [19] that the infimum in µ0,0,α(Rn) is attained. Actually, a

function ũ ∈ H
α
2

0 (Rn) \ {0} is an extremal for µ0,0,α(Rn) if and only if there
exist x0 ∈ Rn, k ∈ R \ {0} and r > 0 and such that

ũ(x) = k
(
r2 + |x− x0|2

)− (n−α)
2 for all x ∈ Rn.

Asymptotic properties of the positive extremals of µ0,s,α(Rn) (i.e., when
γ = 0 and 0 < s < α) were given by Y. Lei [48], Lu-Zhu [54], and Yang-Yu
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[71]. The latter proved that an extremal ū(x) for µ0,s,α(Rn) must have the
following behaviour: There is C > 0 such that

C−1
(
1 + |x|2

)− (n−α)
2 ≤ ū(x) ≤ C

(
1 + |x|2

)− (n−α)
2 for all x ∈ Rn. (4.4)

Recently, Dipierro-Montoro-Peral-Sciunzi [21] found a similar control of the
extremal for µγ,0,α(Rn) (i.e., when 0 < γ < γH(α) and s = 0). Our first
result is an improvement of their estimate since it gives the exact asymptotic
behaviour of the extremal of µγ,s,α(Rn) in the general case. For that, we
consider the function

Ψn,α(β) := 2α
Γ(n−β2 )Γ(α+β

2 )

Γ(n−β−α2 )Γ(β2 )
. (4.5)

Theorem 4.1. Assume 0 ≤ s < α < 2, n > α and 0 ≤ γ < γH(α). Then,

any positive extremal u ∈ H
α
2

0 (Rn) for µγ,s,α(Rn) satisfies u ∈ C1(Rn \ {0})
and

lim
x→0
|x|β−(γ)u(x) = λ0 and lim

|x|→∞
|x|β+(γ)u(x) = λ∞, (4.6)

where λ0, λ∞ > 0 and β−(γ) (resp., β+(γ)) is the unique solution in
(
0, n−α2

)
(resp., in

(
n−α

2 , n− α
)
) of the equation Ψn,α(t) = γ. In particular, there

exist C1, C2 > 0 such that

C1

|x|β−(γ) + |x|β+(γ)
≤ u(x) ≤ C2

|x|β−(γ) + |x|β+(γ)
for all x ∈ Rn \ {0}.

Remark 4.2. Note that a direct consequence of Theorem 4.1 is (4.4) and
the corresponding control by Dipierro-Montoro-Peral-Sciunzi [21].

Also note that if α = 2, that is when the fractional Laplacian is the
classical Laplacian, the best constant in the Hardy inequality is then γH(2) =
(n−2)2

4 . The best constant associated with the Hardy-Sobolev inequality is

µγ,s,2(Rn) := inf
u∈D1,2(Rn)\{0}

∫
Rn |∇u|

2dx− γ
∫
Rn
|u|2
|x|2 dx

(
∫
Rn
|u|2?(s)

|x|s dx)
2

2∗(s)
,

where s ∈ [0, 2), 2∗(s) := 2(n−s)
n−2 , 0 ≤ γ < γH(2) = (n−2)2

4 and D1,2(Rn)

is the completion of C∞c (Ω) with respect to the norm ‖u‖2 =
∫
Rn |∇u|

2dx.
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The extremals for µγ,s,2(Rn) are then explicit and are given by multiples of

the functions uε(x) = ε−
n−2

2 U(xε ) for ε > 0, where

U(x) =
1(

|x|
(2−s)σ−(γ)

n−2 + |x|
(2−s)σ+(γ)

n−2

)n−2
2−s

for Rn \ {0},

and

σ±(γ) =
n− 2

2
±
√

(n− 2)2

4
− γ.

Note that the radial function u(x) = |x|−β is a solution of Lγ,2(u) = 0 on
Rn \ {0} if and only if

β ∈ {σ−(γ), σ+(γ)}. (4.7)

Back to the case 0 < α < 2, we now turn to when Ω is a smooth bounded
domain in Rn with 0 in its interior. The best constant in the corresponding
fractional Hardy-Sobolev inequality is then,

µγ,s,α(Ω) := inf
u∈H

α
2

0 (Ω)\{0}

Cn,α
2

∫
Rn
∫
Rn
|u(x)−u(y)|2
|x−y|n+α dxdy − γ

∫
Ω
|u|2
|x|αdx

(
∫

Ω
|u|2∗α(s)

|x|s dx)
2

2∗α(s)

,

where H
α
2

0 (Ω) is the closure of C∞c (Ω) with respect to the norm

‖u‖2
H
α
2

0 (Ω)
=
Cn,α

2

∫
Rn

∫
Rn

|u(x)− u(y)|2

|x− y|n+α
dxdy =

∫
Rn
|(−∆)

α
4 u|2dx.

In Proposition 4.15, we note that –just like the case when α = 2– we have
µγ,s,α(Ω) = µγ,s,α(Rn), and therefore (4.3) restricted to Ω, with Dirichlet
boundary condition has no extremal, unless Ω is essentially Rn. We therefore
resort to a setting popularized by Brezis-Nirenberg [11] by considering the
following boundary value problem:

(−∆)
α
2 u− γ u

|x|α
=
u2∗α(s)−1

|x|s
+ λu in Ω

u ≥ 0 in Ω
u = 0 in Rn \ Ω,

(4.8)

where 0 < λ < λ1(Lγ,α) and λ1(Lγ,α) is the first eigenvalue of the operator
Lγ,α = (−∆)

α
2 − γ

|x|α with Dirichlet boundary condition, that is

λ1 := λ1(Lγ,α) = inf
u∈H

α
2

0 (Ω)\{0}

Cn,α
2

∫
Rn
∫
Rn
|u(x)−u(y)|2
|x−y|n+α dxdy − γ

∫
Ω

u2

|x|α∫
Ω u

2dx
.
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One then considers the quantity

µγ,s,α,λ(Ω) = inf
u∈H

α
2
0 (Ω)\{0}

Cn,α
2

∫
Rn
∫
Rn
|u(x)−u(y)|2
|x−y|n+α dxdy − γ

∫
Ω

u2

|x|α dx− λ
∫

Ω
u2dx(∫

Ω
u2∗α(s)

|x|s dx
) 2

2∗α(s)

,

and uses the fact that compactness is restored as long as µγ,s,α,λ(Ω) <
µγ,s,α(Rn); see Proposition 4.10 and also [11] for more details. This type of
condition is now classical in borderline variational problems; see Aubin [4]
and Brezis-Nirenberg [11].

When α = 2, i.e., in the case of the standard Laplacian, the minimization
problem µγ,s,α,λ(Ω) has been extensively studied, see for example Lieb [50],
Chern-Lin [17], Ghoussoub-Moradifam [35] and Ghoussoub-Robert [36]. The
non-local case has also been the subject of several studies, but in the absence
of the Hardy term, i.e., when γ = 0. In [65], Servadei proved the existence of
extremals for µ0,0,α,λ(Rn), and completed the study of problem (4.8) which
has been initiated by Servadei-Valdinoci [63, 64]. Recently, it has been
shown by Yang-Yu [71] that there exists a positive extremal for µ0,s,α,λ(Rn)
when s ∈ [0, 2). In this chapter, we consider the remaining cases.

In the spirit of Jannelli [45], who dealt with the Laplacian case, we
observe that problem (4.8) is deeply influenced by the value of the parameter
γ. Roughly speaking, if γ is sufficiently small then µγ,s,α,λ(Ω) is attained for
any 0 < λ < λ1. This is essentially what was obtained by Servadei-Valdinoci
[64] when s = γ = 0 and n ≥ 2α via local arguments. This is, however not
the case, when γ is closer to γH(α), which amounts to dealing with low
dimensions: see for instance Servadei-Valdinoci [63]. In this context of low
dimension, the local arguments generally fail, and it is necessary to use global
arguments via the introduction of a notion of mass in the spirit of Schoen
[61]. In the present case, and as in the work of Ghoussoub-Robert [37], we
define a notion of mass for the operator Lγ,α−λI, which again turns out to
be critical for this non-local case. The mass is defined via the following key
result.

Theorem 4.3. Let Ω be a bounded smooth domain in Rn (n > α) and
consider, for 0 < α < 2, the boundary value problem

(−∆)
α
2H −

(
γ
|x|α + a(x)

)
H = 0 in Ω \ {0}
H > 0 in Ω \ {0}
H = 0 in Rn \ Ω,

(4.9)

where a(x) ∈ C0,τ (Ω) for some τ ∈ (0, 1). Assuming the operator (−∆)
α
2 −

( γ
|x|α + a(x)) coercive, there exists then a threshold −∞ < γcrit(α) < γH(α)
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such that for any γ with γcrit(α) < γ < γH(α), there exists a unique solution
to (4.9) (in the sense of Definition 4.6) H : Ω→ R, H 6≡ 0, and a constant
c ∈ R such that

H(x) =
1

|x|β+(γ)
+

c

|x|β−(γ)
+ o

(
1

|x|β−(γ)

)
as x→ 0.

We define the fractional Hardy-singular internal mass of Ω associated to the
operator Lγ,α to be

mα
γ,a(Ω) := c ∈ R.

We then prove the following existence result, which complements those in
[65] and [71] to the case when γ > 0.

Theorem 4.4. Let Ω be a smooth bounded domain in Rn(n > α) such that
0 ∈ Ω, and let 0 ≤ s < α, 0 ≤ γ < γH(α).Then, there exist extremals for
µγ,s,α,λ(Ω) under one of the following two conditions:

1. 0 ≤ γ ≤ γcrit(α) and 0 < λ < λ1(Lγ,α),

2. γcrit(α) < γ < γH(α), 0 < λ < λ1(Lγ,α) and mα
γ,λ(Ω) > 0.

The idea of studying how critical behavior occurs while varying a param-
eter γ on which an operator Lγ,α continuously depends goes back to [45], who
considered the classical Hardy-Schrödinger operator Lγ,2 := −∆− γ

|x|2 , and

showed the existence of extremals for any λ > 0 provided 0 ≤ γ ≤ (n−2)2

4 −1.

In this case, γcrit(2) = (n−2)2

4 − 1. The definition of the mass and the coun-
terpart of Theorem 4.4 for the operator Lγ,2 was established by Ghoussoub-
Robert [37]. The complete picture can be described as follows.

Hardy term Dimension Singularity Analytic. cond. Ext.

0 ≤ γ ≤ γcrit(α) n ≥ 2α s ≥ 0 λ > 0 Yes

γcrit(α) < γ < γH(α) n ≥ 2α s ≥ 0 mα
γ,λ(Ω) > 0 Yes

0 ≤ γ < γH(α) α < n < 2α s ≥ 0 mα
γ,λ(Ω) > 0 Yes

Even though the constructions and the methods are heavily inspired by
the work of Ghoussoub-Robert [37] on the Laplacian case, the fact that the
operator is nonlocal here induces several fundamental difficulties that had
to be overcome. First, the construction of the mass in the local case uses
a precise classification of singularities for solutions of corresponding elliptic
equations, that follows from the comparison principle stating that behavior
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in a domain is governed by the behavior on its boundary. In the nonlocal
case, this fails since one needs to consider the whole complement of the
domain, and not only its boundary. We were able to bypass this difficulty
by using sharp regularity results available for the fractional Laplacian. An-
other difficulty we had to face came from the test-functions estimates in the
presence of the mass. In the classical local case, one estimates the associ-
ated functional on a singular test-function, counting on the mass to appear
after suitable integrations by parts. In the nonlocal context, this strategy
fails. We overcome this difficulty by looking at the integral on the boundary
of a domain as a limit of integrals on the domain after multiplying by a
cut-off functions whose support converge to the boundary. This process is
well-defined in the nonlocal context and proves to be efficient in tackling the
estimates involving the mass.

4.2 The fractional Hardy-Schrödinger operator
Lγ,α on Rn

In this section, we study the local behavior of solutions of the fractional
Hardy-Schrödinger operator Lγ,α := (−∆)

α
2 − γ

|x|α on Rn. The most basic

solutions for Lγ,αu = 0 on Rn are of the form u(x) = |x|−β, and a straight-
forward computation yields (see [34])

(−∆)
α
2 |x|−β = Ψn,α(β)|x|−β−α in the sense of S ′(Rn) when 0 < β < n− α,

where

Ψn,α(β) := 2α
Γ(n−β2 )Γ(α+β

2 )

Γ(n−β−α2 )Γ(β2 )
. (4.10)

Recall that the best constant in the fractional Hardy inequality

γH(α) := µ0,α,α(Rn) = inf


∫
Rn |(−∆)

α
4 u|2dx∫

Rn
|u|2
|x|αdx

; u ∈ H
α
2

0 (Rn) \ {0}


is never achieved (see Fall [29]), is equal to Ψn,α(n−α2 ) = 2α

Γ2(n+α
4

)

Γ2(n−α
4

)
(see

Herbst and Yafaev [43, 69]), and it converges to the best classical Hardy

constant γH(2) = (n−2)2

4 whenever α→ 2.

We summarize some properties of the function β 7→ Ψn,α(β) which will be
used freely in this section. They are essentially consequences from known
properties of Gamma function Γ.
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Proposition 4.5 (Frank-Lieb-Seiringer [34]). The following properties hold:

1. Ψn,α(β) > 0 for all β ∈ (0, n− α).

2. The graph of Ψn,α in (0, n−α) is symmetric with respect to n−α
2 , that

is,
Ψn,α(β) = Ψn,α(n− α− β) for all β ∈ (0, n− α).

3. Ψn,α is strictly increasing in (0, n−α2 ), and strictly decreasing in (n−α2 ,
n− α).

4. Ψn,α

(
n− α

2

)
= γH(α).

5. lim
β↘0

Ψn,α(β) = lim
β↗n−α

Ψn,α(β) = 0.

6. For any γ ∈ (0, γH(α)), there exists a unique β−(γ) ∈ (0, n−α2 ) such
that Ψn,α(β−(γ)) = γ.

7. For any 0 < β ≤ n− α, we have that

(−∆)
α
2 |x|−β = Ψn,α(β)|x|−α−β + cn,α1{β=n−α}δ0 in S ′(Rn), (4.11)

where we define Ψn,α(n− α) = 0 and cn,α > 0 is a constant.

In particular, for 0 < β < n− α,(
(−∆)

α
2 − γ

|x|α

)
|x|−β = 0 in S ′(Rn) if and only if β ∈ {β+(γ), β−(γ)},

where 0 < β−(γ) < n−α
2 is as in Proposition 4.5 and β+(γ) := n − α −

β−(γ) ∈
(
n−α

2 , n− α
)
. In particular, it follows from Proposition 4.5 that

β−(γ), β+(γ) are the only solutions to Ψn,α(β) = γ in (0, n − α). Since
0 < β−(γ) < n−α

2 < β+(γ) < n − α, we get that x 7→ |x|−β−(γ) is locally

in H
α
2

0 (Rn). It is the“small” or variational solution, while x 7→ |x|−β+(γ)

is the“large” or singular solution. We extend β−(γ), β+(γ) to the whole
interval [0, γH(α)] by defining

β−(0) := 0, β+(0) := n− α, and β−(γH(α)) = β+(γH(α)) =
n− α

2
,

(4.12)
which is consistant with Proposition 4.5.

55
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We now proceed to define a critical threshold γcrit(α) as follows. Assuming
first that n > 2α, then n−α

2 < n
2 < n− α and therefore, by Proposition 4.5,

there exists γ̄(α) ∈ (0, γH(α)) such that

n

2
< β+(γ) < n− α if γ ∈ (0, γ̄(α))

β+(γ) =
n

2
if γ = γ̄(α)

n− α
2

< β+(γ) <
n

2
if γ ∈ (γ̄(α), γH(α)).

We then set

γcrit(α) :=


γ̄(α) if n > 2α

0 if n = 2α

−1 if n < 2α.

(4.13)

One can easily check that for γ ∈ [0, γH(α)), we have that

γ ∈ (γcrit(α), γH(α)) ⇔ β+(γ) <
n

2
⇔ x 7→ |x|−β+(γ) ∈ L2

loc(Rn).

We now introduce the following terminology in defining a notion of solution
on a punctured domain.

Definition 4.6. Let Ω be a smooth domain (not necessarily bounded) of Rn,
n > 1. Let f be a function in L1

loc(Ω \ {0}). We say that u : Ω → R is a
solution to {

(−∆)
α
2 u = f in Ω \ {0}
u = 0 in ∂Ω,

provided

1. For any η ∈ C∞c (Rn \ {0}), we have that ηu ∈ H
α
2

0 (Ω);

2.
∫

Ω
|u(x)|

1+|x|n+α dx <∞;

3. For any ϕ ∈ C∞c (Ω \ {0}), we have that

Cn,α
2

∫
Rn

∫
Rn

(u(x)− u(y))(ϕ(x)− ϕ(y))

|x− y|n+α
dxdy =

∫
Rn
f(x)ϕ(x) dx.

Note that the third condition is consistent thanks to the two preceding it.
If Ω is bounded, the second hypothesis rewrites as u ∈ L1(Ω).
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4.3 Profile of solutions

Throughout this chapter, we shall frequently use the following fact:

Proposition 4.7. A measurable function u : Rn → R belongs to H
α
2

0 (Rn) if

and only if
∫
Rn |u|

2?α(0) dx < +∞ and
∫

(Rn)2
|u(x)−u(y)|2
|x−y|n+α dxdy < +∞.

The proof consists of approximating u by a compactly supported func-
tion satisfying the same properties. Then, by convoluting with a smooth
mollifier, this approximation is achieved by a smooth compactly supported
function. The rest is classical and the details are left to the reader.

To prove Theorem 4.1, we shall use a similar argument as in Dipierro-
Montoro-Peral-Sciunzi [21]. The main idea is to transform problem (4.3)
into a different nonlocal problem in a weighted fractional space by using a
representation introduced in Frank-Lieb-Seiringer [34].

Lemma 4.8 (Ground State Representation [34]; Formula (4.3)). Assume
0 < α < 2, n > α, 0 < β < n−α

2 . For u ∈ C∞c (Rn\{0}), we let vβ(x) =
|x|βu(x) in Rn\{0}. Then,

Cn,α
2

∫
Rn

∫
Rn

|u(x)− u(y)|2

|x− y|n+α
dxdy = Ψn,α(β)

∫
Rn

u2(x)

|x|α
dx

+
Cn,α

2

∫
Rn

∫
Rn

|vβ(x)− vβ(y)|2

|x− y|n+α

dx

|x|β
dy

|y|β
.

Let now u ∈ H
α
2

0 (Rn) be a positive weak solution to (4.3). Then by (4.4)
and Remark 4.4 in [21], we have

Cn,α
2

∫
Rn

∫
Rn

|u(x)− u(y)|2

|x− y|n+α
dxdy = γ

∫
Rn

u2(x)

|x|α
dx+

∫
Rn

u2∗α(s)(x)

|x|s
dx.

Set v(x) = |x|β−(γ)u(x) on Rn\{0}. It follows from Lemma 4.8 and the
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definition of β−(γ) that

Cn,α
2

∫
Rn

∫
Rn

|v(x)− v(y)|2

|x− y|n+α

dx

|x|β−(γ)

dy

|y|β−(γ)

=
Cn,α

2

∫
Rn

∫
Rn

|u(x)− u(y)|2

|x− y|n+α
dxdy −Ψn,α(β−(γ))

∫
Rn

u2(x)

|x|α
dx

= γ

∫
Rn

u2(x)

|x|α
dx+

∫
Rn

u2∗α(s)(x)

|x|s
dx−Ψn,α(β−(γ))

∫
Rn

u2(x)

|x|α
dx

=

∫
Rn

u2∗α(s)(x)

|x|s
dx

=

∫
Rn

v2∗α(s)(x)

|x|s+β−(γ)2∗α(s)
dx.

For 0 < β < n−α
2 , define the space H

α
2
,β

0 (Rn) as the completion of C∞c (Rn \
{0}) with respect to the norm

‖φ‖
H
α
2 ,β

0 (Rn)
:=

(∫
Rn

∫
Rn

|φ(x)− φ(y)|2

|x− y|n+α

dx

|x|β
dy

|y|β

) 1
2

.

Many of the properties of the space H
α
2
,β

0 (Rn) were established in [22]. By

Lemma 4.8, Remark 4.4 in [21] and [1], we have that v ∈ H
α
2
,β

0 (Rn). Now,
we introduce the operator (−∆β)

α
2 , whose action on a function w is given

via the following duality: For φ ∈ H
α
2
,β

0 (Rn),

〈(−∆β)
α
2w, φ〉 =

Cn,α
2

∫
Rn

∫
Rn

(w(x)− w(y))(φ(x)− φ(y))

|x− y|n+α

dx

|x|β
dy

|y|β
.

This means that v is a weak solution to

(−∆β−(γ))
α
2 v =

v2∗α(s)−1

|x|s+β−(γ)2∗α(s)
in Rn, (4.14)

in the sense that for any φ ∈ H
α
2
,β−(Rn), we have that

Cn,α
2

∫
Rn

∫
Rn

(v(x)− v(y))(φ(x)− φ(y))

|x− y|n+α

dx

|x|β−
dy

|y|β−
=

∫
Rn

v2∗α(s)−1

|x|s+β−2∗α(s)
φ dx.

The following proposition gives a regularity result and a Harnack inequality
for weak solutions of (4.14).
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Proposition 4.9. Assume 0 < s < α < 2, n > α and 0 < β < n−α
2 , and let

v ∈ H
α
2
,β

0 (Rn) be a non-negative, non-zero weak solution to the problem

(−∆β)
α
2 v =

v2∗α(s)−1

|x|s+β2∗α(s)
in Rn.

Then, v ∈ L∞(Rn) and there exist constants R > 0 and C > 0 such that
C ≤ v(x) in BR(0).

Proof. The statement that v(x) ≥ C in BR(0) is essentially the Harnack
inequality for super-harmonic functions associated to the nonlocal operator
(−∆β)

α
2 , which is just Theorem 3.4 in Abdellaoui-Medina-Peral-Primo [2].

See also the proof of Lemma 3.10 in [2] and also [21]. We now show that
v ∈ L∞(Rn) by using a similar argument as in [21]. For any p ≥ 1 and
T > 0, define the function

φp,T (t) =

{
tp if 0 ≤ t ≤ T
pT p−1(t− T ) + T p if t > T .

It is easy to check that the function φp,T (t) has the following properties:

• φp,T (t) is convex and Lipschitz in [0,∞).

• φp,T (t) ≤ tp for all t ≥ 0.

• tφ′p,T (t) ≤ 2pφp,T (t) for all t ≥ 0, since

tφ′p,T (t) =

{
pφp,T (t) if 0 < t < T

pT p−1t if t > T .

• If T2 > T1 > 0, then φp,T1(t) ≤ φp,T2(t) for all t ≥ 0.

Since φp,T (t) is convex and Lipschitz, then as noted in [49],

(−∆β)
α
2 φp,T (v) ≤ φ′p,T (v)(−∆β)

α
2 v in Rn. (4.15)

Since φp,T (t) is Lipschitz and φp,T (0) = 0, then φp,T (v) ∈ H
α
2
,β

0 (Rn). By the
weighted fractional Hardy-Sobolev inequality, the ground state representa-
tion formula, Lemma 4.8, and (4.2), we get that there exists some constant
C0 > 0 which only depends on n, α, s and β such that[∫

Rn

|φp,T (v)|2∗α(s)

|x|s+β2∗α(s)
dx

] 2
2∗α(s)

≤ C0

2

∫
Rn

∫
Rn

|φp,T (v(x))− φp,T (v(y))|2

|x− y|n+α

dx

|x|β
dy

|y|β
.

(4.16)

59



4.3. Profile of solutions

Since φp,T (t) ≥ 0 for all t ≥ 0, we get from (4.15) that∫
(Rn)2

|φp,T (v(x))− φp,T (v(y))|2

|x− y|n+α

dx

|x|β
dy

|y|β
=

∫
Rn
φp,T (v)(−∆β)

α
2 φp,T (v)dx

≤
∫
Rn
φp,T (v)φ′p,T (v)(−∆β)

α
2 vdx

=

∫
Rn
φp,T (v)φ′p,T (v)

v2∗α(s)−1

|x|s+β2∗α(s)
dx

≤ 2p

∫
Rn
|φp,T (v)|2 v2∗α(s)−2

|x|s+β2∗α(s)
dx.

Note that the last inequality holds, since tφ′p,T (t) ≤ 2pφ(t) for all t ≥ 0. By
(4.16), we have[∫

Rn

|φp,T (v)|2∗α(s)

|x|s+β2∗α(s)
dx

] 2
2∗α(s)

≤ pC0

∫
Rn
|φp,T (v)|2 v2∗α(s)−2

|x|s+β2∗α(s)
dx. (4.17)

Letting p1 =
2∗α(s)

2
, then

[∫
Rn

|φp1,T (v)|2∗α(s)

|x|s+β2∗α(s)
dx

] 2
2∗α(s)

≤ p1C0

∫
Rn
|φp1,T (v)|2 v2∗α(s)−2

|x|s+β2∗α(s)
dx. (4.18)

For m > 0, a simple computation and Hölder’s inequality yield that

p1C0

∫
Rn
|φp1,T (v)|2 v2∗α(s)−2

|x|s+β2∗α(s)
dx

= p1C0

∫
v(x)≤m

|φp1,T (v)|2 v2∗α(s)−2

|x|s+β2∗α(s)
dx

+ p1C0

∫
v(x)>m

|φp1,T (v)|2 v2∗α(s)−2

|x|s+β2∗α(s)
dx

≤ p1C0m
2∗α(s)−2

∫
v(x)≤m

|φp1,T (v)|2

|x|s+β2∗α(s)
dx

+ p1C0

∫
v(x)>m

|φp1,T (v)|2

|x|
2(s+β2∗α(s))

2∗α(s)

v2∗α(s)−2

|x|s+β2∗α(s)− 2(s+β2∗α(s))

2∗α(s)

dx
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4.3. Profile of solutions

≤ p1C0m
2∗α(s)−2

∫
Rn

|φp1,T (v)|2

|x|s+β2∗α(s)
dx

+ p1C0

[∫
v(x)>m

|φp1,T (v)|2∗α(s)

|x|s+β2∗α(s)
dx

] 2
2∗α(s)

[∫
v(x)>m

v2∗α(s)

|x|s+β2∗α(s)
dx

]α−s
n−s

≤ p1C0m
2∗α(s)−2

∫
Rn

|φp1,T (v)|2

|x|s+β2∗α(s)
dx

+ p1C0

[∫
Rn

|φp1,T (v)|2∗α(s)

|x|s+β2∗α(s)
dx

] 2
2∗α(s)

[∫
v(x)>m

v2∗α(s)

|x|s+β2∗α(s)
dx

]α−s
n−s

.

Recall that v ∈ H
α
2
,β

0 (Rn), hence

∫
Rn

v2∗α(s)

|x|s+β2∗α(s)
dx < ∞. Thus, we can

take a large M0 � 1 and fix it in such a way that

p1C0

[∫
v(x)>M0

v2∗α(s)

|x|s+β2∗α(s)
dx

]α−s
n−s

≤ 1

2
.

Since φp1,T (t) ≤ tp1 for all t ≥ 0, then by (4.18) and the fact that p1 =
2∗α(s)

2
,

we get[∫
Rn

|φp1,T (v)|2∗α(s)

|x|s+β2∗α(s)
dx

] 2
2∗α(s)

≤ 2p1C0M
2∗α(s)−2
0

∫
Rn

|φp1,T (v)|2

|x|s+β2∗α(s)
dx

≤ 2p1C0M
2∗α(s)−2
0

∫
Rn

|v|2p1

|x|s+β2∗α(s)
dx

= 2p1C0M
2∗α(s)−2
0

∫
Rn

v2∗α(s)

|x|s+β2∗α(s)
dx. (4.19)

Let C1 = 2C0M
2∗α(s)−2
0 . By taking T → ∞ in (4.19) and applying Fatou’s

lemma, we get that[∫
Rn

vp12∗α(s)

|x|s+β2α∗(s)
dx

] 2
2α∗(s)

≤ p1C1

∫
Rn

v2∗α(s)

|x|s+β2∗α(s)
dx <∞.

Define now recursively the sequence {pk}∞k=2 as follows:

2pk+1 + 2∗α(s)− 2 = pk2
∗
α(s) for all k ≥ 1. (4.20)
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Using (4.17) and (4.20), we have[∫
Rn

|φpk+1,T (v)|2∗α(s)

|x|s+β2∗α(s)
dx

] 2
2∗α(s)

≤ pk+1C0

∫
Rn
|φpk+1,T (v)|2 v2∗α(s)−2

|x|s+β2∗α(s)
dx

≤ pk+1C0

∫
Rn
v2pk+1

v2∗α(s)−2

|x|s+β2∗α(s)
dx

= C0pk+1

∫
Rn

vpk2∗α(s)

|x|s+β2∗α(s)
dx. (4.21)

We also have used the fact that φpk+1,T (t) ≤ tpk+1 for all t ≥ 0. By taking
T →∞ in (4.21) and applying Fatou’s lemma, we get that[∫

Rn

vpk+12∗α(s)

|x|s+β2∗α(s)
dx

] 2
2∗α(s)

≤ C0pk+1

∫
Rn

vpk2∗α(s)

|x|s+β2∗α(s)
dx for all k ≥ 1.

Hence, by (4.20), we obtain that[∫
Rn

vpk+12∗α(s)

|x|s+β2∗α(s)
dx

] 1
2∗α(s)(pk+1−1)

≤ (C0pk+1)
1

2(pk+1−1)

[∫
Rn

vpk2∗α(s)

|x|s+β2∗α(s)
dx

] 1
2(pk+1−1)

= (C0pk+1)
1

2(pk+1−1)

[∫
Rn

vpk2∗α(s)

|x|s+β2∗α(s)
dx

] 1
2∗α(s)(pk−1)

.

For k ≥ 1, set

Ik :=

[∫
Rn

vpk2∗α(s)

|x|s+β2∗α(s)
dx

] 1
2∗α(s)(pk−1)

and Dk = (C0pk+1)
1

2(pk+1−1) .

We have Ik+1 ≤ DkIk for all k ≥ 1, and

ln Ik+1 ≤ lnDk + ln Ik ≤
k∑
j=1

lnDj + ln I1 ≤
k∑
j=1

lnC0 + ln pj+1

2(pj+1 − 1)
+ ln I1.

It follows from (4.20) that pk+1 = pk1(p1− 1) + 1 for all k ≥ 0. This coupled
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with the fact that p1 > 1 yield

ln Ik+1 ≤
k∑
j=1

lnC0

2pj1(p1 − 1)
+

k∑
j=1

ln[pj1(p1 − 1) + 1]

2pj1(p1 − 1)
+ ln I1

≤
k∑
j=1

lnC0

2pj1(p1 − 1)
+

k∑
j=1

ln pj+1
1

2pj1(p1 − 1)
+ ln I1 < C2 <∞.

For any fix R ≥ 1, we then have[∫
|x|≤R

vpk2∗α(s)

|x|s+β2∗α(s)
dx

] 1
2∗α(s)(pk−1)

≤ Ik ≤ eC2 =: C3 for all k ≥ 1.

Since s+ β2∗α(s) > 0, we then get[∫
|x|≤R

vpk2∗α(s) dx

] 1
2∗α(s)pk

≤ C3R
s+β2∗α(s)

2∗α(s)pk for all k ≥ 1.

Since lim
k→∞

pk =∞, we have

‖v‖L∞(BR(0)) = lim
k→∞

[∫
|x|≤R

vpk2∗α(s) dx

] 1
2∗α(s)pk

≤ C3,

and finally, that ‖v‖L∞(Rn) ≤ C3.

Proof of Theorem 4.1. Let v(x) = |x|β−(γ)u(x) in Rn\{0}, by the discussion

before at the beginning of section 3, we know that v ∈ H
α
2
,β

0 (Rn) is a positive
weak solution to (4.14). We deduce from Proposition 4.9 that for all R > 0,
there exist some constant C > 1 such that C−1 ≤ v(x) ≤ C in BR(0). Since
v(x) = |x|β−(γ)u(x) in Rn\{0}, then

C−1

|x|β−(γ)
≤ u(x) ≤ C

|x|β−(γ)
in BR(0)\{0}. (4.22)

In order to prove the asymptotic behavior at zero, it is enough to show that
lim
x→0
|x|β−(γ)u(x) exists. To that end, we proceed as follows:

Claim 1: u ∈ C1(Rn \ {0}).
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4.3. Profile of solutions

This is consequence of regularity theory and we only sketch the proof. First
we define f0(x) := γ|x|−αu+ u2∗α(s)−1|x|−s, so that for any ω ⊂⊂ Rn \ {0},
we have that (−∆)α/2u = f0 in ω in the sense that u ∈ H

α
2

0 (Rn) and

Cn,α
2

∫
(Rn)2

(u(x)− u(y))(φ(x)− φ(y))

|x− y|n+α
dxdy =

∫
ω
f0ϕdx for all ϕ ∈ C∞c (ω).

It follows from (4.22) that f0 ∈ L∞(ω). Since u ≥ 0 and f0 ∈ L∞(ω), it
follows from Remark 2.5 (see also Theorem 2.1) in Jin-Li-Xiong [46] that
there exists τ > 0 such that u ∈ C0,τ

loc (Rn \ {0}). Then, using recursively
Theorem 2.1 in Jin-Li-Xiong [46], we get that u ∈ C1(Rn \{0}). This proves
the claim.

Claim 2: There exists C > 0 such that |x|β−(γ)+1|∇u(x)| ≤ C for all x ∈
B1(0) \ {0}.
If not, then there exists a sequence (xi)i∈N ∈ B1(0) \ {0} such that

lim
i→+∞

|xi|β−(γ)+1|∇u(xi)| = +∞.

For simplicity, we write β− := β−(γ). It follows from from Claim 1 that

lim
i→+∞

xi = 0.

We define ri := |xi| and we set

ui(x) := r
β−
i u(rix) for all x ∈ Rn \ {0}.

It is easy to see that ui ∈ H
α
2

0 (Rn), ui ≥ 0 for all i ∈ N and (−∆)α/2ui = fi in

ω ⊂⊂ Rn \{0} where fi(x) := γ|x|−αui+ r
(2∗α(s)−2)(n−α

2
−β−)

i u
2∗α(s)−1
i |x|−s for

all x ∈ Rn \ {0}. Using the apriori bound of Remark 2.5 (see also Theorem
2.1) in Jin-Li-Xiong [46], we get that there exists τ > 0 such that for any
R > 1, there exists C(R) > 0 such that ‖ui‖C0,τ (BR(0)−BR−1 (0)) ≤ C(R) for
all i ∈ N. Using recursively Theorem 2.1 of [46] as in Step 1, we get that
for any ω ⊂⊂ Rn \ {0}, there exists C(ω) > 0 such that ‖ui‖C1(ω) ≤ C(ω).
Taking ω large enough and estimating |∇ui( xi

|xi|)|, we get a contradiction,
which proves Claim 2.

Set now h(x) := u2∗α(s)−2

|x|s , so that (−∆)α/2u − γ
|x|αu = h(x)u in Rn. It

follows from Claims 1 and 2, that h ∈ C1(Rn \ {0}), and for some C > 0,

|h(x)|+ |x| · |∇h(x)| ≤ C|x|θ−α for all x ∈ B1(0) \ {0},
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4.4. Analytic conditions for the existence of extremals

where θ := (2∗α(s) − 2)(n−α2 − β−) > 0. It then follows from Lemma 4.14
below that there exists λ0 > 0 such that

lim
x→0
|x|β−u(x) = λ0 > 0.

In order to deal with the behavior at infinity, let w be the fractional Kelvin
transform of u, that is,

w(x) = |x|α−nu(x∗) := |x|α−nu
(

x

|x|2

)
in Rn\{0}.

By Lemma 2.2 and Corollary 2.3 in [32], we have that w ∈ H
α
2

0 (Rn). A
simple calculation gives us that w is also a positive weak solution to (4.3).
Indeed, we have

(−∆)
α
2w(x) =

1

|x|n+α

(
(−∆)

α
2 u
)( x

|x|2

)
= γ

w(x)

|x|α
+
w2∗α(s)−1(x)

|x|s
.

Arguing as in the first part of the proof, we get that there exists λ∞ > 0
such that

lim
x→0
|x|β−(γ)w(x) = λ∞ > 0.

Coming back to u, this implies that

lim
|x|→∞

|x|β+(γ)u(x) = λ∞ > 0.

This ends the proof of Theorem 4.1.

4.4 Analytic conditions for the existence of
extremals

Let a ∈ C0,τ (Ω) for some τ ∈ (0, 1), and define the functional JΩ
a : H

α
2

0 (Ω) −→
R by

JΩ
a (u) :=

Cn,α
2

∫
Rn
∫
Rn
|u(x)−u(y)|2
|x−y|n+α dxdy − γ

∫
Ω

u2

|x|αdx−
∫

Ω au
2dx(∫

Ω
|u|2∗α(s)

|x|s dx
) 2

2∗α(s)

,

in such a way that

µγ,s,α,a(Ω) := inf
{
JΩ
a (u) : u ∈ H

α
2

0 (Ω) \ {0}
}
.

We now prove the following proposition, which gives analytic conditions
for the existence of extremals for µγ,s,α,a(Ω).
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4.4. Analytic conditions for the existence of extremals

Proposition 4.10. Let Ω be a bounded domain in Rn (n > α) such that
0 ∈ Ω, and assume that 0 ≤ γ < γH(α) and 0 ≤ s ≤ α.

1. If µγ,s,α,a(Ω) < µγ,s,α(Rn), then there are extremals for µγ,s,α,a(Ω) in

H
α
2

0 (Ω).

2. If a(x) is a constant λ, with 0 < λ < λ1(Lγ,α) and if s < α, then
µγ,s,α,a(Ω) > 0.

Proof. Let (uk)k∈N ⊂ H
α
2

0 (Ω)\{0} be a minimizing sequence for µγ,s,α,a(Ω),
that is,

JΩ
a (uk) = µγ,s,α,a(Ω) + o(1) as k →∞.

Up to multiplying by a constant, we may assume that∫
Ω

|uk|2
∗
α(s)

|x|s
dx = 1 (4.23)

Cn,α
2

∫
Rn

∫
Rn

|uk(x)− uk(y)|2

|x− y|n+α
dxdy−

∫
Ω

(
γ

|x|α
+ a

)
u2
kdx = µγ,s,α,λ(Ω)+o(1)

(4.24)

as k → +∞. By (4.23), we have

∫
Ω
u2
kdx ≤ C < ∞ for all k. Since 0 ≤

γ < γH(α), the fractional Hardy inequality combined with (4.24) yields that

‖uk‖
H
α
2

0 (Ω)
≤ C for all k. It then follows that there exists u ∈ H

α
2

0 (Ω) such

that, up to a subsequence, such that (uk) goes to u weakly in H
α
2

0 (Ω) and
strongly in L2(Ω) as k →∞.

We first show that
∫

Ω
|u|2∗α(s)

|x|s dx = 1. Define θk = uk − u for all k ∈ N. It

follows from the boundedness in H
α
2

0 (Ω) that, up to a subsequence, we have

that θk ⇀ 0 weakly in H
α
2

0 (Ω), strongly in L2(Ω) as k →∞, and θk(x)→ 0
for a.e. x ∈ Ω as k → +∞. Hence, by the Brezis-Lieb lemma (see [10] and
[70]), we get that∫

Rn

∫
Rn

|uk(x)− uk(y)|2

|x− y|n+α
dxdy =

∫
Rn

∫
Rn

|θk(x)− θk(y)|2

|x− y|n+α
dxdy

+

∫
Rn

∫
Rn

|u(x)− u(y)|2

|x− y|n+α
dxdy + o(1),

1 =

∫
Ω

|uk|2
∗
α(s)

|x|s
dx =

∫
Ω

|θk|2
∗
α(s)

|x|s
dx+

∫
Ω

|u|2∗α(s)

|x|s
dx+ o(1),
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∫
Ω

u2
k

|x|α
dx =

∫
Ω

θ2
k

|x|α
dx+

∫
Ω

u2

|x|α
dx+ o(1),

and ∫
Ω
u2
kdx =

∫
Ω
u2dx+ o(1), as k →∞.

Thus, we have

µγ,s,α,a(Ω) =

[
Cn,α

2

∫
Rn

∫
Rn

|u(x)− u(y)|2

|x− y|n+α
dxdy −

∫
Ω

(
γ

|x|α
+ a

)
u2dx

]
+

[
Cn,α

2

∫
Rn

∫
Rn

|θk(x)− θk(y)|2

|x− y|n+α
dxdy − γ

∫
Ω

θ2
k

|x|α
dx

]
+ o(1)

(4.25)

as k → +∞. The definition of µγ,s,α,a(Ω) and H
α
2

0 (Ω) ⊂ H
α
2

0 (Rn) yield

µγ,s,α,a(Ω)

(∫
Ω

|u|2∗α(s)

|x|s
dx

) 2
2∗α(s)

≤ Cn,α
2

∫
Rn

∫
Rn

|u(x)− u(y)|2

|x− y|n+α
dxdy

−
∫

Ω

(
γ

|x|α
+ a

)
u2dx,

and

µγ,s,α(Rn)

(∫
Ω

|θk|2
∗
α(s)

|x|s
dx

) 2
2∗α(s)

≤ Cn,α
2

∫
Rn

∫
Rn

|θk(x)− θk(y)|2

|x− y|n+α
dxdy

− γ
∫

Ω

θ2
k

|x|α
dx.

(4.26)

Summing these two inequalities and using (4.23) and (4.25), and passing to
the limit k →∞, we obtain

µγ,s,α(Rn)

(
1−

∫
Ω

|u|2∗
α(s)

|x|s
dx

) 2
2∗α(s)

≤ µγ,s,α,a(Ω)

1−
(∫

Ω

|u|2∗
α(s)

|x|s
dx

) 2
2∗α(s)

 .

Finally, the fact that µγ,s,α,a(Ω) < µγ,s,α(Rn) implies that
∫

Ω
|u|2∗α(s)

|x|s dx = 1.

It remains to show that u is an extremal for µγ,s,α,a(Ω). For that, note that

since
∫

Ω
|u|2∗α(s)

|x|s dx = 1, the definition of µγ,s,α,a(Ω) yields that

µγ,s,α,a(Ω) ≤ Cn,α
2

∫
Rn

∫
Rn

|u(x)− u(y)|2

|x− y|n+α
dxdy −

∫
Ω

(
γ

|x|α
+ a

)
u2dx.
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The second term in the right-hand-side of (4.25) is nonnegative due to (4.26).
Therefore, we get that

µγ,s,α,a(Ω) =
Cn,α

2

∫
Rn

∫
Rn

|u(x)− u(y)|2

|x− y|n+α
dxdy −

∫
Ω

(
γ

|x|α
+ a

)
u2dx.

This proves the first claim of the Proposition.

Now assume that λ ∈ (0, λ1(Lγ,α)) and 0 ≤ γ < γH(α), then for all u ∈
H

α
2

0 (Ω) \ {0},

JΩ
λ (u) =

Cn,α
2

∫
Rn
∫
Rn
|u(x)−u(y)|2
|x−y|n+α dxdy −

∫
Ω

(
γ
|x|α + λ

)
u2dx(∫

Ω
|u|2∗α(s)

|x|s dx
) 2

2∗α(s)

≥
(

1− λ

λ1(Lγ,α)

) Cn,α
2

∫
Rn
∫
Rn
|u(x)−u(y)|2
|x−y|n+α dxdy − γ

∫
Ω

u2

|x|αdx(∫
Ω
|u|2∗α(s)

|x|s dx
) 2

2∗α(s)

≥
(

1− λ

λ1(Lγ,α)

)(
1− γ

γH(α)

)
µ0,s,α,0(Ω)

=

(
1− λ

λ1(Lγ,α)

)(
1− γ

γH(α)

)
µ0,s,α,0(Rn) > 0.

Therefore, µγ,s,α,λ(Ω) > 0.

4.5 The fractional Hardy singular interior mass
of a domain in the critical case

In this section, we define the fractional Hardy singular interior mass of a
domain by proving Theorem 4.3. We shall need the following five lemmae.

Lemma 4.11. Assume 0 < β ≤ n − α, and let η ∈ C∞c (Ω) be a cut-off
function such that 0 ≤ η(x) ≤ 1 in Ω, and η(x) ≡ 1 in Bδ(0), for some

δ > 0 small. Then x 7→ η(x)|x|−β ∈ H
α
2

0 (Ω) and there exists fβ ∈ L∞loc(Rn)
with fβ(x) ≥ 0 on Bδ(0) and fβ ∈ C1(Bδ(0)) such that

(−∆)
α
2 (η|x|−β) = Φn,α(β)|x|−αη|x|−β + fβ in D′(Ω \ {0}), (4.27)
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in the sense that, if vβ(x) := η(x)|x|−β, then for all ϕ ∈ C∞c (Ω \ {0}),

Cn,α
2

∫
Rn

∫
Rn

(vβ(x)− vβ(y))(ϕ(x)− ϕ(y))

|x− y|n+α
dxdy = Φn,α(β)

∫
Ω

vβϕ

|x|α
dx

+

∫
Ω
fβϕ(x) dx.

Moreover, if β < n−α
2 , then vβ ∈ H

α
2

0 (Ω) and equality (4.27) holds in the

classical sense of H
α
2

0 (Ω).

Proof. When β < n−α
2 , it follows from Proposition 4.7 that x 7→ η(x)|x|−β ∈

H
α
2

0 (Ω). In the general case, for ϕ ∈ C∞c (Ω \ {0}), straightforward compu-
tations yield

Cn,α
2

∫
Rn

∫
Rn

(vβ(x)− vβ(y))(ϕ(x)− ϕ(y))

|x− y|n+α
dxdy = 〈(−∆)

α
2 |x|−β , ηϕ〉+

∫
Ω

fβϕdx,

where

fβ(x) := Cn,α lim
ε→0

∫
|x−y|>ε

η(x)− η(y)

|x− y|n+α
· 1

|y|β
dy for all x ∈ Rn.

Note that fβ ∈ L∞loc(Rn), and for x ∈ Bδ(0), we have that

fβ(x) := Cn,α

∫
Rn

1− η(y)

|x− y|n+α
· 1

|y|β
dy ≥ 0,

yielding that fβ ∈ C1(Bδ(0)). Since ϕ ≡ 0 around 0, the lemma is a conse-
quence of (4.11).

Lemma 4.12 (A comparison principle via coercivity). Suppose Ω be a
bounded smooth domain in Rn, 0 < α < 2, γ < γH(α) and a(x) ∈ C0,τ (Ω)
for some τ ∈ (0, 1). Assume that the operator (−∆)

α
2 − ( γ

|x|α + a(x)) is

coercive. Let u be a function in H
α
2

0 (Rn) that satisfies (−∆)
α
2 u−

(
γ

|x|α
+ a(x)

)
u ≥ 0 in Ω

u ≥ 0 on ∂Ω,

in the sense that u ≥ 0 in Rn \ Ω and

Cn,α
2

∫
Rn

∫
Rn

(u(x)− u(y))(v(x)− v(y))

|x− y|n+α
dxdy−

∫
Ω

(
γ

|x|α
+ a(x)

)
uvdx ≥ 0,

for all v ∈ H
α
2

0 (Ω) with v ≥ 0 a.e. in Ω. Then, u ≥ 0 in Ω.
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Proof. Let u−(x) = −min(u(x), 0) be the negative part of u. It follows from

Proposition 4.7 that u− ∈ H
α
2

0 (Ω). We can therefore use it as a test function
to get

〈Lu, u−〉 : =
Cn,α

2

∫
Rn

∫
Rn

(u(x)− u(y))(u−(x)− u−(y))

|x− y|n+α
dxdy

− γ
∫

Ω

uu−
|x|α

dx−
∫

Ω
a(x)uu−dx ≥ 0.

Let
Ω+ := {x : u(x) ≥ 0} and Ω− := {x : u(x) < 0}.

Straightforward computations yield

0 ≤ −〈Lu−, u−〉 −
Cn,α

2

∫
Ω−

∫
Ω+

(u(x)− u(y))u−(y)

|x− y|n+α
dxdy

+
Cn,α

2

∫
Ω+

∫
Ω−

(u(x)− u(y))u−(x)

|x− y|n+α
dxdy,

which yields via coercivity

c‖u−‖2
H
α
2

0 (Rn)
≤ 〈Lu−, u−〉 ≤ 0.

Thus, u− ≡ 0, and therefore, u ≥ 0 on Ω.

Lemma 4.13. Assume that u ∈ H
α
2

0 (Ω) is a weak solution of

(−∆)
α
2 u−

(
γ +O(|x|τ )

|x|α

)
u = 0 in H

α
2

0 (Ω),

for some τ > 0. If u 6≡ 0 and u ≥ 0, then there exists a constant C > 0 such
that

C−1 ≤ |x|β−(γ)u(x) ≤ C for x→ 0, x ∈ Ω.

Proof. We use the weak Harnack inequality to prove the lower bound. In-
deed, using Theorem 3.4 and Lemma 3.10 in [2], we get that there exists
C1 > 0 such that for δ1 > 0 small enough,

u(x) ≥ C1|x|−β−(γ) in Bδ1 .

The other inequality goes as in the iterative scheme used to prove Proposi-
tion 4.9.
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Lemma 4.14 (See Fall-Felli [30]). Consider an open subset ω ⊂ Ω with
0 ∈ ω, and a function h ∈ C1(ω) such that for some τ > 0,

|h(x)|+ |x| · |∇h(x)| ≤ C|x|τ−α for all x ∈ ω \ {0}.

Let u ∈ H
α
2

0 (Ω) be a weak solution of

(−∆)
α
2 u− γ

|x|α
u = h(x)u in ω ⊂ Ω,

in the sense that for all ϕ ∈ C∞c (ω),

Cn,α
2

∫
Rn

∫
Rn

(u(x)− u(y))(ϕ(x)− ϕ(y))

|x− y|n+α
dxdy−γ

∫
Ω

uϕ

|x|α
dx =

∫
Ω
h(x)uϕdx.

Assume further that there exists C > 0 such that

C−1 ≤ |x|β−(γ)u(x) ≤ C for x→ 0, x ∈ Ω.

Then, there exists l > 0 such that

lim
x→0
|x|β−(γ)u(x) = l.

Proof. This result is an extension of Theorem 1.1 proved by Fall-Felli [30],
who showed that under these conditions, one has

lim
τ→0
|τx|

n−α
2
−
√

(n−α2 )
2
+µ u(τx) = ψ

(
0,

x

|x|

)
in C1

loc(B1(0)) \ {0} (4.28)

where µ ∈ R and ψ : Sn+1
+ := {θ ∈ Sn+1 θ1 > 0} → R are respectively an

eigenvalue and an eigenfunctions for the problem{
−div(θ1−α

1 ∇ψ) = µθ1−α
1 ψ in Sn+1

+

− limθ1→0 θ1
1−α∂νψ(θ1, θ

′) = γkαψ(0, θ′) for θ′ ∈ ∂Sn+1
+ ,

(4.29)

where kα is a positive constant defined in Section 2.3. We refer to [30] for
the explicit definition of this eigenvalue problem, in particular the relevant
spaces used via the Caffarelli-Silvestre classical representation [12]. It then
follows from the pointwise control (4.22) that

β−(γ) :=
n− α

2
−

√(
n− α

2

)2

+ µ,
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and by Proposition 2.3 in Fall-Felli [30], that µ is the first eigenvalue of the
eigenvalue problem (4.29). Then, using classical arguments, we get that the
corresponding eigenspace is one-dimensional and is spanned by any positive
eigenfunction of (4.29) (no matter the value of µ, it must necessarily be the
first eigenvalue).

We are left with proving that ψ(0, x|x|) is independant of x. In view of the
remarks above, this amonts to prove the existence of a positive eigenfunction
that is constant on the boundary.

We now exhibit such an eigenfunction by following the argument in Propo-
sition 2.3 in [30]. First, use ([29], Lemma 3.1) to obtain Γ ∈ C0([0,+∞) ×
Rn) ∩ C2((0,+∞)× Rn) such that

−div(t1−α∇Γ) = 0 in (0,+∞)× Rn
− limt→0 t

1−α∂νΓ(t, x) = kα
γ
|x|α for x ∈ Rn = ∂((0,+∞)× Rn)

Γ(0, x) = |x|−β−(γ) for x ∈ Rn = ∂((0,+∞)× Rn).
(4.30)

Moreover, Γ is in the relevant function space, Γ > 0 and satisfies

Γ(z) = |z|−β−(γ)Γ

(
z

|z|

)
for all z ∈ (0,+∞)× Rn

where |z| =
√
t2 + |x|2 if z = (t, x). In particular, we have that Γ(z) =

|z|−β−(γ)ψ0(θ) for θ := z
|z| and some ψ0 ∈ C0(Sn+1

+ ) ∩ C2(Sn+1
+ ). Following

[30], we get that ψ0 is an eigenfunction for the problem (4.29). Moreover,
ψ0 > 0. Therefore, ψ0 corresponds to the first eigenvalue and spans the
corresponding eigenspace. Finally, we remark that for θ ∈ ∂Sn+1

+ , we have
that

ψ0(0, θ) = Γ(0, θ) = |θ|−β−(γ) = 1.

Since the eigenspace is one-dimensional, there exists l ∈ R such that ψ =
l · ψ0. Therefore ψ(0, x|x|) = l for all x ∈ B1(0) \ {0} ⊂ Rn. It then follows

from (4.28) that
lim
x→0
|x|β−(γ)u(x) = l > 0,

which complete the proof of Lemma 4.14.

Proof of Theorem 4.3. We first prove the existence of a solution. For δ > 0
small enough, let η ∈ C∞c (Ω) be a cut-off function as in Lemma 4.11 such
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that η(x) ≡ 1 in Bδ(0). Set β := β+(γ) ≤ n− α in (4.27) and define

f(x) : = −
(

(−∆)
α
2 −

(
γ

|x|α
+ a(x)

))
(η|x|−β+(γ))

= −fβ+(γ) +
aη

|x|β+(γ)
in Ω \ {0},

in the distribution sense. In particular, f ∈ C1(Bδ(0)\{0}) and there exists
a positive constant C > 0 such that

|f(x)|+ |x| · |∇f(x)| ≤ C|x|−β+(γ) for x 6= 0 close to 0. (4.31)

In the sequel, we write β+ := β+(γ) and β− := β−(γ). Note that the
assumption γ > γcrit(α) implies that β+ < n

2 < n+α
2 . Thus, using (4.31)

and the fact that β+ < n+α
2 , we get that f ∈ L

2n
n+α (Ω). Since L

2n
n+α (Ω) =(

L
2n
n−α (Ω)

)′
⊂
(
H

α
2

0 (Ω)
)′
, there exists g ∈ H

α
2

0 (Ω) such that(
(−∆)

α
2 −

(
γ

|x|α
+ a(x)

))
g = f weakly in H

α
2

0 (Ω).

Set

H(x) :=
η(x)

|x|β+
+ g(x) for all x ∈ Ω \ {0}. (4.32)

Thanks to (4.27), H : Ω→ R is a solution to{
(−∆)

α
2H −

(
γ
|x|α + a(x)

)
H = 0 in Ω \ {0}
H = 0 in Rn \ Ω,

(4.33)

in the sense of Definition 4.6. The idea is to now write f as the difference of
two positive C1 functions. The decomposition f = |f | − 2f− does not work
here since the resulting functions are not necessarily C1. To smooth out the
functions x 7→ |x| and x 7→ x−, we consider

ϕ1(x) :=
√

1 + x2 and ϕ2(x) := ϕ1(x)− x for all x ∈ R.

It is clear that ϕ1, ϕ2 ∈ C1(R) and there exists C > 0 such that

0 ≤ ϕi(x) ≤ C(1 + |x|) , |ϕ′i(x)| ≤ C and x = ϕ1(x)− ϕ2(x), (4.34)

for all x ∈ R and i = 1, 2. Define fi := ϕi ◦ f for i = 1, 2. In particular,

f = f1 − f2. Let g1, g2 ∈ H
α
2

0 (Ω) be solutions to

(−∆)
α
2 gi −

(
γ

|x|α
+ a(x)

)
gi = fi weakly in H

α
2

0 (Ω) (4.35)
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for i = 1, 2. Since f1, f2 ≥ 0, Lemma 4.12 yields g1, g2 ≥ 0. Also(
(−∆)

α
2 −

(
γ

|x|α
+ a(x)

))
(g − (g1 − g2)) = f − (f1 − f2) = 0.

It follows from coercivity that g = g1− g2. Assuming g1 6≡ 0, it follows from
Lemma 3.10 in [2] that there exists K ′ > 0 such that g1(x) ≥ K ′|x|−β− in
Bδ(0) \ {0}.

Since g1 ∈ H
α
2

0 (Ω), it follows from (4.35) and Theorem 2.1 of Jin-Li-Xiong

[46] that g1 ∈ C0,τ
loc (Ω \ {0}) for some τ > 0. Arguing as in the proof of

Theorem 4.1, we get that g1 ∈ C1(Ω \ {0}). Setting

h(x) :=
f1(x)

g1(x)
for x close to 0,

we have that h ∈ C1(Bδ(0)). Now use (4.31) and (4.34) to get that

f1(x) ≤ C(1 + |f(x)|) ≤ C|x|−β+ = C|x|−β− |x|α−(β+−β−)|x|−α

≤ K1|x|−α+(α−(β+−β−))g1(x).

Using the fact that γ > γcrit(α) if and only if α − (β+ − β−) > 0, we get
that |h(x)| ≤ C|x|τ−α for x→ 0 where τ := α− (β+ − β−) > 0. Therefore,
we have that

(−∆)
α
2 g1 −

γ +O(|x|(α−(β+−β−)))

|x|α
g1 = 0 weakly in H

α
2

0 (Ω),

with g1 ≥ 0 and g1 6≡ 0. It then follows from Lemma 4.13 that there exists
c > 0 such that c−1 ≤ |x|β−g1(x) ≤ c for x ∈ Ω, x 6= 0 close to 0. Arguing
as in Claim 2 in the proof of Theorem 4.1, we get that there exists C > 0
such that

c−1 ≤ |x|β−g1(x) ≤ c and |x|β−+1|∇g1(x)| ≤ C for all x ∈ Bδ(0). (4.36)

We now deal with the differential of h. With the controls (4.31), (4.34) and
(4.36), we get that

|x| · |∇h(x)| ≤ C|x|τ−α for x ∈ Bδ/2(0) \ {0}.

Now, writing (−∆)
α
2 g1− γ

|x|α g1 = h(x)g1 in Ω and using Lemma 4.14, we get

that |x|−β−g1(x) has a finite limit as x → 0. Note that this is also clearly
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the case if g1 ≡ 0. The same holds for g2. Therefore, there exists a constant
c ∈ R such that |x|−β−g(x)→ c as x→ 0. In other words,

H(x) =
1

|x|β+
+

c

|x|β−
+ o

(
1

|x|β−

)
as x→ 0,

and there exists C > 0 such that |g(x)| ≤ C|x|−β− for all x ∈ Ω.

We now prove that H > 0 in Ω \ {0}. Indeed, from the above asymptotic

expansion we have that H(x) > 0 for x → 0, x 6= 0. Since χH ∈ H
α
2

0 (Rn)

for all χ ∈ C∞c (Rn \{0}), it follows from Proposition 4.7 that H− ∈ H
α
2

0 (Ω \
Bε(0)) for some ε > 0 small. We then test (4.33) against H−, and arguing
as in the proof of Lemma 4.12 we get that H− ≡ 0, and then H ≥ 0. Since
H 6≡ 0, H ∈ C1(Ω\{0}), it follows from the Harnack inequality (see Lemma
3.10 in [2]) that H > 0 in Ω \ {0}. This proves the existence of a solution u
to Problem (4.9) with the relevant asymptotic behavior.

We now deal with uniqueness. Assume that there exists another solution
u′ satisfying the hypothesis of Theorem 4.3. We define ū := u − u′. Then
ū : Ω→ R is a solution to{

(−∆)
α
2 ū−

(
γ
|x|α + a(x)

)
ū = 0 in Ω \ {0}
ū = 0 in Rn \ Ω,

in the sense of Definition 4.6. Since |ū(x)| ≤ C|x|−β− for all x ∈ Ω where
C > 0 is some uniform constant, then by using Proposition 4.7 one concludes

that ū ∈ H
α
2

0 (Ω) is a weak solution to

(−∆)
α
2 ū−

(
γ

|x|α
+ a(x)

)
ū = 0 in Ω,

that is, for all ϕ ∈ H
α
2

0 (Ω),

Cn,α
2

∫
(Rn)2

(ū(x)− ū(y))(ϕ(x)− ϕ(y))

|x− y|n+α
dxdy−

∫
Rn

(
γ

|x|α
+ a(x)

)
ūϕ dx = 0.

Taking ϕ := ū and using the coercivity, we get that ū ≡ 0, and then u ≡ u′,
which yields the uniqueness.

4.6 Existence of extremals

This section is devoted to prove the main result, which is Theorem 4.4. By
choosing a suitable test function, we estimate the functional JΩ

a (u), and
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we show that the condition µγ,s,α,a(Ω) < µγ,s,α(Rn) holds under suitable
conditions on the dimension or on the mass of the domain. Recall that
Proposition 4.10 implies that it is this strict inequality that guarantees the
existence of extremals for µγ,s,α,a(Ω).

We fix a ∈ C0,τ (Ω), τ ∈ (0, 1) and η ∈ C∞c (Ω) such that

η ≡ 1 in Bδ(0) and η ≡ 0 in Rn \B2δ(0) with B4δ(0) ⊂ Ω. (4.37)

Let U ∈ H
α
2

0 (Rn) be an extremal for µγ,s,α,0(Rn). It follows from Theorem
4.1 that, up to multipliying by a nonzero constant, U satisfies for some
κ > 0,

(−∆)
α
2 U − γ

|x|α
U = κ

U2∗α(s)−1

|x|s
weakly in H

α
2

0 (Rn). (4.38)

Moreover, U ∈ C1(Rn \ {0}), U > 0 and

lim
|x|→∞

|x|β+U(x) = 1. (4.39)

Set

JΩ
a (u) :=

Cn,α
2

∫
(Rn)2

(u(x)−u(y))2

|x−y|n+α dxdy −
∫

Ω

(
γ
|x|α + a

)
u2 dx(∫

Ω
|u|2∗α(s)

|x|s dx
) 2

2∗α(s)

=
A(u)

B(u)
2

2∗α(s)

,

(4.40)
where

A(u) := 〈u, u〉 −
∫

Ω
au2 dx and B(u) :=

∫
Ω

|u|2∗α(s)

|x|s
dx (4.41)

with

〈u, v〉 :=
Cn,α

2

∫
(Rn)2

(u(x)− u(y))(v(x)− v(y))

|x− y|n+α
dxdy (4.42)

−
∫
Rn

γ

|x|α
uv dx for u, v ∈ H

α
2

0 (Rn).

Consider
uε(x) := ε−

n−α
2 U(ε−1x) for x ∈ Rn \ {0}.

It follows from Proposition 4.7 that ηuε ∈ H
α
2

0 (Ω).
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4.6.1 General estimates for ηuε

We define the following bilinear form Bη on H
α
2

0 (Rn) as follows: For any

ϕ,ψ ∈ H
α
2

0 (Rn),

Bη(ϕ,ψ) := 〈ηϕ, ψ〉 − 〈ϕ, ηψ〉

=
Cn,α

2

∫
(Rn)2

η(x)− η(y)

|x− y|n+α
(ϕ(y)ψ(x)− ϕ(x)ψ(y)) dxdy.

(4.43)

This expression makes sense since η ≡ 1 around 0 and η ≡ 0 around ∞.
Note that

〈ηuε, ηuε〉 = 〈uε, η2uε〉+ εβ+−β−Bη

(
uε

ε
β+−β−

2

,
ηuε

ε
β+−β−

2

)
. (4.44)

It follows from (4.38) and the definition of uε that

〈uε, ϕ〉 = κ

∫
Rn

u
2∗α(s)−1
ε

|x|s
ϕdx for all ϕ ∈ H

α
2

0 (Rn).

By a change of variable, we get as ε→ 0,

〈uε, η2uε〉 = κ

∫
Rn

η2u
2∗α(s)
ε

|x|s
dx

= κ

∫
Rn

u
2∗α(s)
ε

|x|s
dx+O

(∫
Rn\Bδ(0)

u
2∗α(s)
ε

|x|s
dx

)

= κ

∫
Rn

U2∗α(s)

|x|s
dx+O

(∫
Rn\Bε−1δ(0)

U2∗α(s)

|x|s
dx

)
.

With (4.39), we get that

〈uε, η2uε〉 = κ

∫
Rn

U2∗α(s)

|x|s
dx+O

(
ε

2∗α(s)

2
(β+−β−)

)
= κ

∫
Rn

U2∗α(s)

|x|s
dx+ o

(
εβ+−β−

)
.

(4.45)

We now deal with the second term of (4.44). First note that

Bη

(
uε

ε
β+−β−

2

,
ηuε

ε
β+−β−

2

)
=
Cn,α

2

∫
(Rn)2

(η(x)− η(y))2

|x− y|n+α

uε(x)

ε
β+−β−

2

· uε(y)

ε
β+−β−

2

dxdy.
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It follows from (4.39) and the pointwise control of Theorem 4.1 that there
exists C > 0 such that for any x ∈ Rn \ {0}, we have that

lim
ε→0

uε(x)

ε
β+−β−

2

= S(x) :=
1

|x|β+
and

∣∣∣∣∣ uε(x)

ε
β+−β−

2

∣∣∣∣∣ ≤ C

|x|β+
. (4.46)

Since η(x) = 1 for all x ∈ Bδ(0) and β+(γ) < n, Lebesgue’s convergence
theorem yields

lim
ε→0

Bη

(
uε

ε
β+−β−

2

,
ηuε

ε
β+−β−

2

)
=
Cn,α

2

∫
(Rn)2

(η(x)− η(y))2

|x− y|n+α
S(x)S(y) dxdy

= Bη(S, ηS).

(4.47)

By plugging together (4.44), (4.45) and (4.47), we get as ε→ 0,

〈ηuε, ηuε〉 = κ

∫
Rn

U2∗α(s)

|x|s
dx+Bη(S, ηS)εβ+−β− + o

(
εβ+−β−

)
. (4.48)

Arguing as in the proof of (4.45), we obtain as ε→ 0,∫
Rn

(ηuε)
2∗α(s)

|x|s
dx =

∫
Rn

U2∗α(s)

|x|s
dx+ o(εβ+−β−). (4.49)

As an immediate consequence, we get

Proposition 4.15. Suppose that 0 ≤ s < α < n, 0 < α < 2 and 0 ≤ γ <
γH(α). Then,

µγ,s,α,0(Ω) = µγ,s,α(Rn).

Proof. It follows from the definition of µγ,s,α(Ω) that µγ,s,α,0(Ω) ≥ µγ,s,α(Rn).
We now show the reverse inequity. Using the estimates (4.48) and (4.49)
above, we have as ε→ 0,

JΩ
0 (Uε) =

κ
∫
Rn

U2∗α(s)

|x|s dx(∫
Rn

U2∗α(s)

|x|s dx
) 2

2∗α(s)

+O(εβ+−β−)

= JRn
0 (U) +O(εβ+−β−) = µγ,s,α(Rn) +O(εβ+−β−).

Letting ε→ 0 yields µγ,s,α,0(Ω) ≤ µγ,s,α(Rn) from which follows that

µγ,s,α,0(Ω) = µγ,s,α(Rn).
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4.6. Existence of extremals

4.6.2 The test functions for the non-critical case

We now estimate J(ηuε) when 0 ≤ γ ≤ γcrit(α), that is in the case when
β− ≥ n

2 . Note that since β− + β+ = n− α, we have that

β+ − β− > α when γ < γcrit(α) and β+ − β− = α if γ = γcrit(α). (4.50)

We start with the following:

Proposition 4.16. Let 0 ≤ s < α < 2, 0 ≤ γ ≤ γcrit(α) and n ≥ 2α. Then,
as ε→ 0,∫

Ω
a(ηuε)

2dx =

{
εα
(∫

Rn U
2dx
)
a(0) + o(εα) if 0 ≤ γ < γcrit(α)

ωn−1a(0)εα ln(ε−1) + o(εα ln ε) if γ = γcrit(α).

Proof of Proposition 4.16. We write∫
Ω
a(ηuε)

2dx =

∫
Bδ

au2
εdx+

∫
B2δ\Bδ

a(ηuε)
2dx

= εα
∫
Bε−1δ

a(εx)U2dx+O(εβ+−β−).

Assume that γ < γcrit(α). Since β+ > n
2 and U ∈ C1(Rn\{0}) satisfies (4.6),

we get that U ∈ L2(Rn) and therefore, Lebesgue’s convergence theorem and
the assumption β+(γ)− β−(γ) > α yield∫

Ω
a(ηuε)

2 dx = εα
(∫

Rn
U2dx

)
a(0) + o(εα) as ε→ 0.

If now γ = γcrit(α), then lim|x|→∞ |x|
n
2U(x) = 1 and β+−β− = α. Therefore∫

Ω
(ηuε)

2dx = ωn−1a(0)εα ln(ε−1) + o(εα ln ε) as ε→ 0.

This proves Proposition 4.16.

Plugging together (4.48), (4.49) and Proposition 4.16 then yields, as ε→ 0,

JΩ
a (ηuε) =

κ
∫
Rn

U2∗α(s)

|x|s dx(∫
Rn

U2∗α(s)

|x|s dx
) 2

2∗α(s)

− a(0)

∫
Rn U

2 dx(∫
Rn

U2∗α(s)

|x|s dx
) 2

2∗α(s)

εα + o(εα)

= JRn
0 (U)− a(0)

∫
Rn U

2 dx(∫
Rn

U2∗α(s)

|x|s dx
) 2

2∗α(s)

εα + o(εα), (4.51)
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4.6. Existence of extremals

when γ < γcrit(α), and

JΩ
a (ηuε) = JRn

0 (U)− a(0)
ωn−1(∫

Rn
U2∗α(s)

|x|s dx
) 2

2∗α(s)

εα ln
1

ε
+ o(εα ln

1

ε
), (4.52)

when γ = γcrit(α).

4.6.3 The test function for the critical case

Here, we assume that γ > γcrit(α). It follows from Theorem 4.3 that there
exists H : Ω \ {0} → R such that

H ∈ C1(Ω \ {0}) , ξH ∈ H
α
2

0 (Ω) for all ξ ∈ C∞c (Rn \ {0}),
(−∆)

α
2H −

(
γ
|x|α + a)

)
H = 0 weakly in Ω \ {0}

H > 0 in Ω \ {0}
H = 0 in ∂Ω
and limx→0 |x|β+H(x) = 1.

Here the solution is in the sense of Definition 4.6. In other words, the second
identity means that for any ϕ ∈ C∞c (Ω \ {0}), we have that

Cn,α
2

∫
(Rn)2

(H(x)−H(y))(ϕ(x)− ϕ(y))

|x− y|n+α
dxdy−

∫
Rn

(
γ

|x|α
+ a

)
Hϕdx = 0.

(4.53)
Note that this latest identity makes sense since H ∈ L1(Ω) (since β+ < n).
Let now η be as in (4.37). Following the construction of the singular function

H in (4.32), there exists g ∈ H
α
2

0 (Ω) such that

H(x) :=
η(x)

|x|β+
+ g(x) for x ∈ Ω \ {0},

where

(−∆)
α
2 g −

(
γ

|x|α
+ a

)
g = f, (4.54)

with f ∈ L∞(Ω) and f ∈ C1(Bδ(0) \ {0}). It follows from (4.31) that there
exists c > 0 such that

|f(x)| ≤ C

|x|β+
for x ∈ Ω \ {0} and |∇f(x)| ≤ C

|x|β++1
for all x ∈ Bδ/2(0) \ {0}.

(4.55)
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4.6. Existence of extremals

We also have that

g(x) =
mα
γ,a(Ω)

|x|β−
+o

(
1

|x|β−

)
as x→ 0, and |g(x)| ≤ C|x|−β− for all x ∈ Ω.

(4.56)
Define the test function as

Tε(x) = ηuε(x) + ε
β+−β−

2 g(x) for all x ∈ Ω \ {0},

where
uε(x) := ε−

n−α
2 U(ε−1x) for x ∈ Rn \ {0},

and U ∈ H
α
2

0 (Rn) is such that U > 0, U ∈ C1(Rn \ {0}) and satisfies (4.38)

above for some κ > 0 and also (4.39). It is easy to see that Tε ∈ H
α
2

0 (Ω) for
all ε > 0.

This subsection is devoted to computing the expansion of JΩ
a (Tε) where

JΩ
a is defined in (4.40), (4.41) and (4.42). For simplicity, we set S(x) := 1

|x|β+

for x ∈ Rn \ {0}. In particular, it follows from (4.11) that we have that

(−∆)
α
2 S − γ

|x|α
S = 0 weakly in Rn \ {0}, (4.57)

in the sense that 〈S, ϕ〉 = 0 for all ϕ ∈ C∞c (Rn \ {0}). First note that

lim
ε→0

Tε

ε
β+−β−

2

= H in L∞loc(Ω \ {0}).

Therefore, since |ε−
β+−β−

2 Tε(x)| ≤ C|x|−β+ for x ∈ Ω \ {0} with 2β+ < n,
Lebesgue’s theorem yields as ε→ 0,∫

Ω
aT 2

ε dx = εβ+−β−
∫

Ω
aH2 dx+ o

(
εβ+−β−

)
,

Since Tε = ηuε + ε
β+−β−

2 g, we have that

A(Tε) = 〈Tε, Tε〉 − εβ+−β−
∫

Ω
aH2 dx+ o

(
εβ+−β−

)
= 〈ηuε, ηuε〉+ 2ε

β+−β−
2 〈ηuε, g〉+ εβ+−β−〈g, g〉

− εβ+−β−
∫

Ω
aH2 dx+ o

(
εβ+−β−

)
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4.6. Existence of extremals

We are now going to estimate these terms separately. First, Formula (4.43)
and (4.48) yield, as ε→ 0

A(Tε) = κ

∫
Rn

U2∗α(s)

|x|s
dx+ 2ε

β+−β−
2 〈uε, ηg〉+ εβ+−β−Mε + o

(
εβ+−β−

)
,

(4.58)
where

Mε := Bη (S, ηS) + 2Bη

(
uε

ε
β+−β−

2

, g

)
+ 〈g, g〉 −

∫
Ω
aH2 dx.

As to the second term of (4.58), we have

〈uε, ηg〉 = κ

∫
Rn

u
2∗α(s)−1
ε ηg

|x|s
dx.

We set θε :=
∫
Rn

u
2∗α(s)−1
ε ηg
|x|s dx. It is easy to check that, since ηg ∈ H

α
2

0 (Ω),

(uε)ε is bounded in H
α
2

0 (Rn) and goes to 0 weakly as ε→ 0, we have that

lim
ε→0

θε = 0. (4.59)

Therefore we can rewrite (4.58) as

A(Tε) = κ

∫
Rn

U2∗α(s)

|x|s
dx+ 2κε

β+−β−
2 θε + εβ+−β−Mε + o

(
εβ+−β−

)
(4.60)

as ε→ 0.
We now estimate Mε. First, we write

Bη

(
uε

ε
β+−β−

2

, g

)
=
Cn,α

2

∫
(Rn)2

Fε(x, y) dxdy,

where

Fε(x, y) :=
η(x)− η(y)

|x− y|n+α

(
uε

ε
β+−β−

2

(y)g(x)− uε

ε
β+−β−

2

(x)g(y)

)
.

Remembering that η ≡ 1 in Bδ(0) and η ≡ 0 in B2δ(0)c and using (4.56),
we get that∣∣Fε(x, y)1|x|<δ/2

∣∣ ≤ C1|x|<δ/21|y|>δ|x|−β+ |y|−(n+α+β−) ∈ L1((Rn)2).
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4.6. Existence of extremals

Similarly, we have a bound on Fε on {|x| > 3δ}. By symmetry, this yields
also a bound on {|y| < δ/2} ∪ {|y| > 3δ}. We are then left with getting a

bound on A :=
[
B3δ(0) \Bδ/2(0)

]2
.

For (x, y) ∈ A, we have that

|Fε(x, y)| ≤ C
|x− y|
|x− y|n+α

·

(
uε

ε
β+−β−

2

(y)− uε

ε
β+−β−

2

(x)

)
g(x)

+ C
|x− y|
|x− y|n+α

·

(
uε

ε
β+−β−

2

(x)(g(x)− g(y))

)

≤ C|x− y|1−α−n
(∣∣∣∣∣ uε

ε
β+−β−

2

(y)− uε

ε
β+−β−

2

(x)

∣∣∣∣∣+ |g(x)− g(y)|

)
.

As noticed in the proof of Theorem 4.3, it follows from elliptic theory that
g ∈ C1(Ω \ {0}). Therefore, there exists C > 0 such that |g(x) − g(y)| ≤
C|x− y| for all (x, y) ∈ A.

Setting ũε := ε−
β+−β−

2 uε, it follows from (4.38) that

(−∆)
α
2 ũε −

γ

|x|α
ũε = κε

2∗α(s)−2

2
(β+−β−) ũ

2∗α(s)−1
ε

|x|s
weakly in H

α
2

0 (Rn).

It then follows from (4.46) and arguments similar to the Proof of Theorem
4.1 (see Remark 2.5 and Theorem 2.1 of Jian-Li-Xiong [46]) that (ũε)ε is
bounded in C1

loc(Rn \ {0}). Therefore, there exists C > 0 such that |ũε(x)−
ũε(y)| ≤ C|x− y| for all (x, y) ∈ A. Then, we get

|Fε(x, y)| ≤ C|x− y|2−α−n ∈ L1(A).

Therefore, (Fε) is uniformly dominated on (Rn)2. Noting that uε

ε
β+−β−

2

(x)→

S(x) as ε→ 0 for all x ∈ Rn \ {0}, Lebesgue’s theorem yields

lim
ε→0

Bη

(
uε

ε
β+−β−

2

, g

)
= Bη (S, g) . (4.61)

Here again, note that Bη(S, g) makes sense. Therefore, we get that Mε =
M + o(1) as ε→ 0 where

M := Bη(S, ηS) + 2Bη (S, g) + 〈g, g〉 −
∫

Ω
aH2 dx. (4.62)
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4.6. Existence of extremals

We now estimate B(Tε). Note first that since p > 2, there exists C(p) > 0
such that∣∣|x+ y|p − |x|p − p|x|p−2xy

∣∣ ≤ C(p)
(
|x|p−2y2 + |y|p

)
for all x, y ∈ R.

We therefore get that

B(Tε) =

∫
Rn

∣∣∣ηuε + ε
β+−β−

2 g
∣∣∣2∗α(s)

|x|s
dx

=

∫
Rn

(ηuε)
2∗α(s)

|x|s
dx+ 2∗α(s)ε

β+−β−
2

∫
Rn

u
2∗α(s)−1
ε η2∗α(s)−1g

|x|s
dx

+O

(
εβ+−β−

∫
Rn

u
2∗α(s)−2
ε η2∗α(s)−2g2

|x|s
dx+ ε

2∗α(s)

2
(β+−β−)

∫
Rn

|g|2∗α(s)

|x|s
dx

)
.

Since η ≡ 1 around 0, we get that∫
Rn

u
2∗α(s)−1
ε η2∗α(s)−1g

|x|s
dx =

∫
Rn

u
2∗α(s)−1
ε ηg

|x|s
dx+O

(∫
Ω\Bδ(0)

u
2∗α(s)−1
ε g

|x|s
dx

)

= θε + o

(
ε
β+−β−

2

)
,

as ε→ 0. Therefore, in view of (4.49), we deduce that

B(Tε) =

∫
Rn

U2∗α(s)

|x|s
dx+ 2∗α(s)ε

β+−β−
2 θε + o

(
εβ+−β−

)
, (4.63)

as ε→ 0. Plugging (4.60), (4.59) and (4.63) into (4.40), we get that

JΩ
a (Tε) =

κ
∫
Rn

U2∗α(s)

|x|s dx(∫
Rn

U2∗α(s)

|x|s dx
) 2

2∗α(s)

1 +
M

κ
∫
Rn

U2∗α(s)

|x|s dx
εβ+−β− + o

(
εβ+−β−

)

= JRn
0 (U)

1 +
M

κ
∫
Rn

U2∗α(s)

|x|s dx
εβ+−β− + o

(
εβ+−β−

) (4.64)

as ε→ 0, where M is defined in (4.62) and JRn
0 is as in (4.40).

We now express M in term of the mass. Note that in the classical
(pointwise) setting, an integration by parts yield that Bη(ϕ,ψ) defined in
(4.43) is an integral on the boundary of a domain. Hence, the mass appears
by simply integrating by part independently the singular function H. The
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4.6. Existence of extremals

central remark we make here is that the integral on the boundary on a
domain (defined in the local setting) can be seen as the limit of an integral on
the domain via multiplication by a cut-off function with support converging
to the boundary –which happened to be defined in the nonlocal setting.
Therefore, despite the nonlocal aspect of our problem, we shall be able to
apply the same strategy as in the local setting.

We shall be performing the following computations in the same order as
the ones above made to get A(Tε). The constant M will therefore appear
naturally in the two settings.

Let χ ∈ C∞(Rn) such that χ ≡ 0 in B1(0) and χ ≡ 1 in Rn \ B2(0). For
k ∈ N \ {0}, define χk(x) := χ(kx) for x ∈ Rn, so that

χk(x) = 0 for |x| < 1

k
and χk(x) = 1 for |x| > 2

k
.

In particular, (χk)k is bounded in L∞(Rn) and χk(x) → 1 as k → +∞ for

a.e. x ∈ Rn. Since χkH ∈ H
α
2

0 (Ω), then by the very definition of H (see
(4.53)), we have that

0 = 〈H,χkH〉 −
∫
Rn
aHχkH dx

= 〈ηS + g, χkηS + χkg〉 −
∫
Rn
χkaH

2 dx

= 〈ηS, χkηS〉+ 〈ηS, χkg〉+ 〈χkηS, g〉+ 〈g, χkg〉 −
∫
Rn
χkaH

2 dx

= 〈S, χkη2S〉+Bη(S, χkηS) + 〈S, ηχkg〉+Bη(S, χkg) + 〈S, χkηg〉

+Bχkη(S, g) + 〈g, χkg〉 −
∫
Rn
χkaH

2 dx.

Since aH2 ∈ L1(Ω) (this is a consequence of 2β+ < n) and S is a solution
to (4.57), we get that

0 = Bη(S, χkηS) +Bη(S, χkg) +Bχkη(S, g) + 〈g, χkg〉 −
∫
Rn
aH2 dx+ o(1),

as k → +∞. We now estimate these terms separately.
Our first claim is that

lim
k→+∞

〈χkg, g〉 = 〈g, g〉. (4.65)
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Indeed,

‖χkg − g‖2
H
α
2

0 (Rn)
=
Cn,α

2

∫
(Rn)2

|(1− χk)(x)g(x)− (1− χk)(y)g(y)|2

|x− y|n+α
dxdy

≤ Cn,α
∫

(Rn)2

|1− χk(x)|2 |g(x)− g(y)|2

|x− y|n+α
dxdy

+ Cn,α

∫
(Rn)2

g(y)2 |χk(x)− χk(y)|2

|x− y|n+α
dxdy.

The first integral goes to 0 as k → +∞ with Lebesgue’s convergence theorme

since g ∈ H
α
2

0 (Rn). For the second term, we use the change of variable
X = kx, Y = ky and the control of g(x) by |x|−β− . This proves that

(χkg)→ g in H
α
2

0 (Rn) as k → +∞. The claim follows and (4.65) is proved.

We now write

Bη(S, χkηS) =
Cn,α

2

(∫
(Rn)2

χk(x)F̃ (x, y) dxdy +

∫
(Rn)2

Gk(x, y) dxdy

)
,

where

F̃ (x, y) :=
η(x)− η(y)

|x− y|n+α
(S(y)(ηS)(x)− S(x)(ηS)(y)) ,

and

Gk(x, y) :=
(η(x)− η(y))(χk(x)− χk(y))(ηS)(y)S(x)

|x− y|n+α
.

As in the proof of (4.61) and (4.47), F̃ ∈ L1((Rn)2) and Lebesgue’s conver-
gence theorem yields

lim
k→+∞

Cn,α
2

∫
(Rn)2

χk(x)F̃ (x, y) dxdy = Bη(S, ηS).

Arguing as in the proof of (4.61), we get the existence of G ∈ L1((Rn)2)
such that |Gk(x, y)| ≤ G(x, y) for all (x, y) ∈ (Rn)2 such that |x| < δ/2
or |x| > 3δ. By symmetry, a similar control also holds for (x, y) ∈ (Rn)2

such that |y| < δ/2 or |y| > 3δ. Moreover, for δ > 0 small enough, we
have that Gk(x, y) = 0 for (x, y) ∈ (Rn)2 such that |x| > δ/2 and |y| > δ/2
(this is due to the definition of χk). Therefore, since limk→+∞(χk(x) −
χk(y)) = 0 for a.e. (x, y) ∈ (Rn)2, Lebesgue’s convergence theorem yields∫

(Rn)2 Gk(x, y) dxdy → 0 as k → +∞. We can then conclude that

lim
k→+∞

Bη(S, χkηS) = Bη(S, ηS).
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Similar arguments yield

lim
k→+∞

Bη(S, χkg) = Bη(S, g).

Therefore, we get that

0 = Bη(S, ηS) +Bη(S, g) +Bχkη(S, g) + 〈g, g〉 −
∫
Rn
aH2 dx+ o(1),

as k → +∞. We also have that

Bχkη(S, g) =
Cn,α

2

∫
(Rn)2

χk(x)
η(x)− η(y)

|x− y|n+α
(S(y)g(x)− S(x)g(y)) dxdy

+
Cn,α

2

∫
(Rn)2

η(y)
χk(x)− χk(y)

|x− y|n+α
(S(y)g(x)− S(x)g(y)) dxdy.

As above, the first integral of the right-hand-side goes to Bη(S, g) as k →
+∞. We now deal with the second integral. Using that β+ + β− = n − α,
the change of variables X = kx and Y = ky yield∫

(Rn)2
η(y)

χk(x)− χk(y)

|x− y|n+α
(S(y)g(x)− S(x)g(y)) dxdy =

∫
(Rn)2

Fk(X,Y )dXdY,

where

Fk(X,Y ) := η

(
Y

k

)
χ(X)− χ(Y )

|X − Y |n+α

(
1

|Y |β+
g

(
X

k

)
k−β− − 1

|X|β+
g

(
Y

k

)
k−β−

)
.

Note that there exists C > 0 such that |g(x)| ≤ C|x|−β− for all x ∈ Ω\{0}.
Since χ(X) = 0 for |X| < 1 and χ(X) = 1 for |X| > 2, arguing as in the
proof of (4.61), we get that |Fk(X,Y )| is uniformly bounded from above by
a function in L1((Rn)2) for (X,Y ) ∈ (Rn)2 such that X 6∈ B3(0) \ B1/2(0)
or Y 6∈ B3(0) \B1/2(0).

There exists C > 0 such that |η(X) − η(Y )| ≤ C|X − Y | for all (X,Y ) ∈
[B3(0) \B1/2(0)]2. Therefore, for such (X,Y ), we have that

|Fk(X,Y )| ≤ C|X − Y |1−α−n
∣∣∣∣( 1

|Y |β+
− 1

|X|β+

)
g

(
X

k

)
k−β−

∣∣∣∣
+C|X − Y |1−α−n 1

|X|β+

∣∣∣∣g(Xk
)
k−β− − g

(
Y

k

)
k−β−

∣∣∣∣
≤ C|X − Y |2−α−n

+C|X − Y |1−α−n
∣∣∣∣g(Xk

)
k−β− − g

(
Y

k

)
k−β−

∣∣∣∣ .
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Define gk(X) := g
(
X
k

)
k−β− for X ∈ kΩ. It follows from (4.54) and (4.55)

that

(−∆)
α
2 gk −

(
γ

|X|α
+ k−αa(k−1X)

)
gk = fk weakly in H

α/2
0 (kΩ),

where

fk(X) := k−β−−αf(k−1X) so that |fk(X)| ≤ Ck−(α−(β+−β−))|X|−β+ ,

for all X ∈ kΩ. Here again, elliptic regularity yields that (gk) is bounded in
C1
loc(Rn \ {0}). Therefore, there exists C > 0 such that

|gk(X)− gk(Y )| ≤ C|X − Y |,

for all (X,Y ) ∈ [B3(0) \B1/2(0)]2. Therefore, we get that

|Fk(X,Y )| ≤ C|X − Y |2−α−n for all (X,Y ) ∈ [B3(0) \B1/2(0)]2.

Therefore, since α < 2, (Fk) is also dominated on this domain, and then on
(Rn)2. Finally, it follows from the definition (4.56) of the mass that

lim
k→+∞

Fk(X,Y ) = mα
γ,a(Ω)

χ(X)− χ(Y )

|X − Y |n+α

(
1

|Y |β+ |X|β−
− 1

|X|β+ |Y |β−

)
,

for a.e. (X,Y ) ∈ (Rn)2. Therefore, Lebesgue’s convergence theorem yields

0 = Bη(S, ηS) + 2Bη(S, g) +K ·mα
γ,a(Ω) + 〈g, g〉 −

∫
Rn
aH2 dx,

where

K :=
Cn,α

2

∫
(Rn)2

χ(X)− χ(Y )

|X − Y |n+α

(
1

|Y |β+ |X|β−
− 1

|X|β+ |Y |β−

)
dXdY.

Without loss of generality, we can assume that χ is radially symetrical and
nondecreasing. Therefore, we get that K > 0. With (4.62), we then get that

M = −K ·mα
γ,a(Ω) with K > 0.

Plugging this identity in (4.64) yields

JΩ
a (Tε) = JRn

0 (U)

1− K

κ
∫
Rn

U2∗α(s)

|x|s dx
·mα

γ,a(Ω)εβ+−β− + o
(
εβ+−β−

) .

(4.66)

4.6.4 Proof of Theorem 4.4

Theorem 4.4 is now a direct consequence of (4.51), (4.52), (4.66) and Propo-
sition 4.10.
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Chapter 5

Existence Results for
Non-linearly Perturbed
Fractional
Hardy-Schrödinger Problems

5.1 Introduction

Throughout this chapter, we shall use the following notations:

β+ := β+(γ), β− := β−(γ) and mα
γ,λ := mα

γ,λ(Ω).

Recall that the mass mα
γ,λ(Ω) is defined in Theorem 1.5, and parameters

β+(γ) and β−(γ) are introduced in Section 4.2; see also Remark 1.4.

We consider the following perturbed problem associated with the oper-
ator Lγ,α on bounded domains Ω ⊂ Rn with 0 ∈ Ω:

(−∆)
α
2 u− γ u

|x|α
− λu =

u2∗α(s)−1

|x|s
+ huq−1 in Ω

u ≥ 0 in Ω,
u = 0 in Rn \ Ω,

(5.1)

where 0 ≤ s < α < 2, n > α, 2∗α(s) := 2(n−s)
n−α , and λ, γ ∈ R. We also assume

that h ∈ C0(Ω), h ≥ 0, and q ∈ (2, 2∗α) with 2∗α := 2∗α(0).
When (h ≡ 0), Problem (5.1) has been studied in both the local and non-

local setting. See [17, 36, 37] and [38] and the references therein. In [44],
Jaber considered the local version of the problem in the Riemannian context
but in the absence of the Hardy term (i.e., γ = 0). A similar problem, with
the second order operator replaced by the fourth order Paneitz operator,
was studied by Esposito-Robert [26] (see also Djadli- Hebey-Ledoux [23]).

89



5.1. Introduction

By using ideas from [38] and [44], we now investigate the role of the
linear perturbation (i.e., λu), the non-linear perturbation (i.e., huq−1), as
well as the geometry of the domain (the mass mα

γ,λ) on the existence of a
positive solution of (5.1).

As in Jaber [44], our main tool here to investigate the existence of so-
lutions is the Mountain Pass Lemma of Ambrosetti- Rabinowitz [3] (see
Lemma 3.6). We shall use the extremal of µγ,s,α(Rn) (defined in (1.2)) and
its profile at zero and infinity to build appropriate test-functions for the
functional under study.

Our analysis shows that the existence of a solution for problem (5.1)
depends only on the non-linear perturbation when the operator Lγ,α is non-
critical (i.e., 0 ≤ γ ≤ γcrit(α)). The critical case ( i.e., γcrit(α) < γ < γH(α))
is more complicated and depends on other conditions involving both the
perturbation and the global geometry of the domain. More precisely, when
0 ≤ γ ≤ γcrit(α), the competition is between the linear and non-linear
perturbations, and since q > 2, the non-linear term dominates. In the critical
case, this competition is more challenging as it is between the mass and the
non-linear perturbation. In this situation, there exists a threshold qcrit ∈
(2, 2∗α), where the dominant factor switches from the non-linear perturbation
to the mass. The transition at 2∗α is most interesting. We shall establish the
following result.

Theorem 5.1 (Shakerian [66]). Let Ω be a smooth bounded domain in

Rn(n > α) such that 0 ∈ Ω, and let 2∗α(s) := 2(n−s)
n−α , 0 ≤ s < α, −∞ <

λ < λ1(Lγ,α), and 0 ≤ γ < γH(α). We consider 2 < q < 2∗α, h ∈ C0(Ω) and

h ≥ 0. Then, there exists a positive solution u ∈ H
α
2

0 (Ω) to (5.1) under one
of the following conditions:

(1) 0 ≤ γ ≤ γcrit(α) and h(0) > 0.

(2) γcrit(α) < γ < γH(α) and


h(0) > 0 if q > qcrit

c1h(0) + c2m
α
γ,λ > 0 if q = qcrit

mα
γ,λ > 0 if q < qcrit,

where c1, c2 are two positive constant and can be computed explicitly (see
Section 5.4), and qcrit = 2∗α − 2β+−β−

n−α ∈ (2, 2∗α).

Remark 5.2. When the operator Lγ,α is non-critical, our condition de-
pends only on the non-linear perturbation h (i.e., h(0) > 0), and not on the
positivity of λ, which was the case in the non-perturbed case.
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5.2. The Palais-Smale condition below a critical threshold

For γ < γH(α), the same argument as in the beginning of Section 3.2
coupled with the fractional Hardy inequality yield that

‖|u‖| =
(
Cn,α

2

∫
Rn

∫
Rn

|u(x)− u(y)|2

|x− y|n+α
dxdy − γ

∫
Ω

u2

|x|α
dx

) 1
2

is a well defined norm on H
α
2

0 (Ω), and is equivalent to the norm ‖u‖
H
α
2

0 (Ω)
.

We shall consider the following functional Φ : H
α
2

0 (Ω) → R whose critical

points are solutions for (5.1): For u ∈ H
α
2

0 (Ω), let

Φ(u) =
1

2
‖|u‖|2 − λ

2

∫
Ω
u2dx− 1

2∗α(s)

∫
Ω

u
2∗α(s)
+

|x|s
dx− 1

q

∫
Ω
huq+dx,

where u+ = max(0, u) is the non-negative part of u. Note that any critical
point of the functional Φ(u) is essentially a variational solution of (5.1).

Indeed, we have for any v ∈ H
α
2

0 (Ω),

〈Φ′(u), v〉 =
Cn,α

2

∫
Rn

∫
Rn

(u(x)− u(y))(v(x)− v(y))

|x− y|n+α
dxdy

−
∫
Rn

(γ
u

|x|α
+ λu+

u
2∗α(s)−1
+

|x|s
+ huq−1

+ )v dx.

5.2 The Palais-Smale condition below a critical
threshold

In this section, we prove the following

Proposition 5.3. If c < α−s
2(n−s)µγ,s,α(Rn)

n−s
α−s , then every Palais-Smale se-

quence (uk)k∈N for Φ at level c has a convergent subsequence in H
α
2

0 (Ω).

Proof of Proposition 5.3. Assume c < α−s
2(n−s)µγ,s,α(Rn)

n−s
α−s and let(uk)k∈N ∈

H
α
2

0 (Ω) be a Palais-Smale sequence for Φ at level c, that is Φ(uk)→ c and

Φ′(uk)→ 0 in (H
α
2

0 (Ω))′, (5.2)

where (H
α
2

0 (Ω))′ denotes the dual of H
α
2

0 (Ω).

We first prove that (uk)k∈N is bounded in H
α
2

0 (Ω). One can use uk ∈ H
α
2

0 (Ω)
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5.2. The Palais-Smale condition below a critical threshold

as a test function in (5.2) to get that

‖|uk‖|2−λ
∫

Ω
u2
kdx =

∫
Ω

(uk)
2∗α(s)
+

|x|s
dx+

∫
Ω
h(uk)

q
+dx+o(‖|uk‖|) as k →∞.

(5.3)
On the other hand, from the definition of Φ, we deduce that

‖|uk‖|2 − λ
∫

Ω
u2
kdx = 2Φ(uk) +

2

2∗α(s)

∫
Ω

(uk)
2∗α(s)
+

|x|s
+

2

q

∫
Ω
h(uk)

q
+dx. (5.4)

It follows from the last two identities that as k →∞,

2Φq(uk) =

(
1− 2

2∗α(s)

)∫
Ω

(uk)
2∗α(s)
+

|x|s
dx+

(
1− 2

q

)∫
Ω
h(uk)

q
+dx+ o(‖|uk‖|).

(5.5)
This coupled with the Palais-Smale condition Φ(uk)→ c, and the fact that
h ≥ 0 yield

2c =

(
1− 2

2∗α(s)

)∫
Ω

(uk)
2∗α(s)
+

|x|s
dx+

(
1− 2

q

)∫
Ω
h(uk)

q
+dx+ o(1)

≥
(

1− 2

2∗α(s)

)∫
Ω

(uk)
2∗α(s)
+

|x|s
dx+ o(1) as k →∞.

Thus, (
1− 2

q

)∫
Ω
h(uk)

q
+dx = O(1) as k →∞.

We finally obtain

‖|uk‖|2 − λ
∫

Ω
u2
kdx ≤ O(1) + o(‖|uk‖|) as k →∞.

Using that λ < λ1(Lγ,α) and γ < γH(α), we get that

0 <

(
1− γ

γH(α)

)(
1− λ

λ1(Lγ,α)

)
‖uk‖2

H
α
2

0 (Ω)

≤
(

1− λ

λ1(Lγ,α)

)
‖|uk‖|2

≤ ‖|uk‖|2 − λ
∫

Ω
u2
kdx ≤ O(1) + o(‖|uk‖|) as k →∞.
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5.2. The Palais-Smale condition below a critical threshold

We then deduce that (uk)k∈N is bounded in H
α
2

0 (Ω), which implies that there

exists u ∈ H
α
2

0 (Ω) such that, up to a subsequence,

(1) uk ⇀ u weakly in H
α
2

0 (Ω).

(2) uk → u strongly in Lp1(Ω) for all p1 ∈ [2, 2∗α).

(3) uk → u strongly in Lp2(Ω, |x|−sdx) for all p2 ∈ [2, 2∗α(s)).

(5.6)

We now claim that, up to a subsequence, we have

‖|uk − u‖|2 =

∫
Ω

(uk − u)
2∗α(s)
+

|x|s
dx+ o(1) as k →∞, (5.7)

and
α− s

2(n− s)
‖|uk − u‖|2 ≤ c+ o(1) as k →∞. (5.8)

Indeed, straightforward computations yield

o(1) = 〈Φ′(uk)− Φ′(u), uk − u〉

= ‖|uk − u‖|2 − λ
∫

Ω
(uk − u)2

−
∫

Ω
(uk − u)

(
(uk)

2∗α(s)−1
+ − u2∗α(s)−1

+

)
|x|s

dx

+

∫
Ω
h(uk − u)

[
(uk)

q−1
+ − uq−1

+

]
dx as k →∞.

(5.9)

We first write

∫
Ω

(uk − u)

(
(uk)

2∗α(s)−1
+ − u2∗α(s)−1

+

)
|x|s

dx =

∫
Ω

(uk)
2∗α(s)
+

|x|s
dx−

∫
Ω
uk
u

2∗α(s)−1
+

|x|s
dx

−
∫

Ω
u

(uk)
2∗α(s)−1
+

|x|s
dx+

∫
Ω

u
2∗α(s)
+

|x|s
dx.

It now follows from integral theory that

lim
k→∞

∫
Ω
uk
u

2∗α(s)−1
+

|x|s
dx =

∫
Ω

u
2∗α(s)
+

|x|s
dx = lim

k→∞

∫
Ω
u

(uk)
2∗α(s)−1
+

|x|s
dx.

So, we get that∫
Ω

(uk − u)

(
(uk)

2∗α(s)−1
+ − u2∗α(s)−1

+

)
|x|s

dx =

∫
Ω

(uk)
2∗α(s)
+

|x|s
dx−

∫
Ω

u
2∗α(s)
+

|x|s
dx.

93



5.2. The Palais-Smale condition below a critical threshold

In order to deal with the right hand side of the last identity, we use the
following basic inequality:∣∣∣(uk)2∗α(s)

+ − u2∗α(s)
+ − (uk − u)

2∗α(s)
+

∣∣∣ ≤ c(u2∗α(s)−1
+ |uk−u|+(uk−u)

2∗α(s)−1
+ |u|

)
,

for some constant c > 0. We multiply both sides of the above inequality by
|x|−s and take integral over Ω, and then use (5.6) to get that

lim
k→∞

∫
Ω

(uk)
2∗α(s)
+ − (uk − u)

2∗α(s)
+

|x|s
dx =

∫
Ω

u
2∗α(s)
+

|x|s
dx.

We therefore have∫
Ω

(uk−u)

(
(uk)

2∗α(s)−1
+ − u2∗α(s)−1

+

)
|x|s

dx =

∫
Ω

(uk − u)
2∗α(s)
+

|x|s
dx+o(1) as k →∞.

In addition, the embeddings (5.6) yield that∫
Ω

(uk − u)2 = o(1) as k →∞,

and∫
Ω
h(uk−u)

[
(uk)

q−1
+ − uq−1

+

]
dx =

∫
Ω

(uk−u)q+dx+o(1) = o(1) as k →∞.

Plugging back the last three estimates into (5.9) gives (5.7). On the other
hand, since u is a weak solution of (5.1) then Φ(u) ≥ 0, and since Φ(uk)→ c
as k →∞, it follows that α−s

2(n−s)‖uk−u‖
2 ≤ c+ o(1). This proves the claim.

We now show that
lim
k→∞

uk = u in H
α
2

0 (Ω). (5.10)

Indeed, test the inequality (1.5) on uk − u, and use (5.6) and Proposition
4.15 to obtain that∫

Ω

(uk − u)
2∗α(s)
+

|x|s
dx ≤ µγ,s,α(Rn)−

2∗α(s)

2 ‖|uk − u‖|2
∗
α(s) + o(1). (5.11)

Combining this with (5.7), we get

‖|uk − u‖|2
(

1− µγ,s,α(Rn)−
2∗α(s)

2 ‖|uk − u‖|2
∗
α(s)−2 + o(1)

)
≤ o(1).
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5.3. Mountain pass geometry and existence of a Palais-Smale sequence

It then follows from the last inequality and (5.8) that

(
1− µγ,s,α(Rn)−

2∗α(s)

2

(2(n− s)
α− s

c
) 2∗α(s)−2

2
+ o(1)

)
‖|uk − u‖|2 ≤ o(1).

Note that the assumption c < α−s
2(n−s)µγ,s,α(Rn)

n−s
α−s implies that

(2(n− s)
α− s

c
) 2∗α(s)−2

2
< µγ,s,α(Rn)

2∗α(s)

2 ,

and therefore (
1− µγ,s,α(Rn)−

2∗α(s)

2

(2(n− s)
α− s

c
) 2∗α(s)−2

2

)
> 0.

Thus, ‖|uk − u‖| → 0 as k →∞, and this proves (5.10).

Finally, we have that Φ(u) = c, since the functional is continuous on H
α
2

0 (Ω).

5.3 Mountain pass geometry and existence of a
Palais-Smale sequence

Proposition 5.4. For every w ∈ H
α
2

0 (Ω) \ {0} with w ≥ 0, there exists an
energy level c, with

0 < c ≤ sup
t≥0

Φ(tw), (5.12)

and a Palais-Smale sequence (uk)k for Φ at level c, that is

Φ(uk)→ c and Φ′(uk)→ 0 in (H
α
2

0 (Ω))′.

Proof. We show that the functional Φ satisfies the hypotheses of the moun-

tain pass lemma 3.6. It is standard to show that Φ ∈ C1(H
α
2

0 (Ω)) and clearly
Φ(0) = 0, so that (a) of Lemma 3.6 is satisfied.

For (b), we show that 0 is a strict local minimum. Indeed, by the defi-
nition of λ1(Lγ,α) and µγ,s,α(Ω), we have that

λ1(Lγ,α)

∫
Ω
|w|2dx ≤ ‖|w‖|2 and µγ,s,α(Rn)(

∫
Ω

|w|2∗α(s)

|x|s
dx)

2
2∗α(s) ≤ ‖|w‖|2.
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5.4. Proof of Theorem 5.1

In addition, it follows from (5.6)2 that there exists a positive constant S > 0
such that

S(

∫
Ω
h|w|qdx)

2
q ≤ ‖|w‖|2.

Hence,

Φ(w) ≥ 1

2
‖|w‖|2 − 1

2

λ

λ1(Lγ,α)
‖|w‖|2 − 1

q
S−

q
2 ‖|w‖|q

− 1

2∗α(s)
µγ,s,α(Rn)−

2∗α(s)

2 ‖|w‖|2∗α(s)

= ‖|w‖|2
(

1

2
(1− λ

λ1(Lγ,α)
)− 1

q
S−

q
2 ‖|w‖|q−2

− 1

2∗α(s)
µγ,s,α(Rn)−

2∗α(s)

2 ‖|w‖|2∗α(s)−2
)
.

Since λ < λ1(Lγ,α), q ∈ (2, 2∗α) and s ∈ [0, α), we have that 1− λ
λ1(Lγ,α) > 0,

q − 2 > 0 and 2∗α(s) − 2 > 0, respectively. Thus, we can find R > 0 such

that Φ(w) ≥ ρ for all w ∈ H
α
2

0 (Ω) with ‖w‖
H
α
2

0 (Ω)
= R.

Regarding (c), we have

Φ(tw) =
t2

2
‖|w‖|2 − t2λ

2

∫
Ω
w2dx− t2

∗
α(s)

2∗α(s)

∫
Ω

w
2∗α(s)
+

|x|s
dx− tq

q

∫
Ω
hwq+dx,

hence lim
t→∞

Φ(tw) = −∞ for any w ∈ H
α
2

0 (Ω) \ {0} with w+ 6≡ 0, which

means that there exists tw > 0 such that ‖tww‖
H
α
2

0 (Ω)
> R and Φ(tw) < 0,

for t ≥ tw. In other words,

0 < ρ ≤ inf{Φ(w); ‖w‖
H
α
2

0 (Ω)
= R} ≤ c = inf

γ∈F
sup
t∈[0,1]

Φ(γ(t)) ≤ sup
t≥0

Φ(tw),

where F is the class of all path γ ∈ C([0, 1];H
α
2

0 (Ω)) with γ(0) = 0 and
γ(1) = tww.
The rest follows from the Ambrosetti-Rabinowitz lemma.

5.4 Proof of Theorem 5.1

This section is devoted to prove Theorem 5.1. Since Φ satisfies the Palais-

Smale condition only up to level α−s
2(n−s)µγ,s,α(Rn)

n−s
α−s , we need to check which
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5.4. Proof of Theorem 5.1

conditions on γ, q, h and the mass of the domain Ω guarantee that there

exists a w ∈ H
α
2

0 (Ω) such that

sup
t≥0

Φ(tw) <
α− s

2(n− s)
µγ,s,α(Rn)

n−s
α−s .

We shall use the test functions ηuε(resp., Tε) constructed in Section 4.6 for
the case when the operator Lγ,α is non-critical (resp., critical) to obtain the
general condition of existence.
One can summarize the definition and properties of the test-functions as
follows (see also Section 4.6):

vε =

{
Uε := ηuε if 0 ≤ γ ≤ γcrit(α)

Tε := Uε + ε
β+−β−

2 g(x) if γcrit(α) < γ < γH(α),
(5.13)

where the cut-off function η ∈ C∞0 (Ω) verifies (4.37) and

uε(x) := ε−
n−α

2 U(ε−1x) for x ∈ Rn \ {0},

and U ∈ H
α
2

0 (Rn) is such that U > 0, U ∈ C1(Rn \ {0}) and satisfies (4.38)
for some κ > 0 and also (4.39). Also, the function g satisfies

g(x) =
mα
γ,λ

|x|β−
+ o

(
1

|x|β−

)
as x→ 0, and |g(x)| ≤ C|x|−β− for all x ∈ Ω.

We refer the readers to Subsection 4.6.3 for the definition and properties of
g(x) in detail.

We now prove the following proposition which plays a crucial role in the
proof of Theorem 5.1.

Proposition 5.5. There exists τl > 0 for l = 1, .., 5 such that

1) If 0 ≤ γ ≤ γcrit(α), then

sup
t≥0

Φ(tvε) = Υ− τ1h(0)εn−q
n−α

2 + o(εn−q
n−α

2 ); (5.14)

2) If γcrit(α) < γ < γH(α), then

sup
t≥0

Φ(tvε) = Υ +


−τ2h(0)εn−q

n−α
2 + o(εn−q

n−α
2 ) if q > qcrit

−(τ3h(0) + τ4m
α
γ,λ)εβ+−β− + o(εβ+−β−) if q = qcrit

−τ5m
α
γ,λε

β+−β− + o(εβ+−β−) if q < qcrit,

(5.15)

where Υ := α−s
2(n−s)µγ,s,α(Rn)

n−s
α−s and qcrit := 2∗α − 2β+−β−

n−α ∈ (2, 2∗α).
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5.4. Proof of Theorem 5.1

Proof of Proposition 5.5. We expand Φ(tvε) in the following way:

Φ(tvε) =
t2

2
Iε −

t2
∗
α(s)

2∗α(s)
Jε −

tq

q
Kε as ε→ 0,

where

Iε := ‖|vε‖|2 − λ‖vε‖2L2(Ω), Jε :=

∫
Ω

|vε|2
∗
α(s)

|x|s
dx and Kε :=

∫
Ω
h|vε|qdx.

Here is a summary of the estimates obtained in Section 4.6 which will be
used freely in this section:

Let EU :=
∫
Rn

U2∗α(s)

|x|s dx. There exist positive constant c1, c2, c3 such that

Iε =


κEU − c1λεα + o(εα) if 0 ≤ γ < γcrit(α)

κEU − c2λεα ln ε−1 + o(εα ln ε−1) if γ = γcrit(α)

κEU − c3mα
γ,λε

β+−β− + 2κε
β+−β−

2 θε + o(εβ+−β−) if γcrit(α) < γ < γH(α),

(5.16)

as ε→ 0, and

Jε =

{
EU + o(εβ+−β−) if 0 ≤ γ ≤ γcrit(α)

EU + 2∗α(s)ε
β+−β−

2 θε + o(εβ+−β−) if γcrit(α) < γ < γH(α),
(5.17)

as ε → 0. Here, θε :=
∫
Rn

u
2∗α(s)−1
ε ηg
|x|s dx and we have lim

ε→0
θε = 0; see (4.59).

We are then left with estimating Kε.

Estimate for Kε : We will consider two following cases.

Case 1: 0 ≤ γ ≤ γcrit(α). We split Kε into two integrals as follows

Kε =

∫
Ω
h|Uε|qdx =

∫
Bδ

h|Uε|qdx+

∫
Ω\Bδ

h|Uε|qdx.
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We start by estimating the first term:∫
Bδ

h|Uε|qdx = εq
α−n

2

∫
Bδ

h(x)|U(
x

ε
)|qdx

= εn−q
n−α

2

∫
B δ
ε

h(εX)|U(X)|qdX

= εn−q
n−α

2 h(0)

∫
Rn
|U(X)|qdX

+ εn−q
n−α

2

∫
Rn\B δ

ε

h(εX)|U(X)|qdX.

Note that we used the change of variable x = εX . From the asymptotic
(4.39) and the fact that q > 2, it then follows that∫

Bδ

h|Uε|qdx = εn−q
n−α

2 h(0)

∫
Rn
|U(X)|qdX +O(εq

β+−β−
2 )

= εn−q
n−α

2 h(0)

∫
Rn
|U(X)|qdX + o(εβ+−β−).

Following the same argument that we treat the second integral in the last
term yields that∫

Ω\Bδ
h|Uε|qdx = O(εq

β+−β−
2 ) = o(εβ+−β−).

Therefore,∫
Ω
h|Uε|qdx = εn−q

n−α
2 h(0)

[∫
Rn
|U(X)|qdX

]
+ o(εβ+−β−). (5.18)

It now follows from (4.50) that

β+ − β− ≥ α if 0 ≤ γ ≤ γcrit(α).

On the other hand, the condition 2 < q < 2∗α implies that

0 < n− qn− α
2

< α.

Combining the last two inequalities, we then get that

n− qn− α
2

< β+ − β−,
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and therefore

Kε = εn−q
n−α

2 h(0)

[∫
Rn
|U(X)|qdX

]
+ o(εn−q

n−α
2 ), (5.19)

when 0 ≤ γ ≤ γcrit(α).

Case 2: γcrit(α) < γ < γH(α). In order to estimate Kε in the critical
case, we need the following inequality: For q > 2, there exists C = C(q) > 0
such that

||X + Y |q − |X|q| − qXY |X|q−2| ≤ C(|X|q−2Y 2 + |Y |q) for all X,Y ∈ R.

We write

Kε =

∫
Ω
h|Tε|qdx =

∫
Bδ

h|Uε + ε
β+−β−

2 g(x)|qdx+O(εq
β+−β−

2 ),

where the last term came from the fact that∫
Ω\Bδ

h|Tε|qdx = O(εq
β+−β−

2 ) = o(εβ+−β−).

Let now X = Uε and Y = ε
β+−β−

2 g(x) in the above inequality. Taking
integral from both sides then leads us to∫
Bδ

h|Uε + ε
β+−β−

2 g(x)|qdx =

∫
Bδ

h|Uε|qdx+ qε
β+−β−

2

∫
Bδ

hg|Uε|q−1dx+Rε,

where

Rε = O

(
εβ+−β−

∫
Bδ

h|Uε|q−2g2dx+ εq
β+−β−

2

∫
Bδ

hgqdx

)
= O(εq

β+−β−
2 ) = o(εβ+−β−).

(5.20)

Regarding the second term, we have

qε
β+−β−

2

∫
Bδ

hg|Uε|q−1dx = O(ε(β+−β−)+(n−q n−α
2

)) +O(εq
β+−β−

2 )

= o(εβ+−β−) for all q ∈ (2, 2∗α).

(5.21)

Combining (5.18), (5.20) and (5.21), we get that there exist a constant C >
0 such that

Kε = Ch(0)εn−q
n−α

2 + o(εn−q
n−α

2 ) + o(εβ+−β−) if γcrit(α) < γ < γH(α).
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We point out that the situation in the critical case is more delicate, and
unlike the non-critical case, we have that both

β+ − β− and n− qn− α
2

are in the interval (0, α).

Therefore, there is a competition between the terms εβ+−β− and εn−q
n−α

2 .
In order to find the threshold, namely qcrit, we equate the exponents of the
ε terms, and solve the equation for q to get that

qcrit = 2∗α − 2
β+ − β−
n− α

.

One should note that qcrit ∈ (2, 2∗α), since α > β+ − β− > 0 in the critical
case. This implies that

o(εn−q
n−α

2 ) + o(εβ+−β−) = o(εn−q
n−α

2 ) if q > qcrit

o(εn−q
n−α

2 ) + o(εβ+−β−) = o(εn−q
n−α

2 ) = o(εβ+−β−) if q = qcrit

o(εn−q
n−α

2 ) + o(εβ+−β−) = o(εβ+−β−) if q < qcrit.

We finally obtain

Kε =


c4h(0)εn−q

n−α
2 + o(εn−q

n−α
2 ) if q > qcrit

c5h(0)εβ+−β− + o(εβ+−β−) if q = qcrit
o(εβ+−β−) if q < qcrit.

(5.22)

for some c4, c5 > 0, and as long as γcrit(α) < γ < γH(α).

We now define

I0 := lim
ε→0

Iε = κ

∫
Rn

U2∗α(s)

|x|s
dx and J0 := lim

ε→0
Jε =

∫
Rn

U2∗α(s)

|x|s
dx,

and it is easy to check that

lim
ε→0

Kε = 0 for all cases.

In the next step, we claim that, up to a subsequence of (uε)ε>0, there exists
T0 := T0(n, s, α) > 0 such that

sup
t≥0

Φ(tvε) = d(Ψ(vε))
2∗α(s)

2∗α(s)−2 − T q0
q
Kε + o(Kε), (5.23)
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where

Ψ(vε) =
‖|vε‖|2 − λ‖vε‖2L2(Ω)(∫

Ω
|vε|2

∗
α(s)

|x|s dx
) 2

2∗α(s)

=
Iε

J
2

2∗α(s)
ε

.

The proof of this claim goes exactly as Step II in [44, Proposition 3]. We
omit it here.
Let us now compute Ψ(vε). It follows from (4.51), (4.52) and (4.66) that
there exist positive constants c6, c7, c8 such that

Ψ(vε) = µγ,s,α(Rn)
(

1 + Θε,γ

)
(5.24)

where

Θε,γ =


−c6λε

α + o(εα) if 0 ≤ γ < γcrit(α)

−c7λε
α ln ε−1 + o(εα ln ε−1) if γ = γcrit(α)

−c8m
α
γ,λε

β+−β− + o(εβ+−β−) if γcrit(α) < γ < γH(α).

We are now going to estimate sup
t≥0

Φ(tvε). This will be done again by con-

sidering two cases:

Case 1: 0 ≤ γ ≤ γcrit(α). In this case, plugging (5.19) and (5.24) into
(5.23) implies that there exist constants c9, c10, c11, c12 > 0 such that

sup
t≥0

Φ(tvε) =
α− s

2(n− s)
µγ,s,α(Rn)

n−s
α−s

− c9λε
α − c10h(0)εn−q

n−α
2 + o(εα) + o(εn−q

n−α
2 ),

when 0 ≤ γ < γcrit(α), and

sup
t≥0

Φ(tvε) =
α− s

2(n− s)
µγ,s,α(Rn)

n−s
α−s

− c11λε
α ln(ε−1)− c12h(0)εn−q

n−α
2 + o(εα ln(ε−1)) + o(εn−q

n−α
2 ),

when γ = γcrit(α).
Recall that α > n− q n−α2 , since q > 2. This implies that

o(εα) + o(εn−q
n−α

2 ) = o(εn−q
n−α

2 ).

Thus, there exist a positive constant τ1 such that, for every 0 ≤ γ ≤ γcrit(α),
we have

sup
t≥0

Φ(tvε) = Υ− τ1h(0)εn−q
n−α

2 + o(εn−q
n−α

2 ),
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where Υ := α−s
2(n−s)µγ,s,α(Rn)

n−s
α−s .

Case 2: γcrit(α) < γ < γH(α). The critical case needs a careful anal-
ysis as a new phenomena happens in this situation. We shall show that
there is a competition between the geometry of the domain, the mass (i.e.,

εβ+−β−mα
γ,λ), and the non-linear perturbation (i.e., εn−q

n−α
2 h(0)). Indeed, it

follows from plugging (5.22) and (5.24) into (5.23) that there exist constants
c12, c13, c14 > 0 such that

sup
t≥0

Φ(tvε) = Υ− c12m
α
γ,λε

β+−β− + o(εβ+−β−)

+


−c13h(0)εn−q

n−α
2 + o(εn−q

n−α
2 ) if q > qcrit

−c14h(0)εβ+−β− + o(εβ+−β−) if q = qcrit
o(εβ+−β−) if q < qcrit.

Following our analysis in the critical case of estimating Kε, one can then
summarize the competition results as follows.

Competitive Terms q > qcrit q = qcrit q < qcrit.

εn−q
n−α

2 h(0) Dominate Equally Dominate ×
εβ+−β−mα

γ,λ × Equally Dominate Dominate

Therefore, we finally deduce that there exists τl > 0 for l = 2, .., 5 such that

sup
t≥0

Φ(tvε) = Υ +


−τ2h(0)εn−q

n−α
2 + o(εn−q

n−α
2 ) if q > qcrit

−(τ3h(0) + τ4m
α
γ,λ)εβ+−β− + o(εβ+−β−) if q = qcrit

−τ5m
α
γ,λε

β+−β− + o(εβ+−β−) if q < qcrit,

where Υ := α−s
2(n−s)µγ,s,α(Rn)

n−s
α−s .

Remark 5.6. We point out that the value qcrit corresponds to the value
q = 4 obtained in [44, Proposition 3]. Indeed, when α = 2, γ = 0 and n = 3,
our problem turns to the perturbed Hardy-Sobolev equation considered by
Jaber [44] in the Riemannian setting. We then have that β+(0) = n−α = 1,
β−(0) = 0, and therefore

qcrit = 2∗α − 2
β+(0)− β−(0)

n− α
= 6− 2 = 4.
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