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Abstract

Bacteria and Archaea represent the invisible majority of living things on Earth with an estimated numerical abundance exceeding $10^{30}$ cells. This estimate surpasses the number of grains of sand on Earth and stars in the known universe. Interdependent microbial communities drive fluxes of matter and energy underlying biogeochemical processes, and provide essential ecosystem functions and services that help create the operating conditions for life. Despite their abundance and functional imperative, the vast majority of microorganisms remain uncultivated in laboratory settings, and therefore remain extremely difficult to study. Recent advances in high-throughput sequencing are opening a multi-omic (DNA and RNA) window to the structure and function of microbial communities providing new insights into coupled biogeochemical cycling and the metabolic problem solving power of otherwise uncultivated microbial dark matter (MDM). These technological advances have created bottlenecks with respect to information processing, and innovative bioinformatics solutions are required to analyze immense biological data sets. This is particularly apparent when dealing with metagenome assembly, population genome binning, and network analysis.

This work investigates combined use of single-cell amplified genomes (SAGs) and metagenomes to more precisely construct population genome bins and evaluates the use of covariance matrix regularization methods to identify putative metabolic interdependencies at the population and community levels of organization. Applying dimensional reduction with principal components and a Gaussian mixture model to k-mer statistics from SAGs and metagenomes is shown to bin more precisely, and has been implemented as a novel pipeline, SAG Extrapolator (SAGEX). Also, correlation networks derived from small subunit ribosomal RNA gene sequences are shown to be more precisely inferred through regularization with factor analysis models applied via Gaussian copula. SAGEX and regularized correlation are applied toward 368 SAGs and 91 metagenomes, postulating populations metabolic capabilities via binning, and constraining interpretations via correlation. The application describes coupled biogeochemical cycling in low-oxygen waters. Use of SAGEX leverages SAGs deep taxonomic descriptions and metagenomes breadth, produces precise population genome bins, and enables metabolic reconstruction and analysis of population dynamics over time. Regularizing correlation networks overcomes a known analytic bottleneck based in precision limitations.
Lay summary

Prokaryotic microorganisms, including bacteria and archaea, work together to transform the environment on local and global scales. Global scale influences occur through a combination of two important factors: 1) microbial life, while for the most part invisible, exists on truly massive scales, and 2) each microbial cell derives energy from local environmental transformations. The cumulative effects are substantial enough to drive global biogeochemical cycles over billions of years. Despite playing these integral roles, the majority of microorganisms remain uncultivated, rendering them similar to astronomical dark matter. High-throughput genome sequencing approaches are now shining light onto uncultivated microbial diversity and function, creating a number of bioinformatics challenges related to microbial genome assembly, taxonomic binning, and community metabolic network reconstruction. This thesis contributes toward precise taxonomic binning and correlation network methods, improving our capacity to understand the metabolic linkages between uncultivated microorganisms and biogeochemical cycles in natural and engineered ecosystems.
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## Bioinformatics

<table>
<thead>
<tr>
<th>Term</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACE</td>
<td>Abundance-based coverage estimator</td>
</tr>
<tr>
<td>BLAST</td>
<td>Basic Local Alignment Search Tool</td>
</tr>
<tr>
<td>BWA</td>
<td>Burrows-Wheeler Aligner</td>
</tr>
<tr>
<td>CONCOCT</td>
<td>Clustering cONTigs with COverage and ComposiTion</td>
</tr>
<tr>
<td>DNA</td>
<td>Deoxyribonucleic acid</td>
</tr>
<tr>
<td>EBPR</td>
<td>Enhanced biological phosphorus removal</td>
</tr>
<tr>
<td>ESOM</td>
<td>Emergent Self Organizing Map</td>
</tr>
<tr>
<td>HGT</td>
<td>Horizontal gene transfer</td>
</tr>
<tr>
<td>IMG</td>
<td>Integrated Microbial Genomes system</td>
</tr>
<tr>
<td>LCA</td>
<td>Lowest common ancestor</td>
</tr>
<tr>
<td>MEGAN</td>
<td>MEtaGenome ANalyzer</td>
</tr>
<tr>
<td>MGA</td>
<td>Marine Group A or Marinimicrobia</td>
</tr>
<tr>
<td>MSA</td>
<td>Multiple sequence alignment</td>
</tr>
<tr>
<td>NCBI</td>
<td>National Center for Biotechnology Information</td>
</tr>
<tr>
<td>OMZ</td>
<td>Oxygen minimum zone</td>
</tr>
<tr>
<td>ORF</td>
<td>Open reading frame</td>
</tr>
<tr>
<td>OTU</td>
<td>Operational taxonomic unit</td>
</tr>
<tr>
<td>PCR</td>
<td>Polymerase chain reaction</td>
</tr>
<tr>
<td>QIIME</td>
<td>Quantitative Insights Into Microbial Ecology (software)</td>
</tr>
<tr>
<td>RNA</td>
<td>Ribonucleic acid</td>
</tr>
<tr>
<td>RPKM</td>
<td>Reads per kilobase mapped</td>
</tr>
<tr>
<td>SAGEX</td>
<td>SAG EXtrapolator</td>
</tr>
</tbody>
</table>
SAG  Single-cell amplified genome
SOM  Self Organizing Map
SSU rRNA  Small subunit of the ribosomal RNA gene

Math and Statistics
AIC  Akaike information criterion
CCA  Canonical Correspondence Analysis
CMP  Conway-Maxwell-Poisson (distribution)
FDR  False discovery rate
FMWC  Floor model with copula
HMM  Hidden Markov Model
LNM  Logistic normal multinomial
MLE  Maximum likelihood estimate
MM  Method of moment estimate
NBGC  Negative binomial with Gaussian copula
PCA  Principal component analysis
PC  Principal component
VST  Variance stabilizing transform

Computation
ACM  Association for Computing Machinery
BFGS  Broyden-Fletcher-Goldfarb-Shanno numerical optimization algorithm
BWT  BurrowsWheeler transform
CPU  Central processing unit
CUDA  Compute unified device architecture
GPU  Graphics processing unit
LAPACK  Linear Algebra PACKage
MC   Monté Carlo (integration)
RAM  Random access memory
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Chapter 1

Introduction

Prokaryotic life is estimated to account for $4 - 6 \times 10^{30}$ cells, and to sequester $350 - 550 \text{Pg}$ of carbon, comparable to that of all plant life [269]. Because microbes make their living transforming energy and matter, their cumulative transformative effect is truly massive, having great participation in Earth’s biogeochemical cycles [85]. Microbial forces not only contribute toward long-term effects in biogeochemical cycling, determining much of the Earth’s chemical history [148, 236] and future [128, 229], but are also applicable in more immediate time-scales [31, 99, 184, 198, 202, 219, 259]. Understanding how these microbial forces work in ecological contexts requires sequencing genetic material directly from the environment (see section 1.1). For studying microbial life’s ecological machine, this work’s inferential mechanism is a two-step, bioinformatic process. First, metabolic capabilities are attributed to taxa. This can be done in a variety of ways (see section 1.2). Second, the breadth of ecological interpretations is constrained through a correlative analysis (see section 1.3). This work makes contributions toward such inferential mechanisms in chapter 2 and chapter 3, and efforts are evaluated with precision-recall curves (see subsection 1.6.5) and through application toward studying denitrification in Saanich Inlet (see section 1.4). Requisite math, statistics, and computational concepts are described in section 1.5, section 1.6, and section 1.7, respectively.

1.1 Metagenomics and the network perspective

The greatest challenge to understanding microbial forces is caused by the lab itself, because the vast majority of taxa will not grow in the lab. For example, less than 1% of marine microbes will grow on standard agar plates [58, 89, 197]. This means that results concluded from lab-grown microbes and communities are prone to cultivation bias. Fortunately, modern cultivation-independent methods, often developed involving genetic sequencing, exist to exchange the concerns due to the lab bench for the uncertainties of observational experiments. The exchange to reduce bias at the cost of experimental constraints is worthwhile, especially when both perspectives can be combined. The key difference that makes cultivation-independent methods work is that samples are sequenced soon after being taken directly from the environment with a significantly reduced opportunity for bias-enducing effects to afflict the sample. Genetic sequencing operates like a quickly-taken snapshot, most-closely representing the actual community in the environment as it was at sampling. This work largely focuses on three cultivation-independent data types: metagenomes, single-cell amplified genomes (SAGs), and small subunit of the ribosomal RNA gene (SSU rRNA).
1.1.1 Data types

A metagenome is a sample of DNA taken directly from the environment [260]. It has the advantage of describing DNA as it existed in the environment, without bias-enducing, requisite cultivation steps. The DNA itself is not immediately useful and requires further processing. Modern high-throughput sequencing through the Illumina platform [26] translates the DNA into millions or billions of short strings, often 100-200 base pairs (bp) in length. Each string of A,T,C,G characters is sampled randomly from the initial DNA and may overlap. Overlaps are valuable because the small per-base-pair error rate (often below 1%) accumulates opportunities for errors in the many reads. If certain DNA was sequenced more often, it is said to have more (sequencing) depth. Important alternatives to metagenomes include metatranscriptomes and metaproteomes. A metatranscriptome is sequenced from reverse-transcribed, environmentally sampled RNA. A metaproteome is a set of amino acid sequences from environmentally sampled protein.

After sequencing, metagenomes exist in many reads, which are small sub-sequences. To learn what the DNA encodes, a short-read aligner (such as BWA (Burrows-Wheeler Aligner) [160]) can be employed to perform look-ups in a database of known functions or taxa (such as NCBI’s (National Center for Biotechnology Information) RefSeq-nr [254, 268], GreenGenes [71], or SILVA [220]). It also is possible to attempt a reconstruction of the underlying genomes which produced the reads through assembly (see subsection 1.2.1), but the process tends to produces merely longer sub-sequences and can introduce errors. After assembly, several genes may share a single sequence. While some genes may identify genetic function or taxonomy, many sequences cannot have their taxonomy known definitively. This presents a fundamental challenge in Microbial Ecology, because linking function to taxa is such an important goal.

If taxonomy is the focus of a study, all sequencing power can be directed toward sequencing SSU rRNA genes. This is done by amplifying SSU rRNA genes prior to sequencing. After sequencing and processing (see subsection 1.2.3), sequences counts can be used as a proxy for microbial abundances. The analysis of SSU rRNA data is the subject of chapter 3 and further described in section 1.3.

Genetic function and taxa can be more confidently linked with SAGs [29, 249, 253], which are the genomes of individual cells. SAGs are produced by first sorting (perhaps with a microfluidic device [106]), amplifying with multiple displacement amplification (MDA), then sequencing. While contamination is possible, software can be used for quality assurance [207], though it is not yet proven to provide perfect results. The result is a relatively confident description of functional and taxonomic links. SAG collections are growing large [225]. For example, in chapter 2, 368 SAGs bioinformatically studied. However, SAGs remain focused descriptions of relatively few organisms and cannot meet the descriptive breadth achievable with metagenomes and SSU rRNA data. Therefore a combined approach is often motivated.

1.1.2 Information flow and the network abstraction

The Central Dogma of Molecular Biology [64] is an abstraction which describes how information encoded in the genetic alphabet (\{A,T,C,G\}) is translated to RNA and then to protein. This direction of informational flow is assumable for this work, but does not hold in general. Effectively, it provides a permanent caveat for all genomic analyses: genetic potential does not ensure expression. So if a gene is found, it does not certainly get used. It might be argued that in
resource-starved environments, microbial life can hardly spare wasted genetic material, but ultimately transcriptomics (RNA) is more reliable, and proteomics even more so. While describing a likely future of cloud-based bioinformatic analysis, Hahn et al. [120] described the information flow in the Central Dogma (Figure 1.1 (b)) and related information warehousing (Figure 1.1 (a)) with Claude Shannon’s Theory of Communication [239], and also likened microbes to information processors acting in larger networks (Figure 1.1 (c)), metabolically processing their world as a communal machine. This work adopts such a network perspective through genetically-described correlation networks and compares it to previous interpretations [125, 167] (see subsection 3.4.4).

Working toward a better understanding of microbial-mediated environmental transformation, it is pragmatic digest data and communicate understanding with ecological models. Often models are conceptual [125, 198], other times they are differential [20, 27, 179, 187], but all these models are coherently abstractable to entities and their interactions. Taking entities as nodes and interactions as edges, there is a network representation of biological interaction [22, 137]. These network representations have faced some controversy in their early years [4, 78], but the scientific community has since adopted a necessary respect for the possible breadth of interpretation [267]. Modern genomic data now provides many opportunities to survey general community behaviour on a grand scale. For example, Figure 1.2 is a co-occurrence network generated from globally-sampled data. These networks’ abstractions allows large-scale analysis and interpretation [87, 98].

The idealization of conceptual and differential ecological models into network abstractions provides a perspective of deeply complex entities that is seductively simple. For example, it is easy to forget that a correlation network only comments on data covariation, and might be perceived as similar to a metabolic network. The perspectives are dependent but not equivalent. Worse yet, the automatic generation of networks through correlation may require great familiarity with an inferential model to properly interpret results, especially in cases of model failures which result in artefactual expressions. The greatest challenge in SSU rRNA correlation methods is confident edge calling. Popular methods have been shown to have low precision in successfully detecting
Figure 1.2: Microbial co-occurrences produced from Saanich Inlet, Hawaii Ocean Time-series, Microbial ecology of expanding oxygen minimum zones, and eastern tropical South Pacific OMZs' SSU rRNA data. Image credit: [271]

correlations [267]. Doubt in network edges invalidates claims of interaction, preventing confident estimation of correlation networks. Low edge-calling precision denies network application outside of any graph summary statistics which might be robust to this. This work shows how edge-calling precision can be achieved in chapter 3.

This work further concretizes its network abstraction by describing its nodes (chosen taxa) genotypically. The task of assigning genomic sequences and their functions to taxonomies is a popular bioinformatic problem in cultivation-independent analysis and thus Microbial Ecology. In section 1.2, methods for attributing taxa to genomic function are described, where the concept of metagenomic binning is developed. The process is naturally tedious and erroneous, motivating pragmatism and thus clear descriptions of confidence are desired. In chapter 2, a fundamental pragmatism-quality exchange is explored through precision-recall analyses amongst select binning strategies, and new strategies are described which allow descriptive frontiers to be expanded. Ultimately, a careful comparison and measurement of binning methodologies describes how pragmatism and precision may be exchanged, and binning is generally described as more accurate near when attributing taxa nearer to the phylogenetic root.

This work adopts the network model perspective of oxygen minimum zone (OMZ) microbial ecology, and the majority of its emphasis is on precise network inference. This thesis targets both the nodes and edges of these networks. First, concerns about binning [240] are met by showing that SAG-guided binning can improve precision, thus better describing network’s nodes. Second, this work addresses concerns about imprecise correlation detection [267] by using the right statistical model, thus better describing the network’s edges. Ultimately, the data-driven argument made with correlation networks is made more credible through better nodes and better edges.
1.2 Taxonomic estimation

The task of understanding how microbes cycle energy and nutrients is inseparable from evolutionary dependencies. For the sake of this work, it is sufficient to define a **phylogeny** as a particular evolutionary history or tree. It is also sufficient to define a **taxon** (plural: *taxa*) as a clade or entire branch of a phylogenetic tree, and **taxonomy** is the science of defining or classifying organisms into taxa. An example of an estimated phylogenetic tree is in Figure 1.3.

1.2.1 Assembly

Metagenomic sequences may be assigned a sense of phylogenetic similarity by attempting to reconstruct the originating genetic sequence. If in fact several metagenomic sequences do originate from a single strand of DNA, then they certainly share a single taxonomic source. A sequence assembled from overlapping DNA is a **contig** (as in *contiguous*). Reconstructing originating genetic material is difficult, because genetic sequencing technology is only able to read DNA in pieces. For example, the popular Illumina [26] platform may translate DNA into 150 base pair (bp)-length reads in a summary file several gigabytes in size. Therefore modern assembly is computational...
problem with necessary approximations and algorithmic solutions [195]. It is important to note that the assembly of metagenomes increases the risk of joining sequences of different taxonomy (chimeras) [35], and also begs philosophical questions like what is a genome?

The intuitive algorithm of searching for similarity at sequences’ ends, overlapping, and walking through the genome [194] is the overlap-layout-consensus (OLC) algorithm, and while still relevant, is computationally intractable for many sequences. To generate larger contigs from many small reads, is the de Bruijn graph approach [215, 280]. De Bruijn graphs are abstract data structures, concretized in both obvious and clever ways. These data structures can still be large, perhaps motivating distribution over a computer network [244]. A succinct de Bruijn graph [33] is modern reinterpretation inspired by the Burrows-Wheeler Transform (BWT) [43], and decreases memory requirements drastically [159].

1.2.2 Phylogenetic estimation

Bootstrapped phylogenetic tree estimation

A phylogenetic tree can be estimated for a set of genetic sequences. The genetic sequences must be similar enough to compare (perhaps encoding the same protein), and need to exist across the breadth of the tree—otherwise individual clades would be estimable and incomparable. Genes which are known exist ubiquitously are marker genes. An example of an important marker gene is the SSU rRNA gene [155], because it has both identifiable, conserved regions and known hypervariable regions. A common approach to phylogenetic estimation is to first bioinformatically process marker gene sequences with multiple sequence alignment (MSA) [72, 80], which lines-up genes as closely as possible. Then, sequences may be process through an evolutionary model to produce a phylogenetic tree [248]. The comparison of ubiquitous marker genes makes this possible [207, 240].

There is variance in the estimation of phylogenetic trees. It is fair to ask “is this clade real?” or “is my result merely due to chance?” Statistical methods largely exist to extract signals from noisy data, and despite the complexity of phylogenetic estimation, there is a method for describing clade confidence: the bootstrap. Bootstrapping phylogenetic trees [84, 88, 132] requires randomly re-sampling data and estimating a tree for each sample. If a clade exists in many estimates, it is likely not a false inference of sampling’s natural variation. It is important to note that phylogenetic tree estimates have a typical error profile: confidence increases near the root [204]. For example, it is easier to attribute phylum than a species.

Phylogenetics for statisticians

Having described estimation methods, it is fair to ask what was being estimated? Different underlying models are used per context depending on how useful they are, and often go unstated. A framework which forces explicit model definition is in phylogenetic regression [178], where hypothesis testing can be used to compare the likelihood of different phylogenetic structures. Using the tree to constrain Brownian motion or Ornstein-Uhlenbeck drift, a covariance structure can be defined (via precision matrices) [224] as illustrated in Figure 1.4.
1.2.3 QIIME, SSU rRNA data processing

QIMME (Quantitative Insights Into Microbial Ecology, pronounced 'chime') [51] is a bioinformatic pipeline used to ready raw genomic sequencing data for statistical analysis. In this work, QIIME is used to prepare SSU rRNA sequence data for multivariate regression analysis. An early step in this QIIME workflow is demultiplexing, the sorting of genetic sequences into originating samples based on prepended nucleic tags on every sequence. Second, QIIME employs UCLUST [82] to approximately cluster SSU rRNA sequences in linear time [81]. For this work, SSU rRNA gene sequences must be at least 97% identical to share a cluster (percent-identity is an adjustable parameter). Third, cluster representatives are aligned to a taxonomy database. This work uses GreenGenes [71], but SILVA [220] is also popular. After counting the number of sequences recruited to each cluster, data are summarized in a tabular format. An example of this sort of data follows.

$$
\begin{bmatrix}
\text{taxon}_1 & \text{taxon}_2 & \text{taxon}_3 & \cdots & \text{taxon}_p \\
\text{sample}_1 & 0 & 0 & 1 & \cdots & 0 \\
\text{sample}_2 & 12 & 4 & 521 & \cdots & 91 \\
\text{sample}_3 & 1642 & 1373 & 1209 & \cdots & 1031 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
\text{sample}_n & 1 & 3 & 2 & \cdots & 2
\end{bmatrix}
$$

While these data provides valuable descriptions of a community’s taxa [59], it comes with some statistical challenges. First, it suffers a common problem in Bioinformatics: it often has thousands of dimensions (taxa) and relatively few samples. For example, using SSU rRNA data to survey for inter-taxa correlations has a high error rate [267]. Second, sequencing depth is variable per sample, which causes statistical dependence between taxa, obfuscating meaningful signals—biological interpretation is hidden behind methodological complications. This statistical complications are addressed in chapter 3.

1.2.4 Metagenomic binning

In subsection 1.1.1 metagenomes were described as having vast descriptive potential while often suffering a decoupling of function and taxonomy. Knowing which organisms are performing which functions is a central concern of any ecological field, including microbial ecology. Attempts at linking taxonomy and function are often made through a combination genomic sequence.

Not all genetic material encodes marker genes or can be further assembled. Further strategies
fall into the broad category of \textit{metagenomic binning}. For this work, it is sufficient to define \textit{metagenomic binning} or \textit{binning} as any attempt to decide that genetic sequences are phylogenetically similar. Binning produces \textit{bins}, which are collections of sequences. A \textit{binner} is a tool which assists or automates binning. A binner which produces bins with a taxonomic label is a \textit{classifying} binner, otherwise it is a \textit{clustering} binner. Binning strategies are often automated and work with assembly software [93, 234, 261].

Metagenomic binning has been reinterpreted over time [174, 180, 234], so generally applicable definitions will now be provided. A general trend has been toward pragmatic strategies, further from precise methods. Earliest software specifically for metagenomic binning includes TETRA [256] and Phylopythia [182]. TETRA is best described as a clustering method whereas Phylopythia is a classifier. Self-Organizing Maps (SOMs) were used as a clustering binner [1], despite originally being designed for data visualization and dimensional reduction [147]. A popular emergent SOM (ESOM; designed for cases with more nodes than data) software source is available from http://databionic-esom.sourceforge.net/ [263]. Another clustering method is MaxBin 2.0 [276], and another classifying method is MEGAN’s (Metagenome Analyzer) LCA (lowest common ancestor) algorithm [135]. Many binners use tetranucleotide frequencies [255]. By 2012, both a variety of classifying and clustering binners had come into existence [174]. Recently the field has been re-interpreting binning as exclusively clustering methods [234]. Clustering methods have been used to inform on symbiotic relationships [40], genome isolations [65], and the tree of life [133]. A classic example of a binning application is an extraction of genomes from an acidophilic biofilm [261].

Since there are so many binning softwares, it is convenient to organize them by strategy. Some binners may only require a metagenome to operate (consider ESOMs [1, 147, 263]), and will leverage \textit{kmer} (pronounced ‘Kay-mer’) and \textit{coverage} statistics. A kmer statistic is a vector of counts, per genetic sequence, how many times the sequence contains each unique subsequence of length $k$ ($k = 4$ is popular, and also called a \textit{tetranucleotide frequency}). So a kmer statistic will describe how many times a sequence contains the substrings AAAA, AAAT, AAAC, AAAG, AATA, and so on. A tetranucleotide statistic is a vector of $256 = 4^4$ counts. A coverage statistic is a description of how much DNA from a sample belongs to a sequence. This is necessary because assembly algorithms will collapse many reads into a single sequence. RPKM (Reads per kilobase mapped) [191] is a popular coverage statistic. Other binners will also use additional information, such as a marker gene data base [275]. Marker genes are conserved genes with a known phylogenetic distribution. An example of one such binner is MaxBin2.0 [276]. Other binners may further use aggregate genome collections such as the Integrated Microbial Genomes (IMG) [176] system and NCBI’s [268] RefSeq [254]. Phylopythia is one such binner [111, 182, 208]. Use of additional data resources is important for quality binning, but also narrows a binner’s applicable scope.

Evaluation of binning products is a topic of debate amongst microbial ecologists. A popular approach has been to study marker gene distribution within bins [5, 225, 240]. This approach has been automated [207] and will likely be included in future genomic standards [90, 91]. This work shows that choice of binning strategy is an important factor in determining binning quality.

A modern concern for binning is that error and incompleteness is inconsistently described and understood [55, 175, 240]. In chapter 2 error profiles for binning strategies are analyzed for trends, contributing toward a better understanding of binning error.
1.3 SSU rRNA correlation

Characterizations of ecological diversity are long-sought and have various perspectives. While $\alpha$, $\beta$, and $\gamma$-diversity concepts [13] emphasize diversity at the sample level or higher, and have employed statistics like Chao1 [56], ACE (abundance-based coverage estimator) [134], Sorensen, Jaccard, and Bray-Curtis [36] amongst others, genomic sequencing has allowed exploration of a high-resolution frontier. Correlating sequence counts describes taxa interactions and holds weight in ecological models [87]. Sophisticated modern correlation approaches in microbial ecology include Local Similarity Analysis [79, 231, 278], random matrix theory-based [70], hypergeometric sampling-based [54], maximal information coefficient [223], SparCC [95], and others [157]. Simple techniques such as co-presence and mutual exclusion [162], Pearson, and Spearman correlation are also popular.

An important recent discovery is that modern correlation techniques in microbial ecology have poor precision-recall exchanges [267], meaning that graph edges are often incorrectly attributed. This is a clear concern, motivating further research, because it casts doubt over the results of correlation network-based methods. This work contributes to solving this problem in chapter 3. While low edge-calling precision should increase spurious edges in graphs, it might not disturb certain graph structures in larger graphs. The current applied potential of existing methods can be seen in studies of the soil microbiome relationships with carbon dioxide (CO$_2$) [281], human gut microbiome [14] relationships with genetics [107] and disease [109], and poultry [201]. Considering these achievements highlights the fact that precise edge-calling is a frontier for Microbial Ecology. Precision in individual correlation inference is valuable, because it would confidently inform on interactions between individual pairs of taxa.

Relevant multivariate regression approaches exist for SSU rRNA data, particularly Canonical Correspondence Analysis (CCA) [258]. The fundamental challenge in analyzing SSU rRNA data is high-dimensionality. There are far more measured taxa than samples taken. The solution for CCA is similar to the approaches in chapter 3, both are a form of dimensional reduction. In CCA, dimensional reduction is accomplished by regressing against the primary axis of variation (an eigenvector). In chapter 3, precision is increased by constraining the breadth of possible correlation matrices. In this way, CCA is the spiritual predecessor of methods proposed in chapter 3.

Modern correlation networks in microbial ecology are usually generated with SSU rRNA data. SSU rRNA counts are an attempt to indirectly count taxa abundances per sample. The technical aspect of generating SSU rRNA data is elaborated upon in an example in subsection 1.1.1 and subsection 1.2.3. The effective data is thus a list of non-negative integer counts per microbial taxa for each sample. Often many samples are gathered, and the resulting data product is a non-negative integer matrix. This count matrix may be further processed before network production with a previously mentioned correlation tool. SSU rRNA data is often sampled along with environmental or experimental data (regressors), which may be used to infer meaningful changes in community structure.

The indirect observation of taxa counts through SSU rRNA data carries certain caveats. The primary caveat is that amplification and sequencing can induce a general positive correlative effect between all taxa. Effectively, every sample’s counts will be shifted up or down together, thus obfuscating the true values. A popular solution has been to convert each sample into a list of proportions or relative abundances. Unfortunately, ratios inherently induce a general
negative correlative effect between all taxa. While converting to proportions has enabled plenty of insight, proportions’ inherent negative correlative dependencies can cause obfuscation as well, thus better corrections are motivated. The best modern solution has been to estimate the effect as an unmeasured regressor in a count model [185]. While unmeasured, this regressor is not treated as a mixed effect, because as estimate (generated from the count matrix) is instead used as an observed regressor. Another approach is to apply variance stabilizing transforms (VSTs) McMurdie and Holmes [185].

1.3.1 Compositional vs. mixed effect perspective

The compositional and mixed effect perspectives of SSU rRNA modelling are the products of independent thought, but have elegantly produced a false dichotomy. Under the compositional perspective, it is imagined that taxa’s SSU rRNA counts compete for sequencing depth, and thus tend to be negatively correlated. Under the mixed effect perspective, it is imagined that taxa’s SSU rRNA counts are all driven up or down together with overall sequencing depth, and thus tend to be positively correlated. The idea that counts might bias toward positive or negative correlation with each other is the false dichotomy, because it is only imposed by the models used to understand this data. Of course, it is possible that either perspective might be more or less relevant dependent on unknown circumstances. The compositional perspective has been realized in the study of correlation networks [95, 277], while the mixed effect perspective is the result of univariate regression surveys [168, 185, 226, 228]. In chapter 3 this work explores SSU rRNA data with multivariate regression, which brings these two perspectives together in a surprisingly meaningful way (see subsection 3.3.2).

While the compositional effect merely indicates a tendency toward negative correlation, the mixed effect perspective borrows from the broad category of it mixed effect linear models [183]. In regression analyses (see subsection 1.6.2), a mixed effect is an unobserved random variable which obfuscates statistical signals, but can be dealt with through modelling the effect. In RNA seq and SSU rRNA regression, the concept is generalized to an unobserved random effect shared over all measurements in a single observation. The effect is usually attributed to sequencing depth effects. For example, if \((Y_1, Y_2)\) are taxa counts, \(X\) is environmental measurements, \((\epsilon_1, \epsilon_2)\) are observational errors, and \(M\) is the mixed effect, then the following equations share \(M\) as a mixed effect. These kinds of equations are decribed in section 1.5.2.

\[
Y_1 = \mu_1 + X\beta_1 + M\gamma_1 + \epsilon_1, \quad Y_2 = \mu_2 + X\beta_2 + M\gamma_2 + \epsilon_2
\]

1.4 Use case: Saanich Inlet OMZ

1.4.1 Oceanic nitrogen loss

An oxygen minimum zone (OMZ) is a subsurface body of anoxic water (< 20\(\mu\)M \(O_2\)/kg). Under this definition, OMZs account for 7% of the ocean by volume [209]. Oceanic oxygen \((O_2)\) concentrations have recently decreased rapidly in the north east Pacific OMZ [143], and OMZs are generally expected to expand as the planet warms [250]. OMZs play a disproportionately large role in oceanic denitrification, and because nitrogen is a limiting nutrient, excessive nitrogen...
loss limits the ocean’s ability to sequester atmospheric CO$_2$ [61]. These facts combined with the clear correlation between CO$_2$ and global warming [229] motivate understanding. It is important that global warming’s tipping points [158] be identified. The microbial component of the global nitrogen cycle is both substantial and not fully understood [50, 154, 216, 262]. It is clear that the anoxic conditions favour chemolithotrophic energy metabolism [77], and these alternative metabolic strategies produce microbial ecological networks resulting in oceanic nitrogen loss [271].

Nitrogen gas (N$_2$) is abundant in the atmosphere, very stable, and nearly biologically inaccessible. When N$_2$ is produced, it has effectively left the biotic realm of the nitrogen cycle. Biologically accessible nitrogen is produced during nitrogen fixation (N$_2$ $\rightarrow$ NH$_3$), an energetically costly transformation. Diazotrophs are a group of nitrogen fixing cyanobacteria. Microbially mediated nitrification causes accumulations of nitrate (NO$_3^-$) in the ocean. Because OMZs favour chemolithotrophy, nitrate and ammonium are used as an energetic resource. Anammox (anaerobic ammonium oxidation) and denitrification are the primary avenues of oceanic nitrogen loss [19] as exemplified in Figure 1.5 with anammox accounting for 30–50% of oceanic N$_2$ production [73].

1.4.2 Saanich Inlet

Saanich Inlet is a seasonally anoxic fjord on the coast of Vancouver Island, British Columbia, Canada [12]. Most of the year, the fjord has an anoxic basin. In the later summer and early fall, oxic waters flow into the basin, renewing oxygenation. The inlet is part of the Line P transect, an oceanographic time series [212]. From an OMZ research perspective, Saanich Inlet provides an opportunity to study microbial ecology and nutrient cycling in OMZs [266, 271] particularly under oxic-anoxic shifts [279]. The Saanich Inlet time series is a valuable collection of data including both chemical and genomic measurements, and also a large collection of sequenced genomic data including 91 metagenomes, 368 SAGs [230], and 298 pyrotag SSU rRNA samples [127]. In this work, all metagenomes, all SAGs, and 112 SSU rRNA samples are used. The SAGs were sampled in August 2010 along with four other metagenomes.

The environmental and SSU rRNA data sampling scheme featured a time series spanning from 2006 to 2011, but this study will only use 90 samples from 2008 onwards. This is because target variables (concentrations of oxygen, Nitrate (NO$_3^-$), and hydrogen sulfide (H$_2$S)) have missed measurements outside of this range, and model-based interpolations are eventually computationally intractable. A distribution of average chemical concentrations of shown in Figure 1.6 and it...
can be see that the OMZ can be described in distinct sections: such as upper & lower oxycline, S/N transition zone, and sulfidic zone [125]. A common concern about this data set is for a lack of technical or biological replication, since samples were rarely taken in duplicate. However, intelligent model selection and problem phrasing overcomes these irregularities and concerns. This work will eventually study this data through multivariate regression (see chapter 3), which treats each samples’ SSU rRNA counts $Y_i$ as conditionally distributed given the environmental variables $X_i$. The 90 conditional variables $(Y_i | X_i)$ are each replicates. The only constraint on the data is that it is from an observational study, which is now a common caveat for microbial ecologists due to environmental sampling. Observational studies often cannot explore a full combination nor range of variable values. However, the Saanich Inlet OMZ time series remains natural experiment describing oxic-anoxic transitions.

In this work, Saanich Inlet OMZ data will be used to demonstrate how precise network inference methods reproduce known understanding and novel perspectives on microbially mediated denitrification in the Saanich Inlet OMZ. Microbially mediated denitrification, which is closely related to oceanic nitrogen loss, is a chosen focus from many possible topics. The conceptual model posed by Hawley et al. [125] describes this process in detail (see Figure 1.7), and will often be used as the primary argumentative basis when interpreting new evidence.

1.4.3 Important taxa

SUP05 (Candidatus Thioglobus autotrophicus)

SUP05 gammaproteobacteria are a major participant in the OMZ denitrification pipeline. Following first observation [252], an early metagenomic analysis by Walsh et al. [266] used SSU rRNA data to show that SUP05 was often a dominant population in several OMZs, not just Saanich Inlet [279] but also the ESP and Namibia OMZs. The work also provides early insights into SUP05’s metabolic capacity through assembly of metagenomic fosmids. This SUP05 metagenome encodes the metabolic potential for autotrophic carbon fixation of CO$_2$, dissimilatory sulfite reductase ($SO_3^{2−} \rightarrow SO_2^{−}$) thereby suggesting anaerobic respiration of sulfur, and incomplete nitrate reduction genes ($NO_3^{−} \rightarrow N_2O$). These metabolic capabilities describe SUP05 as a sulfide-driven partial
denitrifier. These findings are strictly genomic, and therefore invite plausible scrutiny. Fortunately, the later proteomic analysis of Saanich Inlet’s OMZ by Hawley et al. [125] further corroborated this perspective, while also emphasizing that sulfur reduction was also driving SUP05’s carbon fixation. This narrative was confirmed with the work of Shah et al. [237], with SUP05’s cultivation. Cultivation enabled on-the-bench (in vitro) manipulation and measurements of microbial activity, and demonstrated that sulfur was essential to SUP05’s growth, that growth was increased through nitrate reduction (NO$_3^-$ → NO$_2^-$), and further increased in the presence of NH$_4^+$. The discovery of SUP05’s reliance on sulfur reduction is important, because it is often abundance in OMZs’ non-sulfidic zones. Shah et al. remarked that this suggests an ecological hypothesis: that SUP05 is somehow reliant on a sulfur oxidizer.

**Marinimicrobia (Marine Group A, MGA, or SAR406)**

The Marinimicrobia phylum is an important accomplice in OMZ denitrification. Following early observation is diversity surveys [96, 97], catalyzed reporter deposition fluorescence in situ hybridization and SSU rRNA analysis demonstrated [6] that Marinimicrobia is abundant in the NESAP OMZ, comprising 0.3 – 2.4% of total bacterial sequences, and increases to as high as 11.0% under O$_2$ deficient conditions. Statistically significant Spearman correlation statistics show Marinimicrobia negatively correlating with O$_2$. In a later analysis [272] which combined NESAP and Saanich Inlet data sets, and provided genomic insights through the inspection of 46 fosmid libraries. Genomic information suggests a sulfur-based energy metabolism, particularly suggesting dissimilatory sulfur oxidation. Marinimicrobia has also been implicated in syntrophic reactions in methanogenic bioreactors [199].

**Planctomycetes**

The Planctomycetes phylum is known to harbour anammox, an integral process in oceanic nitrogen loss [73]. The existence of an anammox-harbouring clade of Planctomycetes was first identified in a bioreactor designed to remove ammonia from waste water [251]. Anammox abbreviates anaerobic ammonium oxidation, and converts ammonium to nitrogen (NH$_4^+$ + NO$_2^-$ → N$_2$ + H$_2$O), thereby making the nitrogen largely biologically inaccessible. Anammox has been implicated in the Black Sea [151] and Costa Rica [66] to account for between 28% [60] and 48% [189] of oceanic nitrogen loss.

**Thaumarchaeota**

The Thaumarchaeota are an extremely abundant Archaeal phylum, making up as much as 20% of all Picoplankton (Plankton sized 0.2 – 2.0µm) [141]. Thaumarchaeota conduct ammonia oxidation (NH$_4^+$ → NO$_2^-$), though they likely use alternative energetic strategies under ammonia-poor conditions [214]. Ammonia oxidation is important because it makes fixed nitrogen accessible to denitrification.
Nitrospira & Nitrospina

Nitrate (NO$_3^-$) accounts for 88% of fixed marine nitrogen [116], and the only known biological nitrate-forming reaction is nitrite oxidation (NO$_2^-$ → NO$_3^-$) [170]. Nitrospina and Nitrospira are nitrite oxidizers. An enrichment culture of Nitrospira sampled from a sponge was observed to convert NO$_2^-$ to NO$_3^-$ [203]. An early Nitrospira metagenome sampled from an activated sludge enrichment culture corroborated with this result, encoding genetic capacity for nitrite oxidation, CO$_2$ fixation, and lacked classic defense mechanisms against oxidative stress [169]. While the lack of genes in a metagenome is notable, it is a poor argument for an authentic lack of genetic material. Though of different phyla, a cultivated Nitrospira genome [170] suggests participation in a similar nitrite oxidizing niche. Cultivation confirmed the lack genes encoding coping mechanisms oxidative stress, explaining the anaerobic nature of these organisms.

SAR324 (Marine Group B)

SAR324 are deltaproteobacteria common to the dark ocean, particularly in OMZs [41, 96, 271, 273]. Single-cell amplified genomes sampled from the Atlantic ocean encoded the capacity for C1-metabolism, sulfur oxidation, and a particle associated life-style [253]. An ESOM binning [74] experiment concluded that SAR324 might also harbour nitrite reductase (NO$_2^-$ → NO) [241]. A later MetaBAT [140] binning experiment (CheckM statistics [207]: >96% complete, 0% contamination) would conclude that SAR324 does not harbour nitrite reductase, but does participate in sulfur oxidation [123].

Sulfurimonas gotlandica & Arcobacteraceae

Sulfurimonas gotlandica is an epsilonproteobacteria with a cultured representative, strain GD1 [115], from the Baltic Sea OMZ. A sub-clade, Sulfurmonas GD17, is common to OMZs [113] and is phylogenetically similar to Arcobacteraceae. Epsilon proteobacteria are common to the Baltic Sea, African shelf, and Black sea OMZs, representing up to 25% of all prokaryotic cells [38, 47, 113-115, 152, 156, 163]. In vitro experiments have shown Sulfurimonas gotlandica to facilitate sulfide-oxidizing (S$^{2-} \rightarrow$ SO$_4^{2-}$) complete denitrification (NO$_3^-$ → N$_2$).

1.4.4 A conceptual model

In the work of Hawley et al. [125], a metaproteomic analysis of Saanich Inlet is conducted. Normalized spectral abundance factor (NSAF) values are used to describe how metabolic activity occurs in relation to the oxygen gradient. Whenever possible, protein expression is attributed to taxa. This information is digested into a conceptual model illustrated in Figure 1.7. The model highlights many of the taxa described in the previous section, subsection 1.4.3. A hypothesis, SUP05 produces NH$_4^+$, is illustrated via “$?$NH$_4^+$”, and was later refuted with SUP05’s cultivation and subsequent growth experiments [237]. It was shown that SUP05 cultures can grow by consuming NH$_4^+$. A nitrogen loss mechanism is clearly observed through attributing anammox behaviour to Planctomycetes, but the final denitrifying enyze nosZ (N$_2$O → N$_2$) goes taxonomically unattributed despite being observed in the sulfidic zone. As this conceptual model is a description of entities and their interactions, this work considers it a network perspective of Saanich Inlet microbial ecology, and it will be revisited.
1.4.5 A differential model

In the work of Louca et al. [167], a multi-omic analysis integrates DNA, mRNA, and protein with environmental measurements of $O_2$, $NO_3^-$, and $H_2S$ concentrations to inform on Saanich Inlet’s denitrifying community. The work is done with a philosophical twist, and considers genes independently of the taxa. The dynamics of gene abundance with the environment is modelled with a system of differential equations. The perspective, despite being independent of taxa, fits so well with the previous conceptual model that an illustration of the differential system Figure 1.8 includes taxa. The method is applied toward estimating variables like PDNO (partial denitrification to nitrous oxide) gene abundance through a method that is very different from statistical theory. Instead of maximum likelihood estimates, the differential system is run to steady state (it converges), then variables are measured. After cultivating SUP05, Shah et al. demonstrated the genomic potential for SUP05 to work with a sulfur reducer. This differential model supports that hypothesis, but also an interpretation of sulfide-driven denitrification. As this differential model is a description of entities and their interactions, this work considers it a network perspective of Saanich Inlet microbial ecology, and it will be revisited.
1.5 Math concepts

1.5.1 Set theory

A set \( S \) is a collection of distinct elements. If \( x \) is an element of set \( S \), then it is written \( x \in S \). If \( y \) is not an element of \( S \), then it is written \( y \notin S \). For example, \( S = \{1, 2, \{3\}\} \) is a set satisfying \( 1 \in S \), \( 2 \in S \), \( 3 \notin S \), and \( \{3\} \in S \). If all elements in set \( A \) are also elements in set \( B \), then it is said that \( A \) is a subset of \( B \) and it written \( A \subset B \), otherwise it is written \( A \nsubseteq B \). An important set is the empty set \( \emptyset = \{\} \), which is uniquely defined as the only set for which every element \( x \) satisfies \( x \notin \emptyset \). A set important to this work is the integers \( \mathbb{Z} = \{\ldots, -2, -1, 0, 1, 2, \ldots\} \) and the continuum of real numbers \( \mathbb{R} \). Other useful sets are the non-negative integers (counts) \( \mathbb{Z}_{\geq 0} = \{0, 1, 2, 3, \ldots\} \) and the positive reals \( \mathbb{R}_{>0} \). Notice that \( \mathbb{Z} \subset \mathbb{R} \), yet \( \mathbb{R} \nsubseteq \mathbb{Z} \).

A cartesian product \( \times \) is an operation on two sets, producing a third set. So the cartesian product of sets \( A \) and \( B \) is a third set \( A \times B \). It is defined as the set of all pairs of elements between \( A \) and \( B \). Formally, for every \( a \in A \) and \( b \in B \), \( (a,b) \in A \times B \). It is conventionally recognized that the cartesian product may be iterated so that for every \( s_1 \in S_1, s_2 \in S_2, \ldots, \) and \( s_n \in S_n \), \( (s_1, s_2, \ldots, s_n) \in S_1 \times S_2 \times \cdots \times S_n \). A cartesian product of a set \( A \) with itself is written \( A^2 = A \times A \), \( A^3 = A \times A \times A \), and so on.

Dimensions

Most mathematical statements made in this work establish relationships between several variables. Hence the statements are multi-variate in nature. The cartesian product is used to construct...
multi-dimensional spaces. For the purposes of this work, it is sufficient to define the **dimension** of a variable \( x \) satisfying \( x \in \mathbb{R}^p \) as \( p \). So if \( x \in \mathbb{R} = \mathbb{R}^1 \), then \( x \) is univariate. Also notice that since, \( \mathbb{Z}_{\geq 0} \subset \mathbb{R} \), if \( x \in \mathbb{Z}_{\geq 0}^{10} \), then \( x \) has dimension 10. Further, if \( x \in \mathbb{Z}_{\geq 0}^a \times \mathbb{R}_{>0}^b \), then the dimension of \( x \) is \( a + b \). For the purposes of this work, it is sufficient to define a **vector** as any list of numbers \( x = (x_1, x_2, \ldots, x_p) \) satisfying \( x \in \mathbb{R}^p \).

### Hypercubes

A **hypercube** is a subset of a real space \( \mathbb{R}^p \) which bounds a set of vectors per coordinate. Every hypercube can be bounded defined with two vectors \( a = (a_1, a_2, \ldots, a_p) \) and \( b = (b_1, b_2, \ldots, b_p) \), such that for each \( j \in \{1, 2, \ldots, p\} \), \( a_j \leq b_j \). A unique hypercube exists for every unique pair of \( a \) and \( b \), defined as \( [a_1, b_1] \times [a_2, b_2] \times \cdots \times [a_p, b_p] \), where each \( [a_j, b_j] \) is a **bounded**, segment subset of \( \mathbb{R} \) from \( a_j \) to \( b_j \). Notice that in \( \mathbb{R} \) every hypercube is a segment, in \( \mathbb{R}^2 \) a square, and in \( \mathbb{R}^3 \) a cube. Visual analogues break-down in higher dimensions, only leaving analytic understanding.

#### 1.5.2 Probability

A more thorough description of these concepts can be found in the work of [Klenke](#).

Probability theory is founded on the observation that random trials can be imagined as an experiment with a set of possible outcomes \( \Omega \), defined the **sample space**. For example, the sample space for a single dice-roll is \( \{1, 2, 3, 4, 5, 6\} \). Though it is sometimes sufficient to only describe probabilities of individual outcomes, probability theory instead describes the likelihood of outcome **events** \( F \), which is a special set (sigma algebra) of subsets of \( \Omega \). So for any \( x \in F \), it is also true that \( x \subset \Omega \). For example, an outcome event for a single dice roll is \( \{ \text{dice} < 3 \} = \{1, 2\} \). A **probability measure** \( \mathbb{P} \) is a function from mapping elements of \( F \) to \([0, 1]\) (written as \( \mathbb{P} : F \rightarrow [0, 1] \)). Even though \( \mathbb{P} \) is a function of sets (example: \( \mathbb{P}[\{\text{dice} < 3\}] = 2/6 = 1/3 \)), it is conventional to drop the braces ("" and ") (example: \( \mathbb{P}[\text{dice} < 3] \)). A probability measure must satisfy the probability axioms, which are not stated here.

#### Probability models

Mathematical models are essential to this work. For this work, it is sufficient to define a **mathematical model** as any set of constraints on variables. For example, two variables \( (X, Y) = (O_{2} \text{ concentration}, \text{Nitrospina abundance}) \) could be constrained through an equation \( Y = a + bX \) and real-valued constants \( (a, b) \in \mathbb{R}^2 \) (read as \( a, b \) is in the set of two-dimensional real-valued numbers). Constraints can also be much more abstract, leveraging powerful theory to be both more realistic and holding meaningful implications. For example, variable values many be assumed to be drawn from a simple random sample. Simple random sampling holds powerful implications through statistical theory.

#### Random variables

Probability theory provides a framework for describing the likelihood of observing variable values. Variables defined with a description of likely values are **random variables**. The admission of imprecise values inherent to random variables is useful to mathematical models, because
non-random equations are so easily wrong in application. For example, no micobial abundance will be exactly known through $O_2$ concentrations, so the earlier equation $Y = a + bX$ is wrong. However through admission of an error term $\varepsilon$, the model $Y = a + bX + \varepsilon$ cannot be wrong. Of course, in order for the $Y = a + bX + \varepsilon$ model to be useful, an understanding of $\varepsilon$ is motivated.

**Probability distributions**

For a random variable $X \in \mathbb{R}$ (read as $X$ is in the set of single-dimensional real-valued numbers) and a non-random variable $x \in \mathbb{R}$, the probability of observable values is defined through the univariate distribution function $F_X(x) = \mathbb{P}[X \leq x]$. Through defining the probability of $X$ falling below or equal to $x$, the probability of all other events (technically Borel sets) is implicitly defined. Multi-dimensional random variables $X = (X_1, X_2, \ldots, X_p) \in \mathbb{R}^p$ have a multivariate distribution function $F_X(x) = F_{X_1, X_2, \ldots, X_p}(x_1, x_2, \ldots, x_p) = \mathbb{P}[\cap_{j=1}^p \{X_j \leq x_j\}]$ (where an intersection of sets $\cap_{j=1}^p A_j$ is the set of all elements $a$ satisfying $a \in A_j$ for every $j \in \{1, 2, \ldots, p\}$). It is conventional to write $\mathbb{P}[\cap_{j=1}^p \{X_j \leq x_j\}] = \mathbb{P}[X_1 \leq x_1, X_2 \leq x_2, \ldots, X_p \leq x_p]$.

As the $Y = a + bX + \varepsilon$ example demonstrates, the addition of a random error term $\varepsilon$ allows a model to be valid, but potentially less useful. If it were true that $\varepsilon = 0$ constantly, the model would be perfectly predictive. Practically, $\varepsilon$ has a non-trivial distribution function which describes precisely how wrong the $Y = a + bX + 0$ model is. By understanding the distribution of $\varepsilon$, one may understand how useful a model (such as $Y = a + bX + 0$) is predictively. Two popular concepts for describing a distribution function are location and dispersion.

**Measures of location**

Define location as a near-typical value for a random variable. The expected value $\mathbb{E}X = \int_{\mathbb{R}} xdF_X(x)$ of a random variable $X$ is a common description of location, often written as $\mu$. Expected values can be understood through averaging repeated trials. The Strong Law of Large Numbers states that for a random vector $X \in \mathbb{R}^n$ satisfying $F_X(x) = F_{X_1, X_2, \ldots, X_n}(x_1, x_2, \ldots, x_n) = F_{X_1}(x_1)F_{X_2}(x_2) \cdots F_{X_n}(x_n)$ (independence) and $\mathbb{E}X_1 = \mu \in \mathbb{R} = \mathbb{R} \cup \{-\infty\} \cup \{\infty\}$ (well-defined expected value), then their average $n^{-1}\sum_{i=1}^n X_i$ converges to $\mu$ with probability one. This is written as $\mathbb{P}[\lim_{n \to \infty} n^{-1}\sum_{i=1}^n X_i = \mu] = 1$ or as $n^{-1}\sum_{i=1}^n X_i \to_{a.s.} \mu$, where $a.s.$ stands for almost surely, equivalent to with probability one. Expected values are useful and theoretically well-developed, but because they are defined through an integral, not every random variable can have one. A common description of location that always exists for a random variable $X$ is the median, defined as any value $m$ satisfying $\mathbb{P}[X \leq m] \leq 1/2$ and $\mathbb{P}[X \geq m] \geq 1/2$. A random variable’s median $m$ is near its mean $\mu$, as constrained by $|\mu - m| = |\mathbb{E}(X - m)| \leq \mathbb{E}|X - m| \leq \mathbb{E}|X - \mu| \leq \sqrt{\mathbb{E}(X - \mu)^2} = \sigma$ [172], where $\sigma$ is a non-random constant which is defined through integrals (and therefore $\sigma$ may not be well-defined).

**Measures of dispersion**

Define dispersion as a description of how near a random variable’s realized values are to its location. A common description of dispersion is the variance, defined as $\text{Var}X = \mathbb{E}(X - \mathbb{E}X)^2$ and often written as $\sigma^2$. Drawing inspiration from the law of large numbers, it is clear that $\sigma^2$ might be estimated through the average square deviation from the mean. Since variance is
defined through the expectation operator $\mathbb{E}$ which is in turn defined through an integral, not all random variables have a well-defined variance. A common description of dispersion that always exists is the **median absolute deviation**, defined as $\text{median}(X - \text{median}(X))$. This work utilizes some models which permit inexistence of an expected value or variance, so an understanding of median-based descriptors of location and dispersion is motivated.

**Measures of dependence**

A central focus of this work is the description of relationships between variables, many of which are modelled by random variables. A popular description of statistical dependence between random variables $X$ and $Y$ is the **covariance**, defined as $\text{Cov}(X, Y) = \mathbb{E}(X - \mathbb{E}X)(Y - \mathbb{E}Y)$. The covariance describes the strength of linear relationships between variables. To see this, let random variables $X$ and $Y$ satisfy the following linear relationship $Y = a + bX$, then $\text{Cov}(X, Y) = \text{Cov}(X, a + bX) = b\text{Var}X$, so their covariance is related to the slope of the line between them. A concept which betters describes linear relationships by building on covariance is **correlation**, defined as $\text{Cor}(X, Y) = \text{Cov}(X, Y) / \sqrt{\text{Var}(X)\text{Var}(Y)}$. For the $Y = a + bX$ example, $\text{Cor}(X, Y) = b\text{Var}X / \sqrt{(b\text{Var}X)^2} = 1$, since $Y$ is a deterministic linear function of $X$. This work frequently estimates covariance structures, motivating a description of a random vector $X$’s **Covariance matrix**, defined as the symmetric matrix $\Sigma = \text{Cov}(X) = \text{Cov}((X_1, X_2, \ldots, X_p)^T)$ satisfying $\Sigma_{ij} = \text{Cov}(X_i, X_j)$, where $\Sigma_{ij}$ is the element of $\Sigma$ on the $i^{th}$ row and $j^{th}$ column.

### 1.5.3 Gaussian models

In this work a recurring distribution function is the **Gaussian** or **Normal** distribution. In a single dimension, the Gaussian distribution function with mean $\mu$ and variance $\sigma^2$ is $\Phi(x; \mu, \sigma^2) = \int_{-\infty}^{x} \phi(z; \mu, \sigma^2)dz$, where $\phi$ is the Gaussian density function, $\phi(x; \mu, \sigma^2) = (2\pi)^{-1/2}\sigma^{-1}\exp[-(x - \mu)^2/(2\sigma^2)]$. The **standard** Gaussian is a Gaussian distribution with $(\mu, \sigma^2) = (0, 1)$. The Gaussian density function $\phi$ is shaped like a bell, with tails that drop to zero exponentially fast as $x$ is taken away from zero (see Figure 1.9). The bell-shape indicates that a Gaussian random variable $X$ likely takes values near $\mu$, and the exponentially small tails indicates that extreme values quickly become so unlikely as to effectively never occur. For example, a standard Gaussian-distributed random variable is only expected to fall below $-10$ only once in every $10^{23}$ trials.

The multivariate generalization of the Gaussian is the **multivariate Gaussian** or **multivariate Normal** distribution of a random vector $X \in \mathbb{R}^p$ with mean $\mu = (\mu_1, \mu_2, \ldots, \mu_p)$ and covariance matrix $\Sigma$, defined as $\Phi(x; \mu, \Sigma) = \Phi(x_1, x_2, \ldots, x_p; \mu, \Sigma) = \int_{-\infty}^{x_1} \int_{-\infty}^{x_2} \cdots \int_{-\infty}^{x_p} \phi(t_1, t_2, \ldots, t_p; \mu, \Sigma)dt_1dt_2\cdots dt_p$, where $\phi$ is the multivariate Gaussian density function, and $\phi(x; \mu, \Sigma) = (2\pi)^{-p/2}\text{det}(\Sigma)^{-1/2}\exp[-(x - \mu)^T\Sigma^{-1}(x - \mu)/2]$. Samples drawn from a multivariate Gaussian distribution are likely to fall within an elliptical region, as demonstrated in Figure 1.10] If a random vector $X \in \mathbb{R}^p$ is multivariate Gaussian distributed with parameters $(\mu, \Sigma)$, then it is written $X \sim \mathcal{N}_p(\mu, \Sigma)$. If $p = 1$, it may be written $X \sim \mathcal{N}(\mu, \Sigma)$, in which case $X$ has a univariate Gaussian distribution.

**Eigenvectors**

Eigenvectors are analytic tools which are abstract and powerful. Their abstraction makes them widely applicable, but also difficult to understand. By adding assumptions in an example, their
Figure 1.9: The standard Gaussian curve

Figure 1.10: Bivariate Gaussian simulation. Arrows are covariance matrix eigenvectors.
usefulness is made clearer. The analytic definition of an eigenvector $v$ is that for some matrix $M$, there is a scalar (eigenvalue) $\lambda \neq 0$ such that $Mv = \lambda v$. Eigenvalues are the magnitudes of their corresponding eigenvectors. So a matrix may have eigenvector and eigenvalue pairs. For example, a covariance matrix $\Sigma \in \mathbb{R}^{p \times p}$ has $p$ eigenvector-value pairs $\{(v_j, \lambda_j)\}_{j=1}^p$ such that $\Sigma = \lambda_1 v_1 v_1^T + \lambda_2 v_2 v_2^T + \cdots + \lambda_p v_p v_p^T$, and $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_p$. It is possible to approximate $\Sigma$ by truncating its sum of eigenvectors, so $\Sigma \approx \lambda_1 v_1 v_1^T + \lambda_2 v_2 v_2^T$. This heuristic is useful for interpreting Factor analysis models and Principal Component Analyses (PCA).

For a multivariate Gaussian distribution, the eigenvectors of its covariance matrix are the axes of greatest variation. This is shown as arrows in Figure 1.10 Principal Component Analysis (PCA) estimation uses this fact to reduce the dimensionality of data. To derive a PCA representation for some data, calculate the data’s correlation matrix, then project the data into the lower-dimensional space provided by the first few (usually 2) eigenvectors.

**Factor analysis models**

Factor Analysis models are a constrained variant of the multivariate Gaussian, initially developed for Psychology by Spearman. The Factor Analysis model is achieved by constraining a multivariate Gaussian’s covariance matrix $\Sigma \in \mathbb{R}^{p \times p}$ so the $\Sigma = LL^T + \Psi$ where $L \in \mathbb{R}^{p \times m}$ where $m \leq p$ and $\Psi \in \mathbb{R}^{p \times p}$ is a diagonal matrix. An important difference is that the Factor Analysis model has fewer free parameters than the general multivariate Gaussian. Instead of $\Sigma$ having $p^2$ parameters, $LL^T + \Psi$ has $p(m+1)$ parameters. If $m$ is small, then the model has linearly many $O(p)$ parameters instead of quadratically many $O(p^2)$. Parameter reductions or contraints are important from a statistical perspective, providing an avenue toward lower-variance estimates. A second important difference between the Factor Analysis model and the general Gaussian is that a random vector $X$ with mean 0 and covariance $LL^T + \Psi$ follow the Factor Analysis model is implicitly equivalent to $X = LF + \Psi^{1/2}E$ where $L \in \mathbb{R}^{p \times m}$, $E \in \mathbb{R}^p$ are $m+1$ independent standard multivariate Gaussian vectors (having distribution function $\Phi(\cdot; 0, I)$). The implicit decomposition of any Factor Analysis model into standard multivariate Gaussians provides an interpretation similar to PCA.

**Gaussian mixture models**

A Gaussian Mixture model is used to model data clusters. It is best understood through a stochastic process. If a random vector $X$ follows a Gaussian Mixture model, then it is equivalent to $X = \sum_{j=1}^m 1_{Y=j}Z_j$, where $Y \in \{1, 2, \ldots, m\}$ and $Z_j \sim N_p(\mu_j, \Sigma_j)$ independently. The indicator function $1_A$ equals 1 when $A$ is true and zero otherwise. Effectively $Y$ acts like a switch, causing $X \sim N_p(\mu_y, \Sigma_j)$ with probability $\mathbb{P}[Y = j]$. Many samples drawn from the same Gaussian Mixture model will fall into $m$ multivariate Gaussians, as demonstrated in Figure 1.11.

**Covariance decomposition**

In Chapter 3, a method for precise correlation network estimation is described. However the immediately resulting network has many nodes and ends, and is difficult to interpret. It is tempting to disregard large sections of the network for the sake of simplification, but that would destroy information. Viewing correlation networks more generally as covariance matrices, a
solution becomes available. Partial covariance decomposition [16–18] can break a covariance matrix into a simple and complex part without destroying information. Partial correlations can be imagined as an underlying correlation structure which may generate tertiary correlations. This work uses tertiary correlation to refer to a correlation for variables \((X, Y)\), such that there is a variable \(Z\) and \(\text{Cor}[X, Y] \neq 0\) and \(\text{Cor}[X, Y|Z] = 0\). The tertiary correlation is no less real, in that the correlation of \((Y, Z)\) from Figure 1.12 is non-zero. However, the tertiary correlations are less foundational, since their multivariate dependencies are entirely constructed by other variables (see Baba [16], theorem 2.1.1).

The following section will develop a \(\sigma_Y = \sigma_{\beta_YX} + \Sigma\) decomposition where \(\sigma_Y\) is the initial covariance matrix and \(\Sigma\) is the simple, partial covariance matrix, and \(\sigma_{\beta_YX}\) is a complicated residual structure which may not be studied at all. In this way, covariation between the dimensions of \(Y\) can be studied while controlling for the covariances with and between the dimensions of \(X\).
The following well-known theory builds the argument.

Let \( Y \in \mathbb{R}^p, X \in \mathbb{R}^q \) be random variables with \( \mathbb{E}X = \mathbb{E}Y = 0 \).

Define \( \sigma_{YX} = [\text{Cov}(Y_i, X_j)]_{p \times q} \) (asymmetric covariance matrix).
Define \( \sigma_Y = \sigma_{YY} \) (covariance matrix).
Define \( \beta_{YX} = \sigma_{YX}\sigma_X^{-1} \) (best linear predictor weights).
Define \( \sigma_{YXZ} = \sigma_{(Y - \beta_{YX}Z)(X - \beta_{XZ})} \) (asymmetric partial covariance).
Define \( \sigma_{YZ} = \sigma_{YYZ} \) (partial covariance).
Define \( (Y \cdot X) = Y - \beta_{YX}X \) (partial variable).
Let \( L_X = \alpha + BX \) for some non-random \( \alpha \in \mathbb{R}^p, B \in \mathbb{R}^{p \times q} \).

**Theorem 1.** \( \sigma_{(Y - \beta_{YX}X),L_X} = 0 \).

**Proof.** of Theorem 1
\[
\sigma_{(Y - \beta_{YX}X),L_X} = B\sigma_{(Y - \beta_{YX}X),X} = B (\sigma_{YX} + \sigma_{-\beta_{YX}X,XX}) = B (\sigma_{YX} - \sigma_{YX}\sigma_X^{-1}\sigma_{XX}) = 0
\]

**Theorem 2.** \( \text{trace}(\sigma_{Y - \beta_{YX}X}) \leq \text{trace}(\sigma_{Y - L_X}), \) where \( \text{trace}(\sigma) = \sum_{j=1}^p \sigma_{jj} \).

**Proof.** of Theorem 2
\[
\sigma_{Y - L_X} = \sigma_{(Y - \beta_{YX}X) + (\beta_{YX}X - L_X)} = \sigma_{Y - \beta_{YX}X} + \sigma_{(\beta_{YX}X - L_X),Y - \beta_{YX}X} + \sigma_{(Y - \beta_{YX}X),L_X} + \sigma_{Y - \beta_{YX}X} - L_X
\]
\[
= \sigma_{Y - \beta_{YX}X} + 0 + \sigma_{\beta_{YX}X - L_X}; \ (\beta_{YX}X - L_X \text{ linear in } X, \text{ apply Theorem 1})
\]
\[
\Rightarrow \text{trace}(\sigma_{Y - L_X}) \geq \text{trace}(\sigma_{Y - \beta_{YX}X} + 0); \ (\sigma_{\beta_{YX}X - L_X} \text{ positive definite})
\]

In the case of multivariate Gaussian regression, define a model \( Y = \beta X + \Sigma^{1/2} \varepsilon \) imposed on the data \((Y, X)\), where \( \beta \in \mathbb{R}^{p \times q} \) (non-random) and \( \varepsilon \sim N_p(0, I) \). Because this is multivariate Gaussian regression, \( \beta \) is the best possible linear predictor of \( Y \) given \( X \) (best minimizes \( \sum_{j=1}^p \mathbb{E} \left( (Y - \beta X_j)^2 \right) \)), which is \( \beta = \beta_{YX} \) as given by Theorem 2. Decomposition of the covariance follows.

\[
\sigma_Y = \sigma_{\beta_{YX}X + \Sigma^{1/2} \varepsilon} = \sigma_{(\beta_{YX}X) + (Y - \beta_{YX}X)}
\]
\[
= \sigma_{\beta_{YX}X} + \sigma_{(\beta_{YX}X),Y - \beta_{YX}X} + \sigma_{(Y - \beta_{YX}X),\beta_{YX}X} + \sigma_Y - \beta_{YX}X
\]
\[
= \sigma_{\beta_{YX}X} + 0 + \sigma_{Y - \beta_{YX}X}; \ (\text{apply Theorem 1})
\]
\[
= \sigma_{\beta_{YX}X} + \sigma_{Y - \beta_{YX}X}; \ (\text{note the partial covariance})
\]
\[
= \sigma_{\beta_{YX}X} + \sigma_{\Sigma^{1/2} \varepsilon} = \sigma_{\beta_{YX}X} + \Sigma^{1/2} \varepsilon \Sigma^{1/2} = \sigma_{\beta_{YX}X} + \Sigma^{1/2} \varepsilon \Sigma^{1/2} = \sigma_{\beta_{YX}X} + \Sigma
\]
The covariance has been decomposed into a regressor and partial covariance part \( \sigma_Y = \sigma_{\beta_{YX}X} + \sigma_{Y - \beta_{YX}X} \).

Because this is made possible by best linear predictors, decomposition is further possible via ultimately resulting in successive partial decomposition. Define some subset \( J \subseteq \{1, 2, \ldots, p\} \) and let \( Z = [Y - \beta_{YX}X]_J \) be sub-vector (projections) of our residuals, and decomposition may proceed as follows.

\[
\sigma_Y = \sigma_{\beta_{YX}X} + \sigma_{Y - \beta_{YX}X} = \sigma_{\beta_{YX}X} + \sigma_{(Y - \beta_{YX}X),Z} + \sigma_{Y - \beta_{YX}X} Z
\]
\[
= \sigma_{\beta_{YX}X} + \sigma_{(Y - \beta_{YX}X),Z} + \sigma_{(Y - \beta_{YX}X),Z} = \sigma_{(Y - \beta_{YX}X),Z} + \sigma_{(Y - \beta_{YX}X),Z}
\]
Thus the initial covariance can be decomposed into a series of covariance matrices, $\sigma_Y = \sigma(Y \cdot X) - Y + \sigma((Y \cdot X) \cdot Z) - (Y \cdot X) \cdot Z$. This elegant theoretical construction is a close approximation to what occurs in more complex regression models. Roughly, interpretation can be compartmentalized into separate covariance matrices $\sigma_Y \approx \sigma[\text{Chemical concentrations}] + \sigma[\text{Non-target taxa}] + \sigma[\text{Target nitrogen cycling taxa}]$.

### 1.6 Statistics concepts

Further reading on material in this section can be found in texts by [Casella and Berger](52) and [Murphy](193).

Statistics and Machine Learning methods are applied toward a variety of problems including modelling, descriptive summaries, and visual communication, but this work primarily applies all such techniques toward automated decision making. Surveys of large amounts of data is made possible through automated decision making. In certain situations decisions are known to be right or wrong, and protocols can be evaluated. All major contributions of this thesis are evaluated in such a way, primarily through the use of precision-recall curves (see section 1.6.5).

#### 1.6.1 Estimation

**Maximum likelihood estimates**

Statistics employs probability models. Recall the example model from [section 1.5.2](24) $Y = a + bX + \varepsilon$, where $(Y, X, \varepsilon)$ is a random vector and $(a, b)$ is a constant vector. Assume further that $Y$ represents Nitrospina abundance, and $X$ represent $O_2$ concentration. Repeated observations of $(Y, X)$ hint at the likely values of $(a, b)$ and the distribution of $\varepsilon$. Statistical theory provides methods for constructing a likelihood function $f_{Y,X}(y, x; a, b)$ which can describe how likely certain parameters $(a, b)$ in this case), given observed vectors $(y, x)$. In more general and conventional notation, a likelihood function for a random vector $X$ with parameter vector $\theta$ is written $f_X(x; \theta)$. Given a sample vector of observations $X = x$, the value $\hat{\theta}$ which maximizes $f_X(x; \theta)$ is the maximum likelihood estimate (MLE). MLEs are extremely popular in statistics, because they attain asymptotically minimal variance and are eventually unbiased for sufficiently large sample sizes. The MLE’s asymptotically minimal variance is said to make it efficient.

$$\hat{\theta}_{MLE} = \arg \max_{\theta} f_X(x; \theta)$$

**Overfit**

Small estimator variance is important, because it allows the model to realistically represent the variational structure of the data it is modelling. In Bioinformatics, a common cause of estimator variance is having too few data and too many parameters. For example if $\dim(\theta) = p > n = \dim(x)$, then the model will likely overfit the data. An overfit model is able to describe the eccentricities of the data, but has lost the big-picture signal that it was meant to capture. Overfit is known to reduce models’ predictive capacity.
1.6.2 Regression

The term regression is used in a variety of ways, but generally refers to any statistical process for measuring relationships among variables. Measurement can be interpreted as deciding the existence of relationships or as modelling relationships, and in application both perspectives are often satisfied simultaneously. Through historical precedent, regression analyses tend to model relationships between pairs of variables \((Y, X)\) linearly. So if \(\beta\) is a non-random parameter vector and \(X\) a matrix, the model constrains \(Y = X\beta\). However, \((Y, X)\) are often defined in very flexible ways. For example, \(Y\) might be an internal model parameter, or \(X\) might be a matrix of transformed variables. Effectively, a linear constraint is often applied toward modelling some very non-linear relationships.

Univariate regression

This work defines univariate regression as the regressing of a location variable (see section 1.5.2) for a univariate random variable \(Y \in \mathbb{R}^1\) against some other variable \(X\). For example, least squares regression can be applied to model \(Y\) as a Gaussian distributed random variable with conditional expectation \(E[Y|X] = X\beta\). For generalization beyond univariate Gaussian distributions, Generalized Linear Models (GLMs) \([181]\) model the conditional expectation of \(Y\) through a link function \(g\), so \(E[Y|X] = g(X\beta)\). It is very common for models to have additional parameters beyond \(\beta\), such as variance. A popular GLM applied in Microbial Ecology \([168, 185, 228]\) is the Negative Binomial, satisfying the following.

\[
Y \in \mathbb{Z}_{\geq 0}; \quad \Pr[Y = y] = \left(1 + \frac{\mu^2}{\sigma^2 - \mu} - 1\right) \mu^y \left(\frac{\mu}{\sigma^2}\right)^y \left(\frac{\sigma^2 - \mu}{\sigma^2}\right)^{\frac{\mu^2}{\sigma^2 - \mu}}; \quad \sigma^2 > \mu; \quad \mu = e^{X\beta}
\]

The Negative Binomial can be further specified as the NEGBIN P \([45, 46, 110]\), taking \(P \in \mathbb{Z}_{>0}\), and \(\text{Var}[Y] = \sigma^2 = \mu + \mu^p / \nu\). The NEGBIN 2 or NB2 configuration is used in this work.

Multivariate regression

This work defines multivariate regression as the regressing of location variables for a random vector \(Y \in \mathbb{R}^p\), while simultaneously modelling a covariance structure for the dimensions of \(Y\). A popular example is multivariate Gaussian regression, where \(Y\) follows a multivariate Gaussian distribution with covariance matrix \(\Sigma \in \mathbb{R}^{p \times p}\) and expected values \(E[Y|X] = X\beta_j\) for \(j \in \{1, 2, \ldots, p\}\). Notice that the vectors \(\beta_j\) can be arranged into a matrix \(\beta\). Multivariate regression should be contrasted with univariate regression surveys, where a vector of expected values \(E[Y|X]\) is estimated but a covariance structure is not. Univariate regression surveys are popular in Bioinformatics \([168, 227, 228]\).

It is important to note that multivariate regression models tend to have more parameters than univariate regression models. For example, if \(X \in \mathbb{R}^{n \times d}\) describes \(n = 100\) samples for \(q = 4\) variables, then a univariate Gaussian regression model has \(q + 1 = 5\) parameters (+1 for \(\sigma^2\)). In a univariate regression survey of \(Y \in \mathbb{R}^{n \times p}\) with \(p = 50\), then there are \(O(p) = p(q + 1)\) parameters. A multivariate Gaussian regression model for \(Y\) has every parameter in the univariate regression survey plus \(p(p - 1)/2\) parameters in \(\Sigma\), so it has \(O(p^2) = p((p - 1)/2 + q + 1)\) parameters.
1.6.3 Model selection

AIC

Statistical models can be poorly selected. Sometimes data exhibit behaviour that a model necessarily describes as unlikely. Consider the Gaussian distribution for example, the likelihood of observed values drops off exponentially fast with distance from the expected value. If a Gaussian distribution is fit to data with extreme values, it will likely have an inflated variance estimate, thereby distorting later inference. In this way, poorly selected statistical models can lie. Application of Information Criterion (AIC) [2] can alleviate this issue, by perhaps comparing the Gaussian model to a Student-t distribution, which has the ability to model extreme values. AIC is a statistic which can be used to ordinate the quality of model fits. To use it, competing models are fit to the same data set, evaluated with the AIC statistic, and then the model with the lowest AIC values likely suffers the least information loss. AIC statistics must be contrasted with Goodness-of-fit tests, which are used to accept or reject the hypothesis that the data follow a particular distribution. AIC ordinates models (which might not fit at all), whereas a goodness-of-fit test simply describes binary acceptance and rejection.

\[ \text{AIC}_f = 2k - 2 \log f_X(x; \hat{\theta}) ; \ k = \dim(\theta) \]

Regularization

Regularization is a model constraint used to reduce overfit. Regularization methods are well-developed in univariate linear model selection (best exemplified by the covariance test in L1 regularization [164]), but also in many other applications [28]. Some regularization methods can work by constraining an optimization problem [131], while others work by reducing the number of variables [247]. Regularization for high-dimensional covariance matrix estimation has recently matured [218] but is actually quite narrow in its applicable scope. Most methods are only useful when applied to multivariate Gaussian distributions, which the multivariate counts of SSU rRNA data do not satisfy. This work utilizes a regularized high-dimensional covariance matrix and uses copula to interface the requisite multivariate Gaussian distribution with univariate count distributions.

A useful way to imagine how regularization methods work is to realize that models with too many parameters fit to too few data will overfit. The many moving parts of the model allow it to conform too well to the data, thereby exhibiting its eccentricities, and ignoring larger, more important signals in the data. Regularization methods always work by constraining the model in some way, thereby making it less flexible. A less flexible model may no-longer conform too well, and can describe more general themes in the data. In this work, the covariance matrix is constrained by requiring it to equate with a factor analysis models’ covariance structure, \( \Sigma = LL^T + \Psi \). Recall that for \( p \) dimensions (taxa), \( \Sigma \) has \( O(p^2) \) correlations, but \( LL^T + \Psi \) has only \( O(p) \) parameters. By reducing the number of moving parts (parameters) in the covariance structure, it can better highlight the greater themes in data’s covariance structure.
1.6.4 Copula & marginals

A statistical copula is a mathematical modeller’s tool, which allows for great conveniences. It allows the modeller to consider the multivariate structure as a separate back end to the model, while also allowing largely independent selection of univariate distributions in the models’ front end. Copula are used like theoretical glue, sticking the multivariate and univariate components together through a deterministic transform. The convenience of selecting univariate and multivariate structures independently allows for an otherwise unprecedented breadth of models to choose from. For example, this work needs special univariate distributions to allow for sufficient goodness-of-fit (see section 1.7 for why), yet also needs a special regularizing covariance (multivariate) structure. In this way, copula is a necessary solution.

Mathematically defined, a copula $C$ is a multivariate cumulative distribution function $F_C$ with uniform $U(0,1)$ marginal distributions.

Multivariate normal (Gaussian) distributions have already been described as convenient by allowing strategic employment of partial correlations and regularization. Unfortunately, the data studied in chapter 3 follow a multivariate count distribution (discrete) which is clearly not Gaussian (continuous), and no transform will ever map between them \[^{49}\]. Fortunately, the marginal (univariate parts) and copula (multivariate parts) parts are guaranteed to be, in a way (see Theorem 3), separable through Sklar’s theorem \[^{245}\]. Theorem 3 is written similarly as found in Joe \[^{138}\].

**Theorem 3. (Sklar’s theorem):** For a random vector $Y$ with multivariate cumulative distribution function $P[Y_1 \leq y_1, Y_2 \leq y_2, \ldots, Y_p \leq y_p]$ and univariate marginal distributions $F_j(y_j) = P[Y_j \leq y_j]$, an associated copula function $C : [0,1]^p \rightarrow [0,1]$ satisfies the following.

$$F_Y(y) = C(F_1(y_1), F_2(y_2), \ldots, F_p(y_p))$$

(a) If $F_Y$ is continuous and has quantile functions $F_1^{-1}, F_2^{-1}, \ldots, F_p^{-1}$, then $C$ is uniquely defined as follows.

$$C(u) = F_Y(F_1^{-1}(u_1), F_2^{-1}(u_2), \ldots, F_p^{-1}(u_p))$$

(b) If $F_Y$ is discrete (or partly discrete), then $C$ is only unique on the following set.

$$\text{Range}(F_1) \times \text{Range}(F_2) \times \cdots \times \text{Range}(F_p)$$

From the modeller’s perspective the copula function $C$ is the multivariate structure, and each marginal distribution describes the random behaviour of each univariate distribution. For example, in chapter 3 the copula function is a Gaussian copula constrained to have a factor analysis model’s covariance structure, while each marginal distribution describes the random behaviour of SSU rRNA counts.

1.6.5 Hypothesis testing & classification

This work applies statistical methods toward automated decision making, and uses hypothesis testing to automate that framework. Hypothesis testing can be thought of as a comparison of two models, the null and alternative model. Imagining the alternative mathematical model as a set
of assumptions \( \{A_1, A_2, \ldots, A_n\} \), the null model is merely the same model with an additional constraining assumption: the null hypothesis \( H_0 \). So the null model can be imagined as a slightly larger set of assumptions \( \{A_1, A_2, \ldots, A_n, H_0\} \). The null hypothesis \( H_0 \) is not assumed like each \( A_i \), it is a postulate to be tested. Statistical theory allows the models to be compared for likelihood, and should the null model be deemed sufficiently unlikely, the null model \( \{A_1, A_2, \ldots, A_n, H_0\} \) must be deemed untrue and at least one of its assumptions must be untrue. Good statistical methodology requires checking each assumption \( A_i \), so it is likely that the only untrue assumption is the postulated null hypothesis \( H_0 \). In this way, the null hypothesis may be rejected.

This abstract framework well-developed both theoretically and applicably. For example, the extremely broad category of regression software exist with a standardized interface allowing for automated hypothesis testing. Of course, different data and questions require different software. While a little bit complicated, it truly couldn’t be easier. If it was easier, abstraction would be reduced so that the tools would be too narrow in scope. Null hypotheses are often formulated as \( H_0: \theta = 0 \), which is sufficiently general for many problems.

 Plenty of theoretical tools exist for designing hypothesis testing software. Ultimately, these tests must somehow digest the comparison of models into a single test statistic \( t(x; \theta) \) and threshold \( \tau \). Tests will be formulated as rules, such as if \( t(x; \theta) < \tau \), reject \( H_0 \), otherwise do not. In order to design such tests, powerful statistical theory is used to derive the distribution of \( t(X; \theta) \) for random data \( X \) while assuming \( H_0 \). Thereby unlikely values of \( t(X; \theta) \) can be identified, leading to rejection of the null \( H_0 \). Because the null rejecting machinery is derived assuming the null, hypothesis tests have derivable rejection rates \( \alpha \). Formally, \( \alpha = P[\text{reject } H_0 | H_0 \text{ is true}] \).

The common assumptions of independent sampling and asymptotically large samples (math is derived taking the sample size large, \( n \to \infty \)) allow common and powerful theory to be employed. For example, Wilks’ theorem [270] says that, under the null hypothesis \( H_0 \), the test statistic \( t(X; \hat{\theta}) = -2 \log \lambda = -2 \log (f_{X|H_0}(X; \hat{\theta}_0)/f_{X|H_0}(X; \hat{\theta}_c)) \) is asymptotically chi-square distributed with \( \dim(\theta) \) degrees of freedom. So \( -2 \log \lambda \sim \chi^2_{\dim(\theta)} \). Similarly, it is known that MLEs take on (multivariate) Gaussian distributions for sufficiently large sample sizes, \( \sqrt{n}(\hat{\theta} - \theta) \sim N_{\dim(\theta)}(0, I^{-1}_0) \), where \( I_0 \) is the Fisher information matrix of \( X \) following parameter \( \theta \).

In this work, hypothesis testing is used to survey for non-zero correlations. So many null hypotheses of the form \( H_0: \rho_{ij} = 0 \) are tested. Because the greatest challenges in chapter 3 are due having many more parameters than data, it is unclear if asymptotic assumptions \( (n \to \infty) \) are valid, thus invalidating previously described statistical theory. Instead, the bootstrap [83] is used, which is robust to lower sample sizes but requires more computational power to employ.

Employing powerful hypothesis testing machinery toward automated decision making leads to classification. In this work, it is common to classify or assert that \( \theta = 0 \) if a statistical test cannot reject \( H_0: \theta = 0 \), and to classify \( \theta \neq 0 \) if a statistical test rejects \( H_0: \theta = 0 \). In this way, a classifying machine \( C \) is defined to take random data and produce decisions. So for some data set \( X, C(X) = \{\theta \neq 0\} \), and for another \( C(X') = \{\theta = 0\} \).

Precision-recall exchanges

Roughly, precision is the probability that one is right when making a claim, and recall is the probability that one makes a claim when it is right. Notice that it is often easy to claim little and be right (low recall, high precision), and easy to claim a lot and often be wrong (high recall, low
precision), but usually challenging to precisely claim enough to make an argument. Precision and recall tend to exchange with each other. If one imagines truth as the harvest of scientific endeavour, then recall is our yield, and precision is the efficiency or quality of our harvest. Under this perspective, one might imagine claims to be the unit of our harvest. Usually, an experimental or deductive logical process is required to harvest a single claim, but in modern contexts machines are participating in the harvest. The result is that machines are producing many, similarly formed claims. For example, our correlation software makes claims of the form taxa A is correlated with taxa B, and our binning software claims contig A belongs to taxa B. In bioinformatics, machine-produced claims tends to be part of a larger argument, and may be used in conjunction with many other machine-produced claims and a few human-produced claims. Inevitably, an entire argument is formed and some degree of confidence is required in the machine-produced claims. Certain arguments require high-quality machine-produced claims. If these machines must be right, they must be precise.

The primary challenge in section 1.3 and an important part of the concerns described in subsection 1.2.4 are due to poor precision-recall exchanges. Precise correlation would empower microbial ecologists to make further and more confident claims pertaining to individual taxa interactions and which taxa have which functions. Objectively, the contributions delivered by the work are measured through precision-recall exchanges.

Because precision and recall are central topics to this work, a formal interpretation of classifiers will now be developed. Classifiers make claims which may be phrased as object or phenomena A has attribute B. For example, one might attribute correlation to a pair of taxa. Define a set of possible attributions \( T \) and a set of objects or phenomena \( S \) which may be given an attribution. It is known that special pairs \((X, y) \in S \times T\) satisfy \( X \in y \), and with the goal to confidently map \( S \) to \( T \) accordingly, a function \( C : S \to T \) is needed. Define precision as \( P \{ X \in y \mid C(X) = y \} \). Define recall as \( P \{ C(X) = y \mid X \in y \} \).

The efficient precision-recall exchanges in this work come at a cost that is strategically paid when possible. In the two problems covered by this work, only one (binning) leverages additional data, the other (correlation) is simply a reinterpretation of existing resources. Efficient precision-recall exchanges do not come for free. It is generally true that the strategies employed in this work achieve efficient exchange by increasing the maximum attainable precision and lowering the maximum attainable recall. So by increasing our bound on precision, a bound on recall is lowered. Fortunately, despite a constrained improvement, gains in precision per fixed recall are attained.

**Precision myths**

Bioinformatic pipelines involving many machines \((C_1, C_2, \ldots)\) might suggest the opportunity to overcome imprecision through consensus. Such opportunities do exist, certainly under repeated trials. It is tempting to imagine that combining multiple strategies necessarily improves precision (consider ensemble approaches [87] in light of Weiss et al. [267]). However, it is simply not a ubiquitous truth. Effectively, the question is \( P \{ X \in y \mid C_1(X) = y, C_2(X) = y \} \geq P \{ X \in y \mid C_1(X) = y \}\)? The answer is contextual of course, however the following mathematical constraint applies generally.

**Result 1.** If \( P \{ X \in y \mid C_2(X) = y \} \leq P \{ X \in y \mid C_1(X) = y \} P \{ C_1(X) = y \mid C_2(X) = y \} \), then \( P \{ X \in y \mid C_1(X) = y, C_2(X) = y \} \leq P \{ X \in y \mid C_1(X) = y \} \).
Further require \( P[C_1(X) = y, C_2(X) = y] > 0. \)

**Proof.** Let \( A_1 = \{ C_1(X) = y \}, A_2 = \{ C_2(X) = y \}, B = \{ X \in Y \}. \)

Then our hypothesis is \( P[B|A_2] \leq P[B|A_1]P[A_1|A_2] \)

\( \iff P[B \cap A_2] / P[A_2] \leq P[B|A_1]P[A_1 \cap A_2] / P[A_2] \)

\( \iff P[B|A_1] \geq \frac{P[B \cap A_1 \cap A_2]}{P[A_1 \cap A_2]} = P[B|A_1 \cap A_2] \)

\( \square \)

This result can be generalized to many machines \( C_i \) as follows.

**Corollary 1.** If \( P[X \in Y|C_2(X) = y, C_3(X) = y, \ldots ] \)

\( \leq P[X \in Y|C_1(X) = y]P[C_1(X) = y|C_2(X) = y, C_3(X) = y, \ldots ] , \)

then \( P[X \in Y|C_1(X) = y, C_2(X) = y, C_3(X) = y, \ldots ] \leq P[X \in Y|C_1(X) = y] . \)

Also require \( P[C_1(X) = y, C_2(X) = y, C_3(X) = y, \ldots ] > 0. \)

**Proof.** Take \( A_2 = \{ C_2(X) = y, C_3(X) = y, \ldots \} \) in the proof of Result \( \square \)

Despite its simplicity, there are meaningful interpretations of Result \( \square \) useful to bioinformaticians. First, notice that if the precision of \( C_2 \) is sufficiently lower than that of \( C_1 \), the best precision is obtained by not employing \( C_2 \). Second, even if agreement is high between machines \( (P[C_1(X) = y|C_2(X) = y] \cong 1) \), if both are sufficiently imprecise then their combined effect is no more precise. Consensus does not bestow truth. A theoretically relaxed interpretation is that no amount of agreement between low quality machines matters unless at least one of them is shown to be precise.

**Debunked myths:**

1. Imprecise methods can aid precise methods.

2. Consensus is as good as truth.

A third interpretation of Result \( \square \) is that if both \( C_1 \) and \( C_2 \) have similar precisions but they disagree \( (P[C_1(X) = y|C_2(X) = y] \leq 1) \), the best precision is again obtained by only employing one machine. In the sub-case where precisions are low and they disagree, the only lesson is that better methods are needed. Further, a precision must be bounded if disagreement exists, because only one machine can be right. This merely demonstrates that consensus is not sufficient for precision, but it is necessary.

In constructing data-driven arguments, the reliance on automated decision making motivates objective evaluations of methods. Without some guard against false interpretation, it is easy to make mistakes. For example, in Section 1.4.3, where two binning experiments arrived at contradicting conclusions. The ESOM experiment concluded the SAR 324 might harbour nitrite reductase, whereas a MetaBAT-generated bin concluded otherwise, and was also evaluated with CheckM. Automating decision making can lead to mistakes without objective evaluations. This work advocates for the use of precision-recall curves, because the statistics evaluate the exact desired behaviour. Precision is the rate of correct attribution amongst all attributions. Recall is the rate of attributions amongst correct attributions. Losing objectivity might just let one lose touch with reality.

Further motivation for precision in data-driven argument is developed in Appendix A where data-driven arguments are analogized to Hidden Markov Models.
1.7 Computation

Further reading on topics in this section can be found in work by Isaacson and Keller [136] and Boyd and Vandenberghe [34].

Bioinformatics is very much a computational science. This presents certain mathematical challenges, particularly in algorithmic theory and numerical analysis. Numerical analysis is the algorithmic theory of numerical approximation. There are many situations where best methods for calculating on paper and in silicon are very different. Calculation of eigenvectors has examples of this. Constrained, non-linear optimization with Lagrange multipliers does as well. Many popular statistical softwares employ the same linear algebra code libraries—such as LAPACK [11].

Many challenges arise from the use floating point representation, where computers use pre-defined quantities of memory to store a number $x$ is represented through the stored values $(s, m)$ as $x = s2^m$. The finite-memory constraint means that roundoff errors can occur, with $x$ being rounded to one of $\{0, \infty, -\infty\}$. Truncation errors are due to insufficient digits being stored in $s$. Numerical stability is a desired property, describing algorithms which can accurately approximate their target functions. A numerical algorithm lacks stability if it produces large errors.

It might be tempting to imagine that all computational problems can be overcome with sufficient hardware resources, but such conveniences often cannot achieve what better algorithms can. For example, truncation errors might be made slightly less frequent by using 64 bit representation of floating point values (double precision) rather than the typical 32 bit representation (single precision), but the problem is often overcome entirely by computing on log-scale (see subsection 3.2.3 for a particular example of this). In the case of GPU computing (see subsection 1.7.3), avoiding the use of double precision representation can even make software run faster.

1.7.1 Numerical calculus

Numerical approximation of functions is often motivated through the use of calculus. Derivatives and integrals often cause numerical approximation to become necessary. Heavily studied functions (consider hypercubic Gaussian integrals [101], beta ratios [39, 75], and the student-t distribution [129]) often have piecewise approximating solutions, broken into efficient iterations or polynomial approximations.

Derivatives

Derivatives are a common computational goal. While most derivatives are manually calculable in theory, many calculations are made pragmatically feasible through computer aid (consider back-propagation as an example [233]). It is also common for derivatives to be numerically computed (calculated through computer aid) for convenience (this is common in non-linear programming, see subsection 1.7.2). A common numerical approximation is through the stencil. Stencils are expensive to compute, because they require re-evaluation of the numerically differentiated function. Examples of two and five-point stencils follow.

$$g'(x) \approx \frac{g(x + h) - g(x - h)}{(2h)}$$
\[ g'(x) \approx \left[ -g(x + 2h) + 8g(x + h) + 0 - 8g(x - h) + g(x - 2h) \right] / (12h) \]

\[ g''(x) \approx \left[ -g(x + 2h) + 16g(x + h) - 30g(x) - 16g(x - h) - g(x - 2h) \right] / (12h^2) \]

**Integrals**

With large amounts of probability theory applied in this work, many examples of integrals have already been motivated. It is common for integrals to require numerical approximation, though sometimes models are selected because of their analytically solved integrals. For low-dimensional integrals \( \int_{\mathbb{R}^p} g(x) dF(x) \), where \( p \) is small, usually \( \leq 3 \), numerical quadrature routines can be used to approximate integrals. A software library for univariate integral approximation is QUADPACK [217]. For higher-dimensional integrals **MC-integration** (Monte Carlo-integration) is more feasible, though sufficiently many dimensions will make any computational approach infeasible. MC-integrals use random number generation to approximate integrals, and thus are ideal for computing expected values. This is shown as follows.

\[ \mathbb{E} g(X) = \int g(x) dF_X(x) = a.s. \lim_{n \to \infty} n^{-1} \sum_{i=1}^n g(X_i) ; X_i \sim F_X \]

If simulation of random variables \( X_i \) from distribution function \( F_X \) is fast (it often is), this method approximates \( \mathbb{E} f(X) \). Note that the number of required iterates can be predicted through Chebychev’s formula as follows.

\[ \mathbb{P} \left[ n^{-1} \sum_{i=1}^n g(X_i) - \mathbb{E} g(X) \geq k \sqrt{n^{-1} \text{Var}[f(X)]} \right] \leq k^{-2} \]

**1.7.2 Non-linear programs**

Non-linear programs are optimization problems, where a function \( g(x) \) is maximized (or minimized, equivalent through maximization of \( -g(x) \)). Sometimes solutions are analytically known. For example, the parabola \( g(x) = -3x^2 + 2x - 5 \) can be analytically optimized through setting its derivative to zero \( g'(x) - 6x + 2 = 0 \Rightarrow x = -3^{-1} \). In chapter 2 optimization is achieved through the EM-algorithm [69], iterating analytically solvable sub-optimizations. Optimization programs are commonly described as follows. The program is non-linear of \( g \) is non-linear.

\[ \text{maximize } g(x) \text{ subject to } h(x) \leq 0 \text{ and } x \in X \]

Iterative solutions are common and work by iteration some maximizing function \( m(x_n) = x_{n+1} \), and the iterative series must start at some \( x_0 \). Choice of initial guess \( x_0 \) is often very important. In some situations, the iterative component is only good for tuning less-significant digits of \( x \). The process by which an initial guess is produced is often at least as important as the optimizing procedure. Crafting an initialization algorithm requires some domain knowledge. There are no general solutions. This work’s initialization algorithms are always a series of estimators, each
taking as input the output of the previous. The initial estimators are robust, numerically stable and inaccurate. Later estimators are accurate and more delicate.

**Quasi-Newton methods**

A well-developed category of numerical algorithms is for optimizing convex, non-linear, differentiable $g$. **Quasi-Newton methods** take advantage of how easily parabolic systems are optimized, and work by iteratively approximating $g$ with a parabolic system and optimizing it. A multivariate Taylor series approximation of $g$ expanded about $x_0$ is the following.

$$g(x) \approx g(x_0) + (x - x_0)^T \nabla g(x_0) + \frac{1}{2} (x - x_0)^T \nabla^2 g(x_0) (x - x_0)$$

$\nabla g$ is the gradient vector of $g$, so $[\nabla g(x)]_i = \frac{\partial}{\partial x_i} g(x)$. $\nabla^2 g$ is the Hessian matrix of $f$, so $[\nabla^2 g(x)]_{ij} = \frac{\partial^2}{\partial x_i \partial x_j} g(x)$. Assuming $g$ is (at least locally) convex ensures that $\nabla^2 g$ is positive symmetric definite (for every $x$ vector, $x^T \nabla^2 g x > 0$, and $[\nabla^2 g]^T = \nabla^2 g$). Systems satisfying these conditions have a breadth of well-developed numerical algorithms available to them [42, 92, 105, 145, 205, 206, 213, 238, 282]. These solutions take advantage of the fact that the parabolic equations are solved by differentiating and setting to zero. The derivative of the previous Taylor series approximation is as follows.

$$\nabla g(x) \approx \nabla g(x_0) + \nabla^2 g(x_0) (x - x_0)$$

For MLE computation in chapter 3, having many dimensions makes $\nabla^2 g$ computation expensive. For this situation, the BFGS or L-BFGS algorithms are ideal, since $\nabla^2 g$ is either calculated implicitly [108] or not stored at all.

### 1.7.3 GPU supercomputing

Graphics processing units (GPUs) are hardware modules (see Figure 1.13) which were developed to accelerate video rendering, a process which requires calculating values for individual pixels on a screen in parallel. With so many pixels, the problem is massively parallel. With a consistently large enough consumer demand for video acceleration, specialized hardware (the GPU) has been developed precisely for this task. Conveniently, certain non-video algorithms have a similar parallelization structure and can be accelerated with the hardware. GPUs are somewhat over-specified, but capable of massive speed-ups in the right compute scenarios. For example in chapter 3, a simulation study utilized a GeForce GTX 980 Ti GPU capable of up to 5360 GFLOPS (giga floating point operations per second) and an AMD FX-8320 Eight-core CPU capable of about 40 GFLOPs, suggesting a potential increase of over 100 times. Of course, the specialization of a GPU means that this speed-up is only available for certain problems. Modern GPU technology is employed in tasks that require only the most powerful computing solutions, including the world-class Go-playing AlphaGo [243], self-driving cars [8], and high quality sequence alignment with the Smith-Waterman algorithm [173]. All GPU-accelerated software in this work is written in CUDA [200].
Warp divergence

GPUs’ special form of immense parallelization is achieved by making trade-offs at the hardware level which exclude many numerical problems from acceleration. Accommodating for these specializations makes algorithmic design and programming more difficult for GPU software. Software is written for blocks of threads (see Figure 1.14), which need to execute very similar instruction sets. This is because GPUs achieve their acceleration by executing instructions with multiprocessors, which are capable of issuing the same instruction to several threads at a time. Threads are processed in groups called warps.

Warp divergence occurs when threads in a warp receive different instructions. Because the multiprocessor can only issue the same command, it process the different instruction sets in serial—one after another. Small amounts of warp divergence are common and still allow for acceleration, but if most threads follow different execution paths, then the entire task would be slower than run in serial on a CPU.
1.8 Deliverables

This work makes contributions toward two bioinformatic problems relevant to Microbial ecology: (1) metagenomic binning, and (2) SSU rRNA correlation, described each in their own chapter. Objective evaluation of these contributions is made through precision-recall curve estimation. Contributed methods are applied toward better understanding the microbial ecology of denitrification in Saanich Inlet. While both chapters will describe inferences that won’t be revisited, there is a unifying narrative interpreting results from a network perspective and arguing for the metabolic cooperation between two taxa, SUP05 and Marinimicrobia.

In chapter 2, a method for precise metagenomic binning is made possible by recruiting genetic material to SAGs. The work contributes to a much-desired understanding of how binners succeed and fail [5, 225, 240] by calculating precision-recall curves for different binning strategies under different conditions and from different perspectives. It turns out that metagenomic binning shares a similar error profile to that of bootstrapped phyolegenetic trees, informing on how these tools might best be applied in the future. The work also contributes to the correlation network perspective of the Saanich Inlet denitrifying community by better describing the genomic potential of different taxa in a variety of conditions.

In chapter 3 a solution for overcoming the poor precision-recall exchanges of modern SSU rRNA correlation surveys in Microbial Ecology [267] is described, objectively validated with precision-recall curves, and applied toward the Saanich Inlet denitrifying community. It is discovered that a form of covariance matrix regularization is important for good precision-recall exchanges in SSU rRNA correlation surveys. Findings in the chapter bolster metabolic syntrophy arguments with correlative support.

In chapter 4, findings from both chapters are summarized and brought together. The technical conclusions of either chapter are important for Bioinformatics, though largely independent. Findings are largely unified through the comparison of several network perspectives of the Saanich Inlet denitrifying community. A future direction is imagined for correlation networks in Microbial Ecology.
Chapter 2

Metagenomic binning

Metagenomic binning methods are often used to extract genomes from metagenomes and are being applied on vast scales to draw important conclusions on a variety of topics. Viewing these methods as machine learning tools, approaches include a variety of strategies and sometimes very little training data. Wide acceptance of binning products hinges on concerns including false taxonomic assignment. Precision, the probability of correct assignment, is therefore desired to be high. Using single-cell amplified genomes (SAGs) as a reference to guide metagenomic binning is shown here to make significant increases in precision without excessive loss of recall. This work introduces a binning software released as SAGEX (SAG EXtrapolator). Several binning strategies are compared and motivated, and illustrate that precision tends to increase when describing higher-ranked clades, or when more training data is used. This work suggests that evolving genomic standards require binning products to be published with their binning strategy and should encourage the use of precise techniques when possible.

2.1 Introduction

High-throughput sequencing technologies are rapidly uncovering the incredible genomic potential of microbial life. Despite their integral roles in mediating matter and energy transformations [85], the vast majority of microorganisms remain uncultivated [58, 89, 197]. Metagenomics, the cultivation-independent sequencing of nucleotides from an environment, is illuminating this uncultivated “dark matter” opening a taxonomic and functional window into the networks driving microbial community metabolism in natural and engineered ecosystems [225]. A combination of metagenomic binning and assembly methods have been popular for attributing function to taxonomy in these cultivation-independent contexts [93, 234, 261]. While pragmatic, communicating the degree of genome completion and quality is important [175], has been advocated for in genomic standards [55], and modern definitions continue to be proposed [207]. The issue that metagenomic binning might falsely assign genomic sequences to a genome is an acknowledged concern [240] that can be dealt with through a combination of understanding how binning mistakes are made and how to reduce their occurrence. Here, this work suggests that precise binning is a way to reduce such mistakes.

An alternative cultivation-independent method for obtaining genomic information from an environment is single-cell sequencing. SAGs are theoretically capable of unambiguously linking whole genomes to a taxonomy at the pinnacle level of resolution, a single cell. Unfortunately, caveats of this technology persist such as incomplete recovery of the host’s genome [29]. This work demonstrates reductions in false assignment made possible through SAG-guided binning. The greatest value SAGs offer for binning is that they provide a most relevant source of training data for classifying binners, thus allowing more precise binning of novel taxa. Because SAG
sequencing tends to result in incomplete genomes, binning is further motivated by increasing genome recovery. Despite training classifying binners with SAGs, this work discovers that species-level precision is not attainable with neither the tool presented herein nor other popular binning software. Therefore, bins should be considered mixed within a narrow taxonomic range (i.e., species and genus). This taxonomic range is shown to ultimately narrow as binner precision increases.

A concern for reduced false assignment is best satisfied with precision—the probability that each assignment (or classification) is done correctly. Precise metagenomic binning provides confidence in individual assignments of genomic sequences to microbial taxa. While not necessarily essential for all applications, this precision is valuable in the later use of binning to make inferences in an oxygen minimum zone’s microbial food web [125]. Because certain metabolic capabilities can be deeply meaningful toward a microbiome’s ability to transform the chemical composition of its environment [154], confidence in results is key.

2.1.1 Definitions

Metagenomic binning has been reinterpreted over time [174, 180, 234], so generally applicable definitions will now be provided. It is generally true to define a metagenomic bin as a collection of related genomic sequences from a metagenome, which may or not be given a taxonomic label. Metagenomic binning or binning is a process resulting in the creation of bins. A binner is a tool which assists or automates binning. A binner which produces bins with a taxonomic label is a classifying binner, otherwise it is a clustering binner. Examples of binning software are described in subsection 1.2.4.

The prediction that binners are evaluated with synthetic data [180] has held true [7, 102, 182, 186, 276]. A popular and effective method for estimating classification has been to pull genomes from public databases and use them as known-label data. Examples include the Integrated Microbial Genomes (IMG) [176] system and the National Center for Biotechnology Information’s (NCBI) [268] RefSeq [254]. Leveraging 368 SAGs, this work takes advantage of a novel opportunity to more rigorously scrutinize a variety of binners. This work evaluates binners with synthetic metagenomes composed of SAGs. Where known-label data derived from public databases may have been sampled from a variety of experiments and surveys, the SAGs were sampled from the same location within a radius of 200m and on the same day. The important difference between the SAGs and disparate public database entries is that the SAGs have evolved together. For example, Horizontal Gene Transfer (HGT) has had the opportunity to cause these genomes to share DNA. Because binners leverage forms of DNA dissimilarity to separate bins, the increased potential for similarity between SAGs introduces more pitfalls during binner evaluation that would have been otherwise missed.

So that binner behaviour may be exactly described, a formal description of binning and phylogeny is defined. These formalisms allow ambiguity to be avoided in descriptions of phylogeny, precision, genome-bin differentiation, and binner error behaviour. Define $S$ as the set of all sequences to be binned, so $S = \bigcup_{n=0}^{\infty} \{A, T, C, G\}^n$, where exponentiation stands for a Cartesian product. Define a taxonomic label as a set of sequences, for example $\{\text{gammaproteobacteria}\} \subset \{\text{bacteria}\}$. Define $T$ as the set of all taxonomic labels, so $T = \mathcal{P}(S)$. Define a phylogenetic tree $V$ as satisfying $V \subset T$ such that it defines a rooted-tree graph $G_V = (V, E)$ where $E = \{(a, b) : (a, b) \in \}$.
\( V^2, a \subset b \). Any \( v \in V \) can be viewed as a clade or population genome. For a given phylogenetic tree, define all leaf nodes of \( G_v \) as genomes. This work recognizes all genomes to be the nucleotide sequences of individual organisms. Under this framework, a metagenomic bin \( b \) satisfies \( b \in \mathcal{T} \) and there exists \( v \in V \) such that \( b \subset v \). These definitions allow bins to have genetic material from several genomes and not necessarily have a recognized definition within a phylogenetic tree—a perspective shared other work \([240]\). Note that some works use the term genome in cases this work defines specifically as either a genome or a bin \([133]\), but fortunately this is an example of ambiguity relievable by precise language.

To maintain objectivity, evaluation metrics are defined according to section 1.6.5 using the formal definitions of binning and phylogenetics. Precision-recall exchanges are the fundamental metrics of comparison. Define a classifying binner \( C \) as any function from \( S \) to \( \mathcal{T} \). Then precision is the probability that the sequence \( x \) is in the taxonomic set \( y \) given that the classifier \( C \) has assigned it to \( y \), and is formally written as \( \mathbb{P}[x \in y | C(x) = y], x \in S, y \in \mathcal{T} \). Precision is a desirable metric, because precise binners produce more phylogenetically homogeneous bins, and would alleviate previously acknowledged binning concerns \([240]\). Recall is probability that a sequence is correctly assigned to a taxonomic group given that it belongs to that group, formally written as \( \mathbb{P}[C(x) = y | x \in y] \). It is important to track both precision and recall because they tend to exchange for one another, and a very precise method without recall is useless.

### 2.1.2 Software

Because a classifying binner designed to train specifically with SAGs doesn’t exist yet, this work also introduces SAGEX (SAG EXtrapolator). The software is written entirely in C/C++ and the only library necessary for compilation is POSIX threads. It accepts two .fasta files as inputs (see an example in Figure 2.1), a SAG to train with and a metagenome to recruit from, and outputs a bin .fasta file containing sequences from the metagenome which should be related to the SAG (Figure 2.2). Define the concatenation of the training SAG and the SAGEX output as an extrapolated SAG or extrapolation. Notice that extrapolations are bins as well. This work uses SAGEX with assembled inputs. While tested on SAGs, note that it is possible to run SAGEX on any .fasta file of several contigs, thus allowing the use of Illumina Tru-Seq synthetic long reads \([161]\), fosmids, or database entries. SAGEX is available from github.com/hallamlab/sagex. Ultimately this work describes a wide variety of precisions between binning strategies, of which SAGEX is a high-precision binning method, and demonstrates precise binning in the context of microbial ecology of an oxygen minimum zone.

Genome completion has historically been evaluated with marker genes \([5, 225, 240]\). A modern tool for finding and summarizing marker genes within a collection of nucleotide sequences is CheckM \([207]\). Both estimates of bin completion and binning precision are relevant in a series on genomic standards \([90, 91]\).
2.2 Methods

2.2.1 SAGs

Single cell sampling and sequencing was carried out as described in [230] and all SAGs of the SUP05 lineage in this study originate from [230]. In brief, samples for single cell sequencing were collected August 2010 at station S3 in Saanich Inlet at 100, 150 and 185m. Samples were collected directly into 10 ml glass vials and 1ml was transferred into 143 μl of 48% betaine and frozen on dry ice. Samples were stored on dry ice in the field and transferred to -80°C freezer for storage until thawing at Bigelow Laboratories Single Cell Genomics Center (SCGC; https://scgc.bigelow.org) for sorting by flow cytometry. Cells were sorted and underwent initial round of multiple displacement amplification (MDA) and PCR amplification of the small subunit rRNA (SSU rRNA) gene as described in [249, 253]. Taxonomy of single cells was determined by direct sequencing of amplicons of the SSU rRNA gene (see section D.5). Clean SSU rRNA sequences were clustered at 99% identity and representative sequences aligned with LAST [144] against GreenGenes [71] database (2010) to obtain taxonomy. Taxonomic assignments and efficiency of MDA were used to choose cells for additional MDA and subsequent sequencing. Chosen cells were sequenced as described in Roux et al. [230] at the Genome Sciences Centre, Vancouver BC, Canada and assembled using SPAdes [21].

Early SAG sequencing techniques have known contamination issues [257], also detected by CheckM (Table 2.2). Because taxonomically consistent SAGs form the argumentative foundation of this work, sequences with potential for contamination were removed. It is likely that many non-contaminant sequences were removed in the decontamination process. This policy is favourable over working with taxonomically inconsistent SAGs, because it removes ambiguity from the binning evaluation process. The rule for post-assembly contig removal was 100% identity over at least 2kbp. Because it is fair to expect such alignments to occur as non-contaminants between related SAGs, alignment between SAGs sharing a pre-defined taxonomic range (see section D.6) were not counted as potential contaminants. So perfect alignments over at least 2kbp between contigs from SAGs of sufficient taxonomic distance were removed prior to the any binner analyses. For applications which require more recall, a good software is ProDeGe [257].

Figure 2.1: The first six lines of an example .fasta file
2.2.2 SAGEX

SAGEX is a classifying binner trained on a single SAG. Its design is inspired by a previous work [76], and automates and refined the essential binning strategy. It accepts a SAG .fasta and a metagenome .fasta file as inputs and outputs a .fasta. The SAG is used as a training data set, each metagenome is evaluated for recruitment, and metagenomic contigs similar to the SAG in taxonomy are recruited. Optionally tetranucleotide counts or tetranucleotide principle component dimensional reduction data products are available. This work describes a bin from SAGEX as the output .fasta. The extrapolated SAG is the bin concatenated with the training SAG.

The SAGEX pipeline (Figure 2.2) carries out two tests on a metagenomic contig to determine membership to a given SAG-bin. First is the kmer (see subsection 1.2.4 for a definition) signature test, which checks that the contig and SAG have similar kmer signatures. Second is the identity filter which checks for at least one region (user defined length) of DNA with 100% identity between the contig and the SAG. A typical run with a metagenome (~ 50MB) takes 140 seconds per SAG.

The kmer signature filter utilizes a Gaussian mixture model fit to the SAG’s kmer values after dimensional reduction with Principal Components (PCs). This works by first calculating the tetranucleotide frequencies (4-mers) for a given SAG contig. This puts each contig into \(256 = 4^4\) dimensions, which is too high for later statistical models thus motivating dimensional reduction. A correlation matrix is then calculated for the metagenome’s kmer points. The correlation matrix eigen-decomposition is used to select three eigenvectors, the principal components. This allows for the derivation of a linear transformation which projects the metagenome’s kmer values into the principal components’ subspace. The linear transformation is then applied to both the SAG and metagenome’s kmers. The natural behaviour of the data causes the kmers to take on multivariate Gaussian distributions (see subsection 1.5.3); the overlap of an Ecoli K12 mg1655 genome [30] and SAG [106] demonstrate this best (see Figure 2.3). This popular insight [261] then motivates the choice to employ a Gaussian Mixture Model, which is fit to the SAG’s kmers utilizing the

---

**Figure 2.2: SAGEX pipeline**

[Diagram showing the SAGEX pipeline with steps for identity filter and kmer signature filter]
Figure 2.3: Tetranucleotide signatures are illustrated for various SAGs, an EColi Genome, and a 200m Saanich Inlet metagenome.

Expectation Maximization algorithm. The user may set the initial number of clusters and choose to let SAGEX decrement the number of clusters. If SAGEX is allowed to decrement the number of clusters, it does so heuristically by decrementing when round-off errors occur in estimation due to poor-fitting Gaussians. To evaluate whether or not a metagenomic contig has a similar kmer signature to the SAG, it must fall within the model’s null region (see Equation 2.1). The radius of the region may be set by the user.

\[
X = \sum_{k=1}^{m} \chi_{\{C=k\}} M_k
\]

\[
\chi_A = \begin{cases} 
1 & \text{if } A \text{ is true}, 0 & \text{otherwise} \\
C \in \{1, 2, \ldots, m\}, \text{categorical} \\
M_k \sim iid \ N_3(\mu_k, \Sigma_k), \text{ multivariate normal} \\
\text{null hypothesis } H_0 : x =_D X
\end{cases}
\]

where \( =_D \) denotes equivalence in distribution.

The identity filter is simple and key to generating high-quality SAG-bins. To pass this test, the metagenomic contig must share a contiguous region of perfect identity with the SAG. The length, \( S \), of this region is \( S = 25 \text{bp} \) by default, but may be set by the user. To accelerate look-ups but not overly consume memory, all of the SAG’s \( S \)-length contiguous regions are perfectly hashed and stored in a sorted list for log-time look-ups. This extremely simple rule is used because it is both very effective and computationally fast.

SAGEX is written in C as a modular pipeline with a user interface implemented in C++.

### 2.2.3 Precision-recall comparisons

In order to demonstrate how SAG-guided binning effects quality, a variety of binning strategies are evaluated via precision and recall statistics. Classifying and clustering binners are evaluated with two different methods because they are not directly comparable. Either paradigm is evaluated at three taxonomic levels, representing low (domain), medium (class), and high-level taxonomies.
All evaluations are done with synthetic metagenomes composed of concatenated assembled SAG genomes. While precision was motivated earlier as requisite to confident binner application, recall is also emphasized because most classifiers can be made arbitrarily precise at the expense of recall, and a classifier without recall is useless. The precision estimator is $TP / (TP + FP)$, and the recall (also called sensitivity) estimator is $TP / (TP + FN)$, where $TP$ is the number of true positives, $FP$ is the number of false positives, and $FN$ is the number of false negatives.

Classifying binners are evaluated on their ability to accurately assign taxonomy to contigs. Because evaluation occurs at three different resolutions of taxonomies (previously defined as low, medium, and high), attributions are counted as correct if they fall at or below a taxonomic designation. For example, if a contig is from *Bacteria* and is attributed to *Gammaproteobacteria* the attribution is considered correct.

Clustering binners have a more complex evaluation because clustering is binning without the attribution of specific taxonomic labels. Contigs with matching taxonomic labels are defined to share a cluster, otherwise they do not share a cluster. Instead of classifying contig taxonomies, relationships between contigs are classified. Specifically, define a graph of vertices and edges (Equation 2.2). Each contig has a unique vertex. If contigs are in a bin (cluster), they share an edge, otherwise no edge is shared. Thus every cluster has a clique in the graph. Notice that for every binner evaluation there are two graphs, the true graph and the attributed graph. Every attributed edge is then evaluated as a true or false positive according to the true graph. Note that a cluster of $n$ vertices will have $n(n-1)/2 = O(n^2)$ edges, resulting in quadratically deformed counts. So clustering statistics will not be comparable with classifier evaluation statistics.

$$V \subset S, E = \{\{a, b\} : a, b \in V\}$$
$$\{\{a, b\}, \{b, c\}\} \subset E \Rightarrow \{a, c\} \in E$$

$$G = (V, E) \tag{2.2}$$

*PhylopythiaS* [208] was evaluated utilizing its web interface (http://phylopythias.bifo.helmholtz-hzi.de/). While inputs had to be divided into compute jobs, the tool was evaluated as a single classifying binner. The *Generic 2013 - 500 Species* model was used. It was run once per synthetic metagenome level.

*SAGEX* was evaluated twice, once as a classifying binner and again as a clustering binner. In either case, because the synthetic metagenomes were made of SAGs and SAGEX is trained on single SAGs, each SAG was not allowed to recruit its own contigs thus avoiding a clear bias. To evaluate SAGEX as a classifying binner, it was run once per SAG per level, given that the SAG fell within the taxonomic range defined by the level. SAGEX was always run with arguments `-C 25 -x 6 -K`, and has the default of rejecting all contigs shorter than 2kbp. The taxonomy of the SAG used as a training data was used as the taxonomy attributed to any recruited contigs. Because there were many more SAGs than taxonomic categories, classification error statistics were averaged per taxonomic category per level.

To evaluate SAGEX as a clustering binner, each SAG’s recruitments were treated as a single bin. Taxonomic attributions were disregarded. Since each SAG bin tends to be small and the number of edges grows quadratically with cluster size, recall is driven down.

*MaxBin2* [276] is a clustering binner. Because it utilizes coverage estimates, metagenome reads
Table 2.1: Binner precision-recall statistics

<table>
<thead>
<tr>
<th>Binner</th>
<th>Type</th>
<th>Precision 1</th>
<th>Precision 2</th>
<th>Precision 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>PhylopythiaS</td>
<td>classify</td>
<td>NA*</td>
<td>.36</td>
<td>.78</td>
</tr>
<tr>
<td>SAGEX</td>
<td>classify</td>
<td>.82</td>
<td>.92</td>
<td>.98</td>
</tr>
<tr>
<td>SAGEX***</td>
<td>cluster</td>
<td>.42</td>
<td>.56</td>
<td>.89</td>
</tr>
<tr>
<td>MaxBin2</td>
<td>cluster</td>
<td>.28</td>
<td>.44</td>
<td>.75</td>
</tr>
<tr>
<td>ESOM + R</td>
<td>cluster</td>
<td>.33**</td>
<td>.14</td>
<td>.53</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Binner</th>
<th>Type</th>
<th>Recall 1</th>
<th>Recall 2</th>
<th>Recall 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>PhylopythiaS</td>
<td>classify</td>
<td>.0007</td>
<td>.08</td>
<td>.39</td>
</tr>
<tr>
<td>SAGEX</td>
<td>classify</td>
<td>.04</td>
<td>.03</td>
<td>.02</td>
</tr>
<tr>
<td>SAGEX***</td>
<td>cluster</td>
<td>.002</td>
<td>.0002</td>
<td>.0002</td>
</tr>
<tr>
<td>MaxBin2</td>
<td>cluster</td>
<td>.05</td>
<td>.04</td>
<td>.03</td>
</tr>
<tr>
<td>ESOM + R</td>
<td>cluster</td>
<td>0.04</td>
<td>.13</td>
<td>0.01</td>
</tr>
</tbody>
</table>

*9 of 10 measurements are NA, **1 of 10 measurements NA, ***Non-standard SAGEX approach

were required as an input. However, the synthetic SAG metagenomes do not have informative coverage statistics due to their creation with MDA. Instead the .fastq of a metagenome sampled near the SAGs at 200m was used. The three synthetic metagenomes, one per level, were then clustered.

ESOMs were used as a clustering binner. ESOMs are classically a visualization and dimensional reduction tool [147] and the U-matrix data product is used to produce clusters [1]. This work follows a modern design [74] using Databionics ESOM Tools (http://databionic-esom.sourceforge.net). One thousand 2kbp contigs were sampled randomly from each synthetic metagenome, processed through SAGEX to produce tetranucleotide frequency proportions (an optional SAGEX data product). Tetranucleotide frequencies were then loaded into the ESOM software using a 50x50 U-matrix, 100 iterations, 15% k-batch training, and all other parameters default. The U-matrix .umx and best match .bm were fed into an R script (section D.8) which clusters contigs when they share a valley in the U-matrix: any nodes sharing neighbours below a cut-off of 0.15 in the U-matrix were defined to share the same cluster (section D.9).

While statistics are available per taxonomic category per level (section D.10), statistics are averaged across categories (Table 2.1). Statistics are stated three times, enumerated by their levels. Clustering and classifying binner statistics cannot be directly compared. Note that recall statistics are not required to be large, since so many sequences are evaluated. Instead, binning strategies tend to exchange recall for increased precision.

Various bins and genomes were evaluated with CheckM with the lineage_wf -t 32 -x fasta command. First, the initial SAGs and their decontaminated counterparts compared. Second, each binners’ output bins at level 3 were evaluated. Mean completeness, mean contamination, and a ratio of mean contamination over mean completeness are reported (Table 2.2). The ratio is reported because it makes the ESOM results easier to compare against other evaluations. This is motivated because ESOM usage requires sampling large kmers from metagenomes instead of using contigs. Thus ESOMs are evaluated with related yet different synthetic metagenomes relative to the other methods. The possibility of biases due to SAG self-recruitment do not apply here as in the precision analysis, so entire SAGEX extrapolations (SAG and recruited contigs concatenated) are used as bins. Completion average estimates are low relative to proposed standards [207],
suggesting a tendency toward incompletion was typical across binners. This work reports mean CheckM statistics because the same was done for precision and recall estimation. Means are reported because they approximate expected behaviour of the desired statistics.

2.2.4 Saanich Inlet

SAGs from Saanich Inlet (SI) were run through SAGEX against four metagenomes from 2010 along a gradient of depth and decreasing oxygen $O_2$ at 10, 100, 150 and 200m (samples SI048_S3_10, SI060_S3_100, SI060_S3_150, SI060_S3_200 accessions [127]). Metagenomes from 100, 150 and 200m were collected concomitantly with the SAGs, 10m metagenome was collected the previous year in August to match environmental conditions. SAGs from all three depths (100m, 150m and 185m) were run against all four metagenomes in order to see the variability of recruitment to SAGs from both corresponding and disparate metagenomes. SAGEX was run on the same settings as in evaluation. Extrapolated SAGs were then run through checkM [207] in order to estimate genome completeness and contamination (Table 2.2). Extrapolated SAGs were also run through Metapathways annotation and metabolic pathway finding tool [121, 149, 150] for analysis of metabolic attributes for population genomes. Using reads from the metagenomes, RPKM [191] values were calculated for all extrapolated SAG open reading frames (ORFs).

A similar and larger analysis features the use of 91 SI metagenomes [127]. All SUP05 SAGs are run through SAGEX against all 91 metagenomes. All recruited contigs’ ORFs (as determined through MetaPathways) are aligned with LAST (e-value cut-off $10^{-3}$ [211]) to RefSeq-nr in search of denitrifying genes ($narG$, $nirS/K$, $norCB$, $nosZ$). Events of recruiting one or more denitrification gene are recorded. Logistic regression tests for statistically significant interaction between SUP05_1c recruitment rates and time while controlling for $O_2$ and metagenome size. The regression analysis surveys samples from 2009 to 2014. All statistical tests use a Type-I error rate of $\alpha = 0.05$.

2.3 Results

2.3.1 Precision-recall comparisons

A wide variety of precisions are observed (Table 2.1). The distinct difference between the classifying binners PhylopythiaS and SAGEX is the relevance of training data. For low-level taxa, the PhylopythiaS training data becomes irrelevant to this work’s metagenomes, while the SAG-based training data is naturally more relevant. This is demonstrated through a drop in recall to 0.07% and majority NA precision estimates for PhylopythiaS at level 1, because the classifier is hardly classifying anything to such a low level. Clustering binners can be ordered by amount of

<table>
<thead>
<tr>
<th>Data</th>
<th>Mean Completeness</th>
<th>Mean Contamination</th>
<th>Ratio*</th>
</tr>
</thead>
<tbody>
<tr>
<td>SAGs</td>
<td>50.91%</td>
<td>5.97%</td>
<td>0.12</td>
</tr>
<tr>
<td>Clean SAGs</td>
<td>15.92%</td>
<td>0.93%</td>
<td>0.06</td>
</tr>
<tr>
<td>SAGEX Extrapolations</td>
<td>21.19%</td>
<td>9.88%</td>
<td>0.39</td>
</tr>
<tr>
<td>ESOM + R**</td>
<td>0.59%</td>
<td>0.20%</td>
<td>0.34</td>
</tr>
<tr>
<td>PhylopythiaS</td>
<td>9.64%</td>
<td>26.19%</td>
<td>3.94</td>
</tr>
<tr>
<td>MaxBin2</td>
<td>23.87%</td>
<td>13.22%</td>
<td>0.55</td>
</tr>
</tbody>
</table>

*Mean contamination divided by mean completeness, **ESOM protocol modifies input. Only compare ratios.
training data as well, with ESOMs only uses kmer signatures, MaxBin 2.0 uses kmer signatures, depth, and marker genes, and SAGEX uses kmer signatures, alignments, and many SAGs. As with classifiers, the clustering binner also demonstrate that more and more relevant training data result in greater precisions. Therefore the pursuit of precision motivates SAG-guided binning.

When constrained to clustering, SAGEX has the least recall, which is not surprising because it is the most precise clustering method. Because exchanges between precision and recall are trivial, it is important to note that SAGEX as a classifier (standard usage) achieves the best precisions while attaining somewhat typical recall. This favourable exchange between precision and recall is the motivating imperative for SAGEX.

CheckM statistics have some important caveats for effective interpretation. First, note that this work reports mean completeness and contamination statistics. The motivating use case for CheckM often involves discarding many nearly incomplete bins, so a CheckM-aided binning analysis may have low average completeness but report near-complete bins. This work reports means because they describe typical bin behaviour. For example, with independent or weakly correlated [171] samples, the mean will converge to the expected marker gene statistic with probability one. Second, note that CheckM’s contamination statistics are biased downward when completeness is small. This bias is because CheckM’s contamination statistic is a sum of over-abundant marker genes [207]. Because different applications are evaluated with CheckM, ratios of mean contamination per mean completeness is provided (Table 2.2).

The CheckM analysis must be divided into two primary cases. First, the top two rows (Table 2.2), SAGs and Clean SAGs, represents a comparison of initial SAGs against decontaminated SAGs and shows that aggressive decontamination achieved the goal of avoiding low-quality synthetic metagenomes as input to the binner. Thus ambiguity in the results of this analysis is reduced, because input data are less noisy. Second, the last four rows summarize each binner. Note that the ESOM protocol [74] requires modified inputs and thus shifted statistics, hence the ESOM’s ratio should to be compared against other methods’ ratios instead of raw CheckM statistics. When considering ratios, only PhylopythiaS stands out as appearing to have a higher rate of contamination per completeness. This is because PhylopythiaS bins include high level categories such as Archaea that are meant to be interpreted within a hierarchy of related genotypes.

2.3.2 Saanich Inlet

The overarching motivation for binning is the desire for a cultivation independent tool of discovery for metabolic capacity of specific organisms within an environmental context. With this in mind this work explore the metabolic pathways of the resulting population genomes produced by SAGEX using Metapathways [121][149,150] as the primary tool for gene annotation and pathway identification. In general, the average SAG extrapolation gained 10% more new pathways, only counting unique MetaCyc pathways [53]. Extrapolations also lost 6% of old pathways because increased genetic information allows Pathologic to specify and exclude pathways. Of particular interest is knowledge about metabolic capacity of candidate phyla and microbial dark matter [225] as well as attributing functions to specific taxa. Members of these phyla are defined primarily by SSU rRNA genes found from environmental studies and have no cultured representatives and very little if any genomic sequence information associated with them.

The OD1 (average CheckM completion: 22.10%, contamination: 4.01%) are one such candidate
phyla which are found in aquifers [124], meromeric lakes [103] and Saanich Inlet [125]. Two SAGs from Saanich inlet, collected from 185 m, were found to belong to the OD1 candidate phyla. Metabolic capacity of OD1 from ground water samples following acetate addition show a fermentation based metabolism likely producing hydrogen gas (H2) or hydrogen sulfide (H2S) [274]. The genome bins for the two OD1 SAGs (averaging 300Kb) indeed carried genes from fermentation but genes for hydrogen production were not detected. However, while Wrighton et al. [274] described the OD1 as anaerobic, the gene superoxide dismutase for handling oxygen stress in aerobic (or microaerobic) environments was detected in the population genome bin, which likely allows the organism to cope with fluctuations in oxygen commonly found in the Saanich Inlet environment [279].

The Planctomycetes (average CheckM completion: 41.92%, contamination: 21.81%) are found abundantly in low oxygen environments such as waste water treatment and marine oxygen minimum zones, and are responsible for carrying out anaerobic ammonium oxidation (anammox). Four Planctomycetes SAGs identified by small subunit rRNA gene as Kueneniaceae scalindua were found in Saanich Inlet (two at 150m and two at 185m) with an average genome bin size of ~2Mb. Anammox genes hydroxylamine dehydrogenase and hydrazine hydrolyase were expectedly found in the population genomes. Additionally, three genes were found to be involved in sulfur reduction/oxidation including dissimilatory sulfite reductase, adenylylsulfate reductase (previously found in Kuenenia stuttgartiensis) and sulfate adenylyltransferase. The potential role of Planctomycetes in sulfur cycling has been previously unrecognised within oxygen minimum zones and these may play an important role in protecting the Planctomycetes from harmful effects of reduced sulfur species found in sulfidic basin waters of Saanich Inlet. Carbon monoxide dehydrogenase and an hydrogenase were detected in the population genome suggesting the Planctomycetes here may be involved in hydrogen production from carbon monoxide (hydrogen production VI metacyc pathway). While the Carbon monoxide dehydrogenase has been previously reported as involved in Wood-Ljungdal carbon fixation pathway [125], the detection of the hydrogenase in the population genome points to this potentially new function which feeds directly into co-metabolic pathways proposed to occur within Saanich Inlet, namely hydrogen oxidation by the SUP05 group [125].

Canonical denitrification is one of loss of biologically available nitrogen globally. However, the denitrification pathway is often modular with different taxa carrying enzymes and few of the organisms responsible for denitrification in OMZs are known. Utilizing the SAGs and population genome bins taxa may be identified as harbouring the various steps of denitrification at three points along the oxygen gradient in Saanich Inlet (see Figure 2.4). The abundance of denitrification genes overall increased with depth, with 150m and 200m being quite similar as both are under anoxic conditions. The two SUP05 clades show very similar patterns with the exception of nitrous oxide reductase (nosZ), where SUP05_1a population genome (average CheckM completion: 13.66%, contamination: 6.49%) is seen to have nosZ at all depths but SUP05_1c population genome (average CheckM completion: 10.21%, contamination: 4.09%) is seen to have the nosZ only at the 150 m depth. This is somewhat consistent with the nosZ gene only being found in 10 out of 48 SUP05_1a SAGs and no SUP05_1c SAGs. SAR324 population genomes also have genes for denitrification, though the nitric oxide reductase (norCB) appears to be missing from the population genome bins. Both the unclassified Gammaproteobacteria and Arcobacteraceae have complete or nearly compete denitrification pathways and other taxa have various components of the pathway. Notably,
the Marinimicrobia Arctic96B-7, recently attributed to have nitrate reductase (narG) and nitrite reductase (nir) [126]. Marinimicrobia SHBH1141, recently attributed to have nosZ, population genome also contains narG and nir. SUP05, Arctic and Polaribacter population genomes carry the narG and narG and nir respectively.

The logistic regression analysis models the effect of time on the probability that a SUP05_1c SAG recruits a denitrification gene. A statistically significant negative interaction exists for between nitric oxide reductase (norCB). This means that SUP05_1c's norCB recruitment rates decrease over time. The estimated probabilities of recruitment per SAG-metagenome pair are shown in Figure 2.5.
Visualization of a metabolic analysis with SAGEX, focusing on denitrification. (A) SAGEX kmer signatures are visualized for SAGs, the 200m metagenome, and recruited metagenomic contigs. Recruitments are always attributed the same taxa as the SAG which recruited them. SAG extrapolations (SAGs and recruited contigs) are output from SAGEX and input into Metapathways. (B) Reads from the 100m, 150m, and 200m metagenomes were aligned to extrapolation ORFs, allowing calculation of RPKM statistics. All shown dots represent cumulative RPKM values from unique ORFs within a taxonomic category.

Figure 2.4: A SAGEX work flow
Figure 2.5: The probability which SUP05.1c recruits nitric oxide reductase drops off time. SAGEX was run on all pairs of metagenomes and SUP05.1c SAGs, aligned to RefSeq-nr (e-value cut-off: $10^{-3}$), then tested with logistic regression for significantly significant interactions between time and recruitment of denitrification genes. Models control for effects of $O_2$ concentrations and metagenome size.

2.4 Discussion

With the advent of next generation sequencing has come also a burst of binning from metagenomes on a large scale [240]. Binning has utilized marker genes for both the binning procedure (MaxBin [275, 276], Phylopythia [182]) and post-hoc testing (CheckM [207]). This work demonstrates that the advent of SAGs brings more precise binning than previous popular binning strategies. These technologies will work well together into the future of binning.

Existing binning tools were designed out of the need to elucidate the connections between taxonomy and function from the vast metagenomic space filled by next generation sequencing. Because SAG-guided binning has resulted in greater precision, these findings suggest that both fosmids and Illumina Tru-Seq synthetic long reads [161] may be used to guide binning as well.

The greatest application for SAGEX is to exploit the link between taxonomy and function which the SAG provides, expanding it to a population level, such that while a single SAG is the genome of a single organism (with varying degrees of completion) SAGEX can then bin contigs from the metagenome which are representative of that population as a whole, and thereby provide a taxonomic grounding for much more of the metagenome.

2.4.1 Metabolic discovery

SAGEX has shown the ability to confirm existing metabolic capacities such as fermentation in OD1 and carbon monoxide dehydrogenase in Planctomycetes showing its fidelity. Further, OD1 was shown to have an ecosystem adaptation via superoxide dismutase. Implications for assigning metabolism to taxonomy such as hydrogen production from Planctomycetes is a substantial insight into distributed metabolic coupling which has been proposed for Saanich Inlet [125, 167]. Identifying the Planctomycetes as the likely source of hydrogen for SUP05 oxidation metabolically
links these two organisms and likely serves to provide SUP05 with additional energetic substrate for growth and likely carbon fixation. With greater numbers of SUP05 nitrate reduction via partial denitrification may lead to increased nitrite production [237] and feed forward planctomycetes anammox activity ultimately increasing nitrogen loss from OMZ systems. Greater knowledge and taxonomic resolution of the energetic pathways such as hydrogen production and oxidation which fuel major players in these cycles such as SUP05 and Planctomycetes is key to understanding the future global impacts of OMZ expansion and intensification [86] in a warming planet.

Taxonomic distribution of the denitrification pathway sheds light on a recently identified but not taxonomically constrained niche for nitrous oxide reduction within the anoxic waters of Saanich Inlet [167]. Indeed, it appears that several taxa may be capable of filling this niche, specifically SUP05, SAR324, uncultured Gammaproteobacteria, Arcobacteracea, Bacteroidales VC21_Bac22 and Marinimicrobia SHBH1141. These taxonomic attributions are predominately novel, with no other references of nosZ in any of these groups other than recently in Marinimicrobia and in Epsilonproteobacteria Sulfurimonas gotlandica related to Arcobacteracea [153]. The identification of nosZ in SUP05 in very interesting as a recently sequenced isolate did not contain the gene [237]. It is possible that only a sub-population of SUP05 contain the nosZ gene, as suggested by nosZ only being found in the SUP05_1a and not 1c clades. The presence of nosZ in both the SUP05 clade population genomes at 150 m is slightly confounding and may be due one of two possibilities. One is the possible of miss-assembly in the metagenome between SUP05_1a and SUP05_1c clades, where high abundance and high similarity between the two clades created chimeric contigs which contained the SUP05_1a nosZ but recruited to the SUP05_1c population genome. Two would be the possibility that SAGEX, while highly precise, could not differentiate between the two SUP05 clades, indeed, binning methods may not be suitable to differentiate between such closely related groups. Attribution of nosZ to Marinimicrobia SHBH1141 is consistent with recent findings, though attribution of narG and nir is not and may again be the result of either miss-assembly or other cross-recruitment between closely related clades. The novelty of SAR234 involvement in the denitrification pathway is highly intriguing as this group has been implicated in other OMZs [271], the extent to which the denitrification trait exists outside of Saanich Inlet would need to be explored. As several taxonomic groups are seen to carry out various steps of the denitrification pathway the dynamics of which group is dominant under what conditions remains to be addressed and would require analysis of gene expression data such as metatranscriptomics and metaproteomics.

Application of SAGEX to all SUP05_1c SAGs over all 91 metagenomes from the Saanich Inlet time series made testing for time effects possible. Logistic regression analysis found that SUP05_1c’s nitric oxide reductase recruitment probability decreased from 2009 to 2014 (p-value < 0.05). Precise binning makes these results more credible. Indeed, earlier observations of SUP05 [125, 266] did observe nitric oxide reductase, but the later cultivation [237] did not. Combined with the observation of other complete denitrifiers in 2010 (Figure 3), these findings support a hypothesis: SUP05_1c is evolving toward partial denitrification, opening up a niche for another complete denitrifier.

Application of SAGEX may extend beyond coupled SAGs and metagenomes. Differential metabolic pathways present in the genome bins from metageomes along ecological gradients may indicate different populations related to the SAG may differ under different environmental conditions along gradients such as depth or oxygen concentration. Additionally, the utility of
SAGEX to be used with assembled metatranscriptomes further enhances the prospect of exploring differential expression at the level of population genomes. Thus SAGEX may be useful in binning populations from different environments or over time from the same environment in efforts to explore differences in metabolic capacity or genetic drift along gradients or over time. The extent to which this variation occurs likely depends on the genetic diversity of the group of organisms. Certainly, within Prochlorococcus a substantial amount of diversity exists among sub-populations present in different relative abundances over changing seasons [142]. As long as key genomic characteristics (genomic regions of 100% similarity and kmer signatures) remain distinct, SAGEX remains precise.

2.4.2 Precise binning

Having evaluated both classifying and clustering metagenomic binners using a varying amounts of training data, this work has effectively surveyed some binning strategies across the spectrum of supervision. That is, the binners which use more training data are more supervised. With observed precisions ranging from 14% to 98%, it is clear that some automated binning solutions require additional curation. In general, [180] correctly inferred that more and more relevant training data results in better bins. ESOMs remain curation aids [1] and resist automation. MaxBin2 performs admirably despite reduced training data. PhylopythiaS performs well with taxa that are relevant to its models (see section D.10). SAGEX tends to get the highest precisions and requires a guiding .fasta to operate (this work focuses on SAGs). Of course, as phylogenetic range narrows all binners make more errors. Formally, for some phylogenetic tree \( G \) and a bin \( b \), the height of \( v \) satisfying \( b \subset v \in V \) would correlate positively with precision. This error pattern of confidently describing higher level clades is shared with bootstrapped phylogenetic estimation [84, 88, 132, 204], suggesting a common error profile might exist for all taxonomic estimation methods. This error pattern is a mixed blessing, because binning is being applied in both strain-level analysis [65, 261], but also in studying the Tree of Life [133] (see Figure 1.3). Binning has been applied toward understanding strains, but ultimately it is best applied in understanding the whole tree. The variable quality and pragmatism of binning strategies clearly plays a large role in these abstract analyses but has yet to be incorporated in an objective way.

The comparison of precision and contamination statistics demonstrates that binners effect different forms of bin quality. The primary difference is the scope of applicability. Binner precision describes the probability that any recruited sequence is correctly recruited. CheckM’s contamination statistic describes single-copy marker genes and can be heuristically generalized to describe all sequences in a bin. In theory precision is less heuristic than the contamination statistic, but practically both provide essential information the other cannot. CheckM’s contamination statistic describes a necessary condition toward individual genome recovery: that marker genes are in single multiplicity. It is possible that such a case be satisfied and have contaminant sequences in a bin, so also requiring that a binner have good precision amounts toward a sufficient argument. To claim a bin represents a single genome, it should constructed by a precise binner and also good marker gene statistics.

The advantage of precise binning is that individual attributions of genetic sequences to a taxa have a higher probability of being correct. Increased probability of correct attributions then reduces the probability of mistakes in bin construction. The result is a higher quality bin that can
be more widely trusted, thus satisfying a known issue binning \[240\]. Precision is the motivation and deliverable of SAGEX. However, the other binning strategies studied here have merits as well. First, precision generally comes at the cost of recall and thus reduces inferential yield. Second, increasing precision per recall often costs additional training data \[180\]. If methods of greater recall (consider ESOMs and MaxBin 2.0) are preferred, appropriate statistical methodology can increase precision. For example, special sequences may have a verifiably greater precision than others, but this verification will consume additional data (see Appendix C). So correct usage of imprecise binners can yield precise results, but comes at the cost of large data sets. Consider the work of \[133\] as a potential example of this. Notice that precision and therefore confident binning never comes for free.

It is important to note that this work has the potential for bias due to its SAG-centric lens. A way to improve on this study would be to reproduce it with curated metagenomes composed of known isolate metagenomes paired with SAGs per isolate. This would also do a better job of demonstrating the influence of chimeras, which are a non-trivial issue in metagenomic assembly \[35, 240\].

2.5 Conclusions

Single-cell amplified genome (SAG)-guided binning is shown to substantially increase precision in metagenomic binning, thereby alleviating the concern that binning may falsely attribute contigs to bins incorrectly \[240\]. Precision is studied because it is the probability that attributions are correct. This work’s software for SAG-guided binning is released as SAGEX (SAG EXtrapolator). While evaluated with SAGs, SAGEX only requires its guiding (or training) data to be a .fasta file with at least 4 sequences longer than 2kbp. A thorough comparison was made possible by a collection of 368 SAGs sampled from the Saanich Inlet oxygen minimum zone. It is observed that binners which utilize a larger volume and more relevant training data obtain better precision per recall. All binners are observed to exchange precision for taxonomic specificity; genome-level bins tend to be the most error-prone, while bins at a higher phylogenetic level will have more precision. All methods are argued to have precise usages at least in theory, given sufficient training data or correct statistical manipulation combined with a sufficient sample size. Precise binning alleviates issues with false recruitment, and is attainable with genomic data of sufficient length with a defined phylogeny.

A motivating application of precise binning is explored in a microbial food web in the Saanich Inlet oxygen minimum zone \[125\]. Precision is valuable in this application because each interaction has the potential for immense transformative effects on oceanic chemical composition \[154\]. Used in combination with Metapathways \[121, 149, 150\], SAGEX was able to recover an additional 10% more pathways per SAG and describe a variety of metabolisms. OD1 was confirmed to support fermentation, and also superoxide dismutase in its population genome for handling oxygen stress demonstrates an adaption to the Saanich Inlet’s seasonal anoxicit. Discovery of hydrogen production in Planctomycetes supports potential for coupling with SUP05. Using metagenomes from 2010, potential for complete denitrification was observed for taxa including SUP05\_1a, SUP05\_1c, and Marinimicrobia SHBH1141. Applying this pipeline to the Saanich Inlet time series (2009-2014) and surveying with logistic regression found SUP05\_1c nitric oxide reductase recruitment drops with time, suggesting evolution toward a partial denitrification niche.
As metagenomic binning is often used to recover individual genomes with variable degrees of quality and completion, genomic reporting standards are called for. The findings of this work suggest that individual genome recovery standards should require both marker gene statistics and the binning strategy to be published with binning products. When confidence in results is desired, the most precise binning method available should be used, thus motivating guided binning when possible.

These findings contextualize agreeably with previous models of Saanich Inlet. The discovery that SUP05 might be evolving toward a partial denitrification niche agrees with the conceptual model (see subsection 1.4.4). Specialization would leave an energetic opportunity unutilized, so it really suggests niche partitioning. Further attribution of nitrous oxide reductase ($\text{N}_2\text{O} \rightarrow \text{N}_2$) provides candidate partners for metabolic syntrophy. Further contextualizing in the differential model (see subsection 1.4.5) supports this hypothesis, particularly that complete denitrification may be based on a sulfur-driven relationship. Due to known sulfur-processing metabolic capability combined with a nitrous oxide reductase attribution, Marinimicrobia is a prime candidate. In chapter 3, this argument and others will be bolstered through correlative means.
Chapter 3

SSU rRNA correlation

Small subunit of the ribosomal RNA gene data (SSU rRNA) correlation surveys produce networks which may be used to bolster ecological arguments with statements on microbial covariation. For example, in [chapter 2] many metabolic capabilities were attributed to specific taxa, leaving many syntrophic hypotheses standing. This chapter uses correlative evidence to further constrain these hypotheses. These results agree with and extend previous network perspectives of Saanich Inlet (see subsection 1.4.4 and subsection 1.4.5). Recently, a major challenge in SSU rRNA correlations surveys was demonstrated [267], which effectively brings individual correlative edge attributions into question. Imprecise correlation networks might be able to inform on general topological characteristics, but descriptions of fine community structure have effectively lost confidence. If unmet, these concerns would make correlative evidence at most a suggestion if not a burden, in producing ecological arguments. This work meets this concern through constraining of a covariance matrix \( \Sigma = LL^T + \Psi \), which reduces parameter complexity from \( O(p^2) \) to \( O(p) \) for \( p \) taxa. The method is shown to be capable of substantial precision-recall improvements. Hence ecological arguments are strengthened through precise correlation.

3.1 Introduction

The denitrifying community of Saanich Inlet includes a variety of taxa, with no strain ever operating in isolation. The process of transforming initially fixed nitrogen in \( \text{NH}_4^+ \) to largely biologically inaccessible \( \text{N}_2 \) can span several ecological niches (as in denitrification but not anammox, see subsection 1.4.1). Due to various factors including competitive pressure, these niches might encourage metabolic specialization, as would follow from the Black Queen Hypothesis [190]. Indeed, an abundance of genomic data supports the perspective of a taxonomically diverse denitrification pipeline (see section 1.4). An integral component of oceanic nitrogen loss is entirely ecological.

Perspectives of such ecological machines can be conveyed through a network perspective. The microbial ecology of Saanich Inlet relating to denitrification has been described through conceptual [125] and differential [167] models (described in subsection 1.4.4 and subsection 1.4.5), both of which are abstractly communicated through network representations. As described in subsection 1.1.2, a coherent network abstraction exists to communicate these models. Particularly, these networks have microbial or chemical nodes and interactions described with edges. These networks’ abstraction imposes a degree of superficiality, but the abstraction’s coherence makes the networks relevant. While the underlying microbial individuals are no less complex, careful construction of networks simplifies and thereby contributes to conversations about the ecological machine.

Networks are not only created through abstraction, because they are often inferred directly.
SSU rRNA correlation networks (see section 1.3) can be estimated directly from specially-processed metagenomic data, producing a survey of statistical dependence (see section 1.5.2) in the microbial community. Upon estimation correlation networks remain abstract, only imposing descriptions of covariation, and invite concretization through further genomic information and prior knowledge. This work does exactly that, by first describing denitrifying taxa with metagenomic binning in chapter 2, then bolstering arguments with correlative information in this chapter.

Correlation networks are often estimated through hypothesis testing (see subsection 1.6.5). For each pair of taxa indexed \((i, j)\) with correlation \(\rho_{ij}\), the null hypothesis \(H_0: \rho_{ij} = 0\) is tested. If the null is rejected in favour of \(H_c: \rho_{ij} \neq 0\), then taxa pair \((i, j)\) is classified as correlated. If the null is not rejected, the pair is classified as uncorrelated. Thus correlation network estimation can be treated as a classification problem. In the language of section 1.6.5, the task is to classify pairs of taxa \(S = \{\{\text{Cyanobacteria, Planctomycetes}\}, \{\text{Planctomycetes, SUP05}\}, \ldots\}\) as correlated or not (so \(T = \{\text{correlated, uncorrelated}\}\)) with correlation classifier (network estimation protocol) \(C\). Interpreting correlation network estimation as a classification problem implicitly describes each \(C\) with precision-recall exchanges. Thus, correlation network estimation methods can be objectively compared and measured.

Unfortunately, it was recently observed that popular correlation survey techniques in Microbial Ecology suffer from poor precision-recall exchanges [267]. This means that precision-recall curves tend be shaped according to Figure 3.1, implying that networks can be estimated with precision or recall, but rarely both. This result means that individual edges in estimated correlation networks are in doubt. General graph structure may be preserved in some approximate sense, but individual edges attributions are in doubt. So if one points to an edge and asks “does this correlation really exist?” , the answer is merely “maybe”. The discovery of poor precision-recall exchanges for correlation network estimation in Microbial Ecology threatens their viable application, because it
introduces incoherence into the abstraction.

### 3.1.1 The overfit hypothesis

SSU rRNA can be counted in almost arbitrarily-many clusters (see subsection 1.2.3), because the resolution is adjustable. Studying few low-resolution clusters from a phylogenetically diverse community will inevitably lead to oversimplifications. So studying many fine-resolution clusters is motivated. From a statistical modelling perspective, this means that for a sample’s vector of SSU rRNA counts \( Y \in \mathbb{Z}_{\geq 0}^p \), \( p \) becomes large—often in the hundreds, thousands, or tens-of-thousands. All correlation network estimation methods, not just those surveyed by Weiss et al. [267], must evaluate every pair of these many dimensions for a statistically significant correlation. Indeed, despite applying some of the best existing theoretical solutions, this work must also reduce \( p \) for a feasible solution.

Correlation estimation can be viewed generally as a form of multivariate regression. Through the modelling of dependencies, multivariate regression models tend to have many more parameters than their univariate counter-parts (see subsection 1.6.2). Simple multivariate models tend to have quadratically-many \( (O(p^2)) \) parameters, as in the following equation. So if \( p \) is one thousand, then there are about one million parameters in need of estimation. In subsection 1.6.1 overfit was described as an estimation failure due to having too many parameters. In studying the Saanich Inlet community 112 SSU rRNA samples are modelled. Any large SSU rRNA data set will never be large enough to adequately describe a one-million-dimensional space. Without more creative modelling, overfit is inevitable. The correlation tests evaluated by Weiss et al. [267] employ no mechanisms to significantly reduce the number of parameters estimated, and are thus prone the overfit. Overfit is known to reduce predictive capacity and is thus a possible cause of poor precision-recall exchanges in correlation network estimation in Microbial Ecology.

\[
\text{Cor}(Y) = [\rho_{ij}]_{p \times p} = \begin{bmatrix}
1 & \rho_{1,2} & \rho_{1,3} & \cdots & \rho_{1,p} \\
\rho_{1,2} & 1 & \rho_{2,3} & \cdots & \rho_{2,p} \\
\rho_{1,3} & \rho_{2,3} & 1 & \cdots & \rho_{3,p} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\rho_{1,p} & \rho_{2,p} & \rho_{3,p} & \cdots & 1
\end{bmatrix}
\]

This line of reasoning supports the hypothesis that overfit has caused the high error rates observed by Weiss et al. [267]. Regularization is a broad category of methods for reducing overfit through some form of constraint (see subsection 1.6.3). While a statistical frontier, methods for dealing with high-dimensional dependence structures are available [37, 44, 218]. This work effectively pulls known solutions from the frontiers of statistical theory to implement a practically feasible correlation network estimation software. To deal directly with the quadratic explosion \( (O(p^2)) \) of parameters, a factor model’s covariance structure (see subsection 1.5.3) is used to model quadratically-many correlations with only linearly-many \( (O(p)) \) parameters. So the utilized regularization constraint is \( \Sigma = LL^T + \Psi \) (expanded in the following equation), where \( L \in \mathbb{R}^{p \times m}, \Psi \in \text{diagonal}(\mathbb{R}_{>0}^{p \times p}) \), \( m \) is small. This work uses \( m = 3 \).
Of available regularization approaches, the factor structure ($LL^T + \Psi$) has its own strengths and weaknesses relative to other solutions. Constrained optimization or shrinkage approaches are popular regularization methods [44], extending well beyond multivariate dependence modelling [164]. Shrinkage methods are not used in this work because they tend to the symptoms of the parameters’ quadratic explosion ($O(p^2)$), and with $p$ large, the problem should be dealt with directly. This leaves a single primary alternative to consider, truncated vine copula [37], which construct multivariate dependencies through a hierarchy of latent bivariate variables. Both truncated vine copula and factor models can represent $O(p^2)$ correlations through $O(p)$ parameters, but there are some important differences. An advantage of vines over factor models is that they are capable of representing correlations as exactly zero, $\rho_{ij} = 0$ is possible. Factor models cannot achieve this without adverse effects, so for a sufficiently large sample size (well out of reach for most any SSU rRNA study) every test of $H_0: \rho_{ij} = 0$ will be rejected. An advantage of using a factor model is that it is capable of detecting and modelling unobserved regressors, effectively adding a missed column to the $X$ matrix (see subsection 1.6.2). The factor model is used in this work, because an essential and unobserved variable is long-hypothesized to exist in SSU rRNA and RNA seq studies: sequencing depth. This is advocated through the mixed effect perspective of SSU rRNA correlation analysis (see subsection 1.3.1). For this work, the validity of this perspective over the compositional perspective is advocated in subsection 3.3.2.

It is important to note that high-dimensional covariance estimation has previously been interpreted as a multiple comparison error problem [283]. False discovery Rate (FDR) [24, 25] has been successfully applied toward univariate regression surveys [168, 227, 228]. However, multiple comparison corrections have not been designed for high-dimensional correlation surveys. This work does not evaluate them as a potential solution.

### 3.1.2 Precision-recall comparison

To maintain objectivity, this work’s regularized model is compared against existing methods. Having phrased correlation network estimation as a classification problem, precision and recall are the metrics of comparison. The regularized model is compared against Pearson correlation coefficient or PCC and SparCC (Sparse Correlations for Compositional data). The Pearson correlation statistic converges to $\text{Cor}(X, Y)$ for sufficiently large sample sizes when expectation integrals exist. SparCC is a popular method in Microbial Ecology, designed to accommodate for compositional effects [95], and was survey by Weiss et al. [267]. To allow for confident precision-recall calculations, the correlation methods are compared in a simulation study.

This simulation study demonstrates that regularized estimation is necessary for increasing precision without loss of recall, thereby alleviating the concerns highlighted by Weiss et al. [267]. This bolters the applicability of correlation networks in Microbial Ecology. Surveying a community for correlations is only useful if attributed correlations can be done with confidence. Without precision, there is no confidence.
3.1.3 Saanich Inlet

Beyond precision-recall comparisons, objectivity is further maintained by applying the regularized correlation method to Saanich Inlet SSU rRNA data and findings are contextualized in literature. Any discrepancies between existing understandings of Saanich Inlet community structure and the correlation network are explored. First, the findings will be contrasted against the conceptual (see subsection 1.4.4) and differential (see subsection 1.4.5) models. While all three models use environmental data, a significant difference between is that the correlation network only utilizes SSU rRNA data, whereas the other use proteomic or multi-omic data. An advantage the correlative approach has is that its statistical survey over few data types enables high-throughput analysis, thus providing a description of years of data (2008-2011) instead of days. Second, known community structure (see Figure 3.2) should also be recovered. Third, of all correlations surveyed, the subset relating to SUP05 will be inspected, because observations in chapter 2 suggest the potential for SUP05 to currently be evolving toward a metabolically syntrophic relationship built on sulfur-driven denitrification.

Application of the regularized model to real data also allows an opportunity to test several modelling hypotheses. First, the negative binomial distribution is popular in SSU rRNA regression analyses [168, 185, 228], but there may be better models. Through model selection via AIC testing (see subsection 1.6.3), this work finds such an alternative. Further, the question of whether SSU rRNA data follow the mixed effect or compositional perspectives will be commented on.
3.2 Methods

3.2.1 Multivariate construction

As stated in subsection 3.1.1, this work tests the ability of a regularization strategy to improve precision-recall exchanges in correlation network estimation. Interpreting regularization as a model constraint meant to reduce overfit, this work constrains the covariance matrix $\Sigma$ to a lower-dimensional structure, $\Sigma = LL^T + \Psi$. Model dimension (the number of free parameters) is long-suspect in causing errors, reaching over modern statistical theory [2]. For $p$ taxa, the constraint achieves a reduction in parameters from $O(p^2)$ to $O(p^2)$. In the applied problem, SSU rRNA correlation, $p$ is consistently large, so the reduction is motivated from the perspective of overfit.

However, choosing to constraining an abstract parameter is purely hypothetical without a particularly specified model. Factor models specify covariance matrices for multivariate Guassian distributions. However SSU rRNA data are never Gaussian-distributed (in $\mathbb{R}$), because they are count data (in $\mathbb{Z}_{\geq 0}$). So the regularizing solution complicates model selection. To overcome this issue, this work employs statistical copula (see subsection 1.6.4), a tool whichease(634,533),(705,548) multivariate modelling by allowing the multivariate and univariate components to be selected separately. Via the application of copula, the multivariate structure is now defined without specification of which marginal distributions are used. So the model is abstractly defined as follows for arbitrary marginal distributions $F_{Y_{ij}}$.

**Data:**

$Y \in \mathbb{Z}_{\geq 0}^{n \times p}$ observed counts,

$X \in \mathbb{R}^{n \times q}$ regressors,

**Parameters:**

$L \in \mathbb{R}^{p \times m}$ factor weights, $m$ small,

$\Psi \in \text{diagonal}(\mathbb{R}_{>0}^{p \times p})$ factor model errors,

**Implicit parameters:**

$\Sigma \in \mathbb{R}^{p \times p}$, $\Sigma = LL^T + \Psi$ latent covariance matrix,

**Random variables:**

$Z \in \mathbb{R}^{n \times p}$, $Z_i \sim N_p(0, \Sigma)$ latent Gaussians,

$Y_{ij} \sim F_{Y_{ij}}$ observed marginal counts,

**Functions:**

$F_{Z_{ij}}(z_{ij}) = \Phi(z_{ij}; 0, [LL^T + \Psi]_{jj})$ marginal Gaussian distributions (see subsection 1.5.3),

$F_{Y_{ij}}^{-1}(y_{ij})$ marginal counts’ generalized inverse distribution function,

**Constraints:**

$Y_{ij} = F_{Y_{ij}}^{-1}(F_{Z_{ij}}(Z_{ij}))$ copula mechanism

3.2.2 Marginal model selection

Modelling with copula has conveniently allowed marginal distributions to be dealt with abstractly, but they must be specified prior to model implementation. While copula allows individual dimensions’ (taxa’s) marginal distributions to be different, having arbitrarily many dimensions
(see subsection 1.2.3) motivates selection of a single model which is flexible enough to model every dimension. This work surveys a selection of models with AIC testing (see subsection 1.6.3).

There are many count models to choose from \[46, 63\], but an effective way of reducing candidates is to require a certain kind of flexibility: the ability to satisfy both complete under-dispersion and over-dispersion. An **over-dispersed** model satisfies \(\text{Var}[Y] > \text{E}[Y]\). An **under-dispersed** model satisfies \(Y < \text{E}[Y]\). Not all count models satisfy both of these properties. For example the Poisson distribution satisfies \(Y \sim \text{Poisson}(\lambda) \Rightarrow \text{Var}[Y] = \text{E}[Y]\). By the law of total variance, the large class of Poisson mixtures is never under-dispersed, and thereby the negative binomial and lognormal Poisson [100] are both strictly over-dispersed. Similarly, the binomial and thereby all multinomial marginals are strictly under-dispersed. Requiring no mean-variance constraints not only reduces candidate models, but also requires that models be able to reflect the realities the data are expressing. Constraints should come from data, not from models.

Requiring complete mean-variance flexibility implicitly and ironically requires that candidate count models have a single mean-variance constraint. By [2], if \(Y\) is a count model \((Y \in \mathbb{Z}_{\geq 0})\), then \(\text{Var}[Y] \geq (\text{E}[Y] - \lfloor \text{E}[Y] \rfloor)(\lceil \text{E}[Y] \rceil - \text{E}[Y])\). This is the minimum variance bound satisfied by every count model.

**Result 2.** If \(N\) is a count variable (random variable in \(\mathbb{Z}_{\geq 0}\) with probability one) with mean \(\mu\) and variance \(\sigma^2\), then \(\sigma^2 \geq (\mu - \lfloor \mu \rfloor)(\lceil \mu \rceil - \mu)\).

**Proof sketch.** of Result [2]

Condition the variance of \(N\) on \(\text{E}[N|N < \mu]1_{N<\mu} + \text{E}[N|N \geq \mu]1_{N\geq\mu}\), where \(1_X\) is an indicator function.

The negative binomial distribution has been popular in SSU rRNA analysis [168, 185, 228]. It is a good choice because SSU rRNA data tend to be over-dispersed and it is mathematically simple, making computation faster and easier to implement. It is an imperfect choice, because it cannot model under-dispersed data and it cannot model data from distributions with very heavy tails. Not being able to model under-dispersed data denies modellers the ability to accurately predict taxa values when it might actually be possible. Infinite variance occurs when expectation is finite \((\text{E}[Y] < \infty)\), but variance is not \((\text{E}[Y^2] = \infty)\). This work explores the possibility of SSU rRNA models with non-finite and undefined variance. For these reasons, other models are considered in this work. Univariate models are objectively compared with AIC statistics [subsection 3.3.1] The following models are considered.

1. **Negative Binomial distribution**

   Despite not satisfying the mean-variance freedom requirements postulated by this work, this popular model is a candidate for AIC testing. This work uses the MASS [264] (chapter 7.4) library’s implementation of the Negative Binomial, with location parameter \(\mu\), dispersion parameter \(\nu\), and with the following probability mass function.

   \[f_Y(y; \mu, \nu) = \frac{\Gamma(\mu + \nu)}{\Gamma(\nu)\gamma!} \frac{\mu^\nu y^\nu}{(\mu + \nu)^{\mu + \nu}} , \text{E}[Y] = \mu, \text{Var}[Y] = \mu + \mu^2 / \nu\]
2. Conway-Maxwell-Poisson Distribution

The Conway-Maxwell Poisson distribution (CMP) [62] was initially derived from a queuing model and has seen recent interest [117, 165, 166, 235, 242] because of its ability to model both under-dispersion ($E[Y] \geq Var[Y]$) and over-dispersion ($E[Y] \leq Var[Y]$) in count data. The CMP has the following mass function.

$$P[X = x] = f_{CMP}(x; \lambda, \nu) = \frac{\lambda^x}{(x!)^\nu} \left( \sum_{j=0}^{\infty} \frac{\lambda^j}{(j!)^\nu} \right)^{-1}$$

Notice that the CMP generalizes the Poisson distribution from $\nu = 1$. While the capacity for both over and under-dispersion suggested the CMP may potentially satisfy our requirement for separate and unbounded location and dispersion parameters, it was not meant to be. In Appendix B, this work proves that a CMP with mean $\mu$ and variance $\sigma^2$ satisfies $\sigma^2 < \mu(\mu + 1)$. Because SSU rRNA data sometimes exhibits extreme variability, a variance upper-bound is inadmissible.

3. Hagmark class

In Hagmark [118], the following transform is proven to construct count distributions from absolutely continuous, positive random variables’ distributions with unconstrained means and variances. Most importantly, the count variable $N$ and continuous, positive variable $Z$ satisfy $E[N] = E[Z]$, and $N$ will have a variance near the variance of $Z$ (see Hagmark [118] for exact details). The transform defining a count model $N$ from a continuous model $Z$ is the following.

$$P[N \leq n] = \int_n^{n+1} P[Z \leq z]dz$$

In Hagmark [119], a special Poisson distribution generalization capable of all means and variances is derived.

This work applies the Hagmark transform to the Gamma and Log Normal distributions, because their expected values are guaranteed to exist. This allows link functions to always link to the expected value.

4. Floor class

This class of models is motivated through computational pragmatism. To transform and continuous, positive random variable $Z$ into a count variable $N$ with the floor transform, simply take the floor $N = \lfloor Z \rfloor$. Instead of linking to the expected value, $e^{X \beta}$ links to the median $med(N) = med(\lfloor Z \rfloor) = \lfloor med(Z) \rfloor$ by linking directly to $med(Z)$. Further, $N$ is capable of arbitrarily large and small variances. Continuous, positive random variables are selected for their known medians. This work transforms the Log Normal, Log Cauchy, and Log Student t distributions. Despite the Log Student t distribution generalizing both the Log Normal and Log Cauchy, it does so at the cost of an additional parameter, and so may perform worse in AIC testing.
3.2.3 Full model definition

In subsection 3.3.1, it is shown that the log Student-t distribution reliably achieves the lowest AIC values most often. With both the multivariate structure defined abstractly, contingent only on specification of marginal distributions, a specific model is defined as follows.

Data:
\[ Y \in \mathbb{Z}_{\geq 0}^{n \times p} \text{ taxa count data,} \]
\[ X \in \mathbb{R}^{n \times q} \text{ environmental data, } q < p, \]

Parameters:
\[ \beta \in \mathbb{R}^{q \times p} \text{ regressor weights,} \]
\[ L \in \mathbb{R}^{p \times m}, \Psi \in \text{diag}(\mathbb{R}^{p \times p}) \text{ factor model parameters,} \]
\[ \sigma^2 \in \mathbb{R}_{>0}^p \text{ marginal scale parameters,} \]
\[ \nu \in \mathbb{R}_{>0}^p \text{ marginal tail parameters,} \]

Implicit parameters:
\[ \mu = \exp(X\beta) \in \mathbb{R}^{n \times p} \text{ marginal location parameters,} \]
\[ \Sigma = LL^T + \Psi \in \mathbb{R}_{>0}^{p \times p} \text{ covariance matrix,} \]

Random variables:
\[ T \sim \text{Student-t}(\nu) \text{ marginal variables,} \]
\[ Z \in \mathbb{R}^{n \times p}, [Z]_i \sim \text{iid Normal}(0, \Sigma) \text{ latent Gaussians,} \]

Functions:
\[ F_{Zij}(z) = \mathbb{P}[Z_{ij} \leq z] \text{ a distribution function,} \]
\[ F_{Yij}(y) = \mathbb{P}[Y_{ij} \leq y] \text{ a distribution function,} \]
\[ F_{Yij}^{-1}(p), F_{Yij}(y) \text{'s generalized inverse,} \]

Constraints:
\[ Y_{ij} = \lfloor(\mu_{ij}e^{[T\nu]_j})^{\sigma_j} \rfloor \text{ marginal model,} \]
\[ Y_{ij} = F_{Yij}^{-1}(F_{Zij}(Z_{ij})) \text{ copula mechanism} \]

Calculation of probabilities \[ \mathbb{P}[Y_i = y_i] \] are necessary during estimation protocols, but require integration. This is because for any observed \( Y_i, Z_i \) is only constrained to a potentially unbounded hypercubic region in \( \mathbb{R}^p \). This is a high-dimensional numerical integral which would be computationally intractable (see subsection 1.7.1) if not for the application of the factor model. Through conditional expecations (see subsection 3.2.4), the \( p \)-dimensional integral can be broken into \( p \) \( m \)-dimensional integrals. This work uses \( m = 3 \), so the integrals are computationally tractable.

3.2.4 Estimation

The probability model is parameterized by \( \theta = (\beta, \log \sigma, \log \nu, L, \log \Psi) \in \mathbb{R}^{p(3+q+m)} \). It is flexible. Within \( \theta \) there are \( p(3+q+m) \) knobs which adjust our model when turned. The likelihood function \( f_{Y|X}(y; x, \theta) = \mathbb{P}_\theta[Y = y|X = x] \) is the probability that the entire experimental sample \( (y, x) \) is observed under a particular parameterization \( \boldsymbol{theta} \). For most choices of \( \theta \) the model is absurd, and for one \( \hat{\theta} \) the model is a most likely representation of the data. \( \hat{\theta} \) is the maximum likelihood estimate (MLE) (see subsection 1.6.1). MLEs are solutions to non-linear programs (see subsection 1.7.2). Practical solving of non-linear programs recognizes that
optimization protocols often require a good *first guess* to work reliably. Therefore MLE calculation is broken into two major steps: (1) a heuristic initialization, followed by (2) running a non-linear program solving protocol.

**Initialization**

Calculation of the initial guess for the non-linear program $\hat{\theta}_0$ is done in series of layered heuristics. Early layers are numerically stable and inaccurate, while later layers are more numerically delicate and much more accurate. Except for the first layer, every layer needs an initial guess. This layering of methods from robust to accurate is important, because the final stages are delicate. For example, if a probability model is initialized at to an absurd initial guess $\theta_0$, then $f_{Y|X}(y;x,\theta_0) \approx 0$ and the computer’s floating point representation system will underflow (see section 1.7), deciding the value is exactly zero. Optimization cannot occur if all values near the initial value are so absurd that they decide the data set only occurs with probability zero. The layers of estimates are the following.

1. $\hat{\beta}_0 = \text{OLS}(\log(Y + 1) \sim X)$
   
   Calculate $\hat{\beta}_0$ with an ordinary least squares (OLS) estimation of $\log(Y + 1)$ regressed on $X$. Counts are converted to log scale because the exponential link function is used. One is added to $Y$ to avoid non-finite values after the logarithm.

2. $(\hat{\sigma}_0, \hat{\nu}_0) = \text{MM}(Y, X; \hat{\mu}_0 = \exp[X\hat{\beta}_0])$
   
   With a first guess for each marginal’s regressor weights $\hat{\beta}_0$, calculate the remaining marginal distribution parameters $(\hat{\sigma}_0, \hat{\nu}_0)$ via method of moment (MM) estimators. However, since the Student t$(\nu)$ doesn’t always have a finite expected value, this work uses median-based estimates. With other models, MM estimates are sufficient and this step.

3. $(\hat{\beta}_1, \hat{\sigma}_1, \hat{\nu}_1) = \text{Univariate MLE}(Y, X; \hat{\beta}_0, \hat{\sigma}_0, \hat{\nu}_0)$
   
   With robust estimates computed, non-linear optimization protocols are employed. However these solvers are not applied toward the entire system, but to each marginal distribution separately. This produce a high-quality initial maximum likelihood estimates for each marginal distribution.

4. $\hat{z} = [\hat{z}_j] = [\Phi^{-1}(F_{Y_j}(Y_j; X_j; \hat{\beta}_1)_j, \hat{\sigma}_1)_j, \hat{\nu}_1)_j)]$
   
   This step does not actually calculate an estimate, but prepares data for the final layer of estimation. Here, approximate samples are generate for the latent multivariate Gaussian $Z$. The approximate sample $\hat{z}$ will be used to calculate initial estimates for the copula structure, because it’s easier to estimate parameters for an observed variable than an unobserved variable. This is done by calculating the distribution functions, $F_{Y_j}(Y_j; X_j; \hat{\beta}_1, \hat{\sigma}_1, \hat{\nu}_1)$, for each count in $Y$. The result is a matrix in $[0, 1]^{n \times p}$ of probabilities which are then inverted into approximate observations with the multivariate normal distribution function $\Phi(.; 0, I)$.

5. $(L_1, \Psi_1) = \text{Eigen-decomposition Factor Estimate}(\text{Cor}(\hat{z}))$
To initialize the \((L, \Psi)\) estimate, this work relies on a method described in Johnson and Wichern [139], section 9.3. First, the correlation matrix \(R = \text{Cor}(\hat{z})\) is calculated. Then, because the model has \(m\) factors, calculate the first \(m\) eigen vectors \(v_k\) and values \(\lambda_k\). Each column of \(L_1\) will be \([L_1]_k = \sqrt{\lambda_k} v_k\), and each diagonal element of \(\Psi_1\) will be \([\Psi_1]_{jj} = I - LL^T\).

6. \(\hat{\theta}_0 = (\hat{\beta}_1, \hat{\sigma}_1, \hat{\nu}_1, \hat{L}_1, \hat{\Psi}_1)\)

The initial value for the entire model’s non-linear optimization routine \(\hat{\theta}_0\) is just a concatenation of all best estimates thus far.

It is important to note that a more robust method exists for calculating \((L_1, \Psi_1)\). Instead, the correlation matrix which generated them could have been generated by calculating a matrix of latent correlations. Each correlation is an MLE for a bi-variate Gaussian copula model. The matrix of correlations can then be projected to a nearest covariance matrix, then converted to a correlation matrix. This robust method is compared with the initialization procedure employed by this work in Figure 3.3. The estimates have correlation of 0.419, and so have an operable similarity in this case. These initial estimates need only be close enough, since their differences would be eliminated after applying a non-linear optimizing protocol. The bi-variate copula method is more robust, because it works for small \(p\), where the implemented method may not.

Non-linear optimization

With an initial estimate \(\hat{\theta}_0\), non-linear optimization may begin. Ideally, this work would employ the L-BFGS routine (subsection 1.7.2) with high-quality gradient calculations, but for for the sake of project brevity, a series of univariate optimizations are performed with simple Newton-Raphson optimizations, and five-point stencils are used to estimate first and second derivatives (see subsection 1.7.1). While this software is interfaced through R [221], GPU acceleration makes the pre-implemented L-BFGS routine cannot be used due to inefficient job batching. The protocol requests too few simultaneous jobs to overcome warp divergence (see subsection 1.7.3).
GPU acceleration is used for this project, because of substantial compute requirements. There are three major causes of substantial compute requirements. First, the hypercubic integrals (see subsection 3.2.3) are calculated with MC-integration (see subsection 1.7.1). Second, statistical significance for correlation tests $H_0: \rho_{ij} = 0$ is computed through bootstrapping. Third, many networks are generated for a full-factorial simulation study (see subsection 3.2.5) is used to evaluate the method. GPU calculation is motivated over grid compute methods such as Map Reduce [68] or MPI [112], because the overall floating point operations per second were expected to be higher.

The primary caveat in programming for GPUs is that warp divergence must be minimized. Warp divergence, the issuance of different instructions to the same batch of threads, can cause a GPU compute job to run slower than if run on a CPU. To avoid warp divergence, code execution patterns must be predictable. Divergences must be organized into separate thread blocks. This work achieves predictable log likelihood $\log f_{Y|X}(y|x; \theta)$ calculation primarily through two strategies: (1) $\log f_{Y|X}(y|x; \theta)$ is algebraically broken into summable components, allowing separate calculations to be organized accordingly; and (2) integration over the $m$-dimensinal Gaussian hypercubes is calculated with an MC-integral, likening it to the work of Genz [101], rather than an unpredictable quadrature routine [217]. The algebraic decomposition of $\log f_{Y|X}(y|x; \theta)$ into summed components is done as follows.

$$
\log f_{Y|X}(y|x; \theta) = \log P[Y = y|X = x] = \log P[Y = y] \ (\text{suppress conditional notation for brevity}) = \log \prod_{i=1}^{p} P[Y_i = y_i] = \sum_{i=1}^{p} \log P[Y_i = y_i] = \sum_{i=1}^{p} \left( \log P(Z_i \in [a, b]) \prod_{j=1}^{p} P[Y_{ij} = y_{ij}] \right) = \sum_{i=1}^{p} \left( \log P(LF_i + \Psi^{1/2} E_i \in [a, b]) + \sum_{j=1}^{p} \log P[Y_{ij} = y_{ij}] \right) = \sum_{i=1}^{p} \left( \log E[P(\Psi^{1/2} E_i \in [a, b]) \prod_{j=1}^{p} P[Y_{ij} = y_{ij}] + \sum_{j=1}^{p} \log P[Y_{ij} = y_{ij}] \right) = a.s. \sum_{i=1}^{p} \left( \log \lim_{K \to \infty} K^{-1} \sum_{i=1}^{K} P(\Psi^{1/2} E_i \in [a, b]) - LF_i | F_i = f_k) + \sum_{j=1}^{p} \log P[Y_{ij} = y_{ij}] \right) = \lim_{K \to \infty} \sum_{i=1}^{p} \left( \log K + \log \sum_{i=1}^{K} P(\Psi^{1/2} E_i \in [a, b]) - LF_i | F_i = f_k) + \sum_{j=1}^{p} \log P[Y_{ij} = y_{ij}] \right) = \lim_{K \to \infty} \sum_{i=1}^{p} \left( \log K + \log \sum_{i=1}^{K} P(\Psi^{1/2} E_i \in [a, b]) - LF_i | F_i = f_k) + \sum_{j=1}^{p} \log P[Y_{ij} = y_{ij}] \right) = \lim_{K \to \infty} \sum_{i=1}^{p} \left( \log K + [LS]^{K}_{i=1} \prod_{j=1}^{p} P(\Psi^{1/2} E_i \in [a, b]) - LF_i | F_i = f_k) + \sum_{j=1}^{p} \log P[Y_{ij} = y_{ij}] \right)
$$

where $[a, b]_i = F_{\Psi_{ij}}^{-1} \left( G_{Y_{ij} \mid \mathcal{F}}(y_{ij}; \mu_{ij}, \sigma_j, \nu_j)\right)$, $\mathcal{F}$ is the number of MC iterates, and $\mathcal{F} = \sum_{j=1}^{p} [a, b]_i$ is a hypercub
A log sum possible by applying the identity \( \log(a + b) = \log a + \log(1 + \exp[\log b - \log a]) \). Log sums are used to maintain logarithmic scale during integration. Logarithmic scale is important because the high-dimensional integral is over small-measured (potentially unbounded) hypercubes in \( \mathbb{R}^p \). The hypercubic probabilities are so small that they tend to cause underflows if not kept on log scale.

An additional detour from popular methods is required to avoid warp divergence. This algorithm must compute many Student \( t(\nu) \) distribution functions, which is usually calculated via the following identity.

\[
\int_{-\infty}^{t} f_T(u; \nu) du = 1 - I_{\frac{\nu}{\nu + \frac{t^2}{2}}} \left( \frac{\nu}{2}, \frac{1}{2} \right), \text{ where } I_x(a,b) = \frac{B(x; a, b)}{B(1; a, b)} \quad B(x; a, b) = \int_0^x t^{a-1}(1-t)^{b-1} dt
\]

The \( I_x(a, b) \) function is the incomplete beta ratio function. On CPUs processing in double precision, \( I_x(a, b) \) is calculated with the TOMS708 library [39, 75]. This work’s software computes in single precision (which is faster for many GPUs), and cannot afford to break the computation into the many cases used by the TOMS708 algorithm, because unpredictable code execution results in warp divergence. To remedy this problem, \( I_x(a, b) \) is broken into the following three easy-to-predict cases, and computed to single-precision accuracy.

1. When \( \nu > 10^5 \), a normal-distribution approximation is used.
2. When \( t^2 < \nu \), the identity \( I_x(a + 1, b) = I_x(a, b) + \frac{x^a(1-x)^b}{aB(1,a,b)} \) is iterated.
3. Otherwise apply an older \( t \)-distribution algorithm. Particularly, ACM Algorithm 395 is applied [129].

**Statistical significance via bootstrapping**

All estimation exists to serve statistical testing, which effectively decides which taxa-pairs are correlated or not. With one test for significance per correlation \( H_0 : \rho_{ij} = 0 \), likelihood ratio tests are infeasible, because it would require calculating a different MLE per \( \rho_{ij} \). A good alternative might be employing a normal approximation with observed inverse Fisher Information estimating covariances. However with so many parameters, it is not obvious that asymptotic assumptions \( (n \to \infty) \) are truly satisfied. Further, testing for \( L \) or \( \Psi \) significance is insufficient, because the implicit \( \Sigma = L L^T + \Psi \) must be tested per-entry instead. Fisher Information of transformed variables is calculable but assumes the existence of many derivatives, which may not actually be well-defined. With so many uncertainties, a bootstrapping [83] approach is motivated (see subsection 1.6.5). Employing the bootstrap overcomes delicate theory with expensive computational work. The bootstrap works by randomly resampling from the data set and calculating an estimate \( \hat{\theta} \) per resample, thereby empirically reconstructing the sampling distribution.

In subsection 1.3.1, the compositional and mixed effect perspectives of SSU rRNA multivariate structure were described. Both are effects which obfuscate the community’s authentic correlation structure. The primary strategy of this chapter is to increase correlation-attribution precision through the factor model’s parameter reduction, but the factor model also implicitly agrees with the mixed effect perspective. The factor model \( Z_i \sim iid N_p(0, LL^T + \Psi) \) is implicitly equivalent to
the sum of two Gaussian random variables \((F_i, E_i) \in \mathbb{R}^m \times \mathbb{R}^p\), via 
\[ Z_i = F_i L + E_i \Psi^{1/2}. \]
Each of the \(m\) dimensions of \(F_i\) is called a factor. This allows any of the \(m\) dimensions of each \(F_i\) to act as a mixed effect. In subsection 3.3.2, this work also builds evidence toward the hypothesis that Saanich Inlet SSU rRNA data does indeed follow the mixed effect perspective, and also argues that the first dimension of \(F_i\) models the mixed effect of sequencing depth.

Embracing the mixed effect perspective, this work modifies bootstrapped estimates of \(\Sigma\) by removing the mixed effect. This is equivalent to separating \(L\) into two components \(L = [L_1, L_{-1}]\), where \(L_1\) is the first column of \(L\) and \(L_{-1}\) is the matrix of the remaining \(m - 1\) columns of \(L\). So while \(\Sigma = LL^T + \Psi\), this work actually estimates bootstrapped values of \(\Sigma_{-1} = L_{-1}L_{-1}^T + \Psi\).

3.2.5 Precision-recall comparison

As described in subsection 3.1.2, a simulation study is used to objectively compare correlation network estimation methods via the metric of precision-recall exchanges. However, many variables important exist beyond the choice of correlation statistic. Further, all three correlation statistics compared are designed for different use cases. To understand the inter-dependencies between these variables, the simulation study will be conducted as a full-factorial experiment. Full-factorial experiments follow a special experimental design which enables for the full testing of all pair-wise dependencies between variables [188]. Recall each correlation statistic is only a classifier for a specific Type-I error rate \(\alpha\) (p-value cutoff). Note that the full-factorial experiment is replicated once per \(\alpha \in \{0.001, 0.01, 0.05, 0.1, 0.2, 0.3, 0.4\}\), and precision-recall curves are generated over the \(\alpha\) values. The variables of the full-factorial experiment are the following.

1. Statistic: Regularized, SparCC, or Pearson
2. Number of samples, one of 200 or 1000.
3. Regressor effects: yes or no. If yes, simulants’ marginal location parameters are regressed against environmental parameters. Environmental measurements and \(\beta\) weights are randomly selected from actual model fits.
4. Sparsity: one of 0.01 or 0.5. This is the proportion of simulants’ correlation structure elements which are non-zero.
5. Simulant model: compositional or mixed effect. Specific probability models are used to generate the random data with known correlations. One model follows the compositional perspective, while the other follows the mixed effect perspective. Model definitions are provided below. Note that neither model agrees perfectly with the specifications of either this work’s regularized method, nor SparCC.

The compositional model is a logistic normal multinomial (LNM) [277]. It is specified as follows.

**Data:**
\[
Y \in \mathbb{Z}_{\geq 0}^{n \times p} \text{ observed counts,}
\]
\[
X \in \mathbb{R}^{n \times q} \text{ regressors,}
\]
**Parameters:**
\( \beta \in \mathbb{R}^{q \times p} \) regressor weights,
\( \Sigma \in \mathbb{R}^{p \times p} \) covariance matrix,

**Implicit parameters:**
\( \mu \in \mathbb{R}^{n \times p} \) \( \mu_{ij} = e^{X_i \beta_j} \) regressed means,
\( P \in (0, 1)^{n \times p} \) \( P_{ij} = e^{Z_{ij}} / (1 + \sum_{j=1}^{p} e^{Z_{ij}}) \) probabilities,

**Random variables:**
\( Z \in \mathbb{R}^{n \times p} \) \( Z_i \sim iid \mathcal{N}_p(\mu_i, \Sigma) \) latent Gaussians,
\( N \in \mathbb{Z}^{n \times p} \) \( N_i \sim iid \) Empirically sampled,
\( Y \sim iid \) Multinomial\((P, N)\)

The *mixed effect* model uses a copula mechanism (see subsection 1.6.4) to join negative binomial distributions to a multivariate structure with a mixed effect. This work refers to it as the negative binomial with Gaussian copula (NBGC) (see section 1.6.2 for the Negative Binomial definition used). It is defined as follows. Notice that the mixed effect component obfuscates the underlying correlation structure.

**Data:**
\( Y \in \mathbb{Z}^{n \times p} \geq 0 \) observed counts,
\( X \in \mathbb{R}^{n \times q} \) regressors,

**Parameters:**
\( \beta \in \mathbb{R}^{q \times p} \) regressor weights,
\( \Sigma \in \mathbb{R}^{p \times p} \) covariance matrix,
\( \sigma^2 \in \mathbb{R}_{>0}^p \) marginal variances,
\( L \in \mathbb{R}^p \) mixed effect vector,

**Implicit parameters:**
\( \mu \in \mathbb{R}^{n \times p} \) \( \mu_{ij} = e^{X_i \beta_j} \) marginal expected values,

**Random variables:**
\( Y_{ij} \sim \text{NegativeBinomial}(\mu_{ij}, \sigma^2_j) \) marginal distributions,
\( Z \in \mathbb{R}^{n \times p} \) \( Z_i \sim iid \mathcal{N}_p(0, LL^T + \Sigma) \) latent Gaussians,

**Functions:**
\( F_{Y_{ij}}(y_{ij}; \mu_{ij}, \sigma^2_j) \) marginal distribution function,
\( F_{Y_{ij}}^{-1}(p; \mu_{ij}, \sigma^2_j) \) generalized inverse of a marginal distribution function,
\( F_{Z_j}(z_{ij}; 0, [LL^T + \Sigma]_{jj}) \) latent Gaussian’s marginal distribution function,

**Constraints:**
\( Y_{ij} = F_{Y_{ij}}^{-1}(F_{Z_j}(Z_{ij}; 0, [LL^T + \Sigma]_{jj}); \mu_{ij}, \sigma^2_j) \)

### 3.2.6 Saanich Inlet

As described in subsection 3.1.3, objective evaluation of the regularized correlation method is extended beyond a simulation study and into real-world SSU rRNA data. Using data from Saanich Inlet (see section 1.4), findings can be contextualized amongst current models of the denitrifying community’s structure. Further, the data provides meaningful evidence in evaluating which univariate count models best-describe SSU rRNA data (see subsection 3.3.1), and also in...
evaluating whether a compositional or mixed effect perspective better-describes the data (see subsection 3.3.2).

A total of 91 SSU rRNA samples are used, sampled from 2007 to 2011, from the depths of 10m to 215m. Concentrations of O\textsubscript{2}, NO\textsubscript{3}\textsuperscript{-}, and H\textsubscript{2}S are paired with each sample. The SSU rRNA data are converted to multivariate count data with QIIME (see subsection 1.2.3). From a regression perspective the SSU rRNA data are represented in the dependent (count) variable \(Y \in \mathbb{Z}^{n \times p} \geq 0\), and the environmental concentrations are the regressors (independent variables) \(X \in \mathbb{R}^{n \times q}\), where \(n = 91\), \(q = 3\), and \(p = 57\). Regressors used are concentrations of O\textsubscript{2}, NO\textsubscript{3}\textsuperscript{-}, and H\textsubscript{2}S, because they are known to be important variables. Depth is omitted as a regressor, because it is strongly correlated with O\textsubscript{2}, and thus might decrease statistical power in later testing. Choosing \(q = 3\) is justified through compute time restrictions. These data are processed through the estimation pipeline described in subsection 3.2.4, and statistical significance is decided with 1000 bootstrap iterates (see subsection 1.6.5).

**Reducing phylogenetic resolution**

Choosing \(p = 57\) is motivated by the primary contribution of chapter, precise correlations through parameter reduction (illustrated in subsection 3.1.1). Pragmatically, the \(O(p^2) \rightarrow O(p)\) reduction still requires \(p\) to be at least comparable to \(n\). So while estimating a model of the whole community is desirable, it is not yet feasibly estimable. Keeping the number of taxa \(p\) small can be achieved through two methods: (1) throwing out clades, and (2) summing up SSU rRNA counts within clades. The advantage of throwing out clades is that high-resolution descriptions of remaining clades will be made possible, but it runs the risk of falsely attributing correlations due to omitted taxa (see section 1.5.3). So discarding information runs the risk of supporting false interpretations which are otherwise avoidable. Instead this work takes the second option, summing counts within clades, because it reduces the chance of false inference only at the cost of a coarser-grain description of the system. Fortunately clades needn’t always be selected at the same taxonomic level, allowing greater description of a few target taxa. All clades are summed up to the phylum level, except for SUP05, Nitrospina, and Nitrospira. In total this produces \(p = 57\) counted clades. Just as in precision-recall exchanges, the desire for descriptive breadth will always be at odds with confident inference. In section 4.3, an \(O(\log p)\) reduction is explored, but it comes at the cost of even more complex modelling, and thereby increased abstraction in results.

### 3.3 Results

#### 3.3.1 Marginal model selection

In determination of which univariate marginal model best describes observed SSU rRNA, several univariate count distributions were surveyed with AIC statistics (see subsection 3.2.2). Since there are many dimensions of SSU rRNA counts, each model has several AIC statistics. Descriptive statistics are provided in Table 3.1. AIC values behave like a measurement of error, the best model will have consistently small AIC values. Because all marginal models are joined together in a single multivariate model, a marginal model with only a few very large AIC values (high-variance dimensions) is inadmissible, because it threatens the entire model’s ability to fit. Extremely
Table 3.1: AIC score statistics per marginal model

<table>
<thead>
<tr>
<th></th>
<th>Negative Bin.</th>
<th>Hagmark Gam.</th>
<th>Hagmark Log N.</th>
<th>Floor Log N.</th>
<th>Floor Log Cau.</th>
<th>Floor Log t</th>
</tr>
</thead>
<tbody>
<tr>
<td>Min</td>
<td>13.64</td>
<td>13.81</td>
<td>14.49</td>
<td>13.56</td>
<td>13.36</td>
<td>14.00</td>
</tr>
<tr>
<td>Median</td>
<td>15.09</td>
<td>14.97</td>
<td>15.25</td>
<td>14.71</td>
<td>14.83</td>
<td>15.11</td>
</tr>
<tr>
<td>Mean</td>
<td>41.56</td>
<td>18.53</td>
<td>15.99</td>
<td>15.50</td>
<td>15.71</td>
<td>15.60</td>
</tr>
<tr>
<td>3rd Quant.</td>
<td>19.85</td>
<td>16.87</td>
<td>16.18</td>
<td>15.93</td>
<td>16.15</td>
<td>16.29</td>
</tr>
<tr>
<td>Max</td>
<td>4043.07</td>
<td>640.69</td>
<td>33.82</td>
<td>33.83</td>
<td>42.95</td>
<td>26.47</td>
</tr>
</tbody>
</table>

Figure 3.4: Histogram of final estimated values $\nu$

unlikely values can cause a few data points to overpower the model or simply fail estimation through underflow errors (see section 1.7).

The selected marginal model is the Floor Log t distribution, because it consistently achieved the lowest AIC values. This model has one more parameter than the others, which permits it more flexibility. Fortunately, the AIC statistic accounts for the number of parameters, so the low AIC values indicate the additional parameter is motivated. The additional parameter is the Student-t’s shape parameter $\nu > 0$, which controls the thickness of the model’s tail. A distribution with thick tails has more extreme values. A Student-t model has more extreme values when $\nu$ is small. This can be seen analytically, because its expected value is undefined for $\nu \leq 1$, and its variance is undefined for $\nu \leq 2$. With these special values in mind, the histogram of all estimates $\hat{\nu}$ (see Figure 3.4) meaningfully demonstrates that all distributions exhibit heavy tails, and many don’t even have defined variances.

Descriptive statistics

Interpretation of the AIC statistics is easiest when contextualized in descriptive statistics of the actual data, because the different models are best-suited to different distributions of data. The data is characterized by strongly skewed count distributions as illustrated by histograms A, B, & C of Figure 3.5. This skew shape is supported by all candidate models, but not necessarily all are capable of capturing the extreme skew. Another important quality of the data is that observed variances can be much larger than their corresponding means, as illustrated by $\hat{\sigma}/\hat{\mu}$.
ratios in histogram D of Figure 3.5. Having standard deviations 6 or 12 times larger than the mean highlight the importance of considering models capable of infinite variances, particularly Cauchy or Student-t distributions. Another important statistic is that of all counts, 40% are zero. Thus selected model must be both capable of very large values amongst many zeros. Again, generating count models from infinite-variance-capable distributions makes this quality possible. Finally, histograms A shows that the SUP05 distribution’s skew is not so extreme, thereby supporting a model with is capable of finite variances. Of the models considered, such flexibility is only possible through the Floor Log t distribution, which the AIC statistic favoured.

3.3.2 Compositional vs. mixed effect perspective

In subsection 1.3.1, two perspectives on SSU rRNA multivariate structure are proposed: the compositional and mixed effect perspectives. Under the compositional perspective, taxa are expected to compete for sequencing depth, and thus have a negative correlative effect included upon their counts. Under the mixed effect perspective, taxa counts rise and fall together with sequencing depth, and thus have a positive correlative effect induced upon their counts. Both are obfuscating effects that need to be controlled for, if present. Of the \( p = 57 \) taxa observed, 75% of their observed correlations are positive, suggesting the mixed effect perspective is correct.

Observing a majority of positive correlations does not conclusively support a mixed effect perspective, because it is merely an unobserved and linear latent effect, and a compositional mechanism may be overpowered by a highly inter-dependent community. The strongest evidence for the data following a mixed effect perspective is in Figure 3.6. The \( \mathbf{L}_1 \) vector has statistically significant, positive values for nearly every taxa. Because \( \mathbf{L}_1 \) is a factor model weight, the data support the existence of a single, linear effect shared amongst the taxa. Such is the exact design of the mixed effect perspective. These findings describe Saanich Inlet SSU rRNA multivariate
structure as following the mixed effect perspective.

### 3.3.3 Exploring GPU necessity

Setting up a CUDA-enabled GPU is not always easy, so it is worth exploring the necessity of GPU-acceleration in estimating for the regularized model. The estimation scheme is a two-stage process, with an initialization step and non-linear optimization step (see subsection 3.2.4). The initialization step is fast and does not require a GPU, whereas the non-linear optimization step is slow and does require a GPU. Avoiding the non-linear optimization process would not just simplify hardware requirements, but also drastically shorten compute times. For example, the two-week-long computational experiment described in subsection 3.2.5 would have taken under one day without non-linear optimization. That said, the initialization produces a merely approximate estimate, whereas applying the GPU allows for optimal estimates. Therefore the GPU is only valuable if MLE optimality is.

Having fully applied the GPU and its associated CUDA software, this study now has bootstraps which describe the sampling distribution produced from Saanich Inlet SSU rRNA data (see subsection 3.2.6). This data is valuable in deciding the necessity of GPU-driven non-linear optimization. By comparing an initialized estimate \( \hat{\theta}_0 \) to the sampling distribution of \( \hat{\theta} \), it can be decided if \( \hat{\theta}_0 \) falls within the natural variation fully optimized estimates. If it does not, then \( \hat{\theta}_0 \)
Figure 3.7: Testing the necessity of GPU acceleration in estimation. Test A shows GPU acceleration is not necessary for general model parameters. Test B shows GPU acceleration is necessary for correctly estimating correlations.

certainly has sufficient bias to obfuscate real results.

The problem is scrutinized through a combination of hypothesis testing and descriptive statistics. Asymptotic statistical theory provides the following approximation, which roughly applies to this problem. The hypothesis test assumes that the bootstraps $\hat{\theta}$ follow a multivariate Gaussian distribution with empirical mean $\bar{\theta}$. As shown in PCA A of Figure 3.7 this assumption imperfectly applied, though it is justifiable in PCA B.

$$\hat{t} = (\hat{\theta}_0 - \bar{\theta})^T \Sigma^{-1} (\hat{\theta}_0 - \bar{\theta}) \sim \chi^2_p$$

Two tests are conducted to demonstrate the nuanced effect the GPU provides. In test A, $\theta$ is tested in its $\theta_A = (\beta, \log \sigma, \log \nu, L, \log \Psi)$ form, thereby describing estimation quality for the entire model’s structure. In test B, only a subset of the parameters are used $\theta_B = (L, \log \Psi)$, and are transformed into latent correlation estimates $\{\hat{\rho}_{ij}\}_{i \neq j}$, thereby describing estimation quality only for the correlative structure. In both cases, the statistics $\hat{\Sigma}$ and $\bar{\theta}$ are estimated from the bootstraps $\hat{\theta}$, the approximate Gaussian distribution of $\hat{\theta}$ is scrutinized through PCA, and a robust argument is provided through $z$-scores $$(\hat{\theta}_0 - \bar{\theta})/(\text{diag}(\Sigma))^{1/2}.$$ The null hypothesis is always $H_0 : \hat{\theta}_0 = D \hat{\theta}$.

The combined approach of hypothesis testing and $z$-score histograms provides different argumentative qualities, and ultimately agree in their results. Hypothesis testing is theoretically powerful but logically delicate and prone to assumption failures, whereas the $z$-score histograms provide logically robust but ambiguous results. The hypothesis tests are imperfectly applied. In test A, $\hat{\theta}$ is not Gaussian distributed as indicated in PCA A, where a bimodal distribution is shown and existing outliers are hidden. In test B, the mere 1000 bootstraps is insufficient to estimate $\hat{\Sigma}$ due to the $p(p-1)/2 = 1596$ correlations it describes. Instead, $\hat{\Sigma}^{-1}$ is constructed through diagonalization omitting any eigenvalues less than $2.22 \times 10^{-14}$ (which happens to be the first 999 vectors). The hypothesis test A fails to reject with a p-value rounding off to one (supporting $H_0 : \hat{\theta}_{A0} = D \hat{\theta}_A$), and hypothesis test B rejects with a p-value rounding
3.3.4 Precision-recall comparison

The simulation study described in subsection 3.2.5 yields precision-recall curves illustrated in Figure 3.8 (A). The full-factorial experimental design is great for building strong inferential arguments, but they produce enough complicated data that a regression analysis is usually required to correctly interpret findings. In this case, the simulation study produces so many precision-recall curves, that while a few suggested themes can be seen, over-plotting obsfucates clear conclusions, and beta regression is used to clean up the findings in Figure 3.8 (B).

The experiment reveals the following observations.

1. Under the mixed effect model perspective (which is supported by data, see subsection 3.3.2), the regularized model greatly improves precisions. In Figure 3.8 (B), for a recall of 20%, the expected precision is about 90%.

2. Under the compositional perspective, the regularized model performs comparably to the best of other methods on average. In Figure 3.8 (B), for a recall of 20%, the expected precision drops to about 55% under the compositional perspective. It is worth noting that the Pearson method’s precision drops as well. It is possible that drop may be partially due to simulant model selection. Particularly, the mixed effect simulates from the LNM, which hides correlation structure behind a mixture model, and thereby should add variance, making inference less efficient. However, the regularized model inherently follows the mixed effect perspective, and likely had built-in biases that could cause it to under-perform under a compositional condition.

3. Computing the regularized portion of the experiment took two weeks, whereas the other methods took no longer than two days. This demonstrates that the precision increases are
Figure 3.9: All statistically significant correlations

not free, and come at the cost of increased compute requirements. Despite the substantially increased compute time, algorithmic complexity only grows linearly $O(p)$ with $p$ taxa, so larger jobs should scale well if a GPU grid may be used. The experiment was run over $2^4$ conditions $\times 2$ replicates per statistic. The software was run on a single terminal with an AMD FX(tm)-8320 Eight-Core Processor, 32GB RAM, GeForce GTX 980 Ti GPU, running Ubuntu 14.04.

4. Pearson outperformed SparCC. This is likely due to a combined effect of two factors. First, sample sizes tested were large (200 or 1000), and because Pearson correlations are consistent, they should be fairly accurate. Second, SparCC precisions tended to cluster, which is likely a symptom of its known tendency to over-attribute correlations (see figure 1b of Friedman and Alm [95]). The precisions of any method which attributes too many correlations will by dictated more by the natural abundance of correlations, than the method itself.

3.3.5 Saanich Inlet

As described in subsection 3.1.3, the Saanich Inlet SSU rRNA data set is run through this work’s regularized method so that it may (1) be contextualized against previous descriptions of the Saanich Inlet denitrifying community, (2) be evaluated for its ability to recover observed community structure, and (3) further constrain understanding of how denitrification is occurring via SUP05’s partial denitrification. The estimated correlation network is not simple (see Figure 3.9), and requires further processing so that it may be digested. It might be tempting to simply discard nodes from the network that seem disinteresting, but such an approach destroys information. For example, if edges in the remaining network are merely tertiary correlations (see section 1.5.3), then the discarded nodes are actually deciding the observed correlations. So simply discarding taxa risks ignoring the primary drivers of the community’s covariational structure.

Network subsetting can incorporate all relevant covariational information by subsetting with
partial covariance decompositions (see section 1.5.3). To ensure that only statistically significant edges are observed in the sub-network, bootstraps are calculated for partially decomposed $\Sigma_{-1}$ matrices (see section 3.2.4). The resulting sub-network only includes decided taxa as nodes, but the whole system’s information is represented via the exclusion of edges strictly due to discarded taxa. An illustration of the Saanich Inlet denitrifying community’s sub-network is shown in Figure 3.10. The representation of community-wide information in the sub-network can be seen through including special nodes. For example, including taxa without known participation in denitrification does not add edges, as was the case for OD1, Chlamydiae, Methanococci Eury, and Acidobacteria. Further, edges can be added by including groups which superset taxa which ought to be correlated for phylogenetic reasons, as was the case for NO.blast.hit, Unclassified Bacteria, and Proteobacteria.

An nuanced caveat for interpreting Figure 3.10 is that the entire analysis is conditioned on the environmental observations ($O_2, NO_3^-, H_2S$). This is due to the model’s origination from a multivariate regression paradigm (see section 1.6.2). While the taxa’s environmental and partial correlations are estimated simultaneously, the environmental correlations take precedence, because the partial correlations are only able to describe system variation that is not due to environmental variables. The mechanism is very similar to a partial correlation decomposition (see section 1.5.3), however inequivalent due to the non-Gaussian nature of the count data. This nuanced perspective is important, because it provides a deeper perspective into postulated ecological dependences which might be attributed to environmental accumulations of public goods. For example, the hypothesis of sulfur-driven denitrification via SUP05 and Marinimicrobia is strengthened, because the organisms share a partial correlation while not correlating with environmental $H_2S$.

Several observations are relevant to the motivations described in subsection 3.1.3. First, leveraging the method’s ability to more-precisely survey for correlations, it is notable that SUP05 shares a partial-correlative edge with Marinimicrobia, but not with Planctomycetes. It is notable that all three are negatively correlated with $O_2$ concentrations, but have no significant interactions with NO$_3^-$. Second, the environmental correlations agree with known environmental abundances illustrated in Figure 3.2. Note that all taxa in the network are negatively correlated with $O_2$, despite existing at different oxygenation levels within the OMZ. This is OMZ $O_2$ levels are only subtly different relative to $O_2$ levels near the surface. This $O_2$ phenomena is so strong that the only Cyanobacteria are positively correlated with $O_2$ (see Figure 3.6). A particularly interesting univariate differentiation is that Nitrospira are negatively correlated with NO$_3^-$ concentrations, while Nitrospina are positively correlated.
Figure 3.10: Statistically significant partial correlations and regressors superimposed over metabolisms. Metabolic relationships reflect both previous interpretations described in subsection 1.4.3 and observations from chapter 2.
3.4 Discussion

3.4.1 Precision-recall comparison

In subsection 3.3.4, a full-factorial experiment demonstrates the ability of model regularization to make precision attribution possible for SSU rRNA correlation surveys, directly meeting the concerns of Weiss et al. [267]. Taking the perspective that regularization is a model constraint used to reduce overfit, the regularizer is a covariance matrix constraint $\Sigma = LL^T + \Psi$ which is effective through reducing the parameter’s dimensional complexity from $O(p^2)$ to $O(p)$ for $p$ taxa. Without precise attribution, correlation networks may only be a guide for approximate topologies, perhaps effectively describable through graph statistics [14, 107, 109, 201, 281] such as centrality [32], betweenness centrality [94], connectivity, or power law distributions [3]. Of course, some statistics might not actually converge meaningfully on certain random graphs. With precise attribution, correlation networks become meaningful to the finest level of resolution: the edge. These findings support the conclusion that the future of SSU rRNA correlation surveys almost entirely requires some form of high-dimensional accommodation [44, 138, 218] such as regularization.

3.4.2 Univariate SSU rRNA models

In subsection 3.3.1, univariate count regression models are surveyed with AIC statistics (see Table 3.1). The conclusion is not that the popular [168, 185, 226, 228] negative binomial is a reliable good fit, but instead the floor log t distribution is. While the Student t distribution requires an additional parameter thereby inviting overfit, the AIC statistic accounts for such effects. The Student t shape parameter estimates (see Figure 3.4) indicate that extreme values are commonplace, and therefore make less-robust models including the negative binomial prone to poor fits. This observation is meaningful for authors of univariate regression survey software, and suggests that such software might be more robust through application of different models.

3.4.3 Multivariate SSU rRNA models

In subsection 3.3.2, a data-driven argument is built to support the mixed effect perspective for the Saanich Inlet data set. Particularly, 75% of all observed correlations were positive, perhaps cultivated by the common mixed effect variable of sequencing depth. However, it is the mostly-positive $L_1$ factor weight (see Figure 3.6) which provides the strongest support for the perspective, because it observes a mixed effect mechanism. This data support the mixed effect mechanism over the compositional perspective, but do not conclusively decide the question of which is right.

The compositional perspective has been a foundational insight for modellers in Microbial Ecology [95, 277], but any such negative correlations may only be due to the use of relative abundances. Further efforts to model SSU rRNA data would benefit from deciding which perspective is more correct. However, the idea that SSU rRNA’s observed correlations tend to either positivity or negativity could easily be a falsely-imposed dichotomy. The idea that most counts tend to rise and fall with sequencing depth (mixed effect) is no more absurd than the idea that some will compete for depth (compositional). The goal of the modeller should be to allow the data communicate its underlying message, not impose idealizations upon it. Instead of attempting to decide which way
correlational biases tend toward, it may be better to acknowledge the correlational continuum these perspectives share. If possible, it would be best to allow models to express both compositional and mixed effects when possible. The challenge is to do this while avoiding over-parameterization. The primary contribution of this chapter is a more succinct representation of a high-dimensional space, but even it only has enough space for just the mixed effect perspective. A more elegant solution is motivated.

3.4.4 Saanich Inlet

In Figure 3.10 a partial correlation network is presented. It is the result of applying the regularized correlation framework to Saanich Inlet SSU rRNA data. The environmental correlations (O$_2$, NO$_3^-$, H$_2$S) illustrate known community structure as observed in Figure 3.2. First, SUP05, Marinimicrobia, and Planctomycetes’ only environmental correlations are negative correlations with O$_2$. Their negative correlation with O$_2$ is expected, but their metabolisms (see subsection 1.4.3) suggest that a positive correlation NO$_3^-$ might be expected. However, inspecting the sparklines of Figure 3.2 shows none of their abundances drop off below the nitrate-sulfidic transition. In interpreting this result, it is important to remember vast genomic variety in each of these clades (see subsection 3.2.6), and that this work’s binning experiment did observe the potential for some complete denitrification for both SUP05 and Marinimicrobia (see Figure 2.4). Second, Thaumarchaeota are known to be highly abundant, and harbour ammonia-oxidizing capabilities. The regression analysis finds Thaumarchaeota negatively correlated with O$_2$ and positively correlated with NO$_3^-$. Knowing that ammonia oxidation requires oxygen might make the negative correlation with O$_2$ surprising, but observed Thaumarchaeota abundances (see Figure 3.2) support this fact, and demonstrate its known ecological niche as nitrifier under ammonium-poor conditions [177]. The regression software is merely representing Thaumarchaeota’s narrow niche as a linear construction of O$_2$ and NO$_3^-$ concentrations. Third, while Nitrospina and Nitrospira are known anaerobic NO$_2^-$ oxidizers (see subsection 1.4.3), they are observed in Saanich Inlet to sit in different niches (see Figure 3.2). The regression software models this fact through positively correlating Nitrospina with NO$_3^-$, and negatively correlating Nitrospira with NO$_3^-$. Nitrite oxidizing opportunities should be rarest in the sulfidic portion of the OMZ, providing fewer energetic opportunities, and this is reflected in Nitrospira’s significantly smaller population than Nitrospina. These observations and known facts agree with the model’s representation of the denitrifying community.

In contextualizing the correlation network amongst previous network representations of Saanich Inlet (see subsection 1.4.4 and subsection 1.4.5), the partial correlation components become relevant. The most important differences in comparing these networks pertain to breadth and depth of description. Both the conceptual and differential models represent a deep dive into a few samples (2 depth profiles separated by 5 months and 5 depth profiles over 6 months, respectively), providing an extremely detailed description of ecological mechanisms, and they are informed by far more genomic information than just SSU rRNA data, including proteomics. In contrast, the correlation network is informed by the 20 depth profiles from 2006 to 2011, but it only leverages SSU rRNA data and environmental measurements. The conceptual and differential networks are focused descriptions of target denitrifiers or ecological roles, whereas the correlation network is a description of all taxa described by the SSU rRNA data. An advantage of surveying
the entire community is that sub-networks generated by partial correlation decompositions account for effects due to taxa excluded from the network, protecting later inferences against false attribution. A disadvantage is that correlation networks are inherently abstract and thereby provide superficial descriptions of ecology, and therefore require a combined-methods approach to be made useful. This work not only uses previous literature, but also enhances its correlation network with genomic descriptions produced via metagenomic binning (see chapter 2).

The conceptual, differential, and correlation networks agree with each other, and work together to further describe denitrifier community structure in Saanich Inlet. First, the metabolic interactions of Figure 1.7 do not repeat the correlative structure of Figure 3.10 exactly, but instead represent a more modern understanding. Cultivation refuted [237] the hypothesis posed by Hawley et al. [125] that SUP05 might provide Planctomycetes with NH$_4^+$ for anammox. This is reflected in the correlation network as the inexistence of a partial correlative edge between SUP05 and Planctomycetes. Second, the correlational model is able to differentiate roles for Nitrospina and Nitrospira, not just describing them as exemplar nitrite oxidizers, but also describing Nitrospina as Nitrospira’s low-abundance, sulfidic zone counter-part. Third, the correlational topology agrees strongly with the metabolic topology of the differential network (see Figure 1.8), reflecting strong support for SUP05 to play the role of partial denitrifier to a sulfur-driven complete denitrifying counter-part. Fourth, when further contextualized in the findings of chapter 2, SUP05’s correlative edge with Marinimicrobia is becomes meaningful, because not only is SUP05 described as tending toward partial denitrification (see Figure 2.5), but Marinimicrobia recruits complete denitrifying genes (see Figure 2.4) while also supporting known sulfur metabolism (see subsection 1.4.3). These findings suggest Marinimicrobia is SUP05’s sulfur-driven denitrifying partner. Given the lack of H$_2$S correlation, it is likely that this process is not contributing to environmental sulfur accumulations, and is thus a cryptic sulfur cycle [48]. Fifth, leveraging the correlation survey’s precision, it is important to note that SUP05 sharing an edge with Marinimicrobia instead of Planctomycetes supports the argument that nitrogen loss in Saanich Inlet continues to exist through denitrification instead of SUP05 shunting NO$_2^-$ to Planctomycetes for anammox. Limited recall invites the possibility of SUP05 maintaining both relationships. Without precision, this argument becomes substantially weaker, effectively losing correlative support.

3.4.5 Partial correlations and succinct representation

This correlation analysis has two convenient problems. First, in subsection 3.2.6 the summation of SSU rRNA counts within large clades (often up to phylum) was motivated as a necessary dimensional reduction, despite working with a massive parameter reduction from $O(p^2)$ to $O(p)$ for $p$ taxa. The problem is not only that the SSU rRNA counting pipeline (see subsection 1.2.3) allows for arbitrary-high resolution and thus arbitrarily-large $p$, but also that there is an immense level of genomic complexity throughout the Saanich Inlet water column. Unfortunately, $O(p)$ parameters is simply too many when $p$ is effectively infinite. This motivates the usage of fewer parameters.

Second, in subsection 3.3.5 partial correlation decomposition (see section 1.5.3) is used to turn a complex correlation network (see Figure 3.9) into a simple one (see Figure 3.10). This process has the advantage of providing digestible simplicity while still using all information from the complex network, but it also highlights an applied fact: not all information in the network needs
to be modelled to a perfect quality, while certain parts do. From a statistical perspective, this means that many expensive parameters are being discarded in application. Using the techniques available in subsection 3.3.5 it would be possible for users to specify which taxa to provide high quality modelling for, but such a method risks only reproducing the modeller’s assumptions, instead of allowing the data to guide analyses. This shows that the usage of more parameters is not even desired.

With the recognition that correlation analyses need fewer parameters and that many parameters are not even desired, it is clearly time to search for a more elegant solution. The bioinformatic realities of problems in Microbial Ecology show that brute-force application of large statistical models to SSU rRNA data misdirect precious resources. There will never be enough data to describe the correlation structure infinitely-many taxa. Better models are needed. Ideally parameter complexity should not grow with $p$, however explorations of multivariate $O(\log p)$ representations would likely yield effective results. In chapter 4 a succinct model is described, which achieves parameter reduction through assuming evolution follows a stochastic process. The problem of SSU rRNA correlation is certainly not yet solved, but does have feasible avenues into the future.

### 3.5 Conclusions

This work has responded the concerns of Weiss et al. [267] by presenting a correlation network estimation paradigm which meets the statistical needs of Microbial Ecology. The essential mechanic is the constraint of the covariance matrix $\Sigma = LL^T + \Psi$, achieving a reduction in parameters from $O(p^2)$ to $O(p)$ for $p$ taxa, while still representing all correlations. The methodology is objectively measured through precision-recall curves and application to a Saanich Inlet SSU rRNA data set. The methodology is shown to be capable of substantial increases in precision, largely only at the cost of increased computational time. In application it allows further understanding of the Saanich Inlet denitrifier community by bolstering claims of a SUP05-Marinimicrobia sulfur-driven denitrification pathway with correlative evidene, but also supports the perspective that nitrogen loss through denitrification continues alongside anammox despite a having observed SUP05’s shift toward partial denitrification in chapter 2. It is clear that if SSU rRNA correlation surveys are to contribute to any further confident descriptions of fine community structure, some form of regularization must be considered. It would be fruitful to develop models which are able to represent community structure in fewer than $O(p)$ parameters.
Chapter 4

Future directions

This work contributes toward two bioinformatic tasks in Microbial Ecology: metagenomic binning and SSU rRNA correlation. Major contributions are evaluated in an objective manner, primarily through precision-recall curves. Evaluations extend into application by applying contributions toward improving understanding of the Saanich Inlet denitrifying community. Application provided both an opportunity to catch discrepancies in inferences, but also to further understanding. The primary conclusions of chapter 2 are that metagenomic binning can be made more precise through use of a good reference (as in assembly), and that taxonomic attributions are more precise nearer to the phylogenetic root (as in bootstrapped phylogenetic estimation). The primary conclusion of chapter 3 is that regularization is necessary for precise estimation of fine correlative structure. In application toward the Saanich Inlet denitrifying community these methods have allowed various inferences, but a single argument has been built on from previous network perspectives (see subsection 1.4.4 and subsection 1.4.5): SUP05 is observed to be taking on a partial denitrifying role, and is likely working with Marinimicrobia through cryptic sulfur cycling to sustain complete denitrification. Despite these contributions, important questions still remain.

4.1 Denitrification in Saanich Inlet

Building on previous network interpretations of the Saanich Inlet denitrifying community (see subsection 1.4.4 and subsection 1.4.5), this work has attributed metabolic capabilities to certain taxa in chapter 2, then constrained interpretation with correlative evidence in chapter 3. At this point it appears that SUP05, a major denitrifier, is moving toward partial denitrification. Metabolic and correlative evidence suggests that SUP05 may continue to play a role in complete denitrification by driving it via a cryptic sulfur-cycling relationship with Marinimicrobia. Despite the evidence behind this hypothesis, other must also be considered. First, Arcobacteraceae is known to be an active complete denitrifier in the sulfidic zone (see subsection 1.4.3), and is observed to be operating in Saanich Inlet (see Figure 2.4). So an alternative hypothesis is that Arcobacteraceae or another complete denitrifier may be taking over the niche. Second, nitrogen loss may be occurring through anammox instead of denitrification. Since SUP05 is taking on a nitrite producing role, and Planctomycetes is known to harbour anammox capabilities, one would expect a positive correlation to develop between them, though one was not observed (see Figure 3.10). The lack of a correlation is not conclusive, because the result is not unlikely to be a false negative, or the relationship could exist, but in a non-obligate manner (which is also likely). Third, denitrification may actually be slowing. The ecological consequences energetic opportunities are not fully understood, and just because energy exists to be taken, does not mean it is best to do so.

These hypotheses can be further narrowed bioinformatically with existing data. For example,
the third alternative hypothesis can be ruled out with existing chemical concentration data. If nitrous oxide concentrations are non-increasing over time, the hypothesis is unlikely. This could be argued informally with a univariate regression analysis or simple plotting. The second alternative hypotheses is contingent on Planctomycetes increasing in anammox activity while SUP05 decreases in nitric oxide reduction. This could be argued via a binning experiment similar to the one used to construct Figure 2.5. Similarly, the first alternative hypothesis describes Arcobacteraceae (or another organism) increasing in complete denitrifying behaviour, and could also be refuted through a binning experiment. If taxonomic attributions are not desired, binning isn’t even necessary.

Ruling out alternative hypotheses does not necessarily support the initial hypothesis either, because the SUP05-Marinimicrobia metabolic syntrophy argument is built on imperfect statistical inferences. Such methods are important for building hypotheses, but ultimately the verification should be performed with an isolation and rate measurement experiment. If the hypothesis is true, then hydrogen sulfide should be consumed, not build up in the environment, and should accelerate denitrification. This should not discredit efforts to rule out alternative hypotheses however, because such bioinformatic analyses are ultimately much less expensive than isolation and rate measurement experiments. In this way, these binning and correlation-based arguments are a typical bioinformatic precursor work which helps place a few, expensive, high-quality verifications.

### 4.2 Regularization as reduced parameter complexity

In subsection 1.6.3 regularization is defined as constraining a model to reduce overfit. Theory for regularization via constrained optimization is well-developed [28, 44, 131, 164], but in chapter 3 constraint is implemented through equating a higher dimensional parameter with a lower dimensional representation [218, 247]. It is unclear that such a method should somehow increase precision-recall exchanges. Indeed, it would be worth directly comparing the higher and lower dimensional models. However, the whole process also highlights an alternative perspective of regularization in general, where the essential mechanic is the reduction of parameter complexity. Model constraints inevitably invite reduced dimensionality, implicit or not. Even theoretically developed L1-regularization is applied toward explicit parameter reduction [164]. Embracing this perspective, it becomes important to ask how smaller models generally improve statistical power.

This perspective can be developed theoretically, thereby providing broadly applicable results. Interpreting classification as a hypothesis testing problem, the Neyman-Pearson Lemma [196] can be leveraged to establish a test statistic: under the right conditions a likelihood ratio test (LRT) statistic $\lambda$ is most-powerful, and so only it will be considered. To gain perspective on a breadth of models this work will invoke a large sample size assumption, thereby making the work of Wilks [270] and Wald [265] applicable. Under the null hypothesis $H_0 : \theta = \theta_0$, a large sample size, and regularity assumptions, the distribution of the LRT statistic $\lambda$ is known [270] via $-2\lambda \sim_{H_0} \chi^2(p,0)$, where $p$ is the dimension of the parameter tested ($\theta \in \mathbb{R}^p$), and $\chi^2(p,\delta)$ is the non-central chi-square distribution with degrees of freedom $p$, non-centrality parameter $\delta$, and distribution function $F_{\chi^2(p,\delta)}$. Under the alternative hypothesis $H_1 : \theta = \theta_1$, the LRT distribution is similarly known [67, 265] with $-2\lambda \sim_{H_1} \chi^2(p,\delta)$, where $\delta = \partial\theta^T I_0^{-1} \partial\theta$, and $\partial\theta = \theta_0 - \theta_1$. Then the rejection region for the test statistic $-2\lambda$ with false-rejection rate $\alpha$ is any value less than
Where only biased representations exist, the approximation may still be valuable through variance-power (1 - δ) over model dimension with fixed parameter dimensions can be established. In chapter 3, it is reasonable to imagine that regularization causes far greater changes in model dimension than in δ. So behaviour of statistical power over model dimension with fixed δ can be examined through numerical approximation of $\frac{\partial \beta}{\partial p} = \frac{\partial}{\partial p} F_{\chi^2(p,\delta)}^{-1} \left( F_{\chi^2(p,\delta)}^{-1} (1 - \alpha) \right)$ with a five-point stencil (see subsection 1.7.1). It can be seen in Figure 4.1 that for each test point, β decreases with model dimension, thereby causing statistical power (1 - β) to increase.

Having developed this perspective of regularization theoretically, it is now clear that a tersely defined set of functions has broadly applicable implications. Regularization constraints can be generalized to any functions θ(η) which increase statistical power by satisfying the following equation and previously stated assumptions. It’s important to note that this is not yet a perfectly generalized to any functions θ(η) defined set of functions has broadly applicable implications. Regularization constraints can be bias trade-off considerations. Under the θ-representation, the non-centrality parameter is $\delta_\theta = \partial \theta^T I_{\delta_\theta} \partial \theta$. Under the η-representation, the non-centrality parameter is $\delta_\eta = \partial \eta^T (J^T I_{\delta_\eta} J)^{-1} \partial \eta$, where $\partial \eta = \eta_0 - \eta_1$, $J \in \mathbb{R}^{p \times q}$, and $J_{ij} = (\partial \delta_i / \partial \eta_j)(\eta_1)$. Therefore the power of the η-representation is $1 - \beta_\eta = 1 - F_{\chi^2(q,\delta_\eta)}^{-1} \left( F_{\chi^2(q,\delta_\eta)}^{-1} (1 - \alpha) \right)$.

A heuristic understanding of these conditions can be produced through numerical approximation, thereby bolstering the claim that reducing parameter complexity (dimension) can improve statistical power. Since $F_{\chi^2(p,\delta)}$ is defined continuously over p, a sense of continuity between parameter dimensions can be established. In chapter 3, it is reasonable to imagine that regularization causes far greater changes in model dimension p than in δ. So behaviour of statistical power over model dimension with fixed δ can be examined through numerical approximation of $\frac{\partial \beta}{\partial p} = \frac{\partial}{\partial p} F_{\chi^2(p,\delta)}^{-1} \left( F_{\chi^2(p,\delta)}^{-1} (1 - \alpha) \right)$ with a five-point stencil (see subsection 1.7.1). It can be seen in Figure 4.1 that for each test point, β decreases with model dimension, thereby causing statistical power (1 - β) to increase.

Figure 4.1: Statistical power decreases as dimension increases for $\alpha = 0.05$. $F_{\chi^2(p,\delta)}^{-1} (1 - \alpha)$. Then power is calculable under the null as $1 - \beta = 1 - F_{\chi^2(p,\delta)}^{-1} \left( F_{\chi^2(p,\delta)}^{-1} (1 - \alpha) \right)$.
4.3 A more succinct representation

In chapter 3, precise correlation inference was made possible via a model constraint $\Sigma = LL^T + \Psi$ which reduces the parameter complexity from $O(p^2)$ to $O(p)$ for $p$ taxa. Despite the effort, in subsection 3.2.6 dimensional reduction is still employed: many clades’ SSU rRNA counts are summed up to the phylum level, and all remaining taxa are sub-optimally descriptive. Dimensional reduction is employed, because for very large $p$, $O(p)$ is still far too many parameters. A more succinct representation is motivated, meaning that a parameter complexity of $O(\log p)$ or $O(1)$ needs to be described (see subsection 3.4.5). This work now proposes one such representation.

Instead of trying to correlate taxa, it might be more pragmatic to only correlate clades. Drawing inspiration from phylogenetic regression (see subsection 1.2.2), evolution is modelled as an unobserved Brownian motion processes [224]. Every phylogenetic tree can be described this way, including clades, because they are also trees. If the tree is cut correctly, it is broken into separate clades. For example, cutting along the red line in Figure 4.2 produces many clades. If one was to specify the cut along a bifurcating tree according to node height, there would be $O(\log p)$ clades. The essential mechanic here is that pair-wise correlations are only estimated between clades, while the brownian motion process defines all correlations within clades.

Formally, for each of $p$ taxa dimensions (not clades) define a marginal distribution function
$F_j(y_j; \mu_j, \sigma_j)$, where $\mu_j$ is a location parameter and $\sigma_j$ is a dispersion parameter. Recognizing that $O(p)$ is too many parameters, each $(\mu_j, \sigma_j)$ will not be estimated. Instead $(\mu_j, \sigma_j)$ is random, following a bivariate lognormal distribution. Each $\mu_j$ in clade $C_k$ is dependent according to the brownian motion process of tree $C_k$, and originates from an initial Gaussian-distributed random value $Z_k$ at the root of the its clade, so $\mathbb{E}[\mu_j | Z_k] = e^{Z_k}$. Similarly constraint each $\sigma_j$, independently of every $\mu_j$. The random vector $Z = [Z_k]$ controls the location parameters of each clade. Since $Z \in \mathbb{R}^{O(\log p)}$ it can describe any regression mechanisms and be given a full pair-wise correlation structure with fewer than $O(p)$ parameters, so $Z \sim N(X\beta, \Sigma)$. So despite being capable of modelling all taxa, this model only suffers a parameter complexity of $O((\log p)^2)$.

This proposed model is succinct in that it has a parameter complexity less than $O(p)$ for $p$ taxa. It is a demonstration of how a high-dimensional model can have a succinct parameterization. It is not designed to have numerically feasible properties however. It is not even uniquely defined, because the marginal distribution functions and $\sigma_j$ distributions are defined abstractly. Much more work is required before such models can be made useful to Microbial Ecologists. For example, pragmatic tree cutting requires exploration. The work in chapter 3 demonstrates that precise correlation networks are possible, but still requires destructive dimensional reduction (such as the summation of many clades up to the phylum level). These succinct models offer the opportunity to have precise correlation networks without the need to resort to dimensional reduction.


Appendix A

Data-driven argument as a Hidden Markov Model

Recognizing microbial ecology as an information science [120] emphasizes the data-driven nature of our arguments. Modern microbial ecology layers data products, feeding the output of one machine (or scientist) into another. For example, to achieve the goal of metabolic pathway prediction from a genome, (1) DNA must be extracted from a sample, then prepared and sent for sequencing; (2) a DNA sequencing machine [26] then translates the DNA into digital representation as many fragments of As, Ts, Cs, and Gs; (3) fragments of DNA must then be assembled into larger, more useful contiguous sequences (contigs) by an assembling software [159]; (4) then assembly may be translated into metabolic pathway predictions by a software [149] which is also a pipeline of further sub-modules. Another important example for ecology is the counting of microbes (more accurately, their 16S genes), where (1) after DNA extraction, polymerase chain reaction (PCR) is used to amplify target DNA; (2) amplified DNA is sequenced; (3) reads are counted with a software, QIIME [51]; (4) then 16S genes must be aligned to a reference database such as GreenGenes [71] or SILVA [220] with local-alignment software like BLAST [9] or LAST [144]. At the end of these two examples human interpretation relies heavily on the successful layering of data products. In either example, information is processed in a factory-style assembly line, with information being passed from machine to machine. The desired end product results in each assembly line occasionally sharing steps, and inevitably diverging as unique products are desired. Each machine may be viewed as a singular unit, or decomposed into its own assembly lines, and relies on a degree of precision from previous machines to reliably build its data product.

Elaborating with the formalisms defined in section 1.6.5, we may imagine our assembly line of machines $C_i$ attributing $x_i \in x_{i+1}$ whenever $C_i(x_i) = x_{i+1}$. This is where ecological narratives meet predictive power. The reality of Microbial ecology is that we often cannot observe true attributions $\{x_i \in x_{i+1}\}$, and we may not know if the narrative or model they constitute is correct, because we only every observe our own attributions $\{C_i(x_i) = x_{i+1}\}$. We indirectly observe. Fortunately we are able to construct precision estimators, which tie our narratives to reality. Without precision, these narratives are irrelevant to reality.

A.1 Theoretical argument

In this section, we emphasize the importance of precision in data-driven argument by demonstrating how it may effect the precision of our entire argument. The conclusion is that precision is required at key points in our arguments and pipelines in order to be confident in our eventual conclusions. This is done by assuming indirect observation is routine, and likening our data analysis pipelines to a Hidden Markov Model (HMM).

To necessarily sophisticate our argument, allow a capital letter $X_i$ to denote the random variable representation of data product $x_i$. When we require that an $X_i$ equate with a particular value $x_i$ via $X_i = x_i$, we constrain our argument. For example, $X_i$ may stand in for a random taxa (which we may attribute via $C_{i-1}(X_{i-1}) = X_i$), but if we require that taxa to be $x_i = \{\text{Thaumarcheota}\}$, then have the constraint $X_i = x_i$. Constraining data products allows us to construct data-driven arguments. A thorough example of this process is in section A.2.

Define a narrative to have the form $\{X_1 \in X_2, X_2 \in X_3, \ldots, X_{n-1} \in X_n, X_n \in x_{n+1}\}$, where the final conclusion is non-random, and we may constrain certain data products to be non-random, $X_i = x_i$. 
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We actually make a data-driven argument for our narrative via our pipeline, \( \{C_1(X_1) = X_2, C_2(X_2) = X_3, \ldots, C_{n-1}(X_{n-1}) = X_n, C_n(X_n) = x_{n+1}\} \), where again the final conclusion is non-random and certain data products may be constrained to non-random. We observe all pipeline events \( \{C_i(X_i) = X_{i+1}\} \), and we observe none of the narrative events \( \{X_i \in X_{i+1}\} \). A data-driven argument is of the form \( \{X_n \in x_{n+1} | C_1(X_1) = X_2, C_2(X_2) = X_3, \ldots, C_{n-1}(X_{n-1}) = X_n, C_n(X_n) = x_{n+1}\} \). So we constrain our pipeline to produce a data-driven argument for a narrative.

To leverage pre-existing theory for HMMs [23,222], we conveniently assume that \( \{C_i(X_i) = X_{i+1}\} \) only conditionally depends on \( \{X_i \in X_{i+1}\} \), and that \( \{X_i \in X_{i+1}\} \) only conditionally depends on \( \{C_i(X_i) \in X_{i+1}\} \), where conditional dependence is a probability concept. This provides the dependency structure illustrated in Figure A.1. Define the data-driven argument’s final precision as \( \mathbb{P}[X_n \in x_{n+1} | \cap_{i=1}^n \{C_i(X_i) = X_{i+1}\}] \), and \( i^{th} \) local precision as \( \mathbb{P}[X_i \in x_{i+1} | C_i(X_i) = x_{i+1}] \). Our goal is to understand the final precision through a series of known local precisions. Because we sometimes must constrain our arguments, the following conditional decomposition is useful. Let \( 1 < m < n \) and constrain \( X_m = x_m \).

\[
\mathbb{P}[X_n \in x_{n+1}, X_{m-1} \in x_m | \cap_{i=1}^n \{C_i(X_i) = X_{i+1}\}] = \mathbb{P}[X_n \in x_{n+1} | X_{m-1} \in x_m, \cap_{i=1}^n \{C_i(X_i) = X_{i+1}\}] \\
\times \mathbb{P}[X_{m-1} \in x_m | \cap_{i=1}^n \{C_i(X_i) = X_{i+1}\}] = \mathbb{P}[X_n \in x_{n+1} | X_{m-1} \in x_m, \cap_{i=1}^m \{C_i(X_i) = X_{i+1}\}] \\
\times \mathbb{P}[X_{m-1} \in x_m | \cap_{i=1}^m \{C_i(X_i) = X_{i+1}\}]
\]

We’ve decomposed our entire final precision, breaking at the constrained point, into two final precisions for sub-pipelines, the later of which is conditioned on the other. Unfortunately, \( \{X_{m-1} \in x_m\} \) is never observed, so instead we require that the initial precision is near one, \( \mathbb{P}[X_{m-1} \in x_m | \cap_{i=1}^m \{C_i(X_i) = X_{i+1}\}] \approx 1 \). If this is true, then we may assume that \( \{X_{m-1} \in x_m\} \) and thus \( \mathbb{P}[X_n \in x_{n+1} | X_{m-1} \in x_m, \cap_{i=m}^n \{C_i(X_i) = X_{i+1}\}] \approx \mathbb{P}[X_n \in x_{n+1} | \cap_{i=m}^n \{C_i(X_i) = X_{i+1}\}] \). So we arrive at the following approximation.

\[
\mathbb{P}[X_n \in x_{n+1}, X_{m-1} \in x_m | \cap_{i=1}^n \{C_i(X_i) = X_{i+1}\}] \\
\approx \mathbb{P}[X_n \in x_{n+1} | \cap_{i=m}^n \{C_i(X_i) = X_{i+1}\}] \times \mathbb{P}[X_{m-1} \in x_m | \cap_{i=1}^n \{C_i(X_i) = X_{i+1}\}] \\
\text{when } \mathbb{P}[X_{m-1} \in x_m | \cap_{i=1}^n \{C_i(X_i) = X_{i+1}\}] \approx 1
\]

This approximation gives us a way to understand our final precision in terms of other final precisions of our decomposed pipeline. This decomposition is necessary for developing precise and constrained data-driven arguments.

Next we leverage the forward algorithm from HMM theory to realize how important local precision at constrained points is for achieving high final precisions. The forward algorithm is an iterative (and dynamic programming) method for calculating \( \mathbb{P}[X_n \in x_{n+1}, \cap_{i=1}^n \{C_i(X_i) = X_{i+1}\}] \) from \( \mathbb{P}[X_{n-1} \in x_n, \cap_{i=1}^{n-1} \{C_i(X_i) = X_{i+1}\}] \). We will equivalently rephrase it in terms of precisions as follows.

\[
\mathbb{P}[X_n \in x_{n+1} | \cap_{i=1}^n \{C_i(X_i) = X_{i+1}\}] \\
= \mathbb{P}[X_n \in x_{n+1} | C_n(X_n) = x_{n+1}] \\
\times \mathbb{P}[C_n(X_n) = x_{n+1}] \{\mathbb{P}[X_n \in x_{n+1} | \mathbb{P}[C_n(X_n) = x_{n+1}] | \cap_{i=1}^n \{C_i(X_i) = X_{i+1}\}] \}^{-1}
\]

Figure A.1: A linearly dependent Hidden Markov Model analogizing an inferential pipeline.
\[ \times \sum_{x_{n-1}} \mathbb{P}[X_n \in x_{n+1} | x_{n-1} \in X_n] \mathbb{P}[x_{n-1} \in X_n] \cap_{i=1}^{n-1} \{C_i(X_i) = X_{i+1}\} \]

This puts our final precision into a form equivalent to a product of a local precision and sub-pipeline’s final precisions as follows.

[final precision \( X_n \) = [local precision \( X_n \)] \( a_n \sum_{x_{n-1}} b_n(x_{n-1}) \) [final precision \( x_{n-1} \)]

This shows that a low local precision can lower the final precision. For example, if \( C_n(\cdot) = x_{n+1} \) constantly, then our final precision is bounded above by \( \mathbb{P}[X_n \in x_{n+1}] \). We have shown that pipeline component precision can bound the final precision of our data driven arguments. Therefore an imprecise pipeline component may reduce confidence in our narrative.

### A.2 An example

The HMM representation necessarily admits more complexity than in Figure A.1, which is best communicated through an example. Consider 16S correlation problem mentioned earlier. Imagine a scientist is using that pipeline among others to infer microbial syntrophy, perhaps cyclical redox of sulfur between two taxa. The pipelines likely share steps (genetic sequencing is popular) and meet at the end where interpretation occurs, but we focus on the correlation pipeline. Consider the following final precision.

\[ \mathbb{P}[X_6 \in x_7 | C_1(X_1) = X_2, C_2(X_2) = x_3, C_3(x_3) = X_4, C_4(X_4) = X_5, C_5(X_5) = X_6, C_6(X_6) = x_7] \]

Where we might have the following event values.

- \( \{C_6(x_6) = x_7\} = \{\text{Scientist asserts syntrophy, perhaps utilizing other pipelines}\} \)
- \( \{x_6 \in x_7\} = \{\text{Syntrophy is genuine, correlation is not illusory}\} \)
- \( \{C_5(x_5) = x_6\} = \{\text{Taxa correlations are statistically significant}\} \)
- \( \{x_5 \in x_6\} = \{\text{taxa abundances do covary, inference is not an illusion of natural variation}\} \)
- \( \{C_4(x_4) = x_5\} = \{\text{16S genes align to database entries}\} \)
- \( \{x_4 \in x_5\} = \{\text{alignment corresponds to actual source}\} \)
- \( \{C_3(x_3) = x_4\} = \{\text{QIME counts clustered 16S reads}\} \)
- \( \{x_3 \in x_4\} = \{\text{QIME counts resemble authentic phylogenetic structure}\} \)
- \( \{C_2(x_2) = x_3\} = \{\text{DNA is sequenced}\} \)
- \( \{x_2 \in x_3\} = \{\text{sequenced DNA resembles true DNA}\} \)
- \( \{C_1(x_1) = x_2\} = \{\text{16S genes are amplified}\} \)
- \( \{x_1 \in x_2\} = \{\text{16S amplification primers are not biased against final taxa}\} \)

In this example, imagine a highly precise short-read Illumina platform was used for sequencing. So if we discover target taxa reads via \( \{C_2(X_2) = x_3\} \) we basically observe \( \{X_2 \in x_3\} \), and therefore we may consider bias against our target taxa irrelevant. Read counts may be low, but their covariation is still detectable. Under this interpretation (and disregarding others), we have Markovian behaviour as follows.

\[ \mathbb{P}[X_6 \in x_7 | \cap_{i=1}^{n} \{C_i(X_i) = X_{i+1}\}] \approx \mathbb{P}[X_6 \in x_7 | \cap_{i=3}^{n} \{C_i(X_i) = X_{i+1}\}] \]

Now, further imagine that our scientific narrative requires that we constrain \( X_6 = x_6 \), a particular correlation does truly exist. According to our explorations of the forward algorithm, a low precision \( \mathbb{P}[X_5 \in x_6 | C_5(X_5) = x_6] \) could jeopardize the precision of our narrative.
Appendix B

CMP variance bound proof

In this appendix we prove that a CMP with mean $\mu$ and variance $\sigma^2$ satisfies $\sigma^2 < \mu(\mu + 1)$. Let $\mathbb{R}_{>0} = (0, \infty)$. Our proof strategy will start with strategic preliminary proofs. Then because the CMP is parameterized in terms of parameters $(\lambda, \nu) \in \mathbb{R}_{>0} \times \mathbb{R}_{>0}$, we reparameterize the CMP to have known mean $\mu$ by setting $\lambda = \lambda_{\mu, \nu}$, where $\lambda_{\mu, \nu}$ is a function of both $\mu$ and $\nu$. Notice that the reparameterized CMP thus has a reparameterized variance $\sigma^2_{\mu, \nu}$, which is also a function of $\mu$ and $\nu$. We then study the reparameterized CMP to eventually discover the following two results.

**Definition 1.** A random variable $X$ is CMP$(\lambda, \nu)$ distributed if $\Pr[X = x] = (\lambda^x / x!^\nu) / (\sum_{j=0}^{\infty} \lambda^j / j!^\nu)$ for $x \in \mathbb{Z}_{\geq 0}$. This is written as $X \sim$ CMP$(\lambda, \nu)$.

**Result 3.** If $X$ follows a CMP distribution and has mean $\mu$ and variance $\sigma^2$, then $\sigma^2 < \mu(\mu + 1)$.

**Result 4.** If $X$ follows a CMP distribution with parameters $\lambda$ and $\nu$, then $X$ is over-dispersed ($\sigma_X^2 > \mu_X$) when $\nu < 1$ and under-dispersed ($\sigma_X^2 < \mu_X$) when $\nu > 1$.

B.1 Preliminaries

**Lemma 1.** Let functions $f, g, h$ be from $\mathbb{R}$ to $\mathbb{R}$, $h$ strictly monotone, and a random variable $X$ such that at least one of $\mathbb{E}[f(X) | h(X)]$ or $\mathbb{E}[g(X) | h(X)]$ is non-linear in $h(X)$.

For brevity, let $f = f(X), g = g(X), h = h(X), \sigma_{A,B} = \text{Cov}(A, B), \rho_{A,B} = \text{Cor}(A, B), \beta_{A,B} = \sigma_{A,B} / \sigma_B$, $\sigma_{A,B,C}$ be the covariance of $A$ and $B$ partial $C$, and $\sigma_{A,B|C}$ be the conditional covariance of $A$ and $B$ conditioned on $C$.

Then we have the following:

$$\rho_{f,g} - \rho_{f,h} \rho_{g,h} \propto \sigma_{f,g|h} \neq 0$$

Where proportionality $\propto$ indicates scaling by a positive real value.

**Proof.** of Lemma 1

1. $\rho_{f,g} - \rho_{f,h} \rho_{g,h} \propto \sigma_{f,g} - \beta_{g,h} \sigma_{f,h} = \sigma_{f,g} - \beta_{g,h} \sigma_{f,h} + \beta_{f,h} \beta_{g,h} \sigma_{h|h}$

2. $\sigma_{f,h} = \mathbb{E}[f - \beta_{f,h} h|h] + \mathbb{E}[f - \beta_{f,h} h|g] \mathbb{E}[g - \beta_{g,h} h|g] \cdot (\text{total covariance})$

3. $\mathbb{E}[f|g] \text{ is constant under Cov} \cdot (\text{h constant})$

4. $h \text{ strict monotone } \Rightarrow f, g \text{ are known given } h$

By [Theorem 6 section B.4](#) $\sigma_{f,g|h} = \mathbb{E}[\sigma_{f,g|h}] = 0$

$\Leftrightarrow \mathbb{E}[f|h] \text{ and } \mathbb{E}[g|h] \text{ are linear in } h$.

By assumption this is false, so $\sigma_{f,g|h} = \mathbb{E}[f - \beta_{f,h} h|g] \mathbb{E}[g - \beta_{g,h} h|g] \neq 0$.

Further, sign $(\rho_{f,g} - \rho_{f,h} \rho_{g,h}) = \text{sign} (\sigma_{f,g|h})$.

Lemma 2. (a) For each $\nu > 0, \sum_{j=0}^{\infty} \frac{\lambda^j}{j!^\nu} \rightarrow Z_{\lambda, \nu} \in \mathbb{R}$ uniformly in $\lambda$ as $N \rightarrow \infty$. (b) $\frac{\partial}{\partial \lambda} \sum_{j=0}^{\infty} \frac{\lambda^j}{j!^\nu} = \sum_{j=0}^{\infty} \frac{\partial}{\partial \lambda} \frac{\lambda^j}{j!^\nu}$. 
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Proof. of Lemma 2 (a)

\[
\sum_{j=0}^{\infty} \frac{\lambda^j}{j!} \text{ is a power series in } \lambda \text{ and } \lim_{j \to \infty} \left| \frac{(j+1)! \cdot \lambda}{j^j} \right| = 0 \Rightarrow \sum_{j=0}^{\infty} \frac{\lambda^j}{j!} \text{ is uniformly convergent for all } \lambda.
\]

\[\square\]

Lemma 3. For all \( c > 1 \), and \( \lambda > 0 \), \( j \in \mathbb{Z}_{\geq 1} \), there exists an \( L \in \mathbb{R}_{>0} \) such that \( j^c \lambda^j \leq L \) and \( L > \lambda \)

Proof. of Lemma 3

For all \( (c, \lambda, j) \in \mathbb{R}_{>0}^2 \times \mathbb{Z}_{\geq 0} \), there exists an \( L = e^{c+\log \lambda} > \lambda \) implies \( L^j = \exp[j(c + \log \lambda)] \geq \exp[c \log j + j \log \lambda] = j^c \lambda^j \)

The following lemma is implicit in result 2.2 of Shmueli et al. [242]. Let \( \overline{\mathbb{R}}_{\geq 0} \) denote \( \mathbb{R}_{\geq 0} \cup \{\infty\} \).

Lemma 4. If \( X \sim \text{CMP} (\lambda, \nu) \), then \( X \) has finite positive integer moments.

Proof. of Lemma 4

\[ h_n = (1 - \frac{1}{n}) i^{n} \frac{\lambda^n}{n^n} \text{ for } n \in \mathbb{Z}_{\geq 2} \Rightarrow h_n < h_{n+1} \]

and \( \lim_{n \to \infty} h_n = \frac{\lambda^n}{n^n} \)

then \( \mathbb{E}[X^n] = \lim_{n \to \infty} \left( \sum_{i=1}^{\infty} h_{n,i} \right) Z_{\lambda,\nu}^{-1} = \left( \sum_{i=1}^{\infty} \frac{\lambda^n}{i^n} \right) Z_{\lambda,\nu}^{-1} \in \overline{\mathbb{R}}_{>0} \)

(by Monotone Convergence Theorem (MCT)).

For all \( m \in \mathbb{Z}_{\geq 1} \), there exists \( L_m \) such that

\[
\mathbb{E}[X^m] = \sum_{i=1}^{m} \frac{\lambda^n}{i^n} Z_{\lambda,\nu}^{-1} \leq \sum_{i=0}^{\infty} \frac{L_{m,i}}{i^n} Z_{\lambda,\nu}^{-1}; \text{ (Lemma 3)}
\]

\[
= Z_{L_{m,\nu}} Z_{\lambda,\nu}^{-1} < \infty; \text{ (Lemma 2 (a))}
\]

\[\square\]

Let \( a \downarrow b \) mean that \( a \) decreases as \( b \) increases. Let \( a \uparrow b \) mean that \( a \) increases as \( b \) increases.

Proof. of Lemma 2 (b)

\[
\frac{\partial}{\partial \nu} f_n (\nu) = \sum_{i=0}^{n} \frac{\lambda^i}{i!} \text{ then}
\]

\[
\frac{\partial}{\partial \nu} f_n (\nu) = -\sum_{i=0}^{n} \log (i!) \frac{\lambda^n}{n^n} \uparrow \nu \forall \nu \in \mathbb{R}_{>0}
\]

and \( \log(i!) \leq i^2 \) implies \( \frac{\partial}{\partial \nu} f_n (\nu) \to \cdot \). (Lemma 4).

Thus \( \frac{\partial}{\partial \nu} f_n (\nu) \) is locally uniformly convergent

(by the mean value theorem)

and \( f_n (\nu) \to \cdot \) (Lemma 2 (a))

implies \( \forall \nu \in \mathbb{R}_{>0}, \lim_{n \to \infty} \frac{\partial}{\partial \nu} f_n (\nu) = \frac{\partial}{\partial \nu} \lim_{n \to \infty} f_n (\nu) \)

Apply Rudin’s theorem (Theorem 5)

\[\square\]

Lemma 5. \( \frac{\partial}{\partial \lambda} \log \left( 1 + \lambda + \sum_{j=2}^{\infty} \frac{\lambda^j}{j^n} \right) > \frac{\partial}{\partial \lambda} \log(1 + \lambda) \)

Proof. of Lemma 5

\[
\frac{\partial}{\partial \lambda} \log \left( 1 + \lambda + \sum_{j=2}^{\infty} \frac{\lambda^j}{j^n} \right) > \frac{\partial}{\partial \lambda} \log(1 + \lambda)
\]

if and only if \( \frac{1 + \sum_{j=2}^{\infty} \frac{\lambda^j}{j^n}}{1 + \lambda + \sum_{j=2}^{\infty} \frac{\lambda^j}{j^n}} > 1 + \frac{1}{1 + \lambda} \)

if and only if \( \left( 1 + \sum_{j=2}^{\infty} \frac{\lambda^j}{j^n} \right) (1 + \lambda) > 1 + \sum_{j=2}^{\infty} \frac{\lambda^j}{j^n} + \lambda + \sum_{j=2}^{\infty} \frac{\lambda^j}{j^n} > 1 + \lambda + \sum_{j=2}^{\infty} \frac{\lambda^j}{j^n} \)

\[\square\]
B.2 Properties of $\lambda_{\mu,v}$

In this section we develop, $\lambda_{\mu,v}$, a tool for fixing the expected value of the CMP distribution while manipulating the variance. It is shown that, given a $v$, $\mu$ and $\lambda$ are in one-to-one correspondence through the function $\lambda_{\mu,v}$. It should be noted that $\lambda_{\mu,v}$ is calculated algorithmically in practice.

**Definition 2.**

For each $(\mu, v) \in \mathbb{R}_{>0}^2$, $\lambda_{\mu,v} := \lambda$ such that $E[X] = \mu$ and $X \sim CMP(\lambda, v)$

Defining such a $\lambda$ as above does not guarantee its existence nor uniqueness. This section its proves uniqueness and existence.

Let $\mu_{\lambda,v} = E[X]$ for $X \sim CMP(\lambda, v)$.

Let $\sigma^2_{\lambda,v} = \text{Var}[X]$ for $X \sim CMP(\lambda, v)$.

**Lemma 6.** For a fixed $v \in \mathbb{R}_{>0}$, and for all $\mu \in \mathbb{R}_{>0}$, there exists a unique $\lambda \in \mathbb{R}_{>0}$ such that $\mu_{\lambda,v} = \mu$.

**Lemma 7.** For fixed $v \in \mathbb{R}_{>0}$, $\mu_{\lambda,v} \to 0$ as $\lambda \to 0^+$

**Proof.** of Lemma 7

\[
\lim_{\lambda \to 0^+} \mu_{\lambda,v} = \left( \lim_{\lambda \to 0^+} \sum_{i=1}^{\infty} i \frac{\lambda_i}{\mu} \right) \left( \lim_{\lambda \to 0^+} Z_{\lambda,v} \right)^{-1}
\]

\[
= \left( \sum_{i=1}^{\infty} \lim_{\lambda \to 0^+} i \frac{\lambda_i}{\mu} \right) \left( \sum_{i=0}^{\infty} \lim_{\lambda \to 0^+} \frac{\lambda_i}{\mu} \right)^{-1}; \text{(MCT)}
\]

\[
= (\sum_{i=1}^{\infty} 1) (1 + 0)^{-1} \to 0 = 0
\]

\[\square\]

**Lemma 8.** For each $v \in \mathbb{R}_{>0}$, $\lambda_{\mu,v}$ is strictly increasing in $\lambda$, and $\frac{\partial}{\partial \lambda} \mu_{\lambda,v} = \frac{\sigma^2_{\lambda,v}}{\lambda}$

**Proof.** of Lemma 8

$\mu_{\lambda,v}$ is a ratio of convergent power series

(apply Lemmas 2 (a), 3)

Convergent power series are continuous.

$Z_{\lambda,v} > 0$ for each $(\lambda, v) \in \mathbb{R}_{>0}^2$.

\[
\frac{\partial}{\partial \lambda} \mu_{\lambda,v} = \frac{\partial}{\partial \lambda} \left( \sum_{j=1}^{\infty} j \frac{\lambda_j}{\mu} \right) Z_{\lambda,v}^{-1}
\]

\[
= \left( \frac{\partial}{\partial \lambda} \sum_{j=1}^{\infty} j \frac{\lambda_j}{\mu} \right) Z_{\lambda,v}^{-1} \quad \text{(Lemma 2 (b))}
\]

\[
= \lambda^{-1} \sigma^2_{\lambda,v} > 0
\]

\[\square\]

**Lemma 9.** For fixed $v \in \mathbb{R}_{>0}$, $\mu_{\lambda,v} \to \infty$ as $\lambda \to \infty$

Let $a \land b = \min\{a, b\}$ and $a \lor b = \max\{a, b\}$.

**Proof.** of Lemma 9

Assume to the contrary that $\mu_{\lambda,v} \not\to \infty$,

then by Lemma 8 $\lim_{\lambda \to \infty} \mu_{\lambda,v}$ exists and

\[
\lim_{\lambda \to \infty} \mu_{\lambda,v} < \infty \Rightarrow \text{there is a } c = \lim_{\lambda \to \infty} \mu_{\lambda,v} \in \mathbb{R}_{>0}.
\]

\[\Rightarrow 0 \leq c - \mu_{\lambda,v} = c - \sum_{i=1}^{\infty} i \frac{\lambda_i}{\mu} Z_{\lambda,v}^{-1}
\]

\[
\Leftrightarrow 0 \leq c Z_{\lambda,v} - \sum_{i=1}^{\infty} i \frac{\lambda_i}{\mu} = c + \sum_{i=1}^{\infty} i \frac{\lambda_i}{\mu} - \sum_{i=1}^{\infty} i \frac{\lambda_i}{\mu}
\]

\[
= c + \sum_{i=1}^{\infty} (c - i) \frac{\lambda_i}{\mu} = c + \sum_{i=1}^{\infty} (c - i) \frac{\lambda_i}{\mu} + \sum_{i=|c|+1}^{\infty} (c - i) \frac{\lambda_i}{\mu}
\]

\[
< c + |c| \sum_{i=1}^{\infty} (c - i) \frac{\lambda_i}{\mu} \quad \text{and } \sum_{i=0}^{\infty} \lambda_i = c + \frac{\lambda_{|c|+1}}{1 - \frac{\lambda_{|c|+1}}{\lambda}} \Rightarrow 0 < \frac{c}{1 - \frac{\lambda_{|c|+1}}{\lambda}} \quad \text{for } \lambda > 1 \Rightarrow 1 > \lambda_{|c|+1} \Rightarrow 0 > \log \lambda
\]

Contradiction for $\lambda > 1$, which is given with the limit.

\[\square\]
Lemma 10. \( \mu_{\lambda, \nu} \) is continuously differentiable in \( \lambda \).

Proof. of Lemma 10

For all \( \lambda \in \mathbb{R}_{>0} \), \( \sum_{j=1}^{\infty} \frac{\lambda^j}{j!} \in \mathbb{R}_{>0} \); (Lemma 4)

Both \( Z_{\lambda, \nu} \) & \( \sum_{j=1}^{\infty} \frac{\lambda^j}{j!} \) are power series in \( \lambda \) and are thus continuously differentiable.

\[ \Rightarrow \mu_{\lambda, \nu} = \left( \sum_{j=1}^{\infty} \frac{\lambda^j}{j!} \right) / Z_{\lambda, \nu} \] is continuously differentiable when \( Z_{\lambda, \nu} \neq 0 \).

\( Z_{\lambda, \nu} > 0 \) for all \( (\lambda, \nu) \in \mathbb{R}^2_{\geq 0} \) since it is an infinite sum of positive terms.

\[ \square \]

Proof. of Lemma 6

Fix \( \nu \in \mathbb{R}_{>0} \). Let \( g(\lambda) = \mu_{\lambda, \nu} \). Then, because \( g(\lambda) \) is continuous (Lemma 10) and strictly increasing (Lemma 8), it is bijective. Also, it’s domain and range are \( \mathbb{R}_{>0} \) (Lemma 7 & 9). This implies there exists unique function \( g^{-1}(\mu) = \lambda_{\mu, \nu} \). Thus, given \( \nu \) and through \( g \), \( \lambda \) & \( \mu \) are in one-to-one correspondence.

\[ \square \]

We now have that \( \lambda_{\mu, \nu} \) has a valid definition, in that existence and uniqueness is proven.

B.3 Properties of \( \sigma^2_{\mu, \nu} \)

Let \( \sigma^2_{\mu, \nu} = \text{Var}[X_{\mu, \nu}] \) for \( X_{\mu, \nu} \sim \text{CMP}(\lambda_{\mu, \nu}, \nu) \). We will now study \( \sigma^2_{\mu, \nu} \) so that we may prove \( \sigma^2_{\mu, \nu} < \mu(\mu + 1) \).

Lemma 11. \( \frac{\partial}{\partial \nu} \lambda_{\mu, \nu} = \frac{\lambda_{\mu, \nu}}{\sigma^2_{\mu, \nu}} \) and \( \lambda_{\mu, \nu} \) is continuously differentiable in \( \mu \).

Proof. of Lemma 11

Apply the inverse function theorem.

\[ \frac{\partial}{\partial \nu} \lambda_{\mu, \nu} = \left( \frac{\partial}{\partial \nu} \mu_{\lambda, \nu} \right)^{-1} \bigg|_{\lambda=\lambda_{\mu, \nu}} = \left( \frac{\sigma^2_{\lambda, \nu}}{\lambda} \right)^{-1} \bigg|_{\lambda=\lambda_{\mu, \nu}} \quad \text{(by Lemma 8)} \]

\[ = \frac{\lambda_{\mu, \nu}}{\sigma^2_{\mu, \nu}}. \]

Since \( \mu_{\lambda, \nu} \) is continuously differentiable (by Lemma 10) and \( \frac{\partial}{\partial \nu} \lambda_{\mu, \nu} \) always exists, \( \lambda_{\mu, \nu} \) is continuously differentiable in \( \mu \).

\[ \square \]

Lemma 12. If \( X \sim \text{CMP}(\lambda, \nu) \), then for each \( \lambda \in \mathbb{R}_{>0} \), \( \frac{\partial}{\partial \nu} \mu_{\lambda, \nu} = \frac{\partial}{\partial \nu} \mathbb{E}[X] = -\text{Cov}(X, \log(X)) \in \mathbb{R}_{\leq 0} \)

Proof. of Lemma 12

For \( p \in \{0, 1\} \), \( \frac{\partial}{\partial \nu} \sum_{j=0}^{\infty} j^p \frac{\lambda^j}{j!} = \sum_{j=0}^{\infty} \frac{\partial}{\partial \nu} j^p \frac{\lambda^j}{j!} \); (Lemma 2 (b))

\[ \Rightarrow \frac{\partial}{\partial \nu} \mathbb{E}[X] = \mathbb{E}[X \mathbb{E}[^{\log(X)}]] - \mathbb{E}[X \log(X)] \]

\( X \in \mathbb{Z}_{\geq 0} \Rightarrow X & \log(X) \) are co-increasing.

Apply Theorem 4

All expectations are bounded by finite moments (Lemma 3).

\[ \square \]

Lemma 13. \( \lambda_{\mu, \nu} \) is continuously differentiable in \( \nu \), and for each \( \nu \) and \( X_{\mu, \nu} \sim \text{CMP}(\lambda_{\mu, \nu}, \nu) \), \( \frac{\partial}{\partial \nu} \lambda_{\mu, \nu} = \text{Cov}[X_{\mu, \nu}, \log(X_{\mu, \nu})] / \sigma^2_{\mu, \nu} \).

Proof. of Lemma 13

For every \( \nu \in \mathbb{R}_{>0} \), \( \frac{\partial}{\partial \nu} \mu_{\lambda, \nu} \) exists by Lemma 12 and \( \frac{\partial}{\partial \nu} \mu_{\lambda, \nu} > 0 \) exists by Lemma 8. So by the implicit function theorem, \( \frac{\partial}{\partial \nu} \lambda_{\mu, \nu} \) exists in an open set of \( \mathbb{R}_{>0} \) containing \( \nu \). Since this is true for all \( \nu \in \mathbb{R}_{>0} \), \( \lambda_{\mu, \nu} \) is continuously differentiable in \( \nu \). Further let \( g(\lambda, \nu) = \mu_{\lambda, \nu} \), then \( g(\lambda_{\mu, \nu}, \nu) = \mu \) by Lemma 6 and the following holds.
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Proof.

If \( M_\mu > \lambda_{\mu,v}, \) then \( \lim_{v \to \infty} \sum_{j=0}^{\infty} \frac{\lambda_{\mu,v}}{M_\mu} = \sum_{j=0}^{\infty} \lim_{v \to \infty} \frac{\lambda_{\mu,v}}{M_\mu} \)

(b) If for each \( \mu \in \mathbb{R}_{>0} \), there is a \( \lambda_{\mu,v} \in \mathbb{R} \), then \( \lim_{v \to 0^+} \sum_{j=0}^{\infty} \frac{\lambda_{\mu,v}}{M_\mu} = \sum_{j=0}^{\infty} \lim_{v \to 0^+} \frac{\lambda_{\mu,v}}{M_\mu} \)

Proof. of Lemma 14 (a)

\[ \sum_{j=0}^{\infty} \frac{\lambda_{\mu,v}}{M_\mu} \leq \sum_{j=0}^{\infty} \frac{M_\mu}{M_\mu} = \mathbb{R}_{>0} \) ; (Lemma 4)

Apply dominated convergence theorem.

Proof. of Lemma 14 (b)

\( \lambda_{\mu,v} \uparrow v \) (Lemma 13) \( \Rightarrow \frac{\lambda_{\mu,v}}{M_\mu} \uparrow v \)

Apply monotone convergence theorem.

Lemma 15. If \( \mu \in (0,1) \), then \( \lambda_{\mu,\infty} := \lim_{v \to \infty} \lambda_{\mu,v} \in \mathbb{R}_{>0} \)

Proof. of Lemma 15

Assume to the contrary that \( \lambda_{\mu,\infty} = \infty \).

Then for \( X_{\mu,v} \sim \text{CMP}(\lambda_{\mu,v}, v), \mu = \lim_{v \to \infty} \mathbb{E}[X_{\mu,v}] \)

\[ = \lim_{v \to \infty} \lambda_{\mu,v} \log \left( \frac{\sum_{j=0}^{\infty} \frac{\lambda_{\mu,v}}{M_\mu}}{\sum_{j=0}^{\infty} \frac{\lambda_{\mu,v}}{M_\mu}} \right) \bigg|_{\lambda=\lambda_{\mu,v}} \]

\[ \geq \lim_{v \to \infty} \lambda_{\mu,v} \log(1 + \lambda) \bigg|_{\lambda=\lambda_{\mu,v}} \); (Lemma 5)

\[ = \lim_{v \to \infty} \left[ \frac{\lambda_{\mu,v}}{1 + \lambda} \right] \bigg|_{\lambda=\lambda_{\mu,v}} = \lim_{v \to \infty} \frac{\lambda_{\mu,v}}{1 + \lambda_{\mu,v}} = 1 \]

implying \( \Rightarrow \mu \geq 1 \) and \( \mu \in (0,1) \), a contradiction.

So \( \lambda_{\mu,\infty} \in \mathbb{R}_{>0} \).

Lemma 16. If \( \mu \in (0,1) \), then \( \lambda_{\mu,\infty} = \frac{\mu}{1 - \mu} \in \mathbb{R}_{>0} \)

Proof. of Lemma 16

\[ X \sim \text{CMP}(\lambda_{\mu,v}, v), \mu = \lim_{v \to \infty} \mathbb{E}[X_{\mu,v}] \]

\[ = \lim_{v \to \infty} \left( \sum_{j=1}^{\infty} \frac{\lambda_{\mu,v}}{M_\mu} \right) \left( \sum_{j=0}^{\infty} \frac{\lambda_{\mu,v}}{M_\mu} \right)^{-1} \]

\[ \left( \sum_{j=1}^{\infty} \lim_{v \to \infty} \frac{\lambda_{\mu,v}}{M_\mu} \right) \left( \sum_{j=0}^{\infty} \lim_{v \to \infty} \frac{\lambda_{\mu,v}}{M_\mu} \right)^{-1} \); (Lemma 14 (a))
\[ \frac{\lambda_{\mu,\infty}}{1+\lambda_{\mu,\infty}} \text{ (Exists by Lemma 15)} \Rightarrow \lambda_{\mu,\infty} = \frac{\mu}{1+\mu} \]

Corollaries 2 and 3 are analogous to results in (Sellers and Shmueli [235]), but are specific to the reparameterized CMP. They describe how the CMP generalizes the Bernoulli and Geometric distributions.

**Corollary 2.** If \( X_{\mu,v} \sim \text{CMP}(\lambda_{\mu,v}, v), \mu \in (0,1), Y \sim \text{Bernoulli}(\mu), \) then \( X_{\mu,v} \rightarrow Y \) in distribution, as \( v \rightarrow \infty. \)

**Proof.** of Corollary 2

\[
\lim_{v \rightarrow \infty} f_{\text{CMP}}(x; \lambda_{\mu,v}, v) = \lim_{v \rightarrow \infty} \frac{\lambda_{\mu,v}^x}{x!} \left( \sum_{j=0}^{\infty} \frac{\lambda_{\mu,v}^j}{j!} \right)^{-1} = \left( \lim_{v \rightarrow \infty} \frac{\lambda_{\mu,v}^x}{x!} \right) \left( \sum_{j=0}^{\infty} \frac{\lambda_{\mu,v}^j}{j!} \right)^{-1} ; \text{ (Lemma 14 (a))}
\]

\[
= \frac{\lambda_{\mu,\infty}^x}{1+\lambda_{\mu,\infty}} 1_{x<2} \text{(Lemma 16)} = \mu 1_{x=1} + (1-\mu) 1_{x=0}
\]

**Lemma 17.** If \( \mu \in \mathbb{R}_{>0}, \lambda = \frac{\mu}{1+\mu}, \) then \( \mu_{\lambda,v} \rightarrow \mu \) as \( v \rightarrow 0^+ \)

**Proof.** of Lemma 17

If \( \lambda \in (0,1), \) then \( \lim_{v \rightarrow 0^+} \mu_{\lambda,v} = \left( \sum_{i=1}^{\infty} \lim_{v \rightarrow 0^+} i^\lambda \left( \sum_{j=0}^{\infty} \frac{j!}{j!} \right)^{-1} \right) = \left( \sum_{i=1}^{\infty} i^\lambda \right) \left( \sum_{j=0}^{\infty} \frac{j!}{j!} \right)^{-1} = \frac{\lambda}{1-\lambda} = \frac{\mu}{1+\mu} = \mu \)

**Lemma 18.** If \( \mu \in \mathbb{R}_{>0}, \) then \( \lambda_{\mu,0} := \lim_{v \rightarrow 0^+} \lambda_{\mu,v} = \frac{\mu}{1+\mu} \)

**Proof.** of Lemma 18

\( X \sim \text{CMP}(\frac{\mu}{1+\mu}, v), Y \sim \text{CMP}(\lambda_{\mu,0}, v). \)

\( \lambda_{\mu,v} \uparrow \mu \) (by Lemma 12) if and only if \( \mu = \lim_{v \rightarrow 0^+} \mathbb{E}[X]; \) (by Lemma 17)

\( \Rightarrow \lambda_{\mu,0} \geq \mu \frac{1}{1+\mu}. \)

Assume to the contrary that \( \lambda_{\mu,0} > \mu \frac{1}{1+\mu}. \)

\( \lambda_{\mu,0} > \mu \frac{1}{1+\mu} \Rightarrow \mu = \lim_{v \rightarrow 0^+} \mathbb{E}[Y] > \mathbb{E}[X] \) (by Lemma 8) \( \Rightarrow \mu > \mu. \) Contradiction.

So \( \lambda_{\mu,0} = \frac{\mu}{1+\mu}. \)

**Corollary 3.** If \( X_{\mu,v} \sim \text{CMP}(\lambda_{\mu,v}, v), \) & \( Y \sim \text{Geometric} \left( \left(1+\mu\right)^{-1} \right), \) then \( X_{\mu,v} \rightarrow Y \) in distribution, as \( v \rightarrow 0^+. \)

**Proof.** of Corollary 3

\[
\lim_{v \rightarrow 0^+} f_{\text{CMP}}(x; \lambda_{\mu,v}, v) = \lim_{v \rightarrow 0^+} \frac{\lambda_{\mu,v}^x}{x!} \left( \sum_{j=0}^{\infty} \frac{\lambda_{\mu,v}^j}{j!} \right)^{-1} = \left( \frac{\mu}{1+\mu} \right)^x \left( \sum_{j=0}^{\infty} \left( \frac{\mu}{1+\mu} \right)^j \right)^{-1} ; \text{ (by Lemmas 14 (b) & 18)}
\]

\[
= \left( \frac{\mu}{1+\mu} \right)^x \left( 1-\frac{\mu}{1+\mu} \right) = \left( \frac{\mu}{1+\mu} \right)^x \left( \frac{1}{1+\mu} \right)
\]

**Corollary 4.** If \( \mu \in (0,1), \) then \( \sigma_{\mu,v}^2 \rightarrow \mu(1-\mu) \) as \( v \rightarrow \infty \)
Proof. of Corollary 4
\[ X_{\mu, v} \sim \text{CMP}(\lambda_{\mu, v}, v). \quad \text{p} \in \{1, 2\}. \lim_{v \to \infty} E[X_{\mu, v}^0] \]
\[ = \left( \sum_{i=1}^{\infty} \lim_{v \to \infty} i^p \lambda_{\mu, v}^i \right) \left( \sum_{j=0}^{\infty} \lim_{v \to \infty} \lambda_{\mu, v}^j \right) \quad ; \text{(by Lemma 14 (a))} \]
\[ = \lambda_{\mu, v}(1 + \lambda_{\mu, v})^{-1} \quad ; \text{(by Lemma 15)} \]
\[ = \mu \Rightarrow \lim_{v \to \infty} \sigma^2_{\mu, v} \]
\[ = \lim_{v \to \infty} \left( E[X_{\mu, v}^2] - (E[X_{\mu, v}])^2 \right) = \mu(1 - \mu) \]
\[ \square \]

Lemma 19. For fixed \( \mu \in \mathbb{R}_{>0}, \sigma^2_{\mu, v} \to \mu(1 + \mu) \) as \( v \to 0^+ \)
Proof. of Lemma 20
\[ X_{\mu, v} \sim \text{CMP}(\lambda_{\mu, v}, v). \quad \lim_{v \to 0^+} E[X_{\mu, v}^2] \]
\[ = \left( \sum_{i=1}^{\infty} i^2 \left( \frac{\mu}{1+\mu} \right)^i \left( \sum_{j=0}^{\infty} \left( \frac{\mu}{1+\mu} \right)^j \right)^{-1} \right) \quad ; \text{(by Lemmas 14 (b) & 18)} \]
\[ = \sum_{i=1}^{\infty} i^2 \left( \frac{\mu}{1+\mu} \right)^i (1 + \mu)^{-1} = \sum_{i=1}^{\infty} i^2 \left( 1 - \frac{1}{1+\mu} \right)^i \left( \frac{1}{1+\mu} \right) \]
\[ = \mu(1 + \mu) + \mu^2 \quad ; \text{(Geometric distribution)} \]
We will now put \( \frac{\partial}{\partial v} \sigma^2_{\mu, v} \) into a form useful to Lemma 1

Lemma 20. \( \frac{\partial}{\partial v} \sigma^2_{\mu, v} \leq 0 \) if and only if \( X_{\mu, v} \sim \text{CMP}(\lambda_{\mu, v}, v) \) & \( \text{Cor}[X_{\mu, v}^2, \log(X_{\mu, v}!)] \geq \text{Cor}[X_{\mu, v}^2, X_{\mu, v}] \text{Cor}[X_{\mu, v}, \log(X_{\mu, v}!)] \)
Proof. of Lemma 20
\[ \frac{\partial}{\partial v} \sigma^2_{\mu, v} = \frac{\partial}{\partial v} \text{Var}[X] = \frac{\partial}{\partial v} \left( E[X_{\mu, v}^2] - \mu^2 \right) \]
\[ = \frac{\partial \lambda_{\mu, v}}{\partial v} \frac{\partial E[X_{\mu, v}^2]}{\partial \lambda_{\mu, v}} + \frac{\partial E[X_{\mu, v}^2]}{\partial \mu} \quad ; \text{(Multivariate chain rule)} \]
\[ \leq 0 \iff \text{Cov}[X_{\mu, v}^2, X_{\mu, v}] \text{Cor}[X_{\mu, v}, \log(X_{\mu, v}!)] \leq \text{Cov}[X_{\mu, v}^2, \log(X_{\mu, v}!)] \text{Var}[X_{\mu, v}] \]
\[ \square \]

Lemma 21. \( \sigma^2_{\mu, v} \) decreases as \( v \) increases.
Proof. of Lemma 21
For each \( \mu > 0, \sigma^2_{\mu, v}|_{v=1} = \mu \) by Poisson generalization,
and \( \sigma^2_{\mu, v}|_{v=0} = \mu(\mu + 1) > \mu, \)
so \( \frac{\partial}{\partial v} \sigma^2_{\mu, v} < 0 \) for some \( v \leq 1. \)
For every \( (\mu, v), \text{Cor}[X_{\mu, v}^2, \log(X_{\mu, v}!)] \neq \text{Cor}[X_{\mu, v}^2, X_{\mu, v}] \text{Cor}[X_{\mu, v}, \log(X_{\mu, v}!)] \) by Lemma 1
\( \frac{\partial}{\partial v} \sigma^2_{\mu, v} \leq 0 \iff \text{Cor}[X_{\mu, v}^2, \log(X_{\mu, v}!)] \geq \text{Cor}[X_{\mu, v}^2, X_{\mu, v}] \text{Cor}[X_{\mu, v}, \log(X_{\mu, v}!)] \text{by Lemma 20} \)
and since \( \sigma^2_{\mu, v} \) is continuously differentiable, \( \frac{\partial}{\partial v} \sigma^2_{\mu, v} \) cannot ever be zero.
But there is some \( v \leq 1 \) such that \( \frac{\partial}{\partial v} \sigma^2_{\mu, v} < 0 \), so \( \frac{\partial}{\partial v} \sigma^2_{\mu, v} \) is always negative.
\[ \square \]
Recall that Result 3 states that if \( X_{\mu, v} \sim \text{CMP}(\lambda, v) \) and \( E[X_{\mu, v}] = \mu \) and \( \text{Var}[X_{\mu, v}] = \sigma^2 \), then \( \sigma^2 < \mu(\mu + 1) \).
Proof. of Result 3
Since \( \sigma^2_{\mu, v} \to \mu(\mu + 1) \) as \( v \to 0^+ \) (by Lemma 20),
and because \( \sigma^2_{\mu, v} \) decreases in \( v \) (by Lemma 21),
\( \sigma^2_{\mu, v} < \mu(\mu + 1) \) for each \( (\mu, v) \in \mathbb{R}_{>0}^2 \).
\[ \square \]
Recall that Result 4 states that if \( X_{\mu,\nu} \sim \text{CMP}(\lambda, \nu) \), then \( X_{\mu,\nu} \) is over-dispersed when \( \nu < 1 \) and under-dispersed when \( \nu > 1 \).

**Proof.** of Result 4

\( \sigma^2_{\mu,\nu} \) decreases in \( \nu \) (by Lemma 21),
and \( \sigma^2_{\mu,\nu}|_{\nu=1} = \mu \) by Poisson generalization.

\[ \square \]

### B.4 Borrowed material

**Theorem 4.** If functions \( f, g \) are co-monotone (counter-monotone), then
\[
\mathbb{E}[f(X)g(X)] - \mathbb{E}[f(X)]\mathbb{E}[g(X)] \geq 0 \ (\leq 0).
\]

**Proof.** Derive from \( \mathbb{E}(f(X) - f(Y))(g(X) - g(Y)) \geq 0, X =_D Y \) independently,
or see Hardy et al. [122].

\[ \square \]

**Theorem 5.** For each \( n, f_n : \mathbb{R} \to \mathbb{R} \) differentiable on \( [a, b] \), there exists an \( x_0 \in [a, b] : f_n(x_0) \to \cdot, f'_n \to \cdot \) uniformly on \( [a, b] \) \( \Rightarrow f_n \to f \) uniformly on \( [a, b] \) and
\[
f'(x) = \lim_{n \to \infty} f'_n(x) \text{ for each } x \in [a, b]
\]

**Proof.** See Rudin [232], theorem 7.17.

\[ \square \]

**Theorem 6.** For any random vectors \( \mathbf{X} = (X_1, X_2, \ldots, X_p) \), \( \mathbf{Y} = (Y_1, Y_2, \ldots, Y_p) \), the following are equivalent.

1. \( \mathbb{E}[\mathbf{X}|\mathbf{Y}] = \alpha + B \mathbf{Y} \) for a vector \( \alpha \) and matrix \( B \).

2. \( \Sigma_{\mathbf{X}|\mathbf{Y}} = \mathbb{E}\left(\Sigma_{\mathbf{X}|\mathbf{Y}}\right) \).

Where \( \Sigma_{\mathbf{X}|\mathbf{Y}} \) is the covariance matrix of \( \mathbf{X} \) partial \( \mathbf{Y} \), and \( \Sigma_{\mathbf{X}|\mathbf{Y}} \) is the covariance matrix of \( \mathbf{X} \) conditioned on \( \mathbf{Y} \).

**Proof.** See Baba [16] theorem 2.1.1, or Baba and Sibuya [18] theorem 1.

\[ \square \]
Appendix C

Precision with imprecise binners

Here we develop strategies for improving the precision of our claims with imprecise classifiers, thus providing insight on strategies which may allow us to make confident inferences while constrained by error-prone tools. These strategies are theoretical and untested, but are inspired by current approaches. Our earlier results in section 1.6.5 which describe constraints on imprecise classifiers hold true and are mathematical facts that cannot be avoided. Instead, we produce two strategies which overcome these caveats by either changing our classifier or claim. In both strategies it is necessary to perform assumption checking with known-label data. In either strategy we follow the paradigm of classifier C attempts attribution of object or phenomenon X to some label y. In binning, X is a metagenomic sequence, C is a binner, and y is a taxonomic label. Both of these strategies reduce the applicable scope of their methods, but only one actually consumes additional metagenomic sequences to improve its precisions, the other does have a greatly increased information requirement.

C.1 Marker gene strategy

It has been common to evaluate binning attempts with marker genes [5, 207, 225, 240]. As a post-hoc analysis, marker gene evaluation can be viewed as a modification of the initial binning procedure without loss of generality. So this approach modifies our classifier C to leverage additional information. It is no longer enough to attribute \( C(X) = y \), we now also require \( X \) to satisfy additional requirements \( X \in z \). For marker gene analyses specifically, \( z \) would be a marker gene requirement. So while our initial precision \( p = P\{X \in y | C(X) = y\} \) may be miserable, the modified process’ precision \( q = P\{X \in y | C(X) = y, X \in z\} \) can be much better. Given a known-label data set, these precisions may be estimated as \( \hat{p} = \frac{\sum_{i=1}^{n} 1_{X_i \in y, C(X_i) = y}}{\sum_{i=1}^{n} 1_{C(X_i) = y}} \) and \( \hat{q} = \frac{\sum_{i=1}^{n} 1_{X_i \in y, C(X_i) = y, X_i \in z}}{\sum_{i=1}^{n} 1_{X_i \in y, X_i \in z}} \) (\( 1_A \) is an indicator variable, \( 1_A = \{1 \text{ if } A; 0 \text{ if } A^c\} \)). Of course, it is possible that these estimates are only different due to sampling variation, and is not actually meaningfully different. To test for statistically significant difference Fisher’s Exact Test may be applied for small samples whereas result [5] is applicable when samples are large and a most statistically powerful test is desired.

Evaluating the added value of further constraining \( X \) by \( X \in z \) can only be achieved with known-label data, and thus is only a concern during classifier evaluation. For binning with marker genes, this means that this assumption should be evaluated when the binner itself is evaluated with a synthetic data set [180]. However in application of the binner, this is assumption-checking is no longer a concern (requiring the assumption was confidently observed as true in the evaluation). The \( X \in z \) requirement will likely reduce the number of sequences C may be applied to, but within its scope of application, the modified binner simply has an increased precision per individual metagenomic sequence.

C.2 Common trait strategy

Taking inspiration from modern applications of binning [10], binning may not actually used make claims attributing relationships between taxonomy \( y \) and metagenomic sequences \( X \), but instead is used to attribute relationships between taxonomy \( y \) and common traits \( z \). For example, this trait could be the encoding of particular reactions in a biogeochemical pathway. Our focus has been sufficiently fixed on the search for statistical dependence in \((1_{C(X) = y}, 1_{X \in y})\), but it might be more pragmatic to search for dependence in \((1_{X \in y}, 1_{X \in z})\). One possible way to test for such dependence is to search for a correlation between \( 1_{X \in y} \) and \( 1_{X \in z} \).
and $1_{x \in z}$. Unfortunately we cannot observe $1_{x \in y}$, but can observe $1_{C(X) = y}$. So we might use an imprecise binner $C$ to inform on taxonomy $y$. It might be possible to test for dependence within $(1_{x \in y}, 1_{x \in z})$ by testing for a statistically significant correlation between observations $1_{C(X) = y}$ and $1_{x \in z}$.

Unfortunately it is entirely possible that our classifiers are not only wrong but also biased, and their classifications are overwhelmed by artificial constructs. However, if our classifiers are wrong in a right and unbiased way, we may aggregate their behaviour conclusions in a more precise way. We formulate one such concept of bias, by assuming that our data $X_i = (1_{x \in y}, 1_{x \in z}, 1_{C(X) = y})^T$ follow a multivariate probit model [15, 57]. During the classifier evaluation, when $1_{x \in y}$ is observable, it might be decided that the latent partial correlation $c_{C,Z,Y}$ (formally defined in result 6) is bounded within a range $|c_{C,Z,Y}| < b$. If such an assumption is demonstrated to be viable, then there are correlations of the observable $(1_{C(X) = y}, 1_{x \in z})$ which imply $(1_{x \in y}, 1_{x \in z})$ is probably correlated. Of course a smaller bound $b$ results in more confidently inferable correlations between taxonomy and biogeochemical pathways.

As in the previous strategy, a test must be conducted during classifier evaluation to conclude that an essential assumption is satisfied. However, this strategy requires further statistical testing, and we have yet to argue that it may more precisely evaluate a target claim. Given this strategy’s assumption is satisfied, application requires discovering a common trait $z$ amongst some metagenomic sequences $X_i \in z$. For example, they might encode reactions participating in the denitrification pathway. Then a Fisher Exact Test could conclude that observations $(1_{C(X) = y}, 1_{x \in z})$ are significantly correlated (suitable for $b = 0$), or a likelihood ratio test could be used (suitable for $b > 0$). In this way, we may evaluate the a claim that particular taxa are correlated with a particular biogeochemical pathway. Notice that this test consumes several metagenomic sequences to evaluate a single claim.

To argue an increase in precision, we observe that the we are classifying our claim through hypothesis testing. We make our claim through rejection of a null hypothesis, $H_0 : \text{Cor}[C(X) = y, X \in z] = 0$. We reject the null correctly with probability $1 - \beta = P[\text{reject } H_0 | H_1]$, this is the statistical power of our test. We reject our null incorrectly with probability $\alpha = P[\text{reject } H_0 | H_0]$, this is the type-1 error rate. Assuming that our hypothesis alternatives make up a true dichotomy of our sample space $H_0 \cup H_1 = \Omega$ on our probability space $(\Omega, F, P)$, we may conclude that the probability of a correct claim is $(1 - \beta)/(1 - \beta + \alpha)$. So to increase our precision (probability of a true claim), we must achieve a statistical power $(1 - \beta)$ which is large relative to our type-1 error rate ($\alpha$). Methods for increasing statistical power can be sophisticated [192], but it is heuristically true that power increases with sample size. For binning, this means consuming more metagenomic sequences with an unbiased binner can produce more precise claims.

### C.3 Formal arguments

**Result 5.** Let $A_i := 1_{x \in y}$ for each of the $X_i$ such that $X_i \in z$.

Then we have an independent sample of $n$ Bernoulli random variables $A_i$ such that if $\sum_{i=1}^n A_i = k$, we successfully reject the null hypothesis $H_0 : P[A_i = 1] = p$ for each $i$ with probability $\alpha$ if the following statement holds.

$$2k \log \frac{k}{np} + 2(n - k) \log \frac{n - k}{n(1 - p)} > \chi^2_{n - 1}(\alpha)$$

**Proof.**

Let $P[A_i = 1] = q$. The likelihood function of sample $A_{i \in \{1, 2, \ldots, n\}}$ is $f(n, k, q) = q^k(1 - q)^{n - k}$ with maximum likelihood estimate $\hat{q} = k/n$. Then Wilks’ $-2 \log \Lambda$ statistic is the following.

$$-2 \log \Lambda = -2 \log \frac{f(n, k, p)}{f(n, k, \hat{q})} = 2 \log \frac{f(n, k, p)}{f(n, k, \hat{q})} = 2k \log \frac{k}{np} + 2(n - k) \log \frac{n - k}{n(1 - p)}$$

And $-2 \log \Lambda$ follows a $\chi^2_{n - 1}$ distribution under $H_0$ when $n$ is large, according to Wilks’ theorem [270]. ☐
Result 6. Let $X \in \{0, 1\}^3$ be multivariate probit-distributed \cite{[15] [57]} as follows.

\[
X = \begin{bmatrix}
1_{X \in Y} \\
1_{X \in Z} \\
1_{C(X) = Y}
\end{bmatrix}
= \begin{bmatrix}
1_{Y > 0} \\
1_{Z > 0} \\
1_{C > 0}
\end{bmatrix} ; \\
\begin{bmatrix}
Y^T \\
Z \\
C
\end{bmatrix}
\sim N_3 \left( \begin{bmatrix}
\mu_Y \\
\mu_Z \\
\mu_C
\end{bmatrix}, \\
\begin{bmatrix}
\sigma_{Y,Y} & \sigma_{Y,Z} & \sigma_{Y,C} \\
\sigma_{Y,Z} & \sigma_{Z,Z} & \sigma_{Z,C} \\
\sigma_{Y,C} & \sigma_{Z,C} & \sigma_{C,C}
\end{bmatrix}\right)
\]

where the covariance notation from section B.1 or section 1.5.3 is used.

If $|\sigma_{C,Z}| \leq b$, then any test which accepts $H_0 : |\sigma_{C,Z}| > b$ implies $\sigma_{C,Y} \neq 0$ and $\sigma_{Z,Y} \neq 0$, but also a test which accepts $H_1 : |\sigma_{C,Z}| \leq b$ admits the possibility that $\sigma_{C,Y} = 0$ or $\sigma_{Z,Y} = 0$ (without further realized constraints).

Proof.

\[
\sigma_{C,Z} = \sigma_{C,Z,Y} + \sigma_{C,Y} \sigma_{Z,Y} \sigma_{Y,Y}^{-1}
\]

$|\sigma_{C,Z}| > b \Rightarrow |\sigma_{C,Z,Y} + \sigma_{C,Y} \sigma_{Z,Y} \sigma_{Y,Y}^{-1}| \leq |\sigma_{C,Z,Y}| + |\sigma_{C,Y} \sigma_{Z,Y} \sigma_{Y,Y}^{-1}| \leq b + |\sigma_{C,Y} \sigma_{Z,Y} \sigma_{Y,Y}^{-1}|
\]

$\Rightarrow |\sigma_{C,Y} \sigma_{Z,Y} \sigma_{Y,Y}^{-1}| \geq |\sigma_{C,Z}| - b > 0 \Rightarrow \sigma_{Z,Y} \neq 0$ and $\sigma_{Z,Y} \neq 0$,

giving us our necessary implication.

$|\sigma_{C,Z}| < b \iff (\sigma_{C,Z,Y} = \sigma_{C,Z} < b \Rightarrow 0 = \sigma_{C,Y} \sigma_{Z,Y} \sigma_{Y,Y}^{-1} \Rightarrow \sigma_{C,Y} = 0 \text{ or } \sigma_{Z,Y} = 0)$,

giving us our admission.

$\square$
Appendix D

Miscellaneous

D.1 Factorial experiment regression summaries

```r
> summary( lm( ll$precision[,"gpu_0.05"] ~ m$mdl + m$n + m$q + m$s ) )
```

```r
Call:
 lm(formula = ll$precision[, "gpu_0.05"] ~ m$mdl + m$n + m$q + m$s)

Residuals:
          Min     1Q Median     3Q    Max
-0.81194 -0.20880 0.01995 0.21959 0.65136

Coefficients:
                    Estimate Std. Error t value Pr(>|t|)
(Intercept)       0.951800   0.22103  4.3074 0.000262 ***
m$mdlmln         -0.432323   0.18770 -2.3031 0.030691 *
m$n1000         -0.139780   0.15213 -0.9203 0.367355
m$q4             -0.170876   0.15213 -1.1240 0.272809
m$s0.5           0.123327   0.16706  0.7384 0.467718

---
Signif. codes: 0 *** 0.001 ** 0.01 * 0.05 . 0.1 1

Residual standard error: 0.3735 on 23 degrees of freedom
(36 observations deleted due to missingness)
Multiple R-squared: 0.2039, Adjusted R-squared: 0.06545
F-statistic: 1.473 on 4 and 23 DF, p-value: 0.2429
```

```r
> summary( lm( ll$precision[,"pearson_0.05"] ~ m$mdl + m$n + m$q + m$s ) )
```

```r
Call:
 lm(formula = ll$precision[, "pearson_0.05"] ~ m$mdl + m$n + m$q + m$s)

Residuals:
          Min     1Q Median     3Q    Max
-0.239552 -0.026302 -0.005363 0.026910 0.206462

Coefficients:
                    Estimate Std. Error t value Pr(>|t|)
(Intercept)       0.0648611  0.0624890 1.0382 0.31106
m$mdlmln         -0.0430950  0.0473469 -0.9101 0.37316
m$n1000         -0.0090962  0.0495857 -0.1833 0.85617
m$q4             -0.0090962  0.0495857 -0.1833 0.85617
m$s0.5           0.5493656  0.0392778 13.9866 4.11e-12 ***

---
Signif. codes: 0 *** 0.001 ** 0.01 * 0.05 . 0.1 1

Residual standard error: 0.09917 on 21 degrees of freedom
(38 observations deleted due to missingness)
Multiple R-squared: 0.9040, Adjusted R-squared: 0.8857
F-statistic: 49.42 on 4 and 21 DF, p-value: 2.169e-10
```

```r
> summary( lm( ll$precision[,"sparcc_0.05"] ~ m$mdl + m$n + m$q + m$s ) )
```

```r
119
```

```r
```
D.2 Taxa regressed

The following taxa were regressed in our 16S multivariate regression analysis.

1. "Nitrospina"
2. "Nitrospira"
3. "SUP05"
4. "Cyanoarchaeota"
5. "Planctomycetes"
6. "Thaumarchaeota"
7. "OD1"
8. "MGA"
9. "k__Bacteria.p__Proteobacteria"
10. "k__Bacteria.p__Verrucomicrobia"
11. "k__Bacteria.p__OP3"
12. "k__Archaea.p__pISA1"
13. "k__Bacteria.p__Bacteroidetes"
14. "k__Bacteria.p__Actinobacteria"
15. "k__Bacteria.p__Fusobacteria"
16. "k__Bacteria.p__Chloroflexi"
17. "k__Archaea.p__Thermoplasmata_Eury"
18. "k__Archaea.p__Methanomicrobia_Eury"
19. "k__Archaea.p__pMC2A384"
20. "k__Archaea.p__pMC2A15"
21. "k__Archaea.p__Fibrobacteres"
22. "k__Archaea.p__Fibrobacteres"
23. "k__Archaea.p__Fibrobacteres"
24. "k__Archaea.p__Fibrobacteres"
25. "k__Archaea.p__Fibrobacteres"
26. "k__Archaea.p__Fibrobacteres"
27. "k__Archaea.p__Fibrobacteres"
28. "k__Archaea.p__Fibrobacteres"
29. "k__Archaea.p__Fibrobacteres"
30. "k__Archaea.p__Fibrobacteres"
31. "k__Archaea.p__Fibrobacteres"
32. "k__Archaea.p__Fibrobacteres"
33. "k__Archaea.p__Fibrobacteres"
34. "k__Archaea.p__Fibrobacteres"
35. "k__Archaea.p__Fibrobacteres"
36. "k__Archaea.p__Fibrobacteres"
37. "k__Archaea.p__Fibrobacteres"
38. "k__Archaea.p__Fibrobacteres"
39. "k__Archaea.p__Fibrobacteres"
40. "k__Archaea.p__Fibrobacteres"
41. "k__Archaea.p__Fibrobacteres"
42. "k__Archaea.p__Fibrobacteres"
43. "k__Archaea.p__Fibrobacteres"
44. "k__Archaea.p__Fibrobacteres"
45. "k__Archaea.p__Fibrobacteres"
46. "k__Archaea.p__Fibrobacteres"
47. "k__Archaea.p__Fibrobacteres"
48. "k__Archaea.p__Fibrobacteres"
49. "k__Archaea.p__Fibrobacteres"
50. "k__Archaea.p__Fibrobacteres"
51. "k__Archaea.p__Fibrobacteres"
52. "k__Archaea.p__Fibrobacteres"
53. "k__Archaea.p__Fibrobacteres"
54. "k__Archaea.p__Fibrobacteres"
55. "k__Archaea.p__Fibrobacteres"
56. "k__Archaea.p__Fibrobacteres"
57. "k__Archaea.p__Fibrobacteres"
58. "k__Archaea.p__Fibrobacteres"
59. "k__Archaea.p__Fibrobacteres"
60. "k__Archaea.p__Fibrobacteres"
61. "k__Archaea.p__Fibrobacteres"
62. "k__Archaea.p__Fibrobacteres"
63. "k__Archaea.p__Fibrobacteres"
64. "k__Archaea.p__Fibrobacteres"
65. "k__Archaea.p__Fibrobacteres"
66. "k__Archaea.p__Fibrobacteres"
67. "k__Archaea.p__Fibrobacteres"
68. "k__Archaea.p__Fibrobacteres"
69. "k__Archaea.p__Fibrobacteres"
70. "k__Archaea.p__Fibrobacteres"
71. "k__Archaea.p__Fibrobacteres"
72. "k__Archaea.p__Fibrobacteres"
73. "k__Archaea.p__Fibrobacteres"
74. "k__Archaea.p__Fibrobacteres"
75. "k__Archaea.p__Fibrobacteres"
76. "k__Archaea.p__Fibrobacteres"
77. "k__Archaea.p__Fibrobacteres"
78. "k__Archaea.p__Fibrobacteres"
79. "k__Archaea.p__Fibrobacteres"
80. "k__Archaea.p__Fibrobacteres"
81. "k__Archaea.p__Fibrobacteres"
82. "k__Archaea.p__Fibrobacteres"
83. "k__Archaea.p__Fibrobacteres"
84. "k__Archaea.p__Fibrobacteres"
85. "k__Archaea.p__Fibrobacteres"
86. "k__Archaea.p__Fibrobacteres"
87. "k__Archaea.p__Fibrobacteres"
88. "k__Archaea.p__Fibrobacteres"
89. "k__Archaea.p__Fibrobacteres"
90. "k__Archaea.p__Fibrobacteres"
91. "k__Archaea.p__Fibrobacteres"
92. "k__Archaea.p__Fibrobacteres"
93. "k__Archaea.p__Fibrobacteres"
94. "k__Archaea.p__Fibrobacteres"
95. "k__Archaea.p__Fibrobacteres"
96. "k__Archaea.p__Fibrobacteres"
97. "k__Archaea.p__Fibrobacteres"
98. "k__Archaea.p__Fibrobacteres"
99. "k__Archaea.p__Fibrobacteres"
100. "k__Archaea.p__Fibrobacteres"
101. "k__Archaea.p__Fibrobacteres"
102. "k__Archaea.p__Fibrobacteres"
103. "k__Archaea.p__Fibrobacteres"
104. "k__Archaea.p__Fibrobacteres"
105. "k__Archaea.p__Fibrobacteres"
106. "k__Archaea.p__Fibrobacteres"
107. "k__Archaea.p__Fibrobacteres"
108. "k__Archaea.p__Fibrobacteres"
109. "k__Archaea.p__Fibrobacteres"
110. "k__Archaea.p__Fibrobacteres"
111. "k__Archaea.p__Fibrobacteres"
112. "k__Archaea.p__Fibrobacteres"
113. "k__Archaea.p__Fibrobacteres"
114. "k__Archaea.p__Fibrobacteres"
115. "k__Archaea.p__Fibrobacteres"
116. "k__Archaea.p__Fibrobacteres"
117. "k__Archaea.p__Fibrobacteres"
118. "k__Archaea.p__Fibrobacteres"
119. "k__Archaea.p__Fibrobacteres"
120. "k__Archaea.p__Fibrobacteres"

D.3 Marginal regression survey results

In the following R output, +1 indicates a positive and statistically significant correlation, -1 indicates a negative and statistically significant correlation, and 0 indicates a statistically insignificant relationship at the $\alpha = 0.05$ level. Note that some taxa will correlate with a variable even if its metabolic relationship is with a correlated but unmeasured environmental variable.
Nitrospina -1 1 0
Nitrospira -1 -1 0
SUP05 -1 0 0
Cyanobacteria 1 1 1
Planctomycetes -1 0 0
Thaumarchaeota -1 1 0
OD1 -1 -1 1
MGA -1 0 0
k__Bacteria.p__Proteobacteria 0 -1 0
k__Bacteria.p__ZB3 -1 0 1
k__Archaea.p__Unclassified -1 -1 1
k__Bacteria.p__Verrucomicrobia -1 0 0
k__Bacteria.p__OP3 0 1 1
k__Bacteria.p__Caldithrix_KSB1 -1 -1 1
No.blast.hit 0 0 0
k__Archaea.p__pISA1 -1 -1 1
k__Bacteria.p__Bacteroidetes 0 0 0
k__Bacteria.p__Actinobacteria 0 0 0
k__Bacteria.p__Lentisphaerae -1 1 1
k__Bacteria.p__TM6 -1 -1 1
k__Bacteria.p__Chloroflexi -1 0 1
k__Bacteria.p__OP11 -1 -1 1
k__Bacteria.p__Firmicutes 0 0 1
k__Bacteria.p__Elusimicrobia_TG1 0 0 1
k__Archaea.p__pMC2A209 0 0 1
k__Bacteria.p__Acidobacteria -1 0 0
k__Bacteria.p__TM7 0 1 0
k__Bacteria.p__Spirochaetes -1 1 1
k__Archaea.p__Thermoplasmata_Eury 0 0 -1
k__Archaea.p__Methanobacteria_Eury -1 0 1
k__Bacteria.p__Fusobacteria 0 0 0
k__Archaea.p__BC07.2A.27 -1 0 1
k__Archaea.p__Methanomicrobia_Eury 0 -1 1
k__Bacteria.p__Chlamydiae -1 0 1
k__Bacteria.p__Nitrospirae -1 -1 0
k__Bacteria.p__W53 -1 0 1
k__Bacteria.p__GN02 -1 0 0
k__Bacteria.p__W56 -1 0 0
k__Archaea.p__pMC2A384 0 0 1
k__Bacteria.p__VHS.B5.50 -1 1 -1
k__Bacteria.p__ZB2 -1 0 0
k__Bacteria.p__Gemmimonadetes -1 0 0
k__Archaea.p__pMC2A15 -1 0 1
k__Bacteria.p__NKB19 0 0 0
k__Bacteria.p__Fibrobacteres 0 0 1
k__Archaea.p__Methanococci_Eury -1 -1 0
k__Bacteria.p__Unclassified 0 0 1
k__Archaea.p__Halobacteriales 0 0 1
k__Bacteria.p__SM2F11 0 0 0
k__Bacteria.p__OP9_JS1 0 0 -1
k__Bacteria.p__ctg_CGOF -1 -1 0
k__Archaea.p__DHVE3 0 -1 1
k__Archaea.p__pSL22 -1 0 0
k__Bacteria.p__OP10 -1 -1 -1
k__Archaea.p__MSBL1 0 0 0
k__Bacteria.p__OP1 -1 -1 1
k__Archaea.p__NO27FW -1 0 0
Figure D.1: Precision recall curves for popular 16S correlation techniques (lines) on several models (plots). Image credit: [267]

D.4 Poor precision-recall exchanges
See Figure D.1

D.5 SAGs sequenced
See Figure D.2
Figure D.2: SAGs sampled and sequenced (picked). Image credit: Alyse Hawley
D.6  SAG decontamination taxa ranges

Bacteria;Proteobacteria;Gammaproteobacteria;SUP05
Bacteria;Proteobacteria;Gammaproteobacteria;SUP05 (Arctic)
Archaea;Thaumarchaeota;Cenarchaeales;Cenarchaeum
Bacteria;Bacteroidetes;Flavobacteriales;Cytophaga
Bacteria;Verrucomicrobia;Verrucomicrobia_subdivision_3

D.7  Evaluation levels

**Level 1**, the low level
Archaea;Thaumarchaeota;Cenarchaeales;Cenarchaeum;Unclassified;OTU
Bacteria;Bacteroidetes;Flavobacteriales;Cytophaga;Unclassified;OTU
Bacteria;Bacteroidetes;Bacteroidales;VC21_Bac22;OTU
Bacteria;Proteobacteria;Alphaproteobacteria;Consistiales;Pelagibacter;SAR11;Candidatus_Pelagibacter_ubique;OTU
Bacteria;Proteobacteria;Deltaproteobacteria;Nitrospina;OTU
Bacteria;Proteobacteria;Deltaproteobacteria;Sva0853;SAR324;OTU
Bacteria;Proteobacteria;Epsilonproteobacteria;Arcobacteraceae;Unclassified;OTU
Bacteria;Proteobacteria;Gammaproteobacteria;SUP05;Unclassified;OTU;Arctic
Bacteria;Proteobacteria;Gammaproteobacteria;SUP05;Unclassified;OTU;SUP05_1a
Bacteria;Proteobacteria;Gammaproteobacteria;SUP05;mussel_thioautotrophic.gill_symbiont_MAR1;OTU;SUP05_1c

**Level 2**, the mid level
Archaea Bacteria;Bacteroidetes;Flavobacteriales
Bacteria;Bacteroidetes;Bacteroidales
Bacteria;Proteobacteria;Alphaproteobacteria
Bacteria;Proteobacteria;Deltaproteobacteria
Bacteria;Proteobacteria;Epsilonproteobacteria
Bacteria;Proteobacteria;Gammaproteobacteria

**Level 3**, the high level
Archaea Bacteria

D.8  ESOM R script

```r
# esom_binner.R
library("igraph")
library("RColorBrewer")

umx = as.matrix( read.table("work/fa53_sub.fa.kmer_50x50e100.umx",skip=1) )
bm = as.matrix( read.table("work/fa53_sub.fa.kmer_50x50e100.bm",skip=2) )

# build the node name
nn = function(a,b) paste0( "v" , a , "_" , b )

# clusters are built of sufficiently near nodes
# Distances can be no greater than 'cut' to share a group
build_graph = function(cut=0.2,u=umx)
{
  nr = nrow(u)
  nc = ncol(u)
  grid = expand.grid( 1:nr , 1:nc )
  check_neighbours = function(i)
  {
    if( u[ grid[i,1] , grid[i,2] ] <= cut )
    {
      out = NULL
    }
```
if( grid[i,1] > 1 ) { out = c( out, 
  nn( grid[i,1], grid[i,2] ), nn( grid[i,1]-1, grid[i,2] ) ) }
if( grid[i,1] < nr ) { out = c( out, 
  nn( grid[i,1], grid[i,2] ), nn( grid[i,1]+1, grid[i,2] ) ) }
if( grid[i,2] > 1 ) { out = c( out, 
  nn( grid[i,1], grid[i,2] ), nn( grid[i,1], grid[i,2]-1 ) ) }
if( grid[i,1] < nc ) { out = c( out, 
  nn( grid[i,1], grid[i,2] ), nn( grid[i,1], grid[i,2]+1 ) ) }
if( grid[i,1] > 1 & grid[i,2] > 1 ) { out = c( out, 
  nn( grid[i,1], grid[i,2] ), nn( grid[i,1]-1, grid[i,2]-1 ) ) }
if( grid[i,1] > 1 & grid[i,2] < nc ) { out = c( out, 
  nn( grid[i,1], grid[i,2] ), nn( grid[i,1]-1, grid[i,2]+1 ) ) }
if( grid[i,1] < nr & grid[i,2] > 1 ) { out = c( out, 
  nn( grid[i,1], grid[i,2] ), nn( grid[i,1]+1, grid[i,2]-1 ) ) }
if( grid[i,1] < nr & grid[i,2] < nc ) { out = c( out, 
  nn( grid[i,1], grid[i,2] ), nn( grid[i,1]+1, grid[i,2]+1 ) ) }
return(out)
}
NULL
edges = lapply( 1:(nr*nc) , check_neighbours )
edges = t( matrix( unlist(edges) , nrow=2 ) )
edges = data.frame( from=edges[,1] , to=edges[,2] )
graph.data.frame(edges)

construct_bins = function(cut=0.2,u=umx,b=bm) {
g = build_graph(cut,u)
cmps = components(g)
bin = function(i) {
  if( nn(b[i,2],b[i,3]) %in% names( cmps$membership ) ) {
    return( cmps$membership[ nn(b[i,2],b[i,3]) ] )
  }
  0 # zero indicates no membership
}
bins = sapply( 1:nrow(b) , bin )
cbind( b , bins )
}
library("png")

plot_bins = function(bins,coef=1,bg_path=NA,...) {
  plot( bins[,3] , bins[,2] , pch=16 , cex=0.5*coef , ... )
  clr = rainbow( max(bins[,4]) )
  # clr = brewer.pal(max(bins[,4]),"Set1") ( max(bins[,4]) ) # too many colours for this palette
  idx = (1:nrow(bins))[ bins[,4] > 0 ]
  if( ! is.na(bg_path) ) {
    bg = readPNG( bg_path )
    lim = par()
    rasterImage(bg, lim$xusr[1], lim$xusr[3], lim$yusr[2], lim$yusr[4])
    points( bins[,3] , bins[,2] , pch=16 , cex=0.5*coef )
  }
}
D.9 ESOM U-matrices and bins

ESOM U-matrices are shown as height maps. Unique colours within levels are separate bins. Black dots are not assigned bins.

Figure D.3: ESOM U-matrices and bins
### D.10 All binner precision recall statistics

<table>
<thead>
<tr>
<th>Taxa</th>
<th>Level</th>
<th>Precision</th>
<th>Sensitivity</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PhylopythiaS</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thaumarchaeota,Cenarchaeum</td>
<td>1</td>
<td>NA</td>
<td>.00</td>
</tr>
<tr>
<td>Flavobacteriales,Cytophaga</td>
<td>1</td>
<td>NA</td>
<td>.00</td>
</tr>
<tr>
<td>Bacteroidetes,Bacteroidales</td>
<td>1</td>
<td>1.00</td>
<td>.07</td>
</tr>
<tr>
<td>Alphaproteobacteria,SAR11</td>
<td>1</td>
<td>NA</td>
<td>.00</td>
</tr>
<tr>
<td>Deltaproteobacteria,Nitrosipina</td>
<td>1</td>
<td>NA</td>
<td>.00</td>
</tr>
<tr>
<td>Deltaproteobacteria,Sva0853-SAR324</td>
<td>1</td>
<td>NA</td>
<td>.00</td>
</tr>
<tr>
<td>Epsilonproteobacteria,Arrobacteraceae</td>
<td>1</td>
<td>NA</td>
<td>.00</td>
</tr>
<tr>
<td>Gammaproteobacteria,SUP05_Arctic</td>
<td>1</td>
<td>NA</td>
<td>.00</td>
</tr>
<tr>
<td>Gammaproteobacteria,SUP05_1a</td>
<td>1</td>
<td>NA</td>
<td>.00</td>
</tr>
<tr>
<td>Gammaproteobacteria,SUP05_1c</td>
<td>1</td>
<td>NA</td>
<td>.00</td>
</tr>
<tr>
<td>Archaea</td>
<td>2</td>
<td>.66</td>
<td>.45</td>
</tr>
<tr>
<td>Bacteroidetes,Flavobacteriales</td>
<td>2</td>
<td>.97</td>
<td>.09</td>
</tr>
<tr>
<td>Bacteroidetes,Bacteroidales</td>
<td>2</td>
<td>.92</td>
<td>.01</td>
</tr>
<tr>
<td>Alphaproteobacteria</td>
<td>2</td>
<td>.00</td>
<td>.00</td>
</tr>
<tr>
<td>Deltaproteobacteria</td>
<td>2</td>
<td>.00</td>
<td>.00</td>
</tr>
<tr>
<td>Epsilonproteobacteria</td>
<td>2</td>
<td>.00</td>
<td>.00</td>
</tr>
<tr>
<td>Gammaproteobacteria</td>
<td>2</td>
<td>.00</td>
<td>.00</td>
</tr>
<tr>
<td>Bacteria</td>
<td>3</td>
<td>.91</td>
<td>.34</td>
</tr>
<tr>
<td>Archaea</td>
<td>3</td>
<td>.65</td>
<td>.45</td>
</tr>
<tr>
<td><strong>SAGEX (classify)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thaumarchaeota,Cenarchaeum</td>
<td>1</td>
<td>.99</td>
<td>.04</td>
</tr>
<tr>
<td>Flavobacteriales,Cytophaga</td>
<td>1</td>
<td>.77</td>
<td>.08</td>
</tr>
<tr>
<td>Bacteroidetes,Bacteroidales</td>
<td>1</td>
<td>.99</td>
<td>.10</td>
</tr>
<tr>
<td>Alphaproteobacteria,SAR11</td>
<td>1</td>
<td>.97</td>
<td>.04</td>
</tr>
<tr>
<td>Deltaproteobacteria,Nitrosipina</td>
<td>1</td>
<td>.93</td>
<td>.04</td>
</tr>
<tr>
<td>Deltaproteobacteria,Sva0853-SAR324</td>
<td>1</td>
<td>.95</td>
<td>.10</td>
</tr>
<tr>
<td>Epsilonproteobacteria,Arrobacteraceae</td>
<td>1</td>
<td>.90</td>
<td>.12</td>
</tr>
<tr>
<td>Gammaproteobacteria,SUP05_Arctic</td>
<td>1</td>
<td>.36</td>
<td>.03</td>
</tr>
<tr>
<td>Gammaproteobacteria,SUP05_1a</td>
<td>1</td>
<td>.62</td>
<td>.06</td>
</tr>
<tr>
<td>Gammaproteobacteria,SUP05_1c</td>
<td>1</td>
<td>.77</td>
<td>.04</td>
</tr>
<tr>
<td>Archaea</td>
<td>2</td>
<td>.97</td>
<td>.03</td>
</tr>
<tr>
<td>Bacteroidetes,Flavobacteriales</td>
<td>2</td>
<td>.76</td>
<td>.01</td>
</tr>
<tr>
<td>Bacteroidetes,Bacteroidales</td>
<td>2</td>
<td>.98</td>
<td>.05</td>
</tr>
<tr>
<td>Proteobacteria,Alphaproteobacteria</td>
<td>2</td>
<td>.95</td>
<td>.05</td>
</tr>
<tr>
<td>Proteobacteria,Deltaproteobacteria</td>
<td>2</td>
<td>.93</td>
<td>.05</td>
</tr>
<tr>
<td>Proteobacteria,Epsilonproteobacteria</td>
<td>2</td>
<td>.90</td>
<td>.01</td>
</tr>
<tr>
<td>Proteobacteria,Gammaproteobacteria</td>
<td>2</td>
<td>.93</td>
<td>.01</td>
</tr>
<tr>
<td>Archaea</td>
<td>3</td>
<td>.97</td>
<td>.03</td>
</tr>
<tr>
<td>Bacteria</td>
<td>3</td>
<td>.997</td>
<td>.04</td>
</tr>
</tbody>
</table>

Table D.1: All PhylopythiaS and SAGEX (classify) precision-recall statistics
<table>
<thead>
<tr>
<th>Taxa</th>
<th>Level</th>
<th>Precision</th>
<th>Sensitivity</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>SAGEX</strong> (cluster)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thaumarchaeota;Cenarchaeum</td>
<td>1</td>
<td>.85</td>
<td>2.8e-04</td>
</tr>
<tr>
<td>Flavobacteriales;Cytophaga</td>
<td>1</td>
<td>.20</td>
<td>2.0e-05</td>
</tr>
<tr>
<td>Bacteroidetes;Bacteroidales</td>
<td>1</td>
<td>.77</td>
<td>4.2e-04</td>
</tr>
<tr>
<td>Alphaproteobacteria;SAR11</td>
<td>1</td>
<td>.37</td>
<td>1.1e-04</td>
</tr>
<tr>
<td>Deltaproteobacteria;Nitrospina</td>
<td>1</td>
<td>.32</td>
<td>4.3e-05</td>
</tr>
<tr>
<td>Deltaproteobacteria;Sva0853;SAR324</td>
<td>1</td>
<td>.85</td>
<td>1.2e-05</td>
</tr>
<tr>
<td>Epsilonproteobacteria;Arcobacteraceae</td>
<td>1</td>
<td>.28</td>
<td>6.7e-04</td>
</tr>
<tr>
<td>Gamma proteobacteria;SUP05_Arctic</td>
<td>1</td>
<td>.02</td>
<td>2.5e-05</td>
</tr>
<tr>
<td>Gammaproteobacteria;SUP05_1a</td>
<td>1</td>
<td>.15</td>
<td>9.8e-03</td>
</tr>
<tr>
<td>Gammaproteobacteria;SUP05_1c</td>
<td>1</td>
<td>.41</td>
<td>7.5e-03</td>
</tr>
<tr>
<td>Archaea</td>
<td>2</td>
<td>.78</td>
<td>2.4e-04</td>
</tr>
<tr>
<td>Bacteroidetes;Flavobacteriales</td>
<td>2</td>
<td>.32</td>
<td>9.4e-05</td>
</tr>
<tr>
<td>Bacteroidetes;Bacteroidales</td>
<td>2</td>
<td>.72</td>
<td>9.5e-05</td>
</tr>
<tr>
<td>Proteobacteria;Alphaproteobacteria</td>
<td>2</td>
<td>.34</td>
<td>1.2e-04</td>
</tr>
<tr>
<td>Proteobacteria;Deltaproteobacteria</td>
<td>2</td>
<td>.85</td>
<td>1.7e-05</td>
</tr>
<tr>
<td>Proteobacteria;Epsilonproteobacteria</td>
<td>2</td>
<td>.27</td>
<td>6.7e-04</td>
</tr>
<tr>
<td>Gammaproteobacteria;SUP05</td>
<td>2</td>
<td>.66</td>
<td>3.7e-04</td>
</tr>
<tr>
<td>Archaea</td>
<td>3</td>
<td>.78</td>
<td>2.4e-04</td>
</tr>
<tr>
<td>Bacteria</td>
<td>3</td>
<td>.999</td>
<td>7.2e-05</td>
</tr>
<tr>
<td><strong>MaxBin2</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thaumarchaeota;Cenarchaeum</td>
<td>1</td>
<td>.49</td>
<td>.05</td>
</tr>
<tr>
<td>Flavobacteriales;Cytophaga</td>
<td>1</td>
<td>.11</td>
<td>.04</td>
</tr>
<tr>
<td>Bacteroidetes;Bacteroidales</td>
<td>1</td>
<td>.36</td>
<td>.04</td>
</tr>
<tr>
<td>Alphaproteobacteria;SAR11</td>
<td>1</td>
<td>.34</td>
<td>.03</td>
</tr>
<tr>
<td>Deltaproteobacteria;Nitrospina</td>
<td>1</td>
<td>.30</td>
<td>.03</td>
</tr>
<tr>
<td>Deltaproteobacteria;Sva0853;SAR324</td>
<td>1</td>
<td>.37</td>
<td>.01</td>
</tr>
<tr>
<td>Epsilonproteobacteria;Arcobacteraceae</td>
<td>1</td>
<td>.54</td>
<td>.10</td>
</tr>
<tr>
<td>Gamma proteobacteria;SUP05_Arctic</td>
<td>1</td>
<td>.17</td>
<td>.14</td>
</tr>
<tr>
<td>Gammaproteobacteria;SUP05_1a</td>
<td>1</td>
<td>.04</td>
<td>.08</td>
</tr>
<tr>
<td>Gammaproteobacteria;SUP05_1c</td>
<td>1</td>
<td>.11</td>
<td>.05</td>
</tr>
<tr>
<td>Archaea</td>
<td>2</td>
<td>.43</td>
<td>.05</td>
</tr>
<tr>
<td>Bacteroidetes;Flavobacteriales</td>
<td>2</td>
<td>.21</td>
<td>.02</td>
</tr>
<tr>
<td>Bacteroidetes;Bacteroidales</td>
<td>2</td>
<td>.55</td>
<td>.08</td>
</tr>
<tr>
<td>Alphaproteobacteria</td>
<td>2</td>
<td>.38</td>
<td>.01</td>
</tr>
<tr>
<td>Deltaproteobacteria</td>
<td>2</td>
<td>.40</td>
<td>.01</td>
</tr>
<tr>
<td>Epsilonproteobacteria</td>
<td>2</td>
<td>.61</td>
<td>.09</td>
</tr>
<tr>
<td>Gammaproteobacteria</td>
<td>2</td>
<td>.48</td>
<td>.01</td>
</tr>
<tr>
<td>Bacteria</td>
<td>3</td>
<td>.95</td>
<td>.004</td>
</tr>
<tr>
<td>Archaea</td>
<td>3</td>
<td>.54</td>
<td>.06</td>
</tr>
</tbody>
</table>

Table D.2: All MaxBin2.0 and SAGEX (cluster) precision-recall statistics

<table>
<thead>
<tr>
<th>Taxa</th>
<th>Level</th>
<th>Precision</th>
<th>Sensitivity</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>ESOM + R</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thaumarchaeota;Cenarchaeum</td>
<td>1</td>
<td>NA</td>
<td>.00</td>
</tr>
<tr>
<td>Flavobacteriales;Cytophaga</td>
<td>1</td>
<td>.03</td>
<td>.01</td>
</tr>
<tr>
<td>Bacteroidetes;Bacteroidales</td>
<td>1</td>
<td>.22</td>
<td>.06</td>
</tr>
<tr>
<td>Alphaproteobacteria;SAR11</td>
<td>1</td>
<td>.71</td>
<td>.01</td>
</tr>
<tr>
<td>Deltaproteobacteria;Nitrospina</td>
<td>1</td>
<td>.41</td>
<td>.07</td>
</tr>
<tr>
<td>Deltaproteobacteria;Sva0853;SAR324</td>
<td>1</td>
<td>.61</td>
<td>.06</td>
</tr>
<tr>
<td>Epsilonproteobacteria;Arcobacteraceae</td>
<td>1</td>
<td>.40</td>
<td>.05</td>
</tr>
<tr>
<td>Gamma proteobacteria;SUP05_Arctic</td>
<td>1</td>
<td>.08</td>
<td>.03</td>
</tr>
<tr>
<td>Gammaproteobacteria;SUP05_1a</td>
<td>1</td>
<td>.23</td>
<td>.04</td>
</tr>
<tr>
<td>Gammaproteobacteria;SUP05_1c</td>
<td>1</td>
<td>.29</td>
<td>.04</td>
</tr>
<tr>
<td>Archaea</td>
<td>2</td>
<td>.03</td>
<td>.05</td>
</tr>
<tr>
<td>Bacteroidetes;Flavobacteriales</td>
<td>2</td>
<td>.09</td>
<td>.12</td>
</tr>
<tr>
<td>Bacteroidetes;Bacteroidales</td>
<td>2</td>
<td>.05</td>
<td>.13</td>
</tr>
<tr>
<td>Alphaproteobacteria</td>
<td>2</td>
<td>.10</td>
<td>.10</td>
</tr>
<tr>
<td>Deltaproteobacteria</td>
<td>2</td>
<td>.26</td>
<td>.19</td>
</tr>
<tr>
<td>Epsilonproteobacteria</td>
<td>2</td>
<td>.04</td>
<td>.03</td>
</tr>
<tr>
<td>Gammaproteobacteria</td>
<td>2</td>
<td>.41</td>
<td>.28</td>
</tr>
<tr>
<td>Bacteria</td>
<td>3</td>
<td>.998</td>
<td>.02</td>
</tr>
<tr>
<td>Archaea</td>
<td>3</td>
<td>.06</td>
<td>.02</td>
</tr>
</tbody>
</table>

ESOM protocol modifies input. Results are indirectly comparable.

Table D.3: All ESOM+R precision-recall statistics