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Abstract 

Single-molecule localization microscopy has greatly improved our understanding of biology by 

providing super-resolution images of biological processes and structures. However, it is still very 

challenging to apply this technique to thick tissues. A 3D imaging system based on single-molecule 

localization microscopy is presented to allow high-accuracy drift-free (< 0.7 nm lateral; 2.5 nm 

axial) imaging many microns deep into a cell.  

When imaging deep within a cell, distortions of the point-spread function result in an 

inaccurate and very compressed Z distribution. For the system to accurately represent the position 

of each molecule, a series of depth-dependent calibrations are required. The system and its allied 

methodology were developed to image the type-2 Ryanodine receptor (RYR2) in the cardiac 

myocyte at a depth of several microns. It enabled us to resolve the structure of the individual (30 

nm square) receptors giving a result similar to that obtained with electron tomography. 

We also present an optical setup using an electrically tunable lens to actively stabilize a single-

molecule localization microscope in three dimensions (RMS ~ 0.7 nm lateral; ~ 2.7 nm axial). The 

effectiveness of the ETL was demonstrated by imaging endosomal transferrin receptors near the 

apical surface of B-lymphocytes at a depth of 8 µm. This stabilization system enables a more 

accurate topological cluster analysis.  

We have used these super-resolution imaging approaches to examine overlap between the 

RYR2 and the L-type Calcium channel (Cav1.2) on the cellular surface and within the rat 

ventricular myocyte. We accurately imaged receptors down to a depth of 6 µm below the surface, 

and for the first time, using light microscopy, we were able to image individual receptors. The 

distribution of RyR2 and Cav1.2 parallel each other and vary greatly between the surface, just 

below the surface, and deep in the interior. 
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We have also used two-color super-resolution microscopy to quantify receptor organization on 

the plasma membrane of follicular (FO) and marginal zone (MZ) B cells. We have found that B 

cell receptors (BCR) on the surface of MZ B cells were more dispersed and exhibited less 

clustering than those on FO B cells.  
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Chapter 1: From Microscopy to Nanoscopy 

Designing lenses with sophisticated geometry rendering the lowest possible aberration was 

considered for years to be a way to unlimitedly enhance the resolution of microscopy systems. It 

was in the late 19th century when Ernst Abbe [2] and Lord Rayleigh [3] introduced their 

formulated resolution limit criteria, known as the diffraction limit theory. In analysis based on 

wave optics and the diffraction of light, they showed that two objects are spatially resolvable if 

they are separated by ∆ ≥ /2 NA; where  is the wavelength of illumination or excitation light 

and NA is the numerical aperture of the objective lens. Numerical aperture is defined as NA =

 sin , in which  is the refractive index of the imaging medium, and  is the maximum half-

angle of the cone of light captured by the objective lens. The resolution of an imaging system can 

be improved mainly by: capturing light rays at the maximum possible angle, imaging in mediums 

with higher refractive indices, and using lower wavelength illumination sources. In addition, high-

resolution images can be achieved using various optical and computational methods developed in 

the past few decades, including confocal microscopy, deconvolution microscopy, saturation 

microscopy, 4-Pi microscopy, and multi-photon microscopy [4, 5].  

There is, however, a hidden assumption in the derivation of Abbe’s diffraction limit, which 

makes the theory only valid if there is no prior knowledge about the object being imaged. For 

instance, the diffraction limit theory can be overcome when it comes to the localization of isolated 

single molecules. Here, the prior knowledge that a single molecule is isolated allows one to 

estimate its molecular position with sub-diffraction precision and achieve an order of magnitude 

better spatial resolution compared to diffraction-limited fluorescence microscopy. This concept 

has been known for a long time [6] and has been widely applied in single particle tracking (SPT) 

experiments [7, 8]. However, the emergence of new photoswitchable fluorophores and labelling 
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methods has made it possible to accumulate an ample number of localizations from millions of 

fluorophores in order to construct super-resolution images. 

Single-molecule localization microscopy (SMLM) methods, such as photo-activated 

localization microscopy (PALM) [9], stochastic optical reconstruction microscopy (STORM), [10] 

and universal point accumulation for imaging in nanoscale topography (uPAINT) [11], use this 

prior knowledge to resolve the structures of biological systems with nanometer-scale spatial 

resolutions. SMLM is based on consecutive photoswitching of fluorophores (or fluorescent 

proteins) between the fluorescent state and the dark state such that only a subset of fluorophores 

is randomly activated at a given time. This approach allows one to spatially and temporally 

separate the point-spread functions (PSFs) of activated fluorophores and to estimate their lateral 

and axial positions using appropriate localization algorithms, even in sub-diffraction regions where 

hundreds of fluorophores are densely packed.  
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Chapter 2: Three-Dimensional Super-Resolution Microscopy 

Fluorescence microscopy is one of the most widely used techniques for three-dimensional imaging 

of biological processes at the cellular and sub-cellular level. The availability of efficient 

fluorescent probes and specific labeling methods are two principle factors that have facilitated the 

success of fluorescence microscopy among various other microscopy techniques [12]. The 

diffraction of light, however, poses a limitation on the resolution of fluorescence microscopy, 

which leaves many subcellular structures too small to be resolved. For visible light in far field 

microscopy, spatial resolution is about half the wavelength of light (i.e. 200-300 nm in the lateral 

direction and 500-700 nm in the axial direction) [13]. Therefore, conventional optical microscopy 

does not possess sufficient resolving power for cellular structures and multi-protein complexes 

with sizes on the order of a few tens of nanometers. 

The relatively low spatial resolution of optical microscopes comes from the fact that the 

diffraction barrier of light prevents the exact convergence of rays from an object to a single point 

at the image plane. Therefore, a sharp point on the object plane translates into a finite-sized spot 

in the image plane. The three-dimensional intensity distribution of that finite-sized spot is called 

the point spread function (PSF), which determines the resolution of the microscope. In principle, 

if two objects are closer than the full width half-maximum (FWHM) of the PSF, their images will 

overlap substantially, making them difficult to resolve [14]. The FWHM of the PSF in the lateral 

direction can be approximated by Abbe’s diffraction limit theory [15]. However, the commonly 

used objective lenses yield a nonsymmetrical distribution of PSF, which makes the axial width of 

PSF about two times larger than its lateral width. This leads to a significant decrease in the axial 

resolution of optical microscopes (Figure 2.1a).  
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2.1 The Optical Resolution Limit 

Resolution of an imaging system is classically defined as the smallest distance between two nearby 

objects such that the imaging system can still distinguish them as distinct entities (Figure 2.1b). 

The resolution in optical microscopy is limited by the diffraction of light. The lower bound of 

resolution in optical microscopy can be estimated based on the diffraction from a point source (i.e. 

small aperture). The approach presented here is based on the work by Mondel and Diaspro [16].  

The image of a point, ( , ), is the Fraunhofer diffraction pattern of the limiting aperture (exit 

pupil). Thus, starting from the Fraunhofer approximation, one can write the diffraction pattern at 

a point ( , ) as 

 ( , ) =
| ( / , / )|

, Eq. 2.1 

where  is the amplitude and ( / , / ) is the Fourier transform of the aperture function 

( , ) evaluated at spatial frequencies = /  and = /  (Figure 2.1c). Assuming a 

circular aperture, the aperture function and its corresponding Fourier transform are given by  

 

( , ) =
1        ≤ /2

  0        > /2 ,        = + , 

, = ( , )exp − 2 ( + dxdy , 
Eq. 2.2 

where  is the aperture diameter. By transforming Eq. 2.2 into polar coordinates in both the spatial 

and the Fourier domains ( = , = , = , = ;  = 2 ), the 

Fourier transform can be expressed as 
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( , ) =
1

(2 )
( , )exp − 2 ( + dxdy

=
2

( ).  
Eq. 2.3 

where  is the n-th order Bessel function. Considering a plane wave focused using a convex lens 

(focal length, ), the diffraction pattern under the Fraunhofer approximation is given by 

 ( , ) =
( )

 ( / )
/

. 
Eq. 2.4 

This diffraction pattern is called an Airy pattern, which consists of a bright central lobe 

surrounded by many circular rings Figure 2.1d; the intensity of the circular rings decreases with 

the distance from the central lobe. Two nearby airy patterns are distinguishable from each other if 

the central lobe of the first pattern falls on the first side lobe of the second airy pattern. If two airy 

patterns are closers than this, they are indistinguishable. Thus, the first minimum of the airy pattern 

( ( , ) = 0; = 0) defines the resolution limit of an imaging system. Since the first zero 

of the Bessel function occurs at 3.8317, the resolution limit of an imaging system in a medium of 

refractive index  (i.e. → / ) can be approximated as 

 

= 3.8317, 

= 1.22 = 0.61 = 0.61  , 

Eq. 2.5 

where  is the half cone angle of the aperture (i.e. = /(2 )) and  is the numerical 

aperture of the lens. Hence, the theoretical resolution limit of a microscope only depends on the 

wavelength of the light and the numerical aperture of the objective lens. The higher the numerical 

aperture is, the better the resolution will be. Eq. 2.5 is, however, valid only for the special case of 
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a point source emitting monochromatic light detected by a perfect detection system. In real 

experiments, however, several factors increase the lower bound of the resolution, including 

aberration, light scattering, and asymmetry in the emission profile of the light source.  

 

 

Figure 2.1 – The optical resolution limit. (a) Lateral and axial resolution in diffraction-limited optical microscopy. 
A numerically computed PSF in x-z plane of an oil-immersion objective lens showing the FWHM of 220 nm and 550 
nm in lateral and axial directions, respectively. The wavelength of the excitation light used for computation: 550 nm 
[14]. (b) An isolated point spread function (on the left) and two point sources separated by dAbbe. (c) Schematic of the 
imaging process, showing the point-spread function I(x) in the image plane. The maximum angle of rays collected, , 
determines the numerical aperture (NA) [5]. (d) Classical Airy-disc pattern generated by a circular aperture [16].
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2.2 Super-Resolution Microscopy Techniques 

In order to overcome the optical resolution limit, a number of super-resolution fluorescence 

microscopy techniques have been developed in recent years, including single-molecule 

localization microscopy (SMLM) and stimulated emission depletion (STED) microscopy. SMLM 

is based on engineering the prior, i.e. precise molecular localization based on the prior knowledge 

that the single molecules are isolated. Some examples of SMLM are stochastic optical 

reconstruction microscopy (STORM) [10], direct STORM (dSTORM) [17, 18], photoactivated 

localization microscopy (PALM) [9] and universal point accumulation for imaging in nanoscale 

topography (uPAINT) [11]. Although these methods are slightly different from each other, they 

all exploit the photoswitchable nature of certain fluorophores to temporally and spatially separate 

the fluorophores’ PSFs. The single fluorophores are then localized by evaluating their PSFs 

imaged on the detector [12].  

Stimulated emission depletion (STED) microscopy [19, 20] is another super-resolution 

microscopy technique, which is based on engineering the PSF. It employs a non-linear saturation 

process for controlled de-excitation of fluorophores and sharpening the PSF. Simply speaking, it 

uses a second laser (STED laser) coupled with an excitation laser to suppress the fluorescence 

emission from the fluorophores located at the periphery of the excitation pattern [14]. Here, we 

briefly describe the concepts and techniques behind SMLM and STED microscopy.   

2.2.1 Super-Resolution from Prior Engineering: Single-Molecule Localization Microscopy  

SMLM is based on stochastic photoswitching of isolated fluorophores. This is achieved in two 

steps: first, the majority of fluorophores are transferred to a reversible ‘OFF state’ and then the 

individual fluorophores are stochastically activated (i.e. ‘ON state’) upon excitation by a laser with 

an appropriate wavelength and intensity (Figure 2.2a). To obtain an informative super-resolution 
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image, an image stack of thousands of images is typically required. Hence, this process of cyclic 

activation and readout of the emission of individual fluorophores is repeated continuously to 

accumulate millions of localizations. The super-resolution image is then reconstructed based on 

these localizations (Figure 2.2b-c).  

The single-molecule fluorescence emission is collected using an objective lens with a high 

numerical aperture and then recorded on a sensitive detector, which is typically an electron 

multiplying charge-coupled device (EMCCD). Activated fluorophores are then localized by fitting 

a PSF model to the measured photon distribution (Figure 2.2d-e). Ideally, a SMLM experiment 

should be conducted such that only one single fluorophore emits within a diffraction limit at any 

time. This is achieved by maintaining a sufficiently low activation probability, where two adjacent 

activated fluorophores in the ‘ON state’ are further apart than the diffraction limit. Common to all 

SMLM methods is the need for photoswitchable fluorophores with a fluorescent ‘ON state’, a non-

fluorescent ‘OFF state’ and a transition between these two states (Figure 2.2f-g). The strengths 

and limitations of various SMLM methods have been comprehensively discussed [21, 22]. 

The labeling density can become a limiting factor for effective spatial resolution in SMLM. The 

effect of labeling density on the effective resolution can be quantified by Nyquist-Shannon 

criterion [23], which states that the mean distance between neighboring localized fluorophores 

must be at least twice as fine as the desired resolution. Therefore, structural features smaller than 

two times the fluorophore-to-fluorophore distance cannot be clearly resolved [24].  The number of 

emitted photons per photo-switching event, the duty cycle of the fluorophores, the formation of 

the stable ‘OFF state’, and the tunable switching rate between ‘ON’ and ‘OFF states’ (i.e. 

ONOFFr  / ) are among the key factors that directly influence the quality of the super-resolution 

image [25, 26].  The photoswitching rate of fluorophores and the lifetime of the ‘OFF state’ in 
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dSTORM can be optimized to an extent by adjusting the activation laser intensity and the 

excitation laser intensity, respectively. The concentration of the reducing agents such as β-

mercaptoethylamine (MEA) and the pH value of the solvent also influence the duty cycle and 

photoswitching rate of fluorophores [17, 27, 28]. A summary of switching properties of the most 

commonly used fluorophores in SMLM is given in Table 2.1. 
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Figure 2.2 – Principles of single-molecule localization microscopy. An example of SMLM acquisition procedure. 
A diffraction-limited image of the structure (Alexa Fluor 647–labeled β-tubulin in a COS-7 cell) is obtained at low 
excitation intensity. A higher irradiation intensity is then applied to transfer the majority of fluorophores into a non-
fluorescent ‘OFF state’ until a sufficiently low spot density is reached. Finally, a super-resolved image is reconstructed 
from all localizations. (b) Number of localizations per frame. The direct excitation of the ‘OFF state’ at 488 nm (blue 
line) acts to increase the number of fluorophores in the ‘ON state’. (c) The super-resolution image reconstruction [29]. 
(d) An example of actual intensity data from a single emitter captured by an EMCCD and characterized using a 
Gaussian fit. (e) Captured pixel data and the subsequent localization with a sub-diffraction precision [30]. (f) Photo-
physics of organic fluorophores. A modified Jablonski diagram including intersystem crossing to the first triplet state 
and transition to a generic dark state [31]. (g) Absorption spectra of Alexa Fluor 488 in PBS (pH 9.3) in the presence 
of 100 mM MEA. After irradiation at 488 nm (light blue), the absorption at 488 nm decreases and radical anion 
absorption occurs maximally around 400 nm. The fluorescent state is recovered spontaneously or by direct excitation 
of the radical anion at ~400 nm (dark blue) [29]. Σ denotes the cumulative number of localizations used to reconstruct 
the dSTORM image. Scale bar: 1 μm.  
  

Table 2.1 - Summary of switching properties of the most commonly used fluorophores in SMLM [1]. 
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2.2.2 Super-Resolution by PSF Engineering: Stimulated Emission Depletion (STED) 

Microscopy 

The concept of STED microscopy was first proposed in 1994 [20] and a few years later the 

theoretical concept was demonstrated experimentally [32]. STED microscopy is based on the 

depletion of the molecular fluorescence state through stimulated emission. In brief terms, it uses a 

second laser (i.e. STED laser) to suppress the fluorescence emission from the fluorophores located 

in the periphery of the excitation pattern (Figure 2.3a). When a fluorophore in its excited state 

encounters a photon that matches the energy difference between the excited and ground state, it 

can be brought back to the ground state through stimulated emission before spontaneous 

fluorescence emission can occur (Figure 2.3b). Therefore, the excited state fluorophores capable 

of fluorescence emission are effectively depleted (Figure 2.3c-d).  

STED microscopy sharpens the excitation PSF using a spatially patterned laser that has zero 

intensity at the center and non-zero intensity at the periphery. This pattern is typically generated 

by introducing a phase mask into the depletion laser path to modulate the spatial phase distribution 

of the depletion beam (Figure 2.3e). The key to achieving high resolution here is the non-linear 

dependence of the depleted population on the laser intensity when the saturation intensity is 

approached [33].  

In principle, the majority of the spontaneous fluorescence emission can be suppressed if the 

local intensity of the STED laser is higher than a certain value. By increasing the STED laser 

intensity, the region experiencing the saturation depletion expands without affecting the 

fluorescence emission from the focal point as the STED laser intensity is close to zero at the focal 

point. As a result, the fluorescence emission can be detected from only a small area around the 

focal point, leading to a significant decrease in the FWHM of the PSF. The super-resolution images 
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can be therefore obtained by scanning this reduced PSF in 2D and 3D [14, 34]. Consequently, the 

resolution ( ) in STED microscopy is limited by the intensity of the STED laser rather than the 

diffraction of light and is given by [33] 

 
=  

1 +
 

Eq. 2.6 

where  is the power of the depletion laser and  is a fluorophore-dependent parameter 

corresponding to the laser power required to deplete 50%  of the fluorescence (Figure 2.3d). Dyes 

with high photostability and large stimulated emission cross sections in the visible to near infrared 

range, such as Atto 532 and Atto 647N, are preferred for STED microscopy. The theory of STED 

microscopy has been comprehensively discussed [5, 33]. STED microscopy with a resolution of 

about 20-50 nm has been achieved and has determined the location of fluorescent antibody labeled 

proteins in fixed tissues [35]. It has observed the movement of neurotransmitter vesicles inside 

associated neurons [36] and it has imaged dendritic spines of the brain [37]. STED provides the 

best performance in non-scattering environments or near the surface of scattering tissues. In the 

case of fluorophore excitation via two-photon processes, however, STED microscopy is less 

sensitive to absorption and scattering, which makes it a suitable tool for  
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Figure 2.3 - Principles of STED microscopy. (a) An intensity profile illustrating the broad excitation pulse (blue), 
the doughnut-shaped STED depletion beam (red), the narrow emission pulse (green), and temporal sequence of beams 
[5]. (b) One-photon excitation and fluorescence emission spectra of Alexa 594, indicating the depletion wavelength 
of 736 nm in the far red region of the emission spectrum. Inset: A simplified energy diagram of two-photon excitation 
and one-photon depletion. (c) Fluorescence measured in line scans over the region indicated by the rectangle during 
normal excitation and with additional illumination with 760 nm light (boxed region) (left) and quantification of 
fluorescence intensity in the regions of interest (ROI) indicated by the colored boxes (right). (d) Depletion of Alexa 
594 fluorescence under constant two-photon excitation with 840 nm light as a function of the power (Psted) of applied 
736 nm depletion light [34]. (e) Schematic of the optical path for modulation and combination of the excitation (green) 
and depletion (light red) laser light. Note the difference in full width at half maximums (FWHM) of the PSFs [33]. 
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researchers in neuroscience, where the nature of their studies require imaging in deep tissue or in 

a a highly-scattering environment [34].  

2.3 The Fundamental Limit of Resolution in Single Molecule Localization Microscopy 

The resolution in SMLM is closely related to both the localization precision and the 

localization accuracy. Determining the precision and the accuracy with which a single molecule 

can be localized is integral in quantitative analyses of SMLM data. This is imperative because it 

determines not only the theoretical limit of resolution achievable in SMLM, but it also provides 

an answer to an important practical question: what types of studies can essentially be carried out 

using SMLM?  

Using the point-spread function (PSF) of an isolated single molecule, one can estimate its 

positional coordinates with relative certainty. If the position of an isolated single molecule (with a 

true coordinate of ) is measured  times ( ; = 1; ), the localization accuracy describes the 

deviation of the mean of the measurements ( ̅) from the true position whereas the localization 

precision denotes the spread of these measurements around the mean value (Figure 2.4a). The 

localization precision of a single molecule in the x direction is commonly expressed in terms of a 

standard deviation, which is given by = ∑  ( − ̅) .  

Several approaches have been proposed to determine the theoretical limit of localization 

precision in SMLM, including the ones proposed by Kubitscheck et al. [38], Thompson et al. [39], 

Cheezum et al. [40], Ober et al. [41] and Huang et al. [42]. Despite the differences among these 

approaches, nearly all of them are based on the following principles: 

a) a model for the photon emission process of a single molecule 
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b) a noise model for the detection device (e.g. a comprehensive model for dark noise, read noise, 

and excess noise in the case of an electron multiplying charge coupled device (EMCCD)) 

c) an image formation function (i.e. a mathematical model for the point spread function (PSF) of 

single fluorophore) 

d) an estimation algorithm for the localization of a single molecule. 

The analytical approach proposed by Ober et al. [41] is presented here. It provides a simple 

expression for the fundamental limit of localization precision for single molecules and 

demonstrates how this limit is influenced by the photon emission rate ( ), the wavelength of 

photon emission (λ), the photon-detection efficiency of the optical system (η), the numerical 

aperture of the objective lens ( ), and the acquisition time (t).  

Consider a simple two-dimensional imaging system with a unit magnification ( = 1) and 

incoherent and monochromatic photon emission. A single molecule located at the focal plane of 

the objective lens forms an image on a planar detector with a point spread function ( , ). =

( , ) denotes the molecular coordinates in the object plane. Rays are collected at the maximum 

angle α using an objective lens with a numerical aperture of . The single molecule is considered 

a point source emitting photons in a stochastic process modeled by Poisson distribution. It is 

assumed that the detected photons on the image plane are independent and identically distributed 

random variables with a density function = (1/ ) (r/M − θ), where ∊   and  can be 

an Airy function or a Gaussian point-spread function.  

The limit of localization precision for  coordinate of the single molecule can be calculated 

using the Cremer-Rao lower bound (CRLB) [43], which states that a lower bound for the variance 

( ( )) of any unbiased estimator is the inverse of the Fisher information matrix ( ( )), 
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 (θ) ≥ (θ).  
Eq. 2.7 

The inverse of the Fisher information matrix can therefore be interpreted as a lower limit for 

the variance of the estimation procedure in single molecule localization. Here, we calculate 

( ), since the precision limit (i.e. standard deviation of the estimator) is of interest, not the 

variance. The Fisher information matrix is expressed as 

 (θ) =  η E ( )
1

( , )
( , )

,
( , ) ( , )

,
( , )

, Eq. 2.8 

where E ( )  is the expected number of photons detected during acquisition time (i.e. E ( ) =

ηAt). In the case of a Gaussian point-spread function, ( , ) is given by ( , ) =

(1/(2 ))  exp (−( + )/(2 )), where  is the standard deviation of the Gaussian 

function ( = 2√2 2 ) and is estimated by Abbe’s diffraction limit as = λ/(2 ). As 

a result of the symmetry of Gaussian profiles (i.e. (− , ) = ( , − )), the off-diagonal entries 

of the Fisher information matrix vanish and the generalized precision limit for  coordinate of the 

single molecule ( ) is given by  

 

(u) = = E ( )
1

( , )
( , )

 

=
ηAt 1

√2

1

√2
=

ηAt
  . 

Eq. 2.9 

which essentially demonstrate that the lower bound for the localization precision of single 

molecule localization for a Gaussian PSF is ≥ / ηAt = / E ( ) , or simply 

 ≥ /√N. 
Eq. 2.10 
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This result implies that the localization precision can be improved by a factor of two if one 

increases the number of photons detected by four times, or halves the emission wavelength, or 

doubles the numerical aperture of the objective lens. In practice, however, there are several 

experimental and computational factors, which make the theoretical limit of precision very 

difficult to achieve, or virtually impossible. They not only increase the CRLB but also rigorously 

degrade the imaging accuracy. These factors include the detector pixellation and noise, sample 

drift, label displacement, asymmetry in the emission pattern of the fluorophore, and computational 

errors in the single-molecule localization algorithms. Brief descriptions of some of these factors 

are in the following sections.  

2.3.1 Camera Pixelation and Noise 

A theoretical image of an isotropic light emitter with a sub-diffraction size on an ideal detector, 

which is noise-free and has no pixelation, would be a disk surrounded by diffraction rings centered 

on the coordinates of the emitter. The imaging detectors, however, come with pixels and can record 

the coordinates of a detected photon only up to the size of a pixel. This limits the localization 

precision achievable on a detector because the real position of the detected photon on the detector 

is unknown (i.e. the sub-pixel information is missing) [41, 44].
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Figure 2.4 – Localization precision and accuracy in SMLM. (a) The real particle position (xp, yp) can be estimated 
from the image of the fluorophore’s PSF with a lateral localization precision σxy and a lateral localization accuracy 
Δxy. The blue circles denote experimentally determined position estimates from different images of the same emitter 
and (xp, yp) is the average of these individual values. (b) Influence of localization precision, label density, and label 
displacement on the resolution of a localization microscopy image. The localization microscopy image faithfully 
represents the actual structure only when the localization precision and label density are sufficiently high and the label 
displacement is sufficiently small [45]. (c) The PSF of a fluorophore simulated using the Richards-Wolf model. The 
image is two wavelengths across. (d) The image in (a) pixelated with one-fifth–wavelength pixels, and with shot noise 
(assuming 1,000 total photons in the image). (e) Cross section of the pixelated image and approximate Airy and 
Gaussian models for comparison. The widths of the model PSFs are based on standard theoretical models [37]. The 
heights are proportional to the photon count in the image. (f) Same as (d) but shown on a logarithmic scale to 
emphasize the discrepancy in the tails [46].  
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There is, however, a trade-off between the pixel size on the detector and the localization 

precision. A very large pixel size on the detector can result in an undersampling of the PSF of the 

single molecule, which degrades the localization precision. On the other hand, smaller pixels detect 

fewer photons, which decreases the signal to noise ratio. Thus, the total magnification of an 

imaging system should be adjusted such that the pixel size provides sufficient sampling of the 

PSFs of the single molecules. According to the Nyquist–Shannon sampling theorem, the best 

performance is achieved when the full width at half maximum (FWHM) of the PSF spans about 

three pixels on the camera [42, 45]. This translates into a pixel size of 100-150 nm/px, depending 

on the specifications of the imaging system [4, 47]. 

In addition to the shot noise, which is due to the finite number of photons emitted from the 

fluorophores and the Poisson distribution of the emission pattern, there is other noise associated 

with cameras, including the dark noise, the readout noise, the excess noise, and the pattern noise. 

These sources of noise further reduce the localization precision in SMLM. The thermally induced 

dark current introduces a Poisson distributed background in charge-coupled devices (CCD) and 

complementary metal-oxide semiconductor (CMOS) detectors, especially at long exposure times. 

The dark noise is temperature-dependent and is decreased significantly by cooling down these 

cameras to < -30 ºC. Current electron multiplying CCDs (EMCCDs) can be easily cooled down to 

~ -80 ºC using a coolant, effectively eliminating dark noise and its effects on the localization 

precision. The readout noise, which is due to an imperfect digitization of electron counts, is an 

issue with CCD and CMOS cameras when extremely low numbers of photons are detected. The 

on-chip electron multiplication process (i.e. EM gain) in EMCCD cameras removes the readout 

noise efficiently even at very high readout rates (e.g. < 1 e-  at 17 MHz). However, the stochastic 

nature of electron multiplication processes result in excess noise.  Any inconsistency in the 
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behavior of pixels and amplifiers in a camera leads to pattern noise, which results in an asymmetric 

photon emission pattern of the emitter on the camera [42, 44, 46].   

Generally, the image quality of a camera can be described by the signal-to-noise ratio (SNR). 

For an input number of photons, , the SNR is estimated as [48, 49] 

 =
∗

∗ ( + ) ∗ + ( / )
 , 

Eq. 2.11 

where  is the quantum efficiency of the camera,  is the background noise (i.e. the background 

fluorescence and the residual excitation photons),  is the readout noise, and  is the EM gain 

factor. EM gain occurs in a voltage-dependent, step-wise manner and has a statistical distribution 

and associated variance, which is accounted for by the noise factor,  ( = √2 for EMCCD; 

= 1 for CCD and CMOS). According to Eq. 2.11, the SNR for a perfect camera is limited only 

by the shot noise (i.e. = √ ). Any additional noise leads to a lower SNR. The SNR of CCD 

cameras approach that of an ideal camera when high numbers of photons are detected 

(Figure 2.5a). Due to the noise factor in EMCCDs, the maximum SNR that can be achieved using 

an EMCCD is ~ 0.67 that of a perfect camera (Figure 2.5b). The EMCCD camera is, however, an 

appropriate choice for imaging experiments, which deal with a very low number of photons at high 

acquisition rates. CCD cameras are the ideal choice for imaging when low acquisition rates with 

high numbers of detected photons are the conditions present (Figure 2.5b). More comprehensive 

reviews of camera noise and their effects on localization precision can be found in the references 

[42, 45, 47]. Considering the camera pixelation and noise, a more realistic model for the limit of 

localization precision in SMLM has been proposed by Moertensen et al. [44], which is expressed 

as 
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 =
16( + /12)

9
+

8 ( + /12)
, 

Eq. 2.12 

where  is the width of the PSF,   is the pixel size and  is the standard deviation of the 

background noise. 

 

Figure 2.5 - Signal to noise ratio of different cameras. (a) SNR of a perfect camera vs. SNR of a CCD. (b) 
Normalized SNR in different cameras.    
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2.3.2 Imaging System Instability 

Sample drift on the order of tens of nanometers is inevitable. Drift has a random nature and is 

caused by temperature fluctuations, mechanical relaxation, and mechanical vibrational. This 

results in an asymmetry in the emission pattern of the single molecule and flattens the PSF pattern 

on the detector [44, 46, 50, 51].  

Considering the length of time required for image acquisition in a typical SMLM experiment 

(i.e. 10-30 min), the overall effects of imaging system instability on the localization accuracy could 

be tremendous. It takes away from the main objective of super-resolution microscopy to image the 

structure of interest at very high spatial resolutions down to a few nanometers. Drift can be 

minimized by relating all localizations to the position of a fiducial marker embedded in the sample 

as a reference point [51, 52]. Cross correlation analysis of the bright-field images [53] or the 

tracking of single molecules [54] are the other approaches to correct for the drift in SMLM.  

2.3.3 Label Density and Probe Size 

Insufficient labeling density (i.e. the fraction of target molecules labeled) in SMLM leads to 

artifacts in the super-resolution image such that the structure of interest is not reconstructed 

meaningfully or continuous structures may be represented as discontinuous structures 

(Figure 2.4b). The effect of labeling density on the localization precision can be quantified by 

Nyquist-Shannon criterion [23], which state that the mean distance between neighboring localized 

fluorophores must be at least twice as fine as the desired resolution. Thus, structural features 

smaller than two times the fluorophore-to-fluorophore distance cannot be clearly resolved [24]. 

The smallest resolvable feature size,  ∆ , is given by 

 ∆ = 2 /  
Eq. 2.13 
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where  is the labeling density and  is the dimension of the structure of the interest. According 

to Eq. 2.13, a labeling density of 104 µm2 is required to achieve a two-dimensional super-resolution 

image with a resolution of 20 nm. However, due to the geometry of biological samples, a lower 

concentration of labeling fluorophore is experimentally sufficient to achieve reliable localizations 

[12, 14].  

Any chemical moiety used to attach the label to the target molecule can affect the 

localization accuracy (Figure 2.4b). For instance, the combination of primary and secondary 

antibodies used in labeling microtubules increase the diameter of the structure from 25 nm to 60 

nm [55, 56]. Using smaller probes, such as Fab fragments (~6 nm in size) and fluorescent proteins 

(~4 nm in size), one can significantly improve the localization accuracy in SMLM [4, 45, 46]. The 

ultimate goal in SMLM is to directly label the structure of interest using organic fluorophores, 

which are ~1 nm in size [14].  

2.3.4 Single-Molecule Localization Algorithms 

Various methods have been proposed for analyzing single molecule localization data [57-60] but 

nearly all of them follow the same basic workflow. The raw data (typically 10-40K images) are 

loaded into the program. Images are filtered and features are enhanced. The approximate positions 

of fluorophores are then estimated according to the local maximum pixel intensity of the PSF 

pattern. Decoding the 3D positions of molecules with subpixel accuracy is the next step. The 

method used here depends on the imaging technique. For example, in astigmatism-based imaging, 

the lateral positions are determined by fitting a Gaussian function to the intensity profile and the 

axial position can be calculated using the ratio of the widths of the PSF in the x to that in the y 

direction. Then, a table of data containing the information on x, y, z, error in x, error in y, error in 

z, frame number, and number of photons for each blink is generated. This table is then processed 
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and filtered according to user-defined filter settings. Finally, the remaining localization data is 

used to render a 3D super-resolution image. 

Single-molecule localization can be treated as a statistical problem, where a fitting model is 

developed to correlate the pixel intensity, ( , ), to the fluorophore’s coordinates, emission rate, 

background noise, and imperfections in the optical systems (such as aberration) [44-46]. Varying 

the model’s parameters, one can then find the values that render the best fit to the measured PSF 

of the fluorophore. The fit is typically evaluated either by the least-square (LS) criterion [41, 61] 

or the maximum likelihood criterion [41, 61]. The fitting model can be generally expressed as 

 ( , ) = − , − + , 
Eq. 2.14 

where  is the amplitude (i.e. the peak value of the intensity profile) and ( , ) is the PSF model, 

which describes the shape of the blur formed on the detector when a point source is imaged. 

( , ) are the fluorophore’s coordinates, and  is the average background noise per pixel.  

As a result of the errors in the approximation of the PSF of an imaging system as well as the 

shot noise in the detected photons on the detector, single-molecule localization algorithms can 

deteriorate and influence the localization precision and accuracy. In order to achieve a high-

accuracy PSF model, such as Richards-Wolf [62] or Gibson-Lanni [63] models, the numerical 

aperture of the objective lens, the refractive index mismatch between the objective lens and the 

imaging medium, the aberration induced by the sample and optical elements, and the dipole 

moment should be considered. Due to their simpler mathematical formulations, however, the Airy 

and the Gaussian functions are typically used in modeling the PSFs of the imaging systems. 

Although these models are good approximations that hold in many situations, they are not 

necessarily valid if the PSF of the single molecules are asymmetric due to aberration, random 

scattering, or the dipole effect [46, 64].  
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In addition, because of the shot noise, the emitted photons are not smoothly distributed over 

the detector area (i.e. they arrive at random positions). This is similar to adding noise to an ideal 

image of a fluorophore, which leads to the deviation of the fluorophore’s image on the camera 

from the ideal PSF model (Figure 2.4e-f). Thus, every single image of a fluorophore on the camera 

possesses a slightly different center, which results in additional error in the localization of the 

single molecule. This error can be measured by the standard deviation of the estimates, as 

discussed by Deschout et al. [45].  



 

 

27

Chapter 3: Single Molecule Localization Deep Within Thick Cells  

Three-dimensional (3D) super-resolution imaging based on astigmatic single-molecule 

localizations has been gaining popularity, but high accuracy deep imaging still faces many 

challenges. In single-molecule localization microscopy (SMLM), an acquisition time of several 

minutes is often needed to accumulate a sufficient number of fluorophore positions and construct 

an informative image. The lateral accuracy of the fluorophore localization in a single image can 

be better than 10 nm, but sample drift due to thermal gradients or mechanical motion can be easily 

in the hundreds of nanometers. Therefore, stability often becomes the most important factor 

determining the performance of a SMLM system. To correct the drift, several approaches have 

been proposed, including online correction using fiducial markers [51, 65] as well as offline 

processing algorithms using a bright-field image [53, 66] or consecutive blink tracking [50, 54]. 

While large drifts cannot be properly corrected using offline processing algorithms, real-time drift 

correction using fiducial markers has produced the best super-resolution images because the 

position of a bright fiduciary marker can be determined within an error of a few nm [65]. Fiducial 

markers, typically fluorescent beads affixed to the coverslip, are used as reference points to 

measure and correct the drift. However, when the focal plane moves beyond ~ 0.5 µm (the typical 

depth of field of an objective lens with a high numerical aperture) into the cell, the fiducial markers 

on the coverslip are out of focus making a drift-free image difficult to obtain.  

Another challenge for deep imaging using 3D SMLM is refractive index mismatch which 

produces a depth-dependent point spread function (PSF). Oil immersion objective lenses are often 

used for single-molecule based super-resolution microscopy because of their higher numerical 

apertures (NA) which collect more photons and leads to a higher accuracy for fluorophore 

localization. However, because of the refractive index mismatch between the oil (n = 1.51) and the 
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cells (n = 1.35-1.40), both the PSF and the astigmatism used to determine a fluorophore's depth 

become depth-dependent. This refractive index mismatch leads to a false depth localization when 

imaging a few micrometers deeper than the coverslip. The issue can be partially corrected using 

theoretical calculations [67, 68], but they are non-trivial and do not account for imperfections in 

the optical components. 

In this chapter, we demonstrate a SMLM system with two independent, variable, focal planes 

for deep 3D super-resolution imaging enabling real-time nanometer-scale drift correction using 

fiducial markers on the coverslip. We also present a method to obtain an empirical (rather than 

theoretical) correction for refractive index mismatches, and the depth-dependent astigmatism that 

results. This method compensates for imperfections in all of the optical components that cannot be 

accounted for otherwise. Additionally, we show that when the sample has regions where the 

fluorophores have a very high local density, the resulting high local blinking rates can generate 

artefacts that cannot be removed using existing techniques. The methodology presented here leads 

to a far more accurate positioning of the blinks and to an image that more faithfully represents the 

labeled structure. While the images presented in this paper were obtained using direct stochastic 

optical reconstruction microscopy (dSTORM), the methodologies described here are applicable to 

other SMLM techniques, such as STORM, PALM, FPALM, GSDIM, etc.  

3.1 Materials and Methods 

3.1.1 Optical Setup 

All experiments were performed on a home-built inverted microscope (Figure 3.1a) equipped with 

an apochromatic TIRF oil-immersion objective lens (60×; NA 1.49; Nikon Instruments, Melville, 

NY). A 405 nm laser (Thorlabs, Newton, NJ) and a 639 nm lasers (Genesis MX639, Coherent, 

Santa Clara, CA) were used for activation and excitation of the Alexa 647 fluorophore (Life 



 

 

29

Technologies, Burlington, ON), respectively. Excitation of the fiducial markers (diameter 100 nm; 

F8800, Life Technologies) was provided by a 532 nm laser (Excelsior One, Spectra-Physics, Santa 

Clara, CA). Laser beams were collimated, combined, circularly polarized and focused onto the 

back aperture of the objective lens (DM1: FF458-Di02, DM2: FF560-FDi01, Semrock, NY; QWP: 

AQWP05M-600, L: AC254-150-A, Thorlabs). A translational stage was used to shift the incident 

beam for oblique incident excitation. A quad-band polychroic mirror (DM3: Di01-

R205/488/532/636, Semrock) was used to reflect the laser beams and transmit the fluorescence 

signal. A long-pass dichroic mirror (DM4; FF640-FDi01, Semrock) was used to separate the 

fluorescence emission of Alexa 647 from that of the fiducial markers. In the Alexa 647 detection 

pathway, the emitted light passed through a cylindrical lens assembly (CL1; effective focal length 

(EFL) = 10 m), then through a band-pass filter (BPF1; FF01-676/37, Semrock) followed by a 200 

mm tube lens (TL1; ACA254-200-B, Thorlabs) and imaged to a back-illuminated CCD camera 

(CCD1; iXon Ultra 897 BV, Andor, South Windsor, CT). A 2.5× compound lens (not displayed 

in Figure 3.1a) was placed between DM4 and CL1 to obtain an overall magnification of 150 times. 

The detection path of the fiducial markers contained a relay imaging lens (RL1; AC254-100-

A, Thorlabs). When the imaging depth was changed, the position of RL1 was adjusted to keep the 

fiducial markers in focus on CCD2. A 250 mm achromatic doublet lens (TL2; AC254-250-A, 

Thorlabs) was used to form an image of the fiducial markers at the back focal plane of RL1. The 

emitted light then passed through a cylindrical lens assembly (CL2; EFL = 2 m), a band-pass filter 

(BPF2; FF01-562/40, Semrock) and a 200 mm achromatic doublet lens (RL2; ACA254-200-B, 

Thorlabs) before being imaged by CCD2 (Newton 970 UBV, Andor). Astigmatism was introduced 

into both optical paths (CL1 and CL2) using a pair of concave and convex cylindrical  
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Figure 3.1 - Schematic layout of the optical setup. (a) A 639 nm laser was used for exciting fluorophores, and a 405 
nm laser for reactivation. A 532 nm laser was used for exciting the fiducial markers. Lasers were combined using 
dichroic mirrors (DM1 and DM2), circularly polarized by a quarter-wave plate (QWP), focused and directed into the 
back aperture of the objective lens (OL). Fluorescence collected by the objective lens was separated by a dichroic 
mirror (DM3) and filtered using a notch filter (NF). The fluorescence signals from the cell and the fiducial markers 
were split using a dichroic mirror (DM4). In the bead tracking path, the fluorescence passed a tube lens (TL2) to form 
an image of the fiducial markers, and a relay lens assembly (RL1 and RL2) transferred the image of the fiducial 
markers into a camera (CCD2). A cylindrical lens assembly (CL2) introduces astigmatism enabling the 3D positions 
of the beads to be determined. These positions were used in a closed feedback loop for 3D stabilization of the 
microscope stage. A cylindrical lens assembly (CL1) and a tube lens (TL1) were used to form astigmatically aberrated 
images of the fluorophores onto CCD1. The black and green dashed lines indicate the focal planes of the cell (focused 
on CCD1) and the fiducial markers (focused on CCD2), respectively. The position of RL1 is adjusted to refocus the 
fiducial markers on CCD2 when the imaging depth of the sample changes on CCD1. The fluorescent signal passes 
through band-pass filters (BPF1 and BPF2) before entering each camera. (b) Performance of the real-time 3D 
stabilization system showing the lateral (x and y) and axial (z) positions of the fluorescent beads over 10 minutes with 
the feedback loop on (red curves) and off (blue curves). Insets show histograms of the bead's position in each direction. 
Standard deviations were 0.7 nm in x, 0.7 nm in y and 2.6 nm in z. Five fiducial markers on CCD2 were used for 
tracking. PS: piezo stage, M: mirror, L: spherical lens.   
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lenses  (f = ±40 cm), in contrast to the single-cylindrical-lens design used by Huang et al. [69]. 

This  approach allowed us to optimize the astigmatic effect for deep imaging.   

3.1.2 Image Acquisition and Post Processing 

 The sample was first illuminated with relatively low intensities of the 639 nm and 532 nm lasers 

(< 2 W/cm2 at sample). The imaging depth was recorded before acquiring the data. The position 

of RL1 was adjusted to obtain a clear image of the fiducial markers before turning on the feedback 

control. The intensity of the 639 nm laser was then increased to ~5 kW/cm2, switching the dye 

molecules to their dark states. Images were then acquired at 50 frames per second with a minimum 

of 40,000 frames being required to construct the final image. The intensity of the 405 nm laser was 

ramped up (from 0 to 1 W/cm2) during acquisition to reactivate dye molecules and compensate for 

a decreasing number of blinks due to photobleaching. The post-acquisition processing of images 

to determine the positions of single-molecules was performed using a software written in 

MATLAB (Figure 3.2). 

To actively stabilize the microscope stage in 3D during the image acquisition, up to five 

different fiducial markers were used for tracking. Images of beads were subsequently fitted using 

an error function to determine their axial and lateral positions as follows [70] 

 
 ( , ) = erf

− + 0.5

√2
− erf

− − 0.5

√2

× erf
− + 0.5

√2
− erf

− − 0.5

√2
+ , 

Eq. 3.1 

where ( , ) is the expected number of photons for a given pixel k,  is the total number of 

photons and  and  are the emitter positions in lateral directions.  and  are the standard 

deviations of the error function in x and y, respectively, and  is the background noise. By taking 

the error-propagation-weighted average of the fiducial markers' drifts, an appropriate 
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Figure 3.2 - Image processing pipeline for single molecule localization microscopy.
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 voltage was then sent to the piezo stage (Max311D, Thorlabs) using a 16-bit digital-to-analog 

converter (PCI6323, National Instruments, Austin, TX) and a piezo-stage controller (MDT693B, 

Thorlabs). The fiducial markers were exposed for ~200 ms, with an additional ~10 ms required for 

fitting the image and settling the piezo stage. Drift correction was therefore conducted at a rate of 

~5 Hz. Measurements of 3D stability 

 The performance of the active stabilization system was measured by tracking the positional 

stability of 100 nm fluorescent beads on CCD1 for 10 minutes. A mixture of 100 nm TetraSpeck 

beads (T7279; Life Technologies) at a concentration of 1 in 200, and 100 nm Orange FluoSpheres 

(F8800; excitation 540nm, emission 560 nm, Life Technologies) at a concentration of 1 in 100000 

were settled overnight onto a poly-L-lysine-coated coverslip. The coverslip was rinsed the 

following morning to remove beads that had not firmly attached, and then mounted in phosphate 

buffered saline. The 100 nm Orange FluoSpheres were tracked on CCD2 to provide drift correction 

feedback while the TetraSpeck beads were simultaneously imaged on CCD1.  

3.1.3 Depth-Dependent Calibration 

 Calibration slides were prepared using 40 nm dark red FluoSpheres (F8789, Life Technologies) 

that were suspended in a mixture of 0.5% low melting point agarose and 30% sucrose dissolved in 

double distilled water. This mixture has a refractive index of ~1.38, which is close to that of 

cardiomyocytes [71]. The mixture was poured into a 1 mm deep chamber, sealed with a high 

precision coverslip (#1.5H, 22x22 mm, BioScience Tools, San Diego, CA) then rotated so as to 

maintain an even distribution of the beads until the gel had solidified.  

A positional map of the beads in the gel was obtained by first scanning the gel along the Z axis 

to locate the depth of each bead (step size = 20 nm). Figure 3.3a shows an image of beads 

embedded in gel at an actual depth of 4 m. The apparent depth of each bead is defined as the 
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depth where the bead appears as a homogeneous Gaussian (Wx/Wy = 1). Hell et al. [72] 

demonstrated that the actual position of the bead is linearly related to its apparent position (Zactual 

= K*Zapparent) up to a depth of ~50 microns, where K is the correction factor used to account for 

the refractive index mismatch between the objective’s immersion oil (n1) and the cell (n2). Huang 

et al. [69] showed that K = 0.72 when n1 = 1.515 and n2 = 1.34, which increased to 0.89 when n2 = 

1.45. The refractive index of cardiomyocytes is ~1.38, and a linear interpolation gave the value of 

K = 0.78 used in our experiments. This value is close to the 0.79 previously used for whole-cell 

3D SMLM [69].  

Figure 3.3b shows the values of z vs the widths (Wx and Wy). To accumulate a sufficient 

number of data points, the sample was scanned laterally at fixed depths (for example, 4 m in the 

case of Figure 3.3b). Figure 3.3c shows the calibration curve in the Wx-Wy plane. Once the 3D 

map of the beads was obtained, the depth-dependence of the calibration curve for any depth could 

be determined, as shown in Figure 3.3d. These curves can be then used for axial localizations of 

the blinks in the images. A modified version of the defocusing function was used to fit Wx and 

Wy as a function of Z as follows 

   , ( ) =  1 +
−

+
−

+
−

+  

 

Eq. 3.2 

where , ( ) and 0 are the FWHM at a given z and the FWHM at the focus, respectively,  is 

the offset of x and y focal planes from the average focal plane and  is the focal depth.  and  

are coefficients to correct for any non-ideal behavior of the optics in the detection path and  is a 

coefficient to correct for any distortion induced by the refractive index mismatch when a 

calibration curve deeper than the coverslip is obtained. 
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Figure 3.3 - Depth-dependent calibration curve. (a) An image of beads embedded in the gel at a depth of 4 µm. Z 
positions are shown relative to the focal plane. (b) The corresponding calibration curve for axial localizations at the 
depth of 4 µm, obtained by many lateral scans to accumulate sufficient number of beads at the same 4 µm depth. Each 
data point represents the average FWHM values obtained from 10 beads. (c) The same calibration curve as (b) but in 
the Wx-Wy plot. (d) Calibration curves at various depths. Upright triangles, circles and upside down triangles represent 
the depths of beads relative to the focal plane at z = -250 nm, z = 0 and z = 250 nm, respectively. Scale bar in (a): 2 
µm. 



 

 

36

3.1.4 Cell labeling and Preparation 

The isolation of the cardiomyocytes and the labeling of the ryanodine receptor have been described 

in detail elsewhere [73]. Imaging was performed in a standard GLOX-thiol solution (a nitrogenated 

TN buffer [50 mM Tris, 10 mM NaCl, pH 8.0], 0.5 mg/ml glucose oxidase, 40 µg/ml catalase, 10 

% (w/v) glucose and 10mM MEA). The coverslip with the attached cardiomyocytes was mounted 

onto a chamber with a volume of 700 µl which was filled with the imaging solution and sealed. 

3.1.4.1 Ryanodine Receptors 

 These experiments used ventricular myocytes from adult rats. Animal handling was done in 

accordance with the guidelines of the Canadian Council on Animal Care and approved by the 

animal research committee of the University of British Columbia (UBC). All chemicals were 

purchased from Sigma-Aldrich (Oakville, ON) unless otherwise stated. We used male Wistar rats, 

200 – 300 grams, (Charles River Laboratories, Wilmington, MA) that were given an 

intraperitoneal injection of 2 ml of 1000 units of heparin (Hepalean; Organon, Mississauga, ON) 

followed 30 minutes later with an intraperitoneal injection of 2 ml of sodium pentobarbital (240 

mg/ml; MTC Pharmaceuticals, Cambridge, ON). The experiments proceeded only after hard 

pressure on the footpad failed to produce a withdrawal reflex.    

The isolation technique is based on the method of Rodrigues and Severson [74]: The hearts 

were excised, hung on a Langendorff apparatus and perfused for 5 min. at 37°C with a nominally 

Ca2+-free physiological saline solution, PSS, (in mmol/l): 138 NaCl, 5 KCl, 0.3 KH2PO4, 0.3 

Na2HPO4, 10 HEPES, 15 D-glucose, 1 creatine, 1 carnitine, pH 7.4) that had been equilibrated 

with 95% O2/5% CO2. Cell dissociation was initiated by switching to a perfusate of PSS 

containing 0.5 mg/ml Type II Collagenase (Worthington Biochemical, Lakewood, NJ) and 1 

mg/ml bovine serum albumin. When the heart began to soften, the ventricles were cut free and 
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sliced into small chunks, which were gently shaken to dislodge cells. These were filtered through 

a 200 µm nylon mesh (Nitex) into fresh PSS. There were typically greater than 90% quiescent, 

rod-shaped, cells. Cells were immediately fixed in a solution containing 2% paraformaldehyde for 

10 minutes at room temperature. 

3.1.4.2 Labeling 

 Fixed cells were immediately quenched in 100 mM glycine for 10 min, washed in PBS (2 x 10 

min), permeabilized with 0.1% Triton for 10 min after which they were washed in PBS (3 x 10 

min). Prior to the application of the primary antibody, the cells were incubated for 30 minutes at 

room temperature (RT) with Image-IT FX Signal Enhancer (I36933; Life Technologies) to 

neutralize surface charge, washed briefly in PBS and then incubated for 1 hour at RT in BlockAid 

blocking solution (B10710; Life Technologies). The primary antibodies (anti-ryanodine receptor 

type 2, MA3-916; Cedarlane, Burlington, ON) was diluted in BlockAid before being applied to 

the cells (overnight at 4˚C). Cells were then washed in PBS (5 x 10 min) and incubated at RT for 

90 minutes with goat anti-mouse Alexa 647 (A21236; Life Technologies) and washed in PBS (5 

x 10 min) followed by post-fixation in 4% paraformaldehyde for 10 min and a final series of PBS 

washes (4 x 5 min). 

3.2 Results and Discussion  

3.2.1 Nanometer Real-Time 3D Stability 

 To eliminate drift for deep imaging, the system decouples the focal planes of the sample and the 

fiducial markers so that the imaging and tracking of the fiducial markers are independent of the 

depth at which the cell is imaged. As shown in Figure 3.1a, the sample is imaged on CCD1, while 

the fiducial markers are relayed to a separate camera (CCD2). When the sample imaging depth is 

changed, the position of the relay imaging lens (RL1) is adjusted to keep the fiducial markers in 
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focus on CCD2. A pair of concave and convex cylindrical lenses (CL1) allowed us to optimize the 

depth-dependent astigmatic effect for both surface and deep imaging. 

The astigmatism introduced into the optical path of the fiducial markers (CL2, Figure 3.1a) 

allowed for their precise 3D localization, which was used to stabilize the sample position via a 

feedback loop. Figure 3.1b compares the positions of the fiducial markers imaged using CCD1 

with and without feedback. Without feedback, the sample drifts were typically in the range of a 

few hundred nm over a period of 10 min. With the real-time 3D drift correction, the sample drift 

was limited to 0.7 nm (rms) in x and y and 2.5 nm (rms) in z (Figure 3.1b). As with single-molecule 

localization measurements [51], the stabilization accuracy may be limited by non-uniformity in 

the photo-response of a CCD camera, asymmetry in fluorescence emission of the beads as well as 

computational errors. Accuracy in z was worse than either x or y because the z position was derived 

from the ratio of width (Wx) to the height (Wy) of an elliptical PSF. 

3.2.2 Axial Localization of Fluorophores in Deep Imaging 

 A common practice in obtaining a z-position calibration curve is to measure the PSF of a 

fluorescent bead (or fluorophores) on the cover slip while its z position is scanned (red curve in 

Figure 3.4a) [75-77]. However, this ‘surface’ calibration curve is incorrect for deeper imaging 

since the depth dependence of the PSF's ellipticity means that a given Wx/Wy ratio corresponds to 

different z localizations at different focal depths. Without proper correction the z positions can be 

off by hundreds of nanometers. Because the PSF is z-dependent, a correct z-axis localization curve 

cannot be obtained by scanning along the z-axis. 

To obviate this problem, we present an approach to obtain the z dependence of the PSF using 

a combination of both lateral and axial scans. To minimize the refractive index mismatch, 

calibration slides were prepared using 40 nm dark red FluoSpheres (F8789, Life Technologies, 
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Burlington, ON) that were suspended in a mixture of 0.5% low melting point agarose and 30% 

sucrose dissolved in double distilled water. This mixture has a refractive index of ~1.38, which is 

close to that of cardiomyocytes [71]. As an example, Figure 3.4b shows an image of beads 

embedded in gel at a depth of 6 m along with their positions relative to the focal plane. The actual 

depths of these beads, defined as the depth where the bead appears as a homogeneous Gaussian 

(the ratio of the width in x and y Wx/Wy = 1), were determined by the position of the piezo stage 

when stepping through z. The depth dependence of the PSF's ellipticity was obtained based on 

lateral scans, instead of axial scans, to accumulate PSFs of fluorescent beads at different depths. 

These positions were then multiplied by a correction factor of 0.78 to account for the refractive 

index mismatch between the embedding medium (gel) and the objective’s immersion oil [72]. 

Once the 3D map of the beads was obtained, the depth-dependence of the calibration curve for any 

depth could be determined, as shown in Figure 3.4a. The insets in Figure 3.4a clearly demonstrate 

the astigmatic effect becomes less pronounced with depth, making it impossible to accurately 

position a blink when deep imaging is performed using the surface calibration curve. An advantage 

of this approach is that the effect of the refractive index mismatch is included in these calibration 

curves. In addition, the empirical measurement also includes the imperfection of the objective lens 

and other elements of the optical pathway [69]. These curves can then be used for axial 

localizations of the blinks in super-resolution images. Depending on the imaging depth, the correct 

calibration curve is used to find the axial position of each blink [69].  

Figure 3.4c shows the histogram of blinks imaged at 6 m deep in a Wy vs. Wx plot; there is a 

large discrepancy between the observed widths and the "surface" calibration curve (red line). On 

the other hand, the calibration curve at 6 m depth (green line, Fig. 2c) obtained using the above 

methodology matches the distribution of the blink shapes in the Wy-Wx plot. Figure 3.4d and 2e 



 

 

40

show reconstructed SMLM images of type 2 ryanodine receptors (RYR2) in a rat ventricular 

cardiomyocyte at a depth of 6 m using the calibration curves obtained at the surface of the cover 

slip (Figure 3.4d) and at 6 µm deep (Figure 3.4e). The effect of using the incorrect calibration 

curve can clearly be seen in Figure 3.4d and its corresponding z distribution of blinks (Figure 3.4f). 

The range of z values is compressed to about half of their real values compared to those obtained 

when the correct calibration curve is used (Figure 3.4e and 2g). 



 

 

41

 

Figure 3.4 - Deep imaging and the depth-dependent calibration. (a) Aspect ratio of the PSF (Wx/Wy) as a function of z at various imaging depths. Wx and Wy 
represent widths of PSF in x and y directions, respectively. (b) An image of beads embedded in the gel at a depth of 6 m. Their z positions, shown relative to the 
focal plane, were determined by a z-scan. (c) 2D histograms of the widths of PSFs of individual fluorophores in the Wy-Wx plot; red and green curves correspond 
to the calibration curve acquired at the surface and at 6 µm deep, respectively. (d-e) Super-resolution images of RyR2, color-coded according to depth, in the 
interior of a rat cardiomyocyte (imaging depth = 6 µm) using the calibration curves obtained at the surface (d) and at 6 µm (e). (f-g) The distributions of the z 
localizations of (d) and (e), respectively. Scale bar in (a): 2 µm, and scale bar in (d-e): 1 µm.
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3.2.3 Time-Domain Filter for Blinks from Densely Packed Fluorophores 

 When astigmatism-based 3D localization is used to image structures with densely packed 

fluorophores, high local blinking rates may produce artefacts [78-82] even though the total blinks 

per frame appears to be low enough to produce what appears to be a well-defined image. Such 

local hot-spots occur when labeling RYR2. RYR2, a large 2.2 MDa protein, is a homotetrameric 

calcium channel located in discrete regions of the sarcoplasmic reticulum of the cardiac myocytes, 

a cell with a thickness of 10 µm or more.  One primary antibody can bind to each of the RYR2 

subunits (four/tetramer), and each secondary antibody (Alexa 647) contains about 6 fluorophores 

(A21236, Invitrogen; 6 moles dye/mole), so an individual tetramer can have many tens of 

fluorophores bound to an area about 30 nm square [83] and a RYR2 cluster could have hundreds 

of fluorophores located in an area comparable to the size of the PSF. In this small and densely 

packed structure, the probability of two adjacent fluorophores blinking at the same time becomes 

significant.  

To overcome this issue, others have used spatial domain information to fit multiple Gaussians 

to overlapping blinks, but this is limited to 2D localization data [79, 80]. A more recent paper 

extends these methods to astigmatic (3D) data [78] and attempts to fit multiple 3D Gaussians to a 

blink when a single Gaussian fails. Our studies show that this latter method does not detect many 

overlapped blinks, that spatial domain information alone is insufficient, and that a time domain 

filter is essential to achieve an artefact free super-resolution image.  

Figure 3.5a-c show three consecutive images of blinks from Alexa647-tagged RYR2s in a 

ventricular cardiomyocyte. While Figure 3.5a and 3.4c show well-fitted single blinks, Figure 3.5b  
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Figure 3.5 - Time-domain filter for blinks from densely packed fluorophores. (a-c) Three consecutive image 
frames showing blinks with an ambiguous interpretation. Frame b could be a blink originating in a different plane or 
the overlap of the blinks in a and c. (d-e) 3D view of RyR2 clusters before (d) and after (e) applying the time-domain 
filter removing the ambiguous blinks. Exposure time for each frame: 20 ms. Pixel size in (a-c): 100 nm and images 
are normalized to their maximum pixel value. Plots in (d-e) are binary; each red dot represents a blink of a fluorophore. 
x, y and z scales are in nm.  
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show that the blink lifetimes may have overlapped. In astigmatism-based 3D localizations, 

Figure 3.5b can be well-fitted with either a single molecule located 250 nm above the focal plane 

or an overlapped image of two molecules near the focal plane (Figure 3.5a and 3.4c), two solutions 

which cannot be distinguished from each other using only a spatial filter or goodness of fit criteria. 

To exclude these artefacts we developed an algorithm that monitored the coordinates of each blink 

over time. As noted above, overlapping blinks would be characterized by a sudden shift in the x, 

y or z coordinates in consecutive frames. Every blink within the size of the PSF that showed a 

variation in its position that exceeded three standard deviations of the localization error (x ~ 8 

nm,y ~ 8 nm, z ~ 12 nm) was excluded; in effect, a time domain filter. Figure 3.5d shows a 

RYR2 cluster in an area of 450 nm × 450 nm using only the spatial-fitting quality filter; the image 

shows that the cluster has little internal structure, although the area around the cluster is almost 

completely clear of blinks indicating that this lack of structure is not due to the non-specific binding 

of fluorophores. Figure 3.5e shows the same cluster after the application of the time-domain filter; 

it has revealed the positions of several individual RyR2 tetramers (~30 nm square) whose 

distribution appears consistent with recent electron tomographic analyses [84].  

3.3 Conclusion 

We have resolved issues associated with deep imaging of thick cells using 3D SMLM. Nanometer-

scale system stability for deep imaging was achieved using two independent and variable focal 

planes. Localization errors due to the refractive index mismatch were removed by empirical 

measurements, which also provided corrections for the imperfection of the optics. Additionally, 

we showed that the spatial filter commonly used in reconstructing a super-resolution image may 

not eliminate artefacts that arise from structures with densely packed fluorophores. A time-domain 

filter was described that significantly reduced these artefacts. 
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Chapter 4: Real-Time 3D Stabilization of a Super-Resolution Imaging System 

Using an Electrically Tunable Lens  

Single-molecule localization microscopy (SMLM) methods, such as photo-activated localization 

microscopy (PALM) [9], stochastic optical reconstruction microscopy (STORM) [10] and 

universal point accumulation for imaging in nanoscale topography (uPAINT) [11], use this prior 

knowledge to resolve the structures of biological systems with nanometer-scale spatial resolutions. 

SMLM is based on consecutive photoswitching of fluorophores (or fluorescent proteins) between 

the fluorescent state and the dark state such that only a subset of fluorophores is randomly activated 

at any time. This approach allows one to spatially and temporally separate the point-spread 

functions (PSFs) of activated fluorophores and estimate their lateral and axial positions using 

appropriate localization algorithms, even in a sub-diffraction region where hundreds of 

fluorophores are densely packed. The theoretical limit of resolution (i.e. localization precision) has 

been analytically determined, using Cramér-Rao bound (CRLB) and Fisher information matrix, to 

be dependent on the number of detected photons and the camera’s pixel size and noise [41].  

In practice, however, the achievable resolution in SMLM is closely related to both the 

localization precision and localization accuracy. The accuracy of single molecule localization is 

affected by emitter properties (isotropic or dipole emission), label displacement, biased 

localization algorithm and sample drift. SMLM is susceptible to sample drift caused by mechanical 

relaxation and temperature fluctuation because typically 10-20 min is needed to acquire tens of 

thousands of frames for reconstructing an informative super-resolution image. Thus, to achieve 

the expected resolution the sample drift has to be significantly smaller than the single molecule 

localization precision.  
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Several methods have been proposed to correct sample drift, including stabilization methods 

using fiducial markers as reference points [51, 52, 65], image correlation analysis of bright field 

images [53, 66] and post-processing of single-molecule localization data (i.e. blink tracking) [50, 

54]. Due to the superior photon budgets of fluorescent particles, the microscope stabilization 

methods based on fiducial markers have shown the best performance. For instance, Lee et al. [52] 

achieved a nanometer-scale stability of an optical microscope in three dimensions by tracking a 

fluorescent bead attached to the coverslip. Pertsinidis et al. [51] have reported a sub-nanometer 

stability by actively tracking single molecules, instead of a fiducial marker, and correcting the drift 

through a feedback mechanism loop. They have successfully measured Cy3/Alexa 647 distance 

trace from a single DNA molecule with an accuracy of 0.77 nm. Despite this, practical issues exist 

when these sub-nanometer stabilization methods are applied to the deep imaging of thick 

biological samples. A sophisticated sample preparation procedure is required in Lee et al.’s method 

to add a fiducial marker to the same focal plane as the structure of interest. Pertsinidis et al.’s relies 

on localization of single molecules, which have short lifetimes and are more susceptible to 

photobleaching compared to fluorescent beads. Evidently, their approach is more suitable for 

short-term imaging experiments. Recently, it was shown that nanometer 3D stabilization for long-

term deep imaging is possible with a bifocal design using a movable lens [85]. However, the depth 

of field was limited to several micrometers in that approach.  

In this chapter, we present an optical design using an electrically tunable lens (ETL) to actively 

stabilize a single-molecule localization microscope down to a few nanometers in three dimensions. 

Generally, shifting the imaging focal plane in the microscopy systems is achieved by translating a 

lens in the optical path or by moving the sample itself. An alternative way for focus shifting is to 

use a liquid lens (focal length = ), which is tunable by applying an electrical current. Currently 
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available ETLs function based on various methods, including the shape changing approach [86] , 

dielectric effects [87], liquid crystals [88] or electrowetting principles [89]. The ETL can extend 

the depth of field of the objective lens to allow for the decoupling of focal planes of the two 

cameras; one camera possesses a focal plane placed at the region of interest inside a cell, while the 

other camera has its focal plane placed at the coverslip to image the fiducial markers. This 

approach enables high-accuracy drift-free super-resolution imaging of biological structures many 

micrometers deep within thick cells. Because this design has no moving parts in the optical path, 

better stability and user-friendliness can be obtained. This stabilization system is inexpensive, 

compact and easy to implement into both custom-built and commercial SMLM systems.  

4.1 Materials and Methods 

4.1.1 Optical Setup  

A home-built SMLM system with an electrically tunable lens is shown in Figure 4.1. The optical 

system is an inverted microscope equipped with an apochromatic TIRF oil-immersion objective 

lens (60X; NA 1.49; Nikon Instruments, Melville, NY). A 639 nm laser (Genesis MX639, 

Coherent, Santa Clara, CA) was used for excitation of the Alexa 647 fluorophores (Life 

Technologies, Burlington, ON) and 100 nm Infrared FluoSpheres (F8799, Life Technologies). 

Activation of the Alexa 647 fluorophores (i.e. increasing the transition rate of fluorophores 

between dark and bright states) was provided by a 405 nm laser (LRD 0405, Laserglow 

Technologies, Toronto, Canada). Laser beams were collimated, combined, circularly polarized and 

focused onto the back aperture of the objective lens (L1 and L3; AC127-030-A, L2 and L4; 

AC127-075-A, DM1; FF560-FDi01, QWP; AQWP05M-600, L5; AC254-150-A, Thorlabs, 

Newton, NJ). Mirror M3 and M4 were moved by a translation stage (PT1, Thorlabs) to control 

incident beam angle and to switch between epi-illumination and oblique incident illumination 
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modes. A quad-band polychroic mirror (DM2; Di01-R205/488/532/636, Semrock, Rochester, NY) 

was used to reflect the laser beams and transmit the fluorescence signal. A 3D piezo stage 

(Max311D, Thorlabs) equipped with a 16-bit digital-to-analog converter (PCI6323, National 

Instruments, Austin, TX) and a piezo-stage controller (MDT693B, Thorlabs) was used to locate 

the region of interest and stabilize the microscope during data acquisition. A quad-notch filter (NF; 

405/488/532/636, Semrock) was placed in the detection path to further block the 

excitation/activation lasers. A short-pass dichroic mirror (DM3; FF720-FDi01, Semrock) was used 

to separate the fluorescence emission of Alexa 647 from that of the fiducial markers.  

The detection path of the Alexa 647 contained a weak cylindrical lens assembly (CL1; effective 

focal length (EFL) = 10 m) composed of a plano-convex and a plano-concave round cylindrical 

lens with anti-reflection coating and focal lengths of ±400 mm (LJ1363RM-B and LK1487RM-A, 

Thorlabs). CL1 introduced astigmatism into the imaging path, creating slightly different focal 

planes in the x and y directions. This resulted in elliptical PSFs for the fluorophores (i.e. the 

ellipticity and orientation of PSF varies along the optical axis). This allowed for the decoding of 

the axial positions of fluorophores within a few hundred nanometers above and below the focal 

plane of the objective lens [69]. Concave and convex cylindrical lenses were separated by a 

distance, d. After the cylindrical lens assembly, the emission light passed through a band-pass filter 

(BPF1; FF01-676/37, Semrock) followed by a 200 mm tube lens (TL1; ACA254-200-B, Thorlabs) 

and imaged to a back-illuminated electron multiplying charge-coupled device (EMCCD; iXon 

Ultra DU-897U, Andor, South Windsor, CT). A 2.5X zoom lens (ZL) was placed between DM3 

and CL1 to obtain an overall magnification of 150 times. 

In the detection path of the fiducial markers, the emission light passed through a 250 mm 

achromatic doublet lens (TL2; AC254-250-A, Thorlabs) followed by a relay imaging lens (RL1; 
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AC254-100-A, Thorlabs). An electrically tunable lens (EL-10-30-Ci-VIS-LD, Optotune) was 

placed after the relay system such that it is conjugate to the back focal plane of the objective lens. 

The emitted light then passed through a cylindrical lens assembly (CL2; EFL = 2 m), which has a 

design analogous to that of CL1; The focal lengths of the concave and convex components in CL2 

are ±200 mm (LJ1653RM-B, LK1069RM-A, Thorlabs). The emission light then passed through a 

band-pass filter (BPF2; FF01-747/33, Semrock) and a 200 mm achromatic doublet lens (RL2; 

ACA254-200-B, Thorlabs) before being imaged by the CCD (Newton 970 UBV, Andor).  

4.1.2 Sample Preparation for 3D Stabilization Test 

To measure the performance of the active stabilization system, a mixture of 100 nm TetraSpeck 

beads (T7279; Life Technologies) at a concentration of 1 in 200, and 100 nm Infrared FluoSpheres 

(excitation 540nm; emission 560 nm) at a concentration of 1 in 200000 were affixed onto a poly-

L-lysine-coated coverslip. The coverslip was then rinsed to remove beads that had not firmly 

attached and mounted in phosphate buffered saline. The 100 nm Infrared FluoSpheres were tracked 

on the CCD to provide drift correction feedback. TetraSpeck beads were simultaneously imaged 

on the EMCCD to measure the stability of the image on the camera. 

4.1.3 Cell labeling and Preparation for STORM 

Splenic B cells from 8-week old C57BL/6 mice were used. Animal handling was done in 

accordance with the guidelines of the Canadian Council on Animal Care and approved by the 

animal research committee of the University of British Columbia (UBC, Vancouver, Canada). 

Splenic B cells were isolated, as previously described in [90], using a B cell isolation kit (#19854, 

Stemcell Technologies) to deplete non-B cells. To increase TfR expression levels [91, 92], B cells 

were cultured in RPMI-1640 supplemented with 10% fetal calf serum, 2mM glutamine, 1mM 

pyruvate, 50 M 2-mercaptoethanol, 50U/mL penicillin and 50g/mL streptomycin (complete 
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medium) and stimulated with 5 g/ml E. coli 0111:B4 LPS (#L2630, Sigma-Aldrich catalogue) 

for 12 hr, as previously described in [90]. 

B cells were plated on coverslips (18 mm; #1.5H, Marienfeld,) functionalized with non-

stimulatory M5/114 anti-MHCII monoclonal antibody (#12-5321, eBioscience) for 10 min at 40C, 

and subsequently fixed with ice cold 4% paraformaldehyde, 0.2% glutaraldehyde in PBS for 90 

min. Fixed cells were washed in PBS (3×), permeabilized with 0.1% Triton for 5 min after which 

they were washed in PBS again (3×). The sample was blocked in blocking buffer (10% normal 

goat serum in PBS) for 1 hr at 4ºC and subsequently stained with primary antibody (transferrin 

receptor; #13-6800, Invitrogen) overnight at 4ºC. Cells were then washed in PBS (3×), incubated 

at room temperature for 30 min with goat anti-mouse Alexa Fluor 647 (A21244, Life 

Technologies) and then washed with PBS (5×) followed by a secondary fixation in 4% 

paraformaldehyde for 10 min and a final series of PBS washes (5×). Fluorescent fiducial markers 

(F8800, Life Technologies) were incubated with the sample overnight at 4 ºC for the purpose of 

sample stabilization during image acquisition. 

Imaging was performed in a standard GLOX-thiol solution (TN buffer [50 mM Tris, 10 mM 

NaCl, pH 8.0], 0.5 mg/ml glucose oxidase, 40 μg/ml catalase, 10% (w/v) glucose and 140 mM 

beta-mercaptoethanol). The coverslip along with the sample were mounted onto depression slides 

and sealed with the two-component silicone-glue Twinsil (Picodent, Wipperfürth,Germany, 

#13001000). 
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Figure 4.1 - Schematic layout of the imaging system. A 639 nm laser was used for excitation of fluorophores and 
fiducial markers and a 405 nm laser was used for reactivation. The diameters of the laser beams were adjusted using 
relay lenses (L1-L4). Lasers were combined using a dichroic mirror (DM1), circularly polarized by a quarter-wave 
plate (QWP), focused by a plano-convex lens (L5) and directed into the back aperture of the objective lens. Mirrors 
(M3 and M4) along with L5 were positioned on a translation stage to control incidence angle of the excitation light. 
A 3D piezo stage (PZ) equipped with a controller and a feedback mechanism loop was used. Fluorescence collected 
by the objective lens was separated by a dichroic mirror (DM2) and filtered using a notch filter (NF). The fluorescence 
signals from the cell and the fiducial markers were split using a dichroic mirror (DM3). In the bead tracking path, the 
fluorescence passed a relay system which consists of a tube lens (TL2) and a relay lens (RL1). An electrically tunable 
lens driven by an electrical lens driver (see the inset marked by the red box) was used to extend the depth of field of 
the objective lens and refocus the image of the fiducial marker on the CCD even when imaging many micrometers 
deep within a sample. A cylindrical lens assembly (CL2; composed of a plano-convex and a plano-concave round 
cylindrical lens) introduces astigmatism into the detection path enabling the 3D positions of the beads to be 
determined. These positions were used in a closed feedback loop for 3D stabilization of the microscope stage. A 
cylindrical lens assembly (CL1) and a tube lens (TL1) were used to form astigmatically aberrated images of the 
fluorophores onto the EMCCD. A 2.5X zoom lens (ZL) was used to obtain an appropriate magnification of 150X on 
the EMCCD. The black and red dashed lines indicate the focal planes of the structure of interest (focused on the 
EMCCD) and the fiducial markers (focused on the CCD) in the detection path, respectively. The fluorescent signal 
passes through band-pass filters (BPF1 and BPF2) before entering each camera. 
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4.2 Results and Discussion 

4.2.1 The Dynamic Behavior of the Electrically Tunable Lens 

The ETL used in this stabilization system functions based on the shape changing principle. It has 

low dispersion in the visible range (wavefront error < 0.25λ) and a focal length, , spanning 

from 200 mm to 100 mm  (10 mm aperture size; C-mounted).  It consists of a polymer membrane 

surrounded with a low dispersion fluid on one side and air on the other side (Figure 4.2a). The 

curvature of the polymer membrane increases (i.e.  decreases) as the current applied to the 

ETL is increased; conversely,  decreases by lowering the current. The whole system is housed 

between two anti-reflection coated BK7 cover glasses [86, 93].  

A programmable lens driver equipped with a temperature sensor and a drift compensation 

mechanism was used to control the ETL. When the imaging depth was changed, an appropriate 

current was applied to the ETL to tune  and keep the fiducial markers in focus on the CCD. In 

order to characterize the dynamic behavior of the ETL, 100 nm TetraSpeck beads attached to the 

coverslip were used. Starting with the beads in focus on the CCD (i.e. when the ellipticity of the 

beads’ PSFs = 1), an appropriate voltage was applied to the piezo stage to move the sample in the 

z direction. The current was then increased gradually to bring the fluorescent beads back into focus 

on the CCD. Knowing the actual shift of the sample in z as well as the applied current, the 

relationship between the control current and the actual focal shift was obtained (Figure 4.2b). 

Displacement of the axial focal plane ( ) was measured to be ~11 µm when the control current 

was increased from 0 to 250 mA. Note that the ETL must be mounted horizontally to avoid the 

effect of gravity on its refractive power. Vertical mounting also induces a significant comatic 

aberration into the detection path. The ETL should be aligned precisely to ensure that the 

magnification of the detection path is independent of the . Precise alignment was achieved 
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through an iterative process using a grid distortion test target (R1L3S3P, Thorlabs).  was 

changed to its maximum and minimum values and the grid images were recorded. The ETL was 

aligned such that the shift between the two images was insignificant. The response time of the ETL 

was measured to be less than 50 ms.  

A cylindrical lens compound (CL2; focal length: ) was used to introduce an adjustable 

astigmatism into the imaging path of the fiducial markers. CL2 is composed of a plano-convex 

and a plano-concave round cylindrical lens with focal lengths ( ) of ±200 mm, separated from 

each other by a distance  (Figure 4.2c). The setup is simpler and more cost effective compared to 

previously proposed methods based on a deformable mirror array [94, 95]. In contrast to the single-

cylindrical-lens design used by Huang et al. [69], our design allows for optimization of the depth-

dependent astigmatic effect by varying the distance between the two cylindrical lenses. This 

approach allowed one to optimize the astigmatism for the PSF of the fluorescent beads for deep 

imaging. Therefore, one can achieve an axial localization precision down to a few nanometers 

when tracking beads to stabilize the microscope at any imaging depth that the depth of field allows. 

For instance, Figure 4.2d-e shows an optimized astigmatism effect used to track fluorescent beads 

when imaging at a depth of 8 µm (  = 10 mm). To achieve a good sensitivity,  was adjusted such 

that moving the beads along the z direction from +200 nm to -200 nm changes their aspect ratio 

on the CCD from 1.5 to 0.75. 

In this design, the imaging focal shift in the z-axis  is inversely proportional to the effective 

focal length of the ETL, , ,  and is given by [96] 

 = −
,

, Eq. 4.1 
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where  is the refractive index of the immersion medium,  is the focal length of RL2 and   

is the magnification on the CCD.  ,  can be expressed as , = + −

≈  + .   CL2 can be considered as an anamorphic Fourier transform 

system [97, 98] with a ray matrix in the x direction ( , ) given by 

 , =
1 0

1
1
0 1

1 0
− 1 =  

1 − 1
− 1 +

, Eq. 4.2 

which gives = − . The ray matrix for an individual cylindrical lens depends on a 

rotation matrix described by ( ) =
cos ( ) sin ( )

−sin ( ) cos ( ) , where  is the angle between the 

direction of the lens curvature and x-axis (in case of CL2,  = 0 so ( ) = I).  

For the current optical system, the imaging focal shift ( ) was calculated as 12.6 µm, which 

is very close to the experimental measurement (< 10% difference). The actual focal shift of ~11 

µm (Figure 4.2b) was sufficient for imaging the transferrin receptors within B cells; the largest B 

cell which was observed had a thickness of ~10 µm. In addition, imaging at a depth larger than 

that greatly suffers from the sample-induced aberration and light scattering, which degrades the 

quality of the PSFs of single molecules. Note that  can be easily extended by four times if one 

decreases  by two times (i.e.  = 75).    
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Figure 4.2 - Characteristics of the major optical elements used in the stabilization system. (a) Schematic 
representation of an electrically tunable lens based on shape-changing polymer membrane technology. (b) The axial 
focal shift vs. current for the ETL used in the stabilization system. (c) Schematic representation of the cylindrical lens 
compound, which introduces an adaptive astigmatic effect into the detection path of the fiducial markers. (d) x-y cross 
sections of an astigmatically aberrated PSF at different axial positions and (e) Aspect ratio (Rxy) of the astigmatic PSF 
as a function of z. The black arrow shows the range of ellipticity which was used for tracking of fiducial markers. This 
range provides sufficient sensitivity to achieve high accuracy tracking of fiducial markers in the axial direction. 
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4.2.2 Performance of the Active 3D Stabilization System 

In order to examine the performance of the stabilization system, the positional stability of 100 nm 

TetraSpeck beads was measured on EMCCD for 10 min. Cameras were synchronized to obtain 

simultaneous exposure and readout. Both cameras were set to acquire images at a rate of ~3 frames 

per second (exposure time = 300 ms, piezo stage settling time = 20 ms). Five Infrared fiducial 

markers located close to the center of the frame were tracked on CCD to provide drift correction 

feedback. TetraSpeck beads were simultaneously imaged on EMCCD. A region of interest (ROI 

= 10 pixel × 10 pixel) was set around each individual bead and ROIs were subsequently fitted 

using an error function to determine the lateral position of the beads as follows 

 
 ( , ) = erf

− + 0.5

√2
− erf

− − 0.5

√2

× erf
− + 0.5

√2
− erf

− − 0.5

√2
+ , 

Eq. 4.3 

where ( , ) is the expected number of photons for a given pixel k,  is the total number of 

photons and  and  are the emitter positions in lateral directions.  and  are the standard 

deviations of the error function in x and y, respectively, and  is the background noise. The aspect 

ratio, =  / , was then calculated to determine the axial position of a bead according to the 

calibration curve shown in Figure 4.2e. Displacement of beads was subsequently determined by 

comparing their shifted and initial positions. The mean of the displacements was then calculated 

and an appropriate voltage was applied to the piezo stage through a feedback loop to correct for 

the drift in all axes.  

Figure 4.3a shows the positional stability of the TetraSpeck beads on EMCCD with respect to 

time. Without the drift-correcting feedback loop enabled, the system drifts ~100 nm in the lateral 

direction and ~150 nm in the axial direction as measured over 10 min. With the feedback loop, 
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however, the sample was stabilized in real-time and in three dimensions down to a few nanometers; 

root-mean-square (rms) of the beads’ position was measured to be ~0.7 nm in the x and y directions 

and ~2.7 nm in the z direction, as shown in Figure 4.3b. The uncertainty in bead localization may 

arise from the numbers of photons emitted by the fiducial markers, asymmetric emission profile 

of fluorescent beads, and non-linearity in the photoelectric response of the camera. Note that the 

uncertainty in z is about four times larger than that in x and y. This is partially due to error 

propagation, which occurs by estimating the axial position of a bead using the widths of its PSF in 

x and y directions, i.e. Wx and Wy.  

4.2.3 Super-Resolution Imaging of Transferrin Receptors in B Cells 

To demonstrate the impact of the real-time 3D stabilization system, transferrin receptors in B cells 

were imaged at a depth of 8 µm. The transferrin receptor (TfR) is a membrane glycoprotein and 

mediates cellular uptake of iron from a plasma glycoprotein, transferrin. Iron uptake from 

transferrin involves the binding of transferrin to the TfR, internalization of transferrin within an 

endocytic vesicle by receptor-mediated endocytosis and the subsequent release of iron from the 

protein induced by a decrease in endosomal pH [99]. In cell biology, TfR is a prototype marker 

for the recycling pathways and to probe both cell surface and endosomal structures in cells [100-

102].   

The 639 nm laser was used at a relatively low intensity (< 2 W/cm2 at the sample) for 

illumination. A region of interest deep within the cell was located and the actual imaging depth 

was measured using the piezo stage controller. Before turning on the feedback mechanism loop, 

an appropriate current was applied to the ETL through the lens controller to obtain a clear image 

of the fiducial markers on the CCD. The current was adjusted such that the beads’ ellipticity was 

in the range of 0.75-1.5. Up to five fiducial markers were typically tracked during image 
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acquisition at a rate of 3 frames per seconds (fps). Exposure time and gain of the CCD were 

gradually increased to compensate for the continuously decreasing number of photons emitted by 

fiducial markers. The intensity of the 639 nm laser was then increased to ~5 kW/cm2 and the 

sample was photobleached for ~30 s. 40,000 frames were typically acquired on the EMCCD, at a 

rate of ~50 fps, to accumulate a sufficient number of single-molecule localizations. To reactivate 

dye molecules and compensate for a decreasing number of blinks due to photobleaching, the 

intensity of the 405 nm laser was increased in a stepwise fashion (from 0 to ~1 W/cm2) during 

image acquisition. The post-acquisition processing of images to determine the positions of single-

molecules was performed using a software written in MATLAB, as previously described in [85].  

A drift-free super-resolution image of transferrin receptors in a B cell is shown in Figure 4.4a. 

This image was constructed by plotting the density map of single-molecule localizations (nearest 

neighborhood distance (NND) = 100 nm). The corresponding image with drift is shown in 

(Figure 4.4b). This was obtained by computationally adding the actual drift in all directions that 

occurred during image acquisition to the drift-free image (Figure 4.4c).  Insets of the regions 

marked by white boxes in Figure 4.4a-b are shown in Figure 4.4d and 4e, respectively. The drift-

free super-resolution image (Figure 4.4d) reveals that transferrin receptors are distributed as well-

defined clusters, which are punctate with a significantly higher density compared to the 

corresponding clusters in the drifted image (Figure 4.4e). Specifically, clusters in the drifted image 

are elongated and blurred. The three-dimensional representations of the green-boxed regions in 

Figure 4.4d and 4e are shown in Figure 4.4f and 4g, respectively. The clusters in the drift-free 

super-resolution image (Figure 4.4f) are isotropic and distinct from cluster to cluster. However, 

the corresponding clusters in the drifted image (Figure 4.4g) are non-isotropic and difficult to 

discern as they are fused together.  
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To quantitatively analyze the effects of drift on topology and density of TfR clusters, a cluster 

analysis method based on Voronoï tessellation was used [103, 104]. Voronoï tessellation is based 

on the principle of subdividing an image into polygonal regions centered on seeds. Any point 

within a polygon is closer to its associated seed than it is to any other seed. Figure 4.4h-i show the 

tessellation maps of the regions marked by red boxes in Figure 4.4d-e; segmented clusters are 

shown in blue. Segmentation of the localization data points into clusters was performed using a 

single parameter, i.e. density threshold, which was set to twice the average localization density 

(similar to the work by Levet et al. [103]). Comparing the regions marked by white dashed lines 

in Figure 4.4h-i, one can see that drift not only affects the separation of the closely spaced 

transferrin clusters (region A and B) but it also affects the topology of the clusters (compare the 

clusters in region C of Figure 4.4h with the corresponding clusters in Figure 4.4i).  

A more comprehensive analysis of transferrin clusters (Figure 4.4j-k) reveals that drift has 

significant influences on the distribution of cluster density (i.e. number of localization per cluster 

per unit area, and cluster size). Overall, the TfR clusters in the drift-free image are smaller than 

those in the drifted image and show higher cluster density. This is attributed to the sample drift, 

which extends the area of clusters and leads to a lowered cluster density. The drift-free images 

show that that TfR exist as heterogeneous nanoclusters in B cells (as shown by bimodal size 

distribution in Figure 4.4k). This data is consistent with electron microscopy (EM) studies, which 

show that  size of TfR containing vesicles varies from 30 nm to 160 nm [101, 105-107]. The 

distribution of the cluster circularity (Figure 4.4l) shows that the transferrin clusters in the drift-

free super-resolution image are more circular compared to those in the drifted image. Cluster 

circularity was calculated as the ratio of the major and minor axes of a cluster. The majority of 

TfR clusters in the drifted image have a circularity of 0.5, compared to 0.75 in the drift-free image. 
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Figure 4.3 - Performance of the active 3D stabilization system using an electrical tunable lens system. (a) The 
positions of the fluorescent beads in x, y and z over 10 min with the stabilization system (red curves) and without the 
stabilization system (blue curves). (b) Histogram of bead tracking accuracy in each direction. Standard deviations 
were 0.69 nm in x, 0.65 nm in y and 2.71 nm in z. Four fiducial markers on the CCD were used for stabilizing the 
setup. The data shown here were obtained by analyzing the stability of three TetraSpeck beads on the EMCCD.  
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Figure 4.4 - The organization of transferrin receptors in a drift-free super-resolution image vs. a corresponding 
drifted image.  STORM images of transferrin receptors in a B cell obtained (a) with the stabilization system and (b) 
without the stabilization system. (c) The actual drift occurred during STORM data acquisition. (d-e) Insets of the 
regions marked by white boxes in (a-b). (f-g) Three-dimensional representations of the regions marked by green 
rectangles in (d-e). (h-i) Voronoï tessellation maps of the red-boxed regions in (d-e); regions in blue show the 
transferrin clusters segmented using density thresholding. (i-h) Quantitative analysis of transferrin clusters in the drift- 
free image and the drifted image. Distribution of the cluster density (j), cluster diameter (k) and cluster circularity (l). 
Scale bars in (a-b): 2 µm, (d-e): 500 nm and (f-i): 200 nm.
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4.3 Conclusion 

We presented an optical design for real-time 3D drift correction of a super-resolution microscope 

using an electrically tunable lens. By extending the depth of field of the objective lens and 

decoupling the focal planes of the sample and the fiducial markers, it enabled drift-free super-

resolution imaging at any depth. The instability of the microscope stage was shown to be reduced 

to ~0.7 nm in the lateral direction and ~2.7 nm in the axial direction. 

The impact of stability on super-resolution images was demonstrated by imaging transferrin 

receptors in B cells at a depth of 8 µm. The drift-free super-resolution image depicts the transferrin 

receptors as distinct and heterogeneous clusters with a high circularity index and a bimodal size 

distribution. Additionally, the average density of fluorophores per unit area in these clusters was 

two times higher than that in the drifted image.  

This stabilization system is simple, inexpensive and compact and can be readily integrated into 

both commercial and custom-made super-resolution imaging systems. Imaging experiments, 

which require long-term data acquisition are generally susceptible to setup instability, but this can 

be greatly ameliorated by the technique presented in this study.    
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Chapter 5: The Structure of the Couplon in Rat Ventricular Myocytes 

The excitation-contraction coupling (ECC) process in ventricular muscle cells (myocytes) is 

initiated by an influx of Ca2+ through voltage-gated Ca2+ channels (Cav1.2) on the sarcolemma. 

The sarcolemmal membranes of the mammalian ventricular myocytes are characterized by the 

presence of invaginations called transverse tubules (T-tubule). T-tubules are key determinants of 

cardiac cell function and are a network of transverse and axial elements (i.e. the transverse-axial 

tubule system (TATS)). A significant number of proteins involved in the ECC process are 

concentrated within the T-tubular network, including the L-type voltage-gated Ca2+ channels 

(Cav1.2) and the Na+/Ca2+ exchangers (NCX), or in the membrane of the adjacent junctional 

sarcoplasmic reticulum (the type-2 ryanodine receptors (RyR2)) [108].  

During the stimulation of myocytes, action potentials travel along the T-tubules, where it activates 

the L-type voltage-gated Ca2+ channel (Cav1.2), resulting in an influx of Ca2+ through Cav1.2 on 

the plasmalemma. The L-type calcium channels are in a close association with the type-2 

ryanodine receptors (RyR2) in the sarcoplasmic reticulum (SR)and form a functional element 

called a couplon. A small influx of Ca2+ from Cav1.2 can therefore activate the associated RyR2s, 

leading to a much larger release of Ca2+ into the contractile part of the cell (myoplasm). This 

mechanism of ECC is called calcium-induced calcium release [109, 110]. On the other hand, the 

extrusion of Ca2+ from myocardial cells is accomplished through the Na+/Ca2+ exchangers (NCX). 

NCX is essentially a secondary active transporter, which translocates three Na+ ions in exchange 

for one Ca2+ ion. The ion exchange is reversible and the transportation direction is determined by 

the local gradients of Na+ and Ca2+ as well as the membrane potential [110].  

In principle, the morphological details and distribution of the membrane system are crucial for 

controlling cardiac Ca2+ dynamics. Mapping the three-dimensional topology of this membrane 
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system can provide valuable information for elucidating the underlying mechanisms of cardiac 

Ca2+ dynamics. Recently, Asghari et al. [111, 112] showed that RyR2s are located only in three 

regions: in couplons on the surface, in transverse tubules, and on most regions of the axial tubules. 

They also showed that the RyR2s may play a significant role in the ECC since the majority of 

RyR2s colocalize with the Cav1.2s. In addition, Thior et al. [113] have used electron tomography 

to map the three-dimensional structure of dyadic clefts and associated membrane organelles in 

mouse ventricular myocardium. Comparable results with numerous smaller and irregularly shaped 

clusters of RyR2 have been also shown by super-resolution imaging of rat ventricle myocardium 

[114]. However, the super-resolution co-localization and distribution of type-2 ryanodine receptor 

(RyR2), the L-type voltage-gated Ca2+ channel (Cav1.2) and the Na+/Ca2+ exchanger (NCX) has 

not been characterized. Thus, we have used dSTORM to examine the distribution and 

colocalization of the type-2 ryanodine receptor (RyR2) and the L-type voltage-gated Ca2+ channel 

(Cav1.2) on the surface and in the interior of rat ventricular myocytes. 

5.1 Materials and Methods 

5.1.1 Optical Setup 

A custom-built STORM system, as previously described in Chapter 3, was modified to allow for 

two-color SMLM experiments (Figure 5.2). The fluorescent signals from Alexa 647 fluorophores 

(red) and Cy3B fluorophores (green) were split using a dichroic mirror (DM5; FF560-FDi01, 

Semrock). In the detection path of Cy3B fluorophores, a tube lens (TL3; ACA254-200-B, 
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Figure 5.1 – Ultrastructure of a cardimyocyte.  (a) Hypothesized structure of an adult ventricular myocyte. 
Couplons are visible on the cell surface and on both transverse and axial tubules. All couplons contain RyR2, which 
are opposite to Cav1.2 in the larger couplons and Cav3 in the smaller couplons [111]. (b) A diffraction-limited 
fluorescence microscopy image of a rat ventricular myocyte labelled for RyR2 (red) and Cav1.2 (green). The overlap 
is shown in white. Couplons traversing an entire sarcomere (arrow) and part of a sarcomere (double arrow) are 
indicated [115]. Scale bar: 2 µm.  
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Figure 5.2 - Schematic layout of the two-color single-molecule localization microscope. A 639 nm laser was used 
for the excitation of Alexa 647 fluorophores and the fiducial markers. Cy3B fluorophores were excited using a 532 
nm laser. A 405 nm laser was used for reactivation. The diameters of the laser beams were adjusted using relay lenses 
(L1-L6). Lasers were combined using the dichroic mirrors (DM1 and DM2), circularly polarized by a quarter-wave 
plate (QWP), focused by a plano-convex lens (L5) and directed into the back aperture of the objective lens. Mirrors 
(M3 and M4) along with L5 were positioned on a translation stage to control the incidence angle of the excitation 
light. A 3D piezo stage (PZ) equipped with a controller and a feedback mechanism loop was used. Fluorescence 
collected by the objective lens was separated by a dichroic mirror (DM3) and filtered using a notch filter (NF). The 
fluorescence signals from the cell and the fiducial markers were split using a dichroic mirror (DM4). In the bead 
tracking path, the fluorescence passed a relay system which consists of a tube lens (TL2) and a relay lens (RL1). A 
cylindrical lens assembly (CL2; composed of a plano-convex and a plano-concave round cylindrical lens) introduced 
astigmatism into the detection path enabling the 3D positions of the beads to be determined. These positions were 
used in a closed feedback loop for 3D stabilization of the microscope stage. A cylindrical lens assembly (CL1) and 
the tube lenses (TL1 and TL3) were used to form astigmatically aberrated images of the fluorophores onto the 
EMCCD1 and EMCCD2. The fluorescence signals from Alexa 647 fluorophores (red) and Cy3B fluorophores (green) 
were split using a dichroic mirror (DM5). A 2.5X zoom lens (ZL) was used to obtain an appropriate magnification of 
150X on the EMCCDs. The black and red dashed lines indicate the focal planes of the structure of interest (focused 
on the EMCCD) and the fiducial markers (focused on the CCD) in the detection path, respectively. The fluorescent 
signal passes through band-pass filters (BPF1-3) before entering each camera. 
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Thorlabs) was used to focus the emitted light on EMCCD2 (iXon Ultra 897 BV, Andor). In order 

to accurately match the focal planes of the two cameras, TL3 was mounted in a zoom housing 

(SM1NR1; Thorlabs) capable of non-rotating translation of the lens along the optical axis. The 

signal was filtered using a band-pass filter (BF3; FF01-562/40, Semrock).  

5.1.2 Image Registration with Nanometer Resolution in Dual Color SMLM 

The proximity of two entities in fluorescence microscopy is typically investigated by the 

colocalization between two fluorescent probes. The colocalization of two different molecules 

involves not only the single-channel localization errors, ,  and , , but also the registration 

precision, , with which the two channels are mapped to each other. This gives a relative 

distance uncertainty of = ( , + , +  ) / . Geometric transformations, such as 

translational, rotational and scaling transformations are usually sufficient for diffraction-limited 

applications to align one channel with another. Super-resolution imaging, however, demands a 

more rigorous method for image registration to achieve the desired precision and accuracy (i.e. a 

registration precision of a similar order to that of single channel localization precision is typically 

required) [51, 116]. In this section, the methodology that we used for image registration in dual-

color SMLM is described.  

To accumulate a sufficient number of control points across the field of view (FOV = 50 x 50 

µm2), a microscope slide with isolated TetraSpeck fluorescent beads was used (100 nm beads, 

stained with four different fluorescent dyes; blue (365/430), green (505/515), orange (560/580) 

and red (660/680)). The sample was illuminated with both green and red lasers and the EMCCD 

cameras were synchronized. The sample was scanned in a grid pattern using a 3D piezo stage (grid 

spacing in x and y = 10 µm) and the images were subsequently acquired. The lateral positions of 

beads were then determined by fitting an error function to the PSF (as previously described in 
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Chapter 3). The coordinates of the control points in the two channels were matched using a pattern 

recognition algorithm and a set of control points (i.e. ( , , , ) and ( , , , ) ) were obtained 

[117, 118], which were used to find a local weighted mean (LWM) mapping function (Figure 5.3a). 

This mapping function was then used to register the two channels, i.e. transform the coordinates 

of the green channel to that of the red channel (Figure 5.3b-d). 

The error associated with the mapping function was calculated using the target registration 

error (TRE) method [119]. TRE is based on sequentially excluding a pair of control points (e.g. 

pair i) and calculating an LWM mapping function ( , ) using the remaining control points. By 

applying this mapping function to the pair that was left out, the Euclidean distance between the 

registered points was calculated as the registration error (Figure 5.3e). The TRE was then 

determined as follows 

 =
1

, − , { , } + , − , { , } . 
Eq. 5.1 

A TRE of ~ 10 nm was obtained for image registration in our setup. A custom-written software in 

MATLAB was used for image registration and associated calculations. Note that the registration 

in the z direction was done using a single offset value, which was measured experimentally such 

that the two cameras possessed the same focal planes.  

5.1.3 Cell Labeling and Preparation  

Enzymatically dissociated cells were permeabilized with  0.1% Triton X-100 for 10 minutesthen 

plated on poly-L-lysine (P1274; Sigma-Aldrich, Oakville, ON) coated coverslips. Prior to primary 

antibody labelling, the cells were incubated for 30 min at room temperature (RT) with Image-IT 

FX Signal Enhancer (I36933; Life Technologies, thermofisher.com) to neutralize surface charge 

and then washed briefly in PBS and incubated for 1 hr at RT in BlockAid blocking solution 
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(B10710; Life Technologies). Primary antibodies used in these experiments were one or more of 

the following:  a) monoclonal anti-ryanodine receptor type 2 (RyR2; MA3-916, Cedarlane, 

Burlington, ON), b) polyclonal anti-L-type Calcium channel (Cav1.2; AGP-001, Alomone Labs, 

Jerusalem, Israel), and c) monoclonal anti-Sodium-Calcium exchanger (NCX; R3F1, Swant, 

Marly, Switzerland) all at a concentration of 1:100 diluted in BlockAid. In dual labelling 

experiments, the anti-RyR2 and anti-Cav1.2 were added simultaneously. Cells were incubated at 

40C overnight with the primary antibodies. The following day, the sample was then washed in PBS 

(5 x 10 min) and incubated with the secondary antibodies at RT for 90 min. The secondary 

antibodies included anti-mouse, anti-rabbit, and anti-guinea pig antibodies conjugated to a Cy3B 

fluorophore (GE Healthcare, Mississauga, ON) per the manufacturer’s instructions. The degree of 

conjugation was measured and found to be 6-7 fluorophores/antibody for each. 

Single label experiments examining RyR2 or NCX used goat anti-mouse Alexa 647 (A21236; 

Life Technologies) as the secondary, while those examining Cav1.2 used goat anti-guinea pig 

Alexa 647 (A21450; Life Technologies). Dual labelled experiments examining the mapping of 

RyR to RyR between the two cameras used goat anti-mouse Cy3B and goat anti-mouse Alexa 647 

as their secondaries, while colocalization experiments with RyR2 and Cav1.2 were incubated with 

goat anti-mouse Cy3B (for RyR2) and goat anti-guinea pig Alexa 647 (for Cav1.2), Life 

Technologies). After incubation, cells were washed in PBS (5 x 10 min) followed by post-fixation 

in 4% paraformaldehyde for 10 min and a final series of PBS washes (4 x 5 min). 

STORM imaging was performed in an imaging solution (a nitrogenated TN buffer [50 mM Tris, 

10 mM NaCl, pH 8.0], 0.5 mg/ml glucose oxidase, 40 µg/ml catalase, 10 % (w/v) glucose and 

10mM MEA). The coverslip containing the cells was mounted onto a chamber with a volume of 

700 µl, which was filled with the imaging solution and sealed. 
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Figure 5.3 – Image registration in dual color SMLM.  (a) Fiducial markers distributed in the field of view of the 
green channel are registered to the corresponding pairs in the red channel using a mapping function, ( , ). The 
fiducial markers in the green and red channels (b) before and (c) after image registration. (e) A vector field presentation 
of the mapping function. (d) Distribution of the target registration error. Scale bars in: (a) 2 µm; (b) 5 µm and insets: 
1 µm.   
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5.2 Results and Discussion  

5.2.1 Distribution of the Type-2 Ryanodine Receptors in the Rat Cardiomyocyte 

The organization and distribution of the Type-2 ryanodine receptors (RyR2) in the rat 

cardiomyocyte were investigated using a super-resolution imaging system. Diffraction-limited 

images of RyR2 clusters in a region close to the surface of the rat cardiomyocyte (Figure 5.4a) 

revealed that RyR2 is primarily distributed along successive Z lines. The corresponding super-

resolution image, however, clearly resolved the sub-diffraction features of RyR2 distributions in a 

rat cardiomyocyte (Figure 5.4b).  It is apparent that a large number of RyR2 exist and the RyR2s 

are far more widespread than one would expect based on diffraction-limited images. A series of 

small RyR2 clusters were found on either side of a T-tubule (see the blue-boxed insets labelled as 

b1 and b2 in Figure 5.4b). These two groups of clusters have a length of about 600 nm, while the 

individual clusters averaged about 100 nm in diameter. The maximum width of T-tubules here was 

determined to be about 100 nm. Note that the diffraction-limited image showed only an amorphous 

blurred spot in the same region (the red-boxed region in a1).  

RyR2s are distributed along both transverse and axial T-tubules with a remarkable variability 

in both the size and shape of clusters (Figure 5.4c). RyR2 clusters are also distributed along the 

cross section of a T-tubule (Figure 5.4d). The diameter of the T-tubules and the RyR2 clusters 

were determined to be about 200 nm and 80-100 nm, respectively. A Z-line spacing of 1.78 µm 

on average was measured from these super-resolution images. The lateral and axial resolutions 

were determined to be about 20 nm and 50 nm, respectively. A 2-D projection of localizations 

within a 250nm thick image stack was used to obtain these super-resolution images (i.e. intensity 

maps, where the intensity is proportional to the number of blinks in a pixel).  
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We were able to obtain super-resolution images of RyR2 over a broad region (up to 50x50 µm) 

from the surface to the interior of a rat ventricular myocyte (up to 6 µm deep within the cell). RyR2 

distribution on the cellular surface (Figure 5.5a) is very different from that in the interior 

(Figure 5.5b). While the Z-lines are obvious at a depth of ~ 6 µm, RyR2 clusters on the surface are 

distributed such that it is not easy to recognize individual Z-lines in some regions (Figure 5.5c-d). 

Collecting data from a large volume of the cell allowed us to perform a rigorous analysis without 

bias from regional variations. This observation led us to ask two major questions: 1) How much 

RyR2 is there in the ventricular cardiomyocyte (i.e. receptor density)? 2) How big are the clusters 

of RyR2?   

5.2.2 Analysis of Receptor Density 

The individual RyR2 is about 30 x 30 x 25 nm in size, so we applied a 40 x 40 x 40 nm3 grid to 

the images (to account for variations in orientation, the attached antibodies, as well as errors in 

localization). The image is sectioned to exclude the nucleus and edges as well as z planes near the 

top and bottom of the image where the number of blinks is lower than the average of the central 

planes. Each voxel is examined and if it contains a blink, it is marked as containing a tetramer. 

Doing this with 15 images allowed for an estimation of RyR2 density, which was found to be 3.03 

x 105 ± 0.08 RyR2 / pl. This number is far larger than that reported by an earlier study in which 

3H-Ryanodine was found to bind to about 2,000,000 RyR2 per cardiomyocyte [120]. Assuming 

that the average ventricular myocyte has a volume of 30 pl, this would give an estimate of ~ 6.6 x 

104 RyR2 / pl. It may be argued that this large number is due to greater than estimated localization 

errors; however, even if the box is increased to 45 x 45 x 45 nm3, the density is still high (i.e. 2.64 

x 105 ± 0.07 RyR2 / pl). Our estimates are perhaps low because not every RyR2 is labeled by a 

fluorophore and not every fluorophore blinks. Further, many blinks were excluded because they 
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were too dim or too bright, the fitting was poor, or they had localization errors greater than our set 

limits. 

If there are more receptors than has been previously reported, how would we reconcile this 

difference? 3H-Ryanodine only binds to activated RyR2 so it is possible that additional receptors 

that we have found are inactive and detected only by the fluorophore. One may speculate, on the 

basis of our phosphorylation that these are ‘receptors in waiting’ which move into tighter clusters 

when activated.  

5.2.3 RyR2 Cluster Analysis 

Applying the same 40 x 40 x 40 nm3 grid to the image, each super-resolution image was converted 

into a binary image and examined for 18-connectivity (Figure 5.6a). Two voxels were treated as 

part of the same cluster if they have faces or edges in common, but not their corners. In Figure 5.6a, 

the red cube is 18-connected to the blue cubes and form part of a cluster, while the green cube is 

outside the cluster. As a result of the coarseness of the grid, the technique mainly identifies super-

clusters, rather than the smaller groupings within the clusters.  

An example of the RyR2 cluster analysis is shown in Figure 5.6b-d. A pseudo-colored super-

resolution image of RyR2 clusters in a rat ventricular myocyte is shown in Figure 5.6b, where 

clusters are color-coded according to the size (red: < 600 nm, orange: 600-1000 nm; yellow: 1000-

1400 nm; green: 1400-1800 nm and blue: > 1800 nm). Clusters with a very high number of 

tetramers (up to 1200 tetramers per cluster) were determined in this super-resolution image 

(Figure 5.6c). The extent of cluster size varied from ~ 150 nm to 1 µm, where clusters with less 

than 100 localizations were excluded for clarity (Figure 5.6d). 
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5.2.3.1 Effects of Phosphorylation on RyR2 Cluster Size and Distribution 

In order to investigate the effects of phosphorylation on RyR2 distribution, ventricular myocytes 

were permeabilized with saponin (electron-tomographic data suggests that saponization alone has 

no effect on the tetramer organization) and then treated with a cocktail containing 10μM/L Okadaic 

acid 10μM/L c-AMP, 10μM/L IBMX, 0.5 μM/L Calyculin A (CalA) and Thapsigargin for 10 min, 

after which the cells were fixed with 4% paraformaldehyde, permeabilized again and labeled with 

Alexa 647, as previously described. The super-resolution images of these cells revealed that RyRs 

became clustered together, forming a more clumped and discontinuous distribution. This 

observation is in alignment with electron tomographic analyses of RyR2 distribution, which 

demonstrated that the tetramer arrangement within the dyadic cleft can be altered by 

phosphorylation [121].  

The mean RyR2 cluster size for the phosphorylated cells is significantly different from that of 

the untreated rat cardiomyocytes. The difference is even more marked when the smaller clusters 

are excluded from the analysis. Phosphorylation produced a significant increase in the number of 

tetramers associated with the clusters. Thus, this data supports the contention that phosphorylation 

encourages the movement of the RyR into clusters and that the positioning of RyRs are probably 

dynamic and not fixed.  

 
Table 5.1 - Effects of phosphorylation on RyR2 cluster size and distribution. 
 

RyR Cluster Parameters Fixed Myocytes 
(N = 10) 

Phosphorylated Cells 
(N = 3) 

Mean size (nm) 12.5 ± 2.4 21.8 ± 3.9 

Mean size for 
clusters > 200 tetramers 

485.7 ± 75.4 769.2 ± 111.7 

Cluster extent (nm) 323.7 ± 30.5 368.4 ± 27.3 
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Figure 5.4 - Super-resolution imaging of RyR2 in rat ventricular myocytes. a) A diffraction-limited image of RyR2 in rat ventricular myocytes. (b) A super-
resolution image showing RyR2 distribution in a rat ventricular myocyte (c) Distribution of RyR2 along the axial and transverse T-tubules. (d) RyR2 clusters 
distributed around the cross section of T-tubules. The images in blue boxes are the insets of the corresponding regions marked by red boxes. Scale bars in (a-c): 2 
µm, (e): 200nm and all insets: 500 nm.  



 

 

76

 
Figure 5.5 - Distribution of RyR2 clusters on the surface and in the interior of rat ventricular myocytes. a) A super-resolution image of RyR2 clusters on the 
surface and (c) in the interior of rat cardiomyocytes (imaging depth = 3 µm). N denotes the cell nucleus. (c-d) Insets of the regions marked by red boxed in (a-b). 
Scale bars in (a-b): 6 µm, (c-d): 1 µm. 
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Figure 5.6 - RyR2 cluster analysis in rat ventricular myocytes. (a) Schematic representation of the 18-connectiviy 
method used for the cluster analysis. The red cube is 18-connected to the blue cubes and forms part of a cluster, while 
the green cube is outside the cluster. (b) A pseudo-colored super-resolution image of RyR2 clusters in a rat ventricular 
myocyte. Clusters are color-coded according to the size (red: < 600 nm, orange: 600-1000 nm; yellow: 1000-1400 
nm; green: 1400-1800 nm and blue: > 1800 nm). (c) A histogram of the number of tetramers per cluster. (d) A 
histogram of the extent of cluster size. Clusters with less than 100 localizations have been excluded for clarity. Scale 
bar: 2 µm.  
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5.3 Two-Color Super-Resolution Imaging of RyR2 and Cav1.2  

The colocalization of RyR2 and Cav1.2 in rat ventricular myocytes was investigated using the 

dSTORM system. Since the two colors were collected on different imaging paths, one should first 

validate that the mapping of the images (i.e. image registration) is accurate. We validated two-

color mapping by labelling RYR2 with both Cy3B and Alexa 647 and then measuring the overlap 

between the two images.  RyR2-RyR2 dual label super-resolution images (Figure 5.7) displayed 

an average overlap of 85.4%.  Although there is some difference between the red and green images 

(probably due to differences in antibody binding affinity and blinking probability), this data 

assured us that the mapping was accurate. Note the overlapping of green and red images in the 

region around the T-tubule indicated by the red arrow in Figure 5.7. 

Two-color super-resolution imaging of RyR2 and Cav1.2 in rat ventricular myocytes was 

conducted on the cellular surface, close to the cell surface (depth = 500 nm) and 3 µm deep in the 

interior of the cell (Figure 5.8-7). Two surface images with single and double rows of RyR2 

(presumably on either side of the Z-lines), are shown in Figure 5.8a and b, respectively. Insets of 

the areas marked by red boxes in Figure 5.8a-b are shown in Figure 5.8c-d, where the 

colocalization of RyR2 and Cav1.2 along the Z-lines (marked by red arrows) and around the cross 

section of a T-tubule (marked by yellow arrows) can be observed. 

For the image on the cellular surface, one can estimate the number of RyR2 in a cluster by 

taking the area of each cluster and dividing it by 900 nm2 (i.e. the area of one receptor when viewed 

from above). As there is no information about the size or the packing of Cav1.2, an equivalent 

calculation for Cav1.2 is not possible.  Table 5.2 shows the results of the cluster analysis of RyR2 

and Cav1.2 on the cell surface. 
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The distribution of RyR2 changes just beneath the surface, forming small isolated clusters, 

although a few show the elongated shape typical of the cell interior (Figure 5.9). Since this is a 

transitional region, there are two types of clusters in this image. The circular clusters are quite 

isolated with an edge-to-edge nearest neighbor distance (NND) of 1.25 µm, while the longitudinal 

clusters (on the left) have a mean edge-to-edge NND of 374 nm. The degree of overlap seems to 

be less at a depth of 3 µm (Figure 5.10).  Note the frequent axial tubules observed at these depths 

(see insets on the top), along with the transverse tubules (see inset on the right).  

In brief, the results of the two-color super-resolution imaging of RyR2 and Cav1.2 in rat 

ventricular myocytes can be summarized as follows: 

 The majority (> 95%) of RyR2 clusters had some overlap with Cav1.2, indicating that large 

extra-dyadic clusters are a rarity. 

 The Cav1.2 clusters are generally smaller than those of RyR2, consistent with previously 

reported results by Scriven et al. [115]. 

 The distribution of RyR2 and Cav1.2 parallel each other and vary greatly between the surface, 

just below it, and deep in the interior. This is consistent with the view that the surface and 

interior of the myocyte have different molecular architectures. 

 There is large cluster-to-cluster variation in overlap as well as in cluster size of both RyR2 and 

Cav1.2 implying that there is no ‘typical’ couplon. 
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Figure 5.7 - Two-color super-resolution imaging of RyR2 in rat ventricular myocytes. RyR2-RyR2 dual label 
super-resolution image (top) and inset of the red-boxed region (bottom); Cy3B label in green, Alexa 647 label in red 
and the overlapping voxels in white.  Raw image contained 4.5 million blinks in the green channel and 5.5 million in 
the red. Projection of a 200 nm thick slice, pixel size 20 nm, scale bars in (a) 2 µm and (b) 500 nm.
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Figure 5.8 - Distributions of RyR2 and Cav1.2 on the surface of a rat ventricular myocyte. Two cell surface images with single rows of RyR2 (a) and double 
rows, presumably on either side of the Z-lines (b). (c-d) Insets of the red-boxed regions in (a-b). (e) A Z-line from a different cell. RyR2 in green, Cav1.2 in red 
and the overlapping voxels in white. Pixel size 20 nm. Slice: 200 nm thick. Scale bars in (a-b): 1 µm and (c-e): 500 nm. 
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Table 5.2 - Cluster analysis of RyR2 and Cav1.2 on the surface of a rat ventricular myocyte. Image (a) and (b) refer to the images in Figure 5.8. 
   

Image 
RyR2 

Clusters/µm2 

RyR2 Cluster Size 
(nm2) 

# RyR2/ cluster Cav1.2 
Clusters/µm2 

Mean Cav1.2 Cluster 
Size (nm2) 

Cav1.2/RyR2  Area 
Ratio 

Mean Median Mean Median Min Max 

(a) 1.47 40138 30825 44 34 1 285 1.21 31486 0.76 

(b) 3.54 30418 22275 34 25 1 230 2.89 22164 0.73 

 

 
Figure 5.9 - Distributions of RyR2 and Cav1.2 in a region close to the surface of a rat ventricular myocyte. The image at the bottom is identical to the one on 
the top except the overlapped areas are omitted. RyR2 in green, Cav1.2 in red and the overlapping voxels in white.  Imaging depth: 500 nm. Pixel size 20 nm. Slice: 
200 nm thick. Scale bar: 1 µm. 



 83

 
Figure 5.10 - Distributions of RyR2 and Cav1.2 in the interior of a rat ventricular myocyte. RyR2 in green, Cav1.2 in red and the overlapping voxels in white.  
Imaging depth: 3 µm. Pixel size 20 nm. Slice: 200 nm thick. Scale bars: 2 µm in the main figure and 500 nm in the insets. 
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5.4  Conclusion 

 We accurately imaged receptors down to a depth of 6 µm below the surface. 

 For the first time, using light microscopy, we were able to image individual receptors and 

confirm Asghari et al. (2014) findings that these receptors in a cell at rest were not organized 

in a checkerboard, but rather, had a variety of cluster arrangements. 

 RyR2 had markedly different distributions depending on where it was measured: the surface, 

just below it (250-500nm) or deep within the cell.  This is consistent with previously reported 

results by Scriven et al. [122] that the surface and interior of the myocyte have different 

molecular architectures. On the surface, the mean edge-to-edge difference was about 175 nm, 

while just below the surface - a transitional region, there are two types of clusters: circular and 

longitudinal. The circular clusters are quite isolated, with an edge-to-edge distance of 1.25 µm, 

while the longitudinal clusters have a mean edge-to-edge nearest neighbour distance (NND) of 

374 nm.   

 Phosphorylation of the cell seems to increase the size of the tetramer clusters. Network analysis 

has confirmed this. 

 Like RyR2, clusters of Cav1.2 on the myocyte surface are significantly different from those in 

the cell’s interior. In all locations, Cav1.2 clusters are significantly smaller than RyR2 clusters. 

This is consistent with previously reported results by Scriven et al. [115]. 

 If one assumes a 10 nm radius for Cav1.2, then each cluster could contain as many as 8 

channels, probably as a collection of dimers. This estimate ignores the size of the antibodies 

and the real value is potentially much less. 

 We validated two-color mapping by labelling RyR2 with both Cy3B and Alexa 647 and then 

measuring the overlap between the two images.   
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 The majority (> 95%) of the RyR2 clusters had some overlap with Cav1.2, indicating that large 

extra-dyadic clusters are infrequent. 

 The distribution of RyR2 and Cav1.2 parallel each other and vary greatly between the surface, 

just below it and deep in the interior. This is consistent with the view that the surface and 

interior of the myocyte have different molecular architectures.  

 Colocalization in the classical sense has little meaning at this high of a resolution, since the 

degree of overlap varies from 15-85% depending on the cluster examined. In addition, some 

of the Cav1.2 is next to, or partly overlapping with the RyR2s at a distance close enough to 

exert an effect. Similarly, the RyR2 cluster sizes are extremely variable ranging from two to 

over 200 tetramers. These findings indicate that there is no ‘average’ or ‘typical’ couplon.   
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Chapter 6: Receptor Organization as the Basis for the Priming of Marginal 

Zone B Cells 

6.1 Introduction 

The immune system consists of biological structures and processes within an organism that protect 

against disease. To function properly, an immune system must (1) detect a wide variety of foreign 

agents (hereafter collectively termed ‘pathogens’), and (2) distinguish them from the organism's 

own healthy tissue. The immune system can be broadly classified into two components: the innate 

immune system and the adaptive immune system. The innate immune system has various 

structures, specialized cells, and serum proteins that act as the first line of defense against 

pathogens. Anatomical and physiological barriers such as lysozyme in tears, the skin, and the cilia 

in the respiratory system broadly and non-specifically prevent infection [123]. When these barriers 

are breached by pathogens, innate cells such as dendritic cells, neutrophils, and macrophages are 

rapidly recruited to sites of infection to provide non-specific cellular responses to eliminate the 

pathogen. These innate immune cells express pattern recognition receptors (PRRs), which 

recognize conserved molecular patterns on pathogens called pathogen-associated molecular 

patterns (PAMPs) [124]. In sharp contrast, the adaptive immune system consists of specialized 

cells called lymphocytes that produce highly specific responses against a pathogen [125]. In 

addition, adaptive immunity is characterized by immunological memory, where upon encountering 

the same pathogen a second time, a rapid and effective response is mounted [125]. While the 

reaction of the innate immune system is rapid (within minutes), the adaptive immune system is 

slower and takes ~4-7 days to mount an immune response [123, 124, 126]. In fact, both the innate 

and the adaptive immune system work together synergistically to maximize protection against 

pathogenic infections [125]. 
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The adaptive immune responses can be further categorized into two constituents: (1) cell-

mediated immunity, mediated by T cells, which combat intracellular pathogens (e.g. viruses) and 

cancerous cells, and (2) humoral immunity, mediated by macromolecules (as opposed to cells) 

found in the extracellular fluid [126]. B cells play a central role in humoral immune responses by 

secreting antibodies against extracellular pathogens and toxins. This is primarily achieved by B 

cell receptors (BCRs) on the cell surface of B cells, which recognize specific molecular epitopes 

on pathogens [126].  

6.1.1 BCR Complex and BCR Signalling 

The BCR is a multi-chain transmembrane receptor located on the surface of all B cells.  Every 

BCR consist of two heavy and two light immunoglobulin (Ig) chains, linked via disulfide bonds. 

Depending on the amino acid sequence of the heavy chain five BCR isotypes exist, namely IgD, 

IgM, IgA, IgG, or IgE. The membrane Ig binds to specific molecular pattern on pathogens, called 

antigens, via the antigen binding site. All BCR isotypes are non-covalently associated with a 

disulfide-linked heterodimer consisting of the Ig (CD79a) and Ig (CD79b) polypeptides, to form 

the ‘BCR complex’. The CD79a-CD79b heterodimer functions as the signal transduction moiety 

of the BCR complex (Figure 6.1). 

All mature naïve B cells express two BCR isotopes on their cell surface – IgM and IgD. Though 

the functional relevance and existence of these two BCR isotypes on the B cell surface is not clear, 

it is proposed that both isotypes exist in separate and discrete membrane domains [127, 128]. Upon 

antigen engagement, BCRs initiate a cascade of downstream signaling events, collectively termed 

‘BCR signaling’. Briefly, the cytoplasmic domains of the CD79a-CD79b chains (the signalling 

subunit of the BCR complex) are phosphorylated by the Src family kinase, Lyn. This creates 

binding sites for additional Src family kinases, which then phosphorylate and activate a number of 
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downstream signaling proteins, leading to the activation of multiple signaling pathways [129-131]. 

These signaling pathways control the activity of a number of transcription factors, which promote 

B cell survival, activation, proliferation, and differentiation [130, 132, 133].  

The strength of BCR signaling dictates the extent of B cell activation. Based on this, B cells 

are thought to exist in 3 different states - resting, partially activated or ‘primed’, and activated. 

Most B cells exist in the resting state and spontaneous activation (in the absence of antigen) is 

prevented by various ‘safety mechanisms’ in the cell. In sharp contrast, an activated B cell 

differentiates into a plasma cell and secretes their cell surface BCRs as soluble antibodies. These 

secreted antibodies are very important in mediating a variety of humoral immune responses, as 

they bind to pathogens and pathogenic components allowing additional immune responses to be 

induced. Of note, the nature of partially activated B cells is poorly understood.  

Importantly, BCR signaling also occurs basally in the absence of any antigen and is referred 

to as ‘tonic signaling’. Although the precise mechanisms that regulate tonic signaling in B cells is 

largely unknown, tonic signaling is important for B cell selection, survival and maintenance [134]. 

It is proposed that partially activated B cells have higher tonic signaling and can more rapidly 

transition into a fully activated state. However, direct evidence for higher tonic signaling in these 

cells has not been established so far. The magnitude of tonic signaling is also important for normal 

B cell function and aberrant BCR signaling is implicated in many autoimmune diseases (where 

immune responses are elicited against self-antigens) and B cell malignancies [135-137]. 

6.1.2 Models of BCR Organization and Signalling  

BCR signaling is tightly coupled to the spatial organization and dynamics of BCRs on the cell 

surface and various models have been proposed (as reviewed in detail by [138]). The first model 

is called the ‘conformation induced oligomerization model’ and it suggests that BCRs exist 
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primarily as monomers on the cell surface of resting B cells and as large clusters/micro-clusters 

post-antigen crosslinking [139]. An alternate second model, named the ‘dissociation-activation 

model’, proposes that BCRs exist predominantly as tightly packed inactive oligomers in resting B 

cells and after antigen crosslinking, they dissociate and undergo activation [140, 141] A third and 

more recent model was developed based on the ‘picket-fence model’ of the plasma membrane 

[142]. According to this model (‘collision coupling model’), the steady state BCR diffusion on the 

B cell surface and signaling from the BCR is restricted and tightly regulated by the membrane 

actin cytoskeleton [143]. This model suggests that BCRs are spatially separated from activating 

co-receptors or kinases (that act as positive regulators of BCR signaling) by the actin cytoskeleton 

and activation is associated with changes in the BCR mobility on the cell surface, which allows 

for the functional interaction of these elements. 

More recently, dSTORM analysis showed that BCRs exist as nanoclusters with diameters 

ranging from 120-160nm on the surface of resting B cells. Upon antigen engagement, these BCRs 

formed micro-sized clusters, with diameters ranging from 300-400nm [128, 144].  Though all of 

these models are valid to a certain extent in describing the BCR organization and dynamics in 

resting and fully activated B cells, the nature of BCR organization in partially activated B cells is 

largely unknown. 
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Figure 6.1 - Structure of B cell receptor complex (BCR). The BCR complex consists of an antigen-binding subunit, 
the membrane immunoglobulin (mIg), and the non-covalently associated Ig/Ig signaling subunit (indicated in 
brown). The heavy chain of mIg is displayed in blue, and the light chain is shown in green. Each mIg has two identical 
antigen-binding sites. mIgM (left) and mIgD (right)-containing BCRs with the identical antigen-binding sites being 
co-expressed on the surface of mature naïve B cells. Unlike mIgM, mIgD have flexible hinge regions that may enhance 
their ability to bind pathogens with repeating antigenic patterns. The Ig and Ig chains both contain binding sites for 
tyrosine kinases (shown in red) that initiate BCR signaling [145].  

 

6.1.3 Marginal Zone B (MZ) Cells  

The spleen is a lymphatic organ and is the body's largest blood filter. It plays a fundamental role 

in protecting the body from invading pathogens [146]. In the mouse spleen, there are two main 

populations of B cells: circulating resting follicular (FO) B cells and the spleen resident marginal 

zone (MZ) B cells [124, 147-149]. FO B cells, which encompass 95% of murine splenic B cells, 

circulate throughout the body and migrate through the spleen back into circulation [150]. In 

contrast, MZ B cells are a rare population of spleen resident B cells (comprising 5-8% of total 

splenic B cells) that are strategically positioned in the marginal sinus of the spleen. The marginal 

sinus is located at the interface between the blood (which carry pathogens and pathogenic 

components) and immune cells in the spleen, and hence is similar to a ‘filter,’ whereby most 

circulating pathogens are captured [151]. This location allows MZ B cells to act as ‘sentinels’ or 
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‘first responders’ where they are able to rapidly detect and aid in the destruction of blood-borne 

microbial antigens through antibody production. 

The swift anti-pathogen responses of MZ B cells are owed primarily to their ‘partially 

activated’ or ‘primed’ state [147, 151, 152]. Due to the higher basal activation state in these cells 

(presumably due to constant exposure to circulating pathogens), MZ B cells have lower thresholds 

for full activation. This allows for the rapid proliferation and differentiation of MZ B cells into 

antibody-secreting plasma cells in response to even small amounts of antigen [147]. This rapid 

response by MZ B cells is very important and beneficial to the host because it bridges the temporal 

gap that is required by FO B cells to produce high affinity antibodies [153]. MZ B cells on the 

other hand, make low affinity antibodies, which recognize conserved self and microbial molecular 

structures allowing response to both foreign antigens as well as host antigens, ultimately causing 

the clearance of microbes and apoptotic or damaged cells [147].  

The mechanisms that render partially activated primed state in MZ B cells are not fully 

understood. It is hypothesized that MZ B cells have higher tonic BCR signaling but this has not 

been shown experimentally. Even though various models of BCR organization and dynamics have 

been proposed in resting and antigen-activated B cells (see previous section), the nature of BCR 

organization in MZ B cells is completely unknown. Based on the conformation induced 

oligomerization model, it is possible to assume that MZ B cells may have BCRs organized into 

larger oligomers/nanoclusters compared to resting FO B cells, which results in more tonic BCR 

signaling (Figure 6.2). Since MZ B cells have higher actin dynamics and BCR diffusion [154]. 

There could be a second explanation for higher tonic BCR signaling. This would be in accordance 

with the collision coupling model, where BCRs in MZ B cells exhibit more collisions with each 

other and other co-receptors of BCR signaling and they may exist in overlapping protein domains 
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of similar sizes (see model in Figure 3). Alternatively, a combination of both models might also 

be the basis for higher tonic BCR signaling. The overall aim of the study is to gain insights into 

the molecular basis of the primed state in MZ B cells by assessing the organization of BCR, 

signalling BCRs, and co-receptors on MZ B cells, when compared to resting FO B cells using 

dSTORM.  

 

Figure 6.2 - Schematic representation of possible BCR organization in MZ B cell. Depicted is the organization of 
BCR and membrane actin cytoskeleton in resting B cell (left) and antigen-engaged B cell (right).  In resting B cells, 
BCRs are organized as nanoclusters ((Mattila et al., 2013, Maity et al., 2015) and are spatially separated from each 
other by actin cytoskeleton that limit their free diffusion (Treanor et al., 2010, Treanor, 2012). In sharp contrast, the 
antigen-engaged B cells forms large BCR microclusters that can be visualized using diffraction-limited microscope 
(Fleire et al., 2006, Treanor et al., 2009). The organization of BCRs in primed MZ B cells is not known.  Possibility 
(1) is the existence of BCRs in larger nanoclusters in MZ B cells when compared to FO B cell, formed by the fusion 
of smaller nanoclusters (middle panel). These larger BCR nanoclusters could contribute for higher tonic BCR 
signaling. Alternatively, BCRs in MZ B cells could also exist in nanoclusters of similar size (when compared to resting 
FO B cells), but these BCR nanoclusters in MZ B cells exist overlap with positive regulators of BCR signaling 
(possibility 2). A third possibility (not shown) could be the co-existence of both the scenarios, described above.
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6.2 Material and Methods 

6.2.1 B Cell Isolation 

All experiments used splenic B cells from 8-week old C57BL/6 mice. Animal handling was done 

in accordance with the guidelines of the Canadian Council on Animal Care and approved by the 

animal research committee of the University of British Columbia (UBC). Spleens were harvested 

from mice of either sex and CD21hiCD23lo MZ B cells were enriched using a MZ B cell enrichment 

kit (#130-100-366, Miltenyi Biotec).  

6.2.2 Coverslip preparation and antibody adsorption. 

Glass coverslips (18 mm2; Marienfeld; #1.5H) were cleaned by sonication using an Ultrasonic 

Cleaner (VWR; Model 75T) for 30 min in 1M KOH to eliminate dirt particles if any, and then 

washed several times with double distilled water. Cleaned coverslips were coated with non-

stimulatory M5/114 anti-MHCII monoclonal antibody (#12-5321, eBioscience) for 3 hr at 370C in 

an incubator or overnight at 40C in a fridge. Coverslips were then washed several times with PBS 

before use.  

6.2.3 Sample preparation for dSTORM 

Roughly 100,000 FO or MZ B cells were obtained in a V-bottom Nunc 96-well plate (Thermo 

Scientific; catalogue #167311) and cell surface BCRs were stained using a rat anti-mouse IgD 

(clone 11-26c) Alexa Fluor 647 Fab (#19-0069-13, AbLab), a goat anti-mouse IgM Alexa Fluor 

647 Fab (#115-167-020, Jackson ImmunoResearch Laboratories), or a combination of both (for 

two color imaging) for 15 min on ice. Cells were then pelleted and washed thrice with ice cold 

PBS and plated at 40C on prepared coverslips for 15 min. Cells were subsequently fixed with ice 

cold 4% paraformaldehyde and 0.2% glutaraldehyde (PFA/GA, #15710, Electron Microscopy 

Sciences) in PBS for 90 min at 40C. Coverslips containing the cells were then washed several times 
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with ice cold PBS. Fluorescent fiducial markers (#F8800, Life Technologies) were incubated with 

the sample overnight at 4 ºC for the purpose of sample stabilization during image acquisition. 

For intracellular staining of signaling BCRs, B cells were plated at 40C on prepared coverslips 

for 15 min and fixed with 4% PFA in PBS for 90 min. Coverslips were washed several times with 

ice cold PBS and permeabilized with 0.1% Triton X-100 in PBS for 5 min. Cells were washed 

three times with PBS and blocked in 10% Normal Goat Serum (NGS; #005-000-121, Cedarlane 

Labs) made in PBS for 4 hours. Cells were then labeled with the primary antibody phospho-CD79a 

(p-CD79a; #5173, Cell Signalling Technologies) in 10% NGS overnight. Coverslips were washed 

three times with PBS and then stained with the secondary antibody goat anti-rabbit Alexa Fluor 

647 (#A11036, Invitrogen) in PBS for 1 hr at room temperature. Cells were then washed three 

times with PBS and fluorescent fiducial markers were incubated with the sample overnight at 4 ºC. 

Imaging was performed in a standard GLOX-thiol solution (TN buffer [50 mM Tris, 10 mM 

NaCl, pH 8.0], 0.5 mg/ml glucose oxidase, 40 μg/ml catalase, 10% (w/v) glucose and 140 mM 

beta-mercaptoethanol). The coverslip along with the sample were mounted onto depression slides 

and sealed with a two-component silicone-glue Twinsil (Picodent, Wipperfürth, Germany, 

#13001000). 

6.3 Results 

6.3.1 IgM in MZ B Cells Exist as Dense Nanoclusters and Dispersed Oligomers 

To visualize the molecular organization of endogenous BCRs on the surface of FO and MZ B cells, 

we implemented a drift-free direct stochastic optical reconstruction microscopy (dSTORM) 

system [155]. This method overcomes the resolution limit associated with conventional light 

microscopy, allowing localization of endogenous receptors to a positional accuracy of 10–30 nm 

in fixed cells. FO and MZ B cells were labeled with saturating amounts of Fab fragments directed 
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against the BCR isotype IgM, which were conjugated with the dSTORM-compatible fluorophore 

Alexa Fluor 647 (AF647), as previously described [144]. These cells were then settled under non-

stimulatory conditions onto anti-major histocompatibility complex class II glycoprotein (MHCII) 

monoclonal antibody-coated coverslips for 15 min, prior to fixation to allow for the adhesion of 

cells. To selectively visualize BCRs in close proximity to the cell surface, samples were imaged 

by total internal reflection fluorescence microscopy (TIRFM).  

BCRs on the surface of cells are highly dynamic (where nanoclusters are in constant diffusion 

and exist in an equilibrium, where they constantly fuse and separate from each other; unpublished 

data from Libin Abraham, Gold lab). dSTORM only offers a detailed overview of these 

nanoclusters at the time of cell fixation and therefore, molecular organization varies between cells. 

In addition, there is no prior knowledge about BCR organization in primary murine B cells using 

alternative high-resolution approaches, such as electron microscopy. The true organization of 

receptor nanoclusters requires sufficiently large number of localizations for correct image 

reconstruction. Drift-stabilized dSTORM imaging permits stochastic data acquisition for long 

periods of time and therefore allows for the accumulation of a sufficient quantity of single 

molecule localizations, which is very essential for fitting the reconstructions of nanoclusters with 

high accuracy. We performed 40,000 cycles and had the ability to obtain an average of ~50,000 

localizations of IgM in B cells. Cells with localizations of less than 10,000 were removed from 

analyses to ensure that appropriate reconstructions with high fidelity are achieved.  

The expression level of cell surface IgM is higher in MZ B cells when compared to FO B 

cells (Figure 6.3A; data provided by Libin Abraham, Gold lab). Visual inspection of dSTORM 

reconstructions readily revealed that IgM was not homogenously distributed in the B cell 

membrane. Instead, IgM on FO B cells were organized into heterogeneous nanoclusters of various 
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size, shape and density (Figure 6.3B). Since dSTORM cannot resolve lower molecular 

organizations of BCRs that exist as monomers, dimers, and small oligomers due to the over-

counting of fluorophores [156, 157], we classified the distribution of BCRs into two broad classes: 

(1) nanoclusters, which comprise multiple localizations within a well-defined nanostructure, and 

(2) oligomers, which consist of a relatively few scattered localizations, which lack a well-defined 

nanostructure (as shown in Figure 6.3B). In sharp contrast to FO B cells, BCRs in MZ B cells were 

found to exist in denser nanoclusters with many dispersed oligomers (Figure 6.3B). 

To quantify the extent of receptor clustering in resting B cells as seen by dSTORM, we 

used Hopkins index to ascertain the extent to which BCR displayed a nonrandom distribution on 

the B cell surface [158]. In line with our visual inspection of dSTORM reconstructions, IgM BCRs 

in FO B cells (with a median Hopkins index of 0.733), had a significantly higher Hopkins value 

than would be expected for a fully random distribution (0.5). This effectively demonstrates that 

IgM BCRs are not randomly distributed on the B cell surface. However, in MZ B cells, the median 

Hopkins index was closer to random distribution with a median value of 0.630. The relative 

diminishing of the Hopkins index values in MZ B cells is primarily attributed to the higher number 

of dispersed oligomers found in MZ B cells (Figure 6.3C). To quantify nanocluster features in 

molecular detail, we employed a novel method of nanocluster analysis method known as Voronoï 

tessellation segmentation [159, 160]. We found that nanoclusters of
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Figure 6.3 - IgM nanoclusters are heterogeneously distributed on the surface of B cells. (A) Flow cytometric analysis of cell surface IgM in FO and MZ B 
cell. (B) Representative STORM images reconstructed from single-molecule localizations of IgM in FO (upper panel) and MZ B cell (lower panel). Depicted is 
the density plot of localizations. Scale bar = 1m. The magnified region in dashed white square is shown in the inset (middle panel). Scale bar = 200 nm. Cluster 
analysis based on Voronoi tessellations (right panel). Segmentation of the localization data points into clusters was performed using density threshold, which was 
set to twice the average localization density. (C-D) Quantification of the extent of IgM clustering using Hopkins index. Black bars indicate median values. (E) 
Relative frequency distribution of normalized density (number of localizations/cluster/unit area) of IgM nanoclusters in FO and MZ B cells. Cumulative frequency 
plot of relative frequency is plotted in the inset. (F) Relative frequency distribution of area of IgM nanoclusters in FO and MZ B cells. Cumulative frequency 
distribution plot of relative frequency is plotted in the inset.  
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IgM were denser in MZ B cells when compared to FO B cells, however the area/size of these 

nanoclusters were slightly smaller in MZ B cells (Figure 6.3D-E). This suggests that in MZ B cells, 

IgM BCRs exist in smaller but denser nanoclusters, when compared to FO B cells. Taken together, 

when compared to FO B cells, we show that there is a higher number of IgM oligomers, and 

nanoclusters are smaller but denser in MZ B cells. 

6.3.2 IgD Nanoclusters are More Clustered in MZ B Cells 

IgD is the predominant BCR isotype in mature naïve FO B cells, while IgD levels are low in MZ 

B cells. To assess the distribution of IgD on the B cell surface, B cells were stained with Fab 

fragments against IgD that were conjugated with AF647. As expected, the expression level of cell 

surface IgD is higher in MZ B cells when compared to FO B cells (Figure 6.4A, data provided by 

Libin Abraham, Gold lab). In STORM, we found that IgD BCRs predominantly existed as 

nanoclusters and few as oligomers in FO B cells. In addition, they showed a greater degree of 

clustering than IgM (with a Hopkins index median value of 0.825). In sharp contrast to IgM BCRs, 

IgD nanoclusters in MZ B cells showed a greater degree of clustering (median Hopkins index of 

0.880), and had minimal oligomers, when compared to FO B cell (Figure 6.4B-D). Voronoi 

analyses revealed that the density of IgD nanoclusters were not changed in MZ B cells, when 

compared to FO B cells, and the area of nanoclusters were slightly larger in MZ B cells 

(Figure 6.4E-F). Though IgD exhibited more clustering in MZ B cells, the density and area of 

nanoclusters were not significantly altered. 

6.3.3 MZ B Cells Have Higher Tonic Signaling Than FO B Cells 

 As described previously, antigen binding to BCR initiates BCR signaling, where the cytoplasmic 

domains of the CD79a-CD79b chains (the signaling subunit of the BCR complex) are 

phosphorylated by the Src family kinase, Lyn [129]. Such BCR signaling occurs in the absence of 
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antigen as well (referred to as tonic BCR signaling) and determines the activation status of a B 

cell. It is hypothesized that naïve mature FO B cells have low basal tonic BCR signaling, while 

MZ B cells (being partially activated or primed) have higher levels of tonic BCR signaling. 

However, this was never established experimentally. Here, for the first time, we investigated tonic 

BCR signaling in FO and MZ B cells using a phospho-CD79a specific antibody, which binds to 

all signaling BCRs. Of note, these signaling BCRs could be associated with either a cell surface 

BCR complex or a membrane proximal intracellular vesicle bearing the BCR complex. Since both 

BCR isotypes can signal via their CD79a/CD79b subunit, the antibody staining cannot distinguish 

the BCR isotype involved in BCR signaling. 

Unlike IgM or IgD BCRs that exist as heterogeneous oligomers or nanoclusters, signaling 

BCRs in resting FO B cells were organized predominantly into discrete and well-defined 

nanoclusters, with minimal fraction in oligomers (Figure 6.5A). This suggests that signaling occurs 

in well-defined nanocluster ‘hotspots or hubs’ and the oligomers of BCRs (as seen in IgM or IgD) 

may not contribute to tonic BCR signaling. However, a large fraction of pCD79a signals in MZ B 

cells were found to exist as oligomers, suggesting that MZ B cells have more oligomeric forms of 

signaling BCRs (Figure 6.5B-C). This was quantified using the Hopkins index, where the extent 

of pCD79a clustering in MZ B cells was found to be significantly lower than FO B cell 

(Figure 6.5B-C).In addition, the density of the signaling BCRs were lower in MZ B cells, when 

compared to FO B cells; however the area of these nanoclusters remained unchained (Figure 6.5E-

F).On the basis of these data, we report that signaling BCRs exist in well-defined nanoclusters in 

FO B cells, while they exist predominantly as less denser nanoclusters and dispersed oligomers in 

MZ B cells. 
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Figure 6.4  - IgD is more clustered in MZ B cells when compared to FO B cells.  (A) Flow cytometric analysis of cell surface IgD in FO and MZ B cell. (B) 
Representative STORM images reconstructed from single-molecule localizations of IgD in FO (upper panel) and MZ B cell (lower panel). Depicted is the density 
plot of localizations. Scale bar = 1m. (C-D) Quantification of the extent of IgD clustering using Hopkins index. Black bars indicate median values. Cumulative 
frequency plots indicating relative frequency of normalized density (E) and area (F) of IgD nanoclusters in FO and MZ B cells.
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Figure 6.5 - MZ B cells have higher tonic signaling than FO B cells.  (A) Representative STORM images 
reconstructed from single-molecule localizations of pCD79a in FO (upper panel) and MZ B cell (lower panel). 
Depicted is the density plot of localizations. Scale bar = 1m. (B-C) Quantification of the extent of pCD79a clustering 
using Hopkins index. Black bars indicate median values. Cumulative frequency plots indicating relative frequency of 
normalized density (E) and area (F) of pCD79a nanoclusters in FO and MZ B cells.
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6.4 Discussion 

The primary purpose of this study was to determine the organization of BCR isotypes (IgM 

and IgD), and signaling BCRs (pCD79a) in FO and MZ B cells using dSTORM. Here, we report 

that BCR isotypes, IgM and IgD exist in heterogeneous populations in B cell subsets, where both 

BCR isotypes exist in two major forms: nanoclusters and oligomers.  We also visualized for the 

first time signaling BCRs (pCD79a) in FO and MZ B cells and found that tonic BCR signaling 

occurs only from well-defined nanoclusters in resting FO B cells. In MZ B cells, we saw an 

increase in signaling BCR fraction that exist as oligomers, suggesting that oligomers of BCRs also 

contribute to signaling in these primed B cells. The increase in pCD79a signals in MZ B cells 

provides the first direct evidence for higher tonic BCR signaling and the subsequent priming seen 

in MZ B cells.  

Spatial organization of BCRs in relation to each other and with positive regulators (e.g. co-

receptors such as CD19) and negative regulators (e.g. inhibitory receptors such as CD22) of BCR 

signaling, play an important role in regulating the thresholds for B cell activation [138, 161, 162]. 

In resting FO B cells, BCRs exist in nanoclusters and are thought to be associated with negative 

regulators in order to avoid spontaneous B cell activation. However, upon antigen engagement, 

receptor crosslinking initiates BCR signaling and subsequently, nanoclusters fuse to form larger 

microclusters, which can be visualized using a diffraction-limited microscope [163]. Such 

microclusters formed after antigen-induced BCR crosslinking are spatially segregated in such a 

way that they exist in close proximity with co-receptors and are excluded from phosphatases (that 

dephosphorylate signaling BCRs). This acts to enhance the strength of BCR signaling and 

subsequent B cell activation. However, the organization of BCRs in partially activated/primed B 

cells is largely unknown. In addition, there is also no evidence pertaining to antigen-independent 
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tonic BCR signaling in resting and primed B cells. Since MZ B cells are naturally primed (by 

mechanisms largely unknown), we used this rare population of B cells (compared with resting FO 

B cells) as a tool to understand this proposed state at a molecular level.  

Since the size of BCR nanoclusters are below the diffraction limit of light, we used dSTORM 

to ascertain the organization of BCRs on the cell surface. Of note, the drift-free long-term imaging 

system gave us a plethora of advantages over other commercial dSTORM systems (which are 

prone to sample drift). More specifically, this custom dSTORM system conferred the following 

benefits: (1) it possesses the unique capability of detecting heterogeneous populations of receptors, 

ranging from oligomers to dense nanoclusters, (2) with its ability to accumulate a sufficiently large 

number of single molecule localizations, meaningful and correct image reconstructions with high 

accuracies can be achieved, and (3) it has the capacity to perform multi-color imaging without 

compromising on the number of localizations in the weak fluorophore channel (Cy3B or the green 

channel in our case). Taken together, the super resolution images of BCRs and signaling BCRs we 

obtained are by far superior to any similar super-resolution studies done on B cells. In addition to 

a ‘cutting-edge’ image stabilization system, we used novel clustering methods to quantify the 

reconstructions of BCRs [159, 160]. We discovered that both IgM and IgD isotypes existed as 

highly heterogeneous nanoclusters. This is consistent with the observation that most membrane 

receptors organize predominantly as nanoclusters [164]. Most importantly, the spatial organization 

of BCR isotypes and signaling BCRs showed striking differences in their organization between 

FO and MZ B cells.  

Though heightened tonic signaling in MZ B cells was demonstrated using flow cytometry 

(unpublished data from Libin Abraham, Gold lab), spatial information about signaling active 

BCRs was not available. By using a phospho-CD79a specific antibody, we directly assessed the 
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organization of signaling active BCRs in these two cell types. Though oligomers of BCRs exist on 

the resting B cell surface, we found only a negligible fraction of signaling BCRs that existed as 

oligomers. This suggests that tonic BCR signaling occurs in well-defined nanoclusters, which act 

as ‘signaling hubs’ for localized tonic BCR signaling and free oligomers do not contribute to BCR 

signaling. 

From here, the next steps to take would be to examine whether higher tonic BCR signals seen 

in MZ B cells is mediated by either its association with activatory co-receptors (positive regulators) 

or exclusion from inhibitory phosphatases (negative regulators), using 2 color STORM. It has been 

shown that CD19 amplifies BCR signaling after antigen engagement and colocalizes with BCR 

microclusters [161]. Whether similar mechanisms operate at the nanoscale levels in mediating 

antigen-independent tonic signaling is yet to be determined. Since we did not find change in BCR 

nanocluster area (size), we assume that nanocluster concatenation into larger clusters (as illustrated 

in Figure 6.2) may not be the underlying mechanism of tonic BCR signaling in MZ B cells. Instead, 

the intermixing of small, but dense BCR nanoclusters with positive regulators of BCR signaling 

could contribute to enhanced BCR signaling.  In addition, recently, CD22 - a key negative regulator 

of BCR signaling, was shown to exist in dense nanoclusters and transiently interacts with BCRs 

in resting B cells [162]. In order to address the effect of co-receptors on signaling, the experimental 

approach would be to perform multi-color super-resolution imaging of BCRs, co-receptors, and 

signaling BCRs, and to quantify the degree of overlap between these various types of nanoclusters 

between two B cell types.  

In addition, it would be useful to determine the spatial organization of BCR isotypes, co-

receptors, and pCD79a nanoclusters, after stimulating B cells with bacterial lipopolysaccharide 

(LPS) or CpG DNA. These treatments activate B cells and mimic a primed state in a laboratory 
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setting. Recent studies from the Gold lab [154] have shown that such treatments increase actin 

remodeling, however the organization of BCRs and other co-receptors is still unknown. Cortical 

actin plays a central role in altering the mobility of BCRs and co-receptors [143, 144]. This was 

tested using pharmacological methods that disrupt actin barriers, and resulted in an increase in 

antigen-independent tonic BCR signaling [139]. Surprisingly, these treatments did not alter the 

size or density of BCR nanoclusters [144]. They proposed that actin disruption increases tonic 

BCR signaling by facilitating more receptor-corrector intermixing, instead of altering the 

nanocluster morphology of BCRs/co-receptors. Physiological actin remodeling in primed cells that 

acts to increase BCR mobility is different from actin perturbation using pharmacological agents. 

Hence, it is of particular interest to investigate the organization of different components involved 

in BCR signaling, in a more biological setting. In short, the study provided a detailed 

characterization of the molecular organization of BCR isotypes and signaling BCRs in resting FO 

B cells and primed MZ B cells.  
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Chapter 7: Conclusion 

We presented two optical designs for real-time 3D drift correction of a super-resolution 

microscope. By extending the depth of field of the objective lens and decoupling the focal planes 

of the sample and the fiducial markers, it enabled drift-free super-resolution imaging at any depth. 

The instability of the microscope stage was shown to be reduced to ~1 nm in the lateral direction 

and ~3 nm in the axial direction. These stabilization systems are simple, inexpensive and compact 

and can be readily integrated into both commercial and custom-made super-resolution imaging 

systems. Imaging experiments, which require long-term data acquisition are generally susceptible 

to setup instability, but this can be greatly ameliorated by the technique presented in this study.    

One of the optical designs for 3D super-resolution imaging, which was based on a simple 

movable lens in the bead-tracking path, was used to image type-2 Ryanodine receptor (RYR2) in 

the cardiac myocyte at a depth of several microns. This design helped resolve issues associated 

with deep imaging of thick cells using 3D SMLM. Localization errors due to the refractive index 

mismatch were removed by empirical measurements, which also provided corrections for the 

imperfection of the optics. Additionally, we showed that the spatial filter commonly used in 

reconstructing a super-resolution image may not eliminate artefacts that arise from structures with 

densely packed fluorophores. A time-domain filter was described that significantly reduced these 

artefacts. 

Another optical design using an ETL in the bead-tracking path, was used to study the 

organization of transferrin receptors deep within B cells. The impact of stability on super-

resolution images was demonstrated by imaging transferrin receptors in B cells at a depth of 8 µm. 

The drift-free super-resolution image depicts the transferrin receptors as distinct and 

heterogeneous clusters with a high circularity index and a bimodal size distribution. Additionally, 
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the average density of fluorophores per unit area in these clusters was two times higher than that 

in the drifted image.  

We have used these super-resolution imaging approaches to examine overlap between the 

RYR2 and the L-type Calcium channel (Cav1.2) on the cellular surface and within the rat 

ventricular myocyte. We accurately imaged receptors down to a depth of 6 µm below the surface. 

For the first time, using light microscopy, we were able to image individual receptors and confirm 

Asghari et al. (2014) findings that these receptors in a cell at rest were not organized in a 

checkerboard, but rather, had a variety of cluster arrangements. RyR2 had markedly different 

distributions depending on where it was measured: the surface, just below it (250-500nm) or deep 

within the cell.  This is consistent with previously reported results by Scriven et al. [122] that the 

surface and interior of the myocyte have different molecular architectures.  

On the surface, the mean edge-to-edge difference was about 175 nm, while just below the 

surface - a transitional region, there are two types of clusters: circular and longitudinal. The circular 

clusters are quite isolated, with an edge-to-edge distance of 1.25 µm, while the longitudinal clusters 

have a mean edge-to-edge nearest neighbour distance (NND) of 374 nm.  Phosphorylation of the 

cell seems to increase the size of the tetramer clusters. Network analysis has confirmed this. Like 

RyR2, clusters of Cav1.2 on the myocyte surface are significantly different from those in the cell’s 

interior. In all locations, Cav1.2 clusters are significantly smaller than RyR2 clusters. This is 

consistent with previously reported results by Scriven et al. [115]. If one assumes a 10 nm radius 

for Cav1.2, then each cluster could contain as many as 8 channels, probably as a collection of 

dimers. This estimate ignores the size of the antibodies and the real value is potentially much less. 

We validated two-color mapping by labelling RyR2 with both Cy3B and Alexa 647 and then 

measuring the overlap between the two images. The majority (> 95%) of the RyR2 clusters had 
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some overlap with Cav1.2, indicating that large extra-dyadic clusters are infrequent. The 

distribution of RyR2 and Cav1.2 parallel each other and vary greatly between the surface, just 

below it and deep in the interior. This is consistent with the view that the surface and interior of 

the myocyte have different molecular architectures. Colocalization in the classical sense has little 

meaning at this high of a resolution, since the degree of overlap varies from 15-85% depending on 

the cluster examined. In addition, some of the Cav1.2 is next to, or partly overlapping with the 

RyR2s at a distance close enough to exert an effect. Similarly, the RyR2 cluster sizes are extremely 

variable ranging from two to over 200 tetramers. These findings indicate that there is no ‘average’ 

or ‘typical’ couplon.   

We have also used these super-resolution imaging approaches to examine the organization of 

BCRs on the cell surface. Of note, the drift-free long-term imaging system gave us a plethora of 

advantages over other commercial dSTORM systems (which are prone to sample drift). More 

specifically, this custom dSTORM system conferred the following benefits: (1) it possesses the 

unique capability of detecting heterogeneous populations of receptors, ranging from oligomers to 

dense nanoclusters, (2) with its ability to accumulate a sufficiently large number of single molecule 

localizations, meaningful and correct image reconstructions with high accuracies can be achieved, 

and (3) it has the capacity to perform multi-color imaging without compromising on the number 

of localizations in the weak fluorophore channel (Cy3B or the green channel in our case).  

Taken together, the super resolution images of BCRs and signaling BCRs we obtained are by 

far superior to any similar super-resolution studies done on B cells. In addition to a ‘cutting-edge’ 

image stabilization system, we used novel clustering methods to quantify the reconstructions of 

BCRs [159, 160]. We discovered that both IgM and IgD isotypes existed as highly heterogeneous 

nanoclusters. This is consistent with the observation that most membrane receptors organize 
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predominantly as nanoclusters [164]. Most importantly, the spatial organization of BCR isotypes 

and signaling BCRs showed striking differences in their organization between FO and MZ B cells. 
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