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Abstract

Despite improvements in sequencing technologies, DNA sequence variant inter-

pretation for rare genetic diseases remains challenging. In a typical workflow for

the Treatable Intellectual Disability Endeavor in B.C. (TIDE BC), a geneticist ex-

amines variant calls to establish a set of candidate variants that explain a patient’s

phenotype. Even with a sophisticated computation pipeline for variant prioriti-

zation, they may need to consider hundreds of variants. This typically involves

literature searches on individual variants to determine how well they explain the

reported phenotype, which is a time consuming process. In this work, text analysis

based variant prioritization methods are developed and assessed for the capacity

to distinguish causal variants within exome analysis results for a reference set of

individuals with metabolic disorders.
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Chapter 1

Introduction

1.1 Background
Rare Mendelian diseases are caused in most cases by DNA sequence variations

within one or two alleles of a gene in a patient. Despite individual disease rarity,

it is estimated that 8% of people have rare disease worldwide [22] [6]. The altered

genes for about 50% of rare diseases have been discovered, but few have known

treatments [40] [11].

Within this thesis the research is focuses upon a subset of rare diseases char-

acterized by both deficits in intellectual development and metabolite processing.

Intellectual developmental disorders (IDD) are a group of disorders with heteroge-

neous etiologies, including Mendelian diseases, that occur in about 2-3% of chil-

dren worldwide [13] [38]. They are marked by lifelong disturbances in multiple

cognitive domains that first manifest early in life [34]. IDD are amongst the costli-

est disorders due to the degree of impairment and lifelong duration [27]. Inborn

errors of metabolism (IEM) are a category of Mendelian diseases in which a single

protein’s functioning is disrupted in a metabolic pathway. IEMs can be difficult

to diagnose, as they may present in patients as diverse phenotypes, for instance as

immunodeficiency [10] or IDD [33]. Individuals with the same IEM may present

different disease phenotypes due to other genetic differences and interactions with

other metabolic pathways [4]. Conversely, IEMs caused by distinct genetic mecha-

nisms may present with the same phenotype. For example, at present over 90 IEMs
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are known to cause IDD [44].

IEMs are amongst (if not the top) most likely to be treatable Mendelian diseases

[3]. IDDs due to IEM are the largest group of treatable IDDs with genetic causes

[43] [44]. The prototypic example of IDD due to IEM is phenylketonuria, which

occurs when mutations in the PAH gene disrupt the metabolism of phenylalanine.

This in turn allows dietary phenylalanine to accumulate, eventually reaching toxic

levels and causing IDD. As phenylketonuria is well known, it is often screened for,

and individuals with phenylketonuria are able to develop normally by adhering to

a low phenylalanine diet [2].

For an individual with an IEM that can lead to IDD, timely discovery of the

causal variant(s) is needed for effective treatment and management [43][41]. How-

ever, for many IEMs, causal genes are either unknown or the observed phenotypes

could arise from defects in any of multiple genes. Due to the inexact relationship

between disease phenotype and genotype of an individual, single gene tests can be

inconclusive even when caused by a known disease gene variant [38]. Early diag-

nosis of treatable conditions can be important to avoid tissue damage from toxic

compounds.

Causal variant discovery of rare Mendelian diseases has been revolutionized by

next generation sequencing (NGS). Analysis of whole genome sequencing (WGS)

and targeted sequencing of protein coding regions, known as whole exome se-

quencing (WES), have revealed the causal variants for many rare diseases [11] [7].

WGS and WES provide a solution to the problem of targeted testing as they check

all genes for mutations at a cost that is approaching single gene tests [38] [29].

The broad application of exome and WGS to metabolic disorders has been

shown to have a high diagnostic success rate [38] [39]. In the Treatable Intellec-

tual Disability Endeavor in B.C. (TIDE BC), the DNA sequences from a patient

are analyzed using a semi-automated bioinformatics pipeline [41] to establish a list

of variations that may explain the patient’s symptoms. Based on availability, ge-

nomic data from close relatives may be included, most commonly as a trio (mother-

father-child). Inclusion of close relatives allows for variations to be deprioritized

if present in healthy individuals (for dominant models), or for the inheritance pat-

terns of recessive candidates to be confirmed. The results are then reviewed by

an interdisciplinary team, leveraging their respective expertise, to establish the top
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causal candidate(s). The experts consider factors such as variant inheritance pat-

tern, the relationship between the gene function and patient phenotype (and known

phenotypes of individuals with disruptions to the gene) and pathogenicity estimates

[41].

This workflow, outlined in Figure 1.1, is executed in two cycles. After re-

ceiving the output of automated analysis, the bioinformatics team semi-manually

reviews each variant and relevant literature to form a hypothesis that explains the

patient’s phenotype. The number of variants per patient can range from dozens in

a typical WES analysis of a trio to a few hundred in the event of a WES analysis

restricted to the patient. As manual analysis is time consuming, the number of vari-

ants to consider and the order in which they are considered can result in diagnosis

and treatment delays for individuals with treatable IDD.

Figure 1.1: Overview workflow for establishing best candidate variants used
by TIDE BC.

1.2 Automated Variant Prioritization
Automated variant prioritization is a set of techniques that aim to establish a rank-

ing amongst a set of variants. The goal of variant prioritization in this case is to

rank variants that are more likely to explain a patient’s phenotype higher than those

that are not. Such approaches are expected to accelerate diagnosis. There have

been numerous prioritization procedures introduced in the literature, which can

be roughly categorized into four broad (and occasionally overlapping) categories:

features of genes; properties of the specific sequence altered; human phenotype
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ontology (HPO) leveraging; or text mining.

1.2.1 Properties of Specific Sequence Alterations

Approaches that prioritize variants based on properties of the specific sequence

alteration do so without taking phenotype into consideration. This includes features

such as the type of variation and its predicted or known effect on its transcript, as

in the SNP Effect Predictor [26]. This category also includes prioritization based

on how frequently specific variants appear in the general population from sources

such as ExAC [25]. Given an observed disease phenotype and a list of variants,

these methods will predict how likely a variant is related to disease or deleterious.

However, these methods will not provide any measure of how well a variant fits the

observed disease phenotype.

Combined Annotation-Dependent Depletion (CADD): CADD [21] is a gen-

eralized approach for scoring single-nucleotide variant and insertion-deletion events.

It combines multiple measures and annotations in order to produce a single score

that estimates the likelihood of a specific variant being deleterious. This alleviates

the knowledge-biases that individual metrics of pathogenicity suffer from. CADD

scores have been pre-calculated for all possible single-nucleotide variants in the

hg19 reference, which enables quick ranking of variants with a low computational

threshold for use.

1.2.2 Features of Genes

Approaches that priortize variants using features of genes also do not take phe-

notype into consideration. These approaches include features such as selective

pressure or degree of functional diversity as in RVIS [30]. They share the same

limitations as the preceding category as they do not estimate how likely a variant

gene is involved in a particular disease phenotype.

Residual Variation Intolerance Score (RVIS): RVIS [30] is a gene level ap-

proach for scoring variants. Unlike CADD, which can produce multiple scores

for different variants in one gene, RVIS produces one score per gene. RVIS aims

to measure the degree to which a gene can tolerate functional variation. This is

estimated by regressing on the ratio of commonly observed missense and stop-
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gained mutations to total number of observed variants in the gene. Genes that have

fewer commonly observed missense and stop-gained mutations than expected are

considered less tolerant of variation and have lower RVIS scores. That is, non-

synonymous variants in a gene with a low RVIS are more likely to be deleterious.

FLAGS: Unlike RVIS and CADD, [35] focuses on identifying features of

genes in which non-synonymous mutations are less likely to be pathogenic in rare

diseases. FLAGS is a ranking system that deprioritizes genes that have more as-

sociated publications, longer coding sequences, more paralogs and less selective

pressure as defined by the dN/dS ratio [45]. Not to be confused with filtering,

FLAGS identifies genes that should be interpreted with caution when examining

their variants for pathogenicity.

Ongoing work in variant prioritization continues and extends well beyond the

above mentioned projects. For example, recent work has investigated methods for

prioritization based on biological networks [28], but these have been met with lim-

ited success, likely due to gaps in our current understanding of biological networks

[31].

1.2.3 HPO Leveraging

The Human Phenotype Ontology (HPO) [24] is a hierarchically structured set of

human phenotypic abnormalities. Its structure supports a number of computational

approaches to phenotype comparisons for rare disease diagnostics [23][18][20][12][19].

Computational approaches to phenotype comparisons have also been used for vari-

ant prioritization in conjunction with other methods. An in-depth review is pre-

sented in Smedley et al. [37].

Exomiser: Exomiser[36] is a variant prioritization system that combines sev-

eral methods of phenotype comparison with a variety of gene/variant features and

measures. Given a patient phenotype and variants, it ranks the variants based

on how well they match established disease phenotypes for that gene and related

genes. Unlike other variant HPO leveraging prioritization systems, Exomiser also

considers established disease phenotypes of model organisms. Exomiser is avail-

able as a standalone tool with modest requirements and requires VCF files and

phenotypes described using the HPO [9].
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1.2.4 Text Mining

Text mining approaches use automatic analysis of relevant literature in order to

rank links between disease phenotypes and genes. The two examples below func-

tion like a search engine over primary literature and curated sources. Both use the

Unified Medical Language System (UMLS)[8] for biomedical term identification.

The UMLS provides a consolidated identification system that spans biomedical

concepts across many biomedical vocabularies.

FindZebra: FindZebra [14] is a web-based tool focused on the rare disease

domain. FindZebra uses a small corpus that only includes online sources relevant

to the rare disease domain, such as Online Mendelian Inheritance in Man and the

Genetic and Rare Diseases Information Center. Using a Google-like user interface,

FindZebra accepts free text biomedical queries. It then ranks the documents in its

corpus based on relevance to the query and clusters them based on UMLS concepts.

It also provides the option to rank UMLS concepts related to the query, which can

help researchers prioritize genes for variant analysis.

FindZebra’s small corpus gives it good specificity as it mines from highly cu-

rated sites. This means that it does not include low quality associations that might

be available in a general web search. However, this negatively affects its sensitivity

because curated sources can be slow to update and less complete. Nonetheless, it

provides a simple application programming interface (API) that allows it to be used

in the context of automated analysis pipelines.

Beegle: Beegle[15] is a web-based tool built on top of the Endeavour gene pri-

oritization tool [1][42]. Like FindZebra, Beegle uses a Google-like search interface

and accepts free text user queries in the biomedical domain. Beegle then finds a list

of associated MEDLINE abstracts via PubMed, including 10,000 PubMed Ids. It

uses these articles to construct a UMLS profile from approximately 67,000 UMLS

concepts. Beegle calculates similarity between the query and genes by counting

abstract level co-occurrences. It generates a strength of association by comparing

the number of co-occurrences to the total number of abstracts in which each term

occurs. It also compares the number of concepts associated with each term as a

second metric of similarity. The result of this stage is a list of genes known to be

associated with a given query term. The user selects some number of these known
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associated genes and selects a number of candidate genes that they are interested

in. This allows Beegle to produce a list of genes it predicts to be associated with

the query.

Beegle’s larger corpus and association predictions offer greater sensitivity than

FindZebra at the cost of specificity. However, Beegle’s computations are performed

on-the-fly, which can result in long delays. Furthermore, it does not provide an

API, which makes it difficult to use for automated analysis pipelines.

1.3 Toward Improved Text-Based Variant Prioritization
Individual cases that are referred for TIDE BC’s WES or WGS bioinformatics

analysis have inconclusive findings from single gene and panel tests. For a given

case, automated variant analysis may result in dozens of variant genes to consider

with respect to a clinician provided free text deep phenotype. As there are many

variant genes to consider and rareness of the disease phenotype, successful variant

prioritization in TIDE BC’s bioinformatics analysis workflow should have minimal

running time or user interaction and be sufficiently sensitive to link a variant gene

to the observed disease phenotype.

RVIS and CADD are currently incorporated into TIDE BC’s variant analysis

pipeline. These scores require no user input to generate and are produced quickly.

However, they do not provide any indication as to how well a variant or variant

gene fits with the observed disease phenotype. Exomiser, Beegle, and FindZebra

all score how well variant genes fit a disease phenotype. Exomiser, especially in its

leveraging of model organisms, promises more sensitive performance. Its require-

ment of HPO terms provides a challenge, as referring clinicians provide patient

phenotype using free text. Beegle and FindZebra can both score phenotype gene

associations and accept free text phenotypes. Beegle’s large corpus, vocabulary

and predictive capacity appear to be a good fit for this application, but its lack of

a back end and long on the fly computation prevent it from being incorporated

into the current pipeline. FindZebra’s simple API allow it to be integrated into the

current pipeline, but its small corpus size may result in reduced sensitivity.

A candidate solution to this problem is a current biomedical text mining project

at Canada’s Michael Smith Genome Sciences Centre, Synverita. Synverita is under
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development to predict future biomedical discoveries. It does this by building a ma-

trix of sentence level co-occurrences between UMLS concepts across the entirety

of PubMed’s Open Access Subset. This includes co-occurrences of almost 300,000

concepts across 1.2 million full text articles and over 24 million abstracts. Syn-

verita produces predictions using singular value decomposition [16] on its mined

matrix of sentence level concept co-occurrences.

Synverita may provide a highly sensitive measure of how well a variant gene

fits a disease phenotype, given its use of predictions and large corpus. Its large vo-

cabulary provides a means to map clinician free text phenotype to UMLS concepts.

As Synverita’s text mining results are precomputed and it allows for backend ac-

cess, it can produce scores between phenotype UMLS concepts and variant genes

efficiently.

The research presented here aims to augment variant prioritization by Syn-

verita. Its raw data and predictions are used to prioritize variants for pediatric

patients of IDD due to IEM. This targets the workflow outlined in (Figure: 1.1).

(Figure: 1.2)shows the updated workflow that includes text mining based variant

prioritization. The performance at variant prioritization is compared with FindZe-

bra, RVIS and CADD as well as with an ensemble method of all methods.

Figure 1.2: Proposed modification to existing workflow. Text based variant
prioritization produces a ranked candidate variant list aims to reduce
number of passes through the two cycles.
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Chapter 2

Methods

Given a set of phenotype terms describing a patient, we seek to return a ranking

of genes containing rare variations where genes ranked highly are more likely to

be causal for the observed phenotype (or a subset of the phenotype terms). The

returned ranking is based on a strength of association score between each gene and

the entire set of phenotype terms. Both phenotype terms and gene symbols are

represented using UMLS concept unique identifiers (CUIDs), which are described

below.

In broad strokes, strength of association scores are generated between a set

of gene symbols G = {g1,g2, ..,gm} and a set of disease phenotype terms D =

{P1,P2, ...Pr} in the following steps:

1. Map each g ∈ G to a CUID

2. Map each P ∈ D to a set of all relevant CUIDs, P = {p1, p2, ..., pn}

3. Calculate an association score, sg,P, between each g ∈ G and each P ∈ D as

follows:

(a) Calculate an association score, sg,pi , between g and each pi ∈ P

(b) Aggregate the scores from (a), weighting each sg,pi according to the

weighting scheme

4. Calculate an association score, sg,D, between each gene g ∈G and each D by

summing over the scores from (3)
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5. Rank all genes in G according to sg,D

It is possible to mix-and-match strategies for phenotype-to-CUIDs mapping,

association scoring, and term weighting. These are described in detail below.

2.1 Term Mapping
UMLS CUIDs provide standard labels for synonymous noun phrases that are found

in the biomedical literature as well as a relational structure based on semantic cat-

egories. An example of this is the CUID C0085997 which is defined as

C0085997 T048 child development dis specific—child development

disorders, specific—developmental delay dis—developmental delay

disorder—developmental delay disorders.

In this example, the CUID refers to five different pipe-delimited synonyms that

belong to category T048, which contains concepts related to mental or behavioural

dysfunction.

Gene symbols are each mapped to a single UMLS CUID in the genes category

in two passes through Synverita’s wordlist. In the first pass, each gene symbol is

matched to the CUID that contains the gene symbol followed by the string ’ gene’

in its synonyms list. If no matches are found in the first pass for a gene symbol,

this is attempted again without the ’ gene’ string. This is done to resolve cases in

which a gene symbol maps to multiple CUIDs representing homologs or alleles.

Phenotype terms do not always correspond one-to-one to entries in Synverita’s

word list. In the event that no exact match for a phenotype term is found in Syn-

verita’s wordlist, a semi-automated approach is used to identify all potentially rel-

evant terms. An example of this is the oft-reported ”global developmental delay,”

which is not within Synverita’s wordlist. In this case, ”developmental delay” is

used instead, and all CUIDs with ”developmental delay” in their synonym list are

used. Management of multiple CUIDs per phenotype term is reflected in the scor-

ing methods.
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2.2 Gene-Phenotype Association Scoring
Synverita provides two broad approaches to generating scores of association be-

tween two CUIDs. The first is via its raw data matrix. Synverita’s raw data ma-

trix captures the number of sentences in which pairs of CUIDs both appear in the

biomedical literature. This matrix is large and sparse. That is, it contains many 0

values for pairs of CUIDs. Synverita’s raw data provides a quantitative measure

of how strongly two CUIDs associate based on the current state of the literature.

However, this scoring makes no assumptions with respect to the directionality of

association. That is, the following two hypothetical sentences would both be con-

sidered an association between Gene1 and SymptomA:

”Mutations in Gene 1 have been found to cause Symptom A.”

”Mutations in Gene 1 do not cause Symptom A.”

The second approach uses Synverita’s predictions to score associations be-

tween pairs of CUIDs. Performing singular value decomposition on Synverita’s

raw data matrix infers many of the missing values based on the values of sim-

ilar terms. The idea is that if there is a strong association between Gene1 and

SymptomA and between Gene1 and Gene2, Synverita would predict an association

between Gene2 and SymptomA.

2.3 Raw Data Association Strength
The strength of association between two CUIDs, t1 and t2, in Synverita’s raw data

is calculated by using the Jaccard similarity coefficient, js. The value of js is

calculated using the number of sentences in which t1 and t2 appear together (St1∩t2)

and the total number of sentences that each appears in (St1 and St2). This is similar

to how association strength is calculated in Beegle [15] but is based on sentence-

level co-occurrence rather than abstract-level co-occurrence. The value of js can

range from 0 when t1 and t2 never occur in the same sentence to 1 when they always

occur together. js is defined as

js(t1, t2) =
St1∩t2

St1 +St2−St1∩t2
.
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2.4 Predicted Association Strength
Predicted association strength between two terms, ps, is calculated using the results

of singular value decomposition of the binarized form of Synverita’s data matrix.

That is, the non-zero values in Synverita’s data matrix are replaced with 1 to create

a binary matrix that contains values of only 0 and 1. Singular value decomposition

is performed using the graphlab implementation with best parameters found in

Lever et al. (2016).

2.5 Weighting Methods
Four different weighting methods are used for both raw data and association calcu-

lations between gene CUID g and phenotype CUID p. All four weighting methods

are based on the total number of unique terms that g and p co-occur with, Ag and

Ap respectively. The four weighting methods, wg, wp, wg+p and wg∗p, are defined

as follows:

wg = log10(Ag +1)

wp = log10(Ap +1)

wg+p = log10(Ag +Ap +1)

wg∗p = log10(Ag ∗Ap +1)

Weighting is applied to both predicted and raw data association scores by

division. Given the generalized association score s ∈ { js, ps} and weight w ∈
{wg,wp,wg+p,wg∗p}, the generalized weighted score, ws is defined as

ws =
s
w
.

2.6 Score Aggregation
Four different methods are used for scoring association strength between a gene

term g and a phenotype term P with CUIDs {p1, p2, ..., pn}. Average scoring be-
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tween g and P averages s(g, pi) across all pi in P and is defined as

avgs(g,P) =
∑

n
i=1 s(g, pi)

n
.

Forgiving scoring averages only those values of s(g, pi) that have a non-zero value

and is defined as

f ors(g,P) =
∑

n
i=1 s(g, pi)

max(1,∑n
i=1

1 if s(g, pi)> 0

0 otherwise
)

.

Best scoring selects the highest single value of s(g, pi) and is defined as

bests(g,P) = max
1≤i≤n

s(g, pi).

The fourth scoring method, representative scoring, requires the definition of

a representative CUID of phenotype term P, pr. The representative CUID of a

phenotype term is the CUID that is most closely associated to the other phenotype

terms in its case, based on Synverita’s raw data. For case C with phenotype terms

{P1, ..,Pm}, the representative CUID of Pj, pr j, is defined as

pr j = argmax
pi j∈Pj

m

∑
k=1

0 if k = j

avg j(pi j,Pk) otherwise
.

With a phenotype term’s representative CUID defined, the representative scoring

for gene g and phenotype term P with representative CUID pr is defined as

rep(g,P) = s(g, pr).

Synverita’s prediction values do not produce values of zero, which means that

forgiving scoring degenerates to average scoring. This results in a total of seven

methods for scoring the strength of association between g and P: four scoring

methods for raw data {avg j, f or j,best j,rep j} and three scoring methods for pre-

dictions {avgp,bestp,repp}. Given case C, the total strength of association between

gene g and C is calculated for scoring method meths ∈{avg j, f or j,best j,rep j,avgp,bestp,repp}
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as
m

∑
j=1

meths(g,Pj).

2.7 Score Ranking
For each set of gene symbols and phenotype terms, scores were ranked for each

gene. For a given gene gx with score sx, in a case with genes G = {g1, ...,gm} and

vector of corresponding scores S = {s1, ...,sm}, the ranked score rsx of gx is the

proportion of scores that sx is greater than in S. This is calculated as

rsx =

∑
m
i=1

1 if sx > si

0 otherwise

m−1

2.8 Comparison to Other Methods
Three established methods for variant prioritization were compared to a subset of

the methods introduced above. Two of these, RVIS and CADD, are currently in

use in the standard TIDE BC workflow. FindZebra is not currently used in the

standard TIDE BC worfklow, but it can be used to score variants with respect to

a rare disease phenotype. The following section describes how these scores were

obtained.

2.8.1 RVIS Scoring

The pipeline described in Tarailo-Graovac et. al [41] is used to generate RVIS

version 2 scores. If a gene does not have an RVIS value, 1 is used instead, which

is the lowest possible RVIS value. This value is then subtracted from 1 to produce

a non-inverted scoring.

2.8.2 CADD Scoring

The pipeline described in Tarailo-Graovac et. al [41] is used to generate CADD

scores. If a gene has multiple CADD scores, the maximum value across all of its
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variants in a given case is used. If a gene has no CADD scores, 0 is used instead,

which is the lowest possible CADD score.

2.8.3 FindZebra Scoring

FindZebra scores are calculated by initializing every gene in a case to a score of 0.

FindZebra’s API is then queried with each of a case’s phenotype terms. Each time

a gene appears in a query’s associated gene list, the association score is added to

the gene’s score.

2.8.4 Score Comparison

The above three methods are used to create a ranked score as described above.

These ranked scores are then compared with best performing raw data and predic-

tion methods.

2.8.5 Ensembling

Methods are ensembled by training random forests on multiple methods using the

Caret R package [17]. Trained random forests are tuned using 20 repeats of 10-fold

crossvalidation with post-sampling downsampling to control for class imbalance.

Performance is then optimized on receiver operating characteristic.
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Chapter 3

Results

This chapter presents the details of the tests performed using the preceding methods

and their results.

3.1 Simulation
As Synverita is a general purpose biomedical text mining tool (as opposed to a rare

disease focused resource), the first test was to compare the contents of its raw data

matrix to FindZebra. FindZebra is a rare disease specific text mining project, so it

provides a benchmark for Synverita’s domain applicability. Because FindZebra is

able to produce relevant disease CUIDs given a gene symbol, term selection and

scoring methods for multiple CUIDs per phenotype term were not used. Similarly,

prediction scoring was not used as FindZebra does not produce predictive scores.

A set of 922 known mendelian disease gene symbols from Tarailo-Graovac

et al. (submitted) were queried using FindZebra’s API (on September 12, 2016).

The CUIDs of diseases for each of these genes were collected in order to create

a disease profile for each. Querying FindZebra with the 922 known Mendelian

gene symbols resulted in 922 disease profiles. The 922 disease profiles contained

between zero and ten CUIDs with a median of nine CUIDs (Figure: 3.1). Five

disease profiles contained no CUIDs and were excluded from further analysis.

Synverita’s raw association matrix was used to create a profile of candidate

genes for each disease profile by selecting CUIDs from the UMLS genes semantic
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category, G that had a non-zero avg j association score with that disease profile.

Given a gene symbol gx and its corresponding disease profile dx, its corresponding

candidate gene profile gpx is defined as

gpx = {g ∈ G|avg j(g,dx)> 0∨g = gx}.

The 917 disease profiles that contained at least one CUID produced 909 can-

didate gene profiles with at least one CUID based on Synverita’s raw data matrix.

The candidate gene profiles ranged from a minimum of one CUID to a maximum

of 13480 CUIDs with a median of 1981 CUIDs (Figure: 3.2). The distribution of

gene profile size is presented in Figure 4.

For each gene in a candidate gene profile, avg j association score was calculated

with and without wp weighting between it and its corresponding disease profile.

This produced two vectors of association scores between each disease profile and

each gene in its candidate gene profile. These vectors were then ranked as out-

lined above. Weighted ranked scores performed similarly to ranked scores without

weighting (Figure : 3.3). Weighting produced a median ranked score of .9972

whereas the median ranked scores without weighting was .9970. No meaningful

correlation was found between either set of ranked scores and size of gene profile

or disease profile. Both methods ranked the target gene in the top 10% of its gene

profile over 90% of the time. These results suggest that Synverita’s raw data matrix

is consistent with FindZebra with respect to associating rare disease genes to their

established set of disorders.
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Figure 3.1: Histogram of disease profile size as represented by number of
CUIDs. Median of 9 CUIDs per disease profile.
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Figure 3.2: Histogram of candidate gene profile size as represented by num-
ber of CUIDs with non-zero avg j scores. Median of 1981 CUIDs per
disease profile.
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Figure 3.3: Distribution of disease phenotype association rank scores of can-
didate genes in their candidate gene profile with and without wp weight-
ing. Performance is almost identical between the two approaches.
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3.2 Application of text ranking to clinical case examples
Two groups of TIDE BC cases were run through the current analysis pipeline.

These two groups had established best candidate variants and diagnoses. The

first set, the training set, was used to develop Synverita based variant prioritiza-

tion methods. The second set, the test set, was subsequently analyzed using the

methods developed on the training set in order to establish the generalizability of

these methods. For both groups, pipeline results and clinician-reported phenotype

were used to produce raw data and predicted association scores, as well as CADD,

RVIS and FindZebra scores as outlined above. All association, weighting and en-

sembling methods were used on the training set. The best performing methods

were then used on the test and discovery sets.

3.2.1 Training Set

Data

The training set was composed of candidate variant lists and clinical reports from

41 individuals from 38 TIDE families with established best candidate variants re-

cently analysed in Tarailo-Graovac et al. [41]. Three pairs of two siblings shared

common best candidate variants. Five of the individuals had digenic etiology while

the remaining 36 had monogenic etiology. The automatically generated candidate

variant lists of four individuals, one with digenic etiology, did not contain the estab-

lished candidate variants (indicating that manual steps such as reducing expected

allele frequency had been performed to determine the candidates) and were ex-

cluded from further analysis. A further two individuals with digenic etiology were

missing one of the two established best candidate variants (again due to customized

minor-allele frequency settings), which resulted in these variants being excluded.

The remaining 37 individuals had between 30 and 352 variant genes in the

candidate variant lists with a median of 49 variant genes. The total number of

variants ranged between 38 and 440 with a median of 62. Clinician reports for

these patients contained a median of 12 phenotype terms and ranged between 5

and 35 terms. Clinician reported phenotype terms mapped to a median of 343

CUIDs per case with a minimum of 42 and maximum of 2303.
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Unweighted Ranking

Ranked scores for each score aggregation method outlined in 2.6 were first com-

puted without weighting in order to establish a performance baseline. Success of

a method was evaluated by its median and minimum ranking of a best candidate

variant across all cases.

Raw Data All four raw data aggregation methods shared the same minimum and

maximum performance. Best scoring produced the highest median results, rank-

ing the established best candidate variant gene ahead of over 92% of the other

variant genes in half of the training cases (Figure:3.4). All methods produced a

number of 0 rankings for several best candidate variants. This occurs when there

are no co-occurrences between a gene and any of the phenotype CUIDs in Syn-

verita’s data matrix. Representative aggregation, rep j, is most prone to rank a best

candidate variant 0, as it only uses one CUID per phenotype term (Figure : 3.5).

However, rep j also has the largest number of cases in which the best candidate

is ranked ahead of all other variants. Comparison of best candidate variant rank-

ing to rankings of all other variants produced significant Kolmogorov-Smirnoff (as

implemented in R [32]) test p-values for all four methods (Table : 3.1).
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Figure 3.4: Ranked scores of all variant genes in each case in training set
using best j aggregation. Variant higher and variant lower are variants
ranked higher or lower than their case’s lowest ranked best candidate
variant.
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Figure 3.5: Distribution of ranked scores for raw data aggregation methods
across all 37 individuals in the training set.
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Prediction The prediction based aggregation methods had worse median perfor-

mance and higher minimum performance than their respective raw data counter-

parts (Table : 3.1). Representative aggregation, repp, had the best median perfor-

mance (Figure : 3.7). Notably, representative scoring always places a case’s best

candidate variant ahead of at least 36.7% of the other variants in the case. This

indicates that inclusion of the approach in a pipeline could reduce the burden on

expert reviewers. Comparison of best candidate variant ranking to rankings of all

other variants produced significant Kolmogorov-Smirnoff test p-values for all three

methods (Table 3.1).

Method Median Mean Min KS p-value

Raw Data

avg j 0.89 0.80 0.00 6.24e−09

best j 0.92 0.76 0.00 7.85e−07

f or j 0.88 0.77 0.00 1.98e−08

rep j 0.87 0.72 0.00 3.87e−10

Prediction
avgp 0.80 0.74 0.03 1.24e−05

bestp 0.78 0.74 0.29 3.37e−06

repp 0.83 0.77 0.37 3.25e−06

Table 3.1: Unweighted ranked scoring results.
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Figure 3.6: Distribution of ranked scores for prediction aggregation methods
across all 37 individuals in the training set.
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Figure 3.7: Ranked scores of all variant genes in each case in training set
using repp aggregation.
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Unweighted Raw Data vs. Prediction Ranking The rankings of each raw data

aggregation method was compared to its corresponding prediction method. Raw

data methods using best and average aggregation ranked the best candidate variant

higher than the prediction cases more often than not (Figure : 3.8). Representative

selection was divided more evenly, with the raw data ranking the best candidate

higher 49% of the time, predictions ranking the best candidate variant higher 41%

of the time, and producing equal ranking 10% of the time.
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Figure 3.8: Ranked scores of each of the prediction aggregation methods
compared to their respective raw data aggregation methods. Points
above the black line rank higher using raw data. Those below the black
line rank higher using prediction.
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Weighted Ranking

In order to quantify the effects of each weighting method on each aggregation

method, all combinations of each aggregation method and each weighting method

were used to rank candidate variants in the training set. Additionally, Spearman’s

ρ was calculated between each variant gene g and the number of unique terms it

co-occurrs with in Synverita’s raw data matrix(Ag in the previous chapter). That is,

the correlation was calculated for all genes, not just best candidate variants. This

was done in order to determine if weighting is able to moderate the effects of Ag

on ranked score.

Of all of the weighting methods, wg∗p is notable as it produces the highest me-

dian performance of 0.95 with rep j and the lowest Spearman’s ρ value of 0.566

(see Table A.1 for full results). Similarly, it produces the highest median perfor-

mance of all prediction methods with repp and the lowest correlation. Based on

the training data, wg∗p produces the best median ranking of best candidate variants

and the ranked scores it produces are least dependent on how well studied a gene

is. Accordingly, wg∗p weighted rep j and repP are used in all following association

calculations.

Comparison To Other Methods

The rankings of the best performing prediction and raw data aggregation methods,

repp and rep j were compared to rankings produced by CADD, RVIS and Find-

Zebra. CADD and rep j had the best performance for 17 variant genes, RVIS for

nine genes, repp for seven genes and FindZebra for seven genes. Compared to

these three existing methods, Synverita based methods perform well. repp had the

highest minimum performance and rep j tied CADD in the number of cases that it

performed the best.

Rankings for each of these methods show low correlation to each other (see

Table 3.2) The highest correlation is between the two Synverita based methods,

rep j and repp with a value of .55. In all, the degree of correlation is limited, which

supports the idea that they are measuring underlying properties.
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Method RVIS FindZebra repp rep j

CADD 0.010 0.172 −0.191 −0.190
RVIS 1.000 −0.013 0.250 0.122

FindZebra −0.013 1.000 0.118 0.156
repp 0.250 0.118 1.000 0.546

Table 3.2: Spearman correlation of ranked scores of best candidate variants
across 5 metrics.

31



Figure 3.9: Distribution ranked scores of best candidate variants in training
set using FindZebra, CADD, RVIS, rep j and repp.
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Ensembling

In order to test synergism of these methods, thirty-one random forest classifiers

were trained using all possible combinations of the above five metrics. Perfor-

mance for each classifier was estimated using 10-fold cross-validation as described

in section 2.8.5. Unsurprisingly, estimated sensitivity increased with the number

of metrics trained on (see Figure: 3.10). The most sensitive classifier was trained

using CADD, rep j and repp, followed by the classifier trained on all metrics. All

of the most sensitive classifiers used CADD and rep j (see Figure: 3.11). The most

specific classifiers incorporated either rep j or FindZebra (see Figure: 3.12). In-

clusion of FindZebra tended to result in worse sensitivity and was estimated as the

least important metric in the random forest cross validation.
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Figure 3.10: Estimated sensitvity and specificity of 31 classifiers trained on
all combinations of 5 metrics.
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Figure 3.11: Top 5 classifiers based on estimated sensitivity. Shapes denote
the metrics used. The symbols used to denote which metrics a classifier
used are c for CADD, z for FindZebra, j for rep j and p for repp.
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Figure 3.12: Top 5 classifiers based on estimated specificity. Shapes denote
the metrics used. The symbols used to denote which metrics a classifier
used are c for CADD, z for FindZebra, j for rep j and p for repp
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3.2.2 Test Set

The test set was composed of candidate variant lists and clinical reports from 20

individuals from 20 TIDE families. Like the individuals in the training set, the

individuals in the test set each had one or more established best candidate variants.

12 individuals had monogenic etiology, seven had digenic etiology and one indi-

vidual had trigenic etiology. Three individuals were not included in this analysis as

their candidate variant lists did not include any of their established best candidate

variants (again due to customized minor-allele frequency settings). Two of these

had monogenic etiology and one had digenic etiology. A fourth individual’s can-

didate variant list was missing one of its two established best candidate variants.

This left a total of 22 established best candidate variants across 17 individuals.

The remaining 17 individuals had between 31 and 482 variant genes in their

candidate variant lists with a median of 70 variant genes. The total number of vari-

ants ranged between 38 and 697 with a median of 89. Clinician reports contained

a median of 13 phenotype terms and ranged between 2 and 26 terms. Clinician

reported phenotype terms mapped to a median of 518 CUIDs per case with a min-

imum of 38 and maximum of 2125.

Method Comparison

In order to test the generalizability of Synverita based variant prioritization, ranks

were produced using all 7 Synverita aggregation methods with wg∗p weighting.

Consistent with the training set, the highest median ranking was achieved by rep j

for the raw data approaches. For the prediction methods avgp produced a median

ranking slightly higher than repp with lower minimum and average performance.

Of the other methods existing methods, CADD performed the best and FindZebra

had the lowest median performance. Interestingly, CADD ranking has the highest

minimum of any metric for the test set. This may be due to the fact that cases in

the training set were analysed before CADD scores became part of the TIDE BC

bioinformatics workflow, whereas the test set cases are more recent. These findings

are mostly consistent with the results of the training set (see Figure:3.13).
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Figure 3.13: Distributions of ranked scores for test set using 9 scoring meth-
ods.
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Ensembling

To test the generalizability of the classifiers on combinations of metrics in the

training set, all test set cases were classified using the 31 random forest classi-

fiers trained in section 3.2.1. The sensitivity of classification did not correlate with

number of metrics as strongly as estimated for the training set (see Figure: 3.14).

Six classifiers achieved equal sensitivity all of which incorporated repp (see Figure:

3.15). The classifier with the highest specificity of these six, RFr,c,p, j, incorporated

all metrics but FindZebra. RFr,c,p, j was also fifth best with respect to specificity

(see Figure: 3.16. RFr,c,p, j ranked probability had better median and mean perfor-

mance than any individual metric (see Figure: 3.18). RFr,c,p, j ranked best candidate

variants in the top 20% of its case 77% of the time (see Figure:3.17. These results

suggest that prioritizing variants using Synverita’s predictions and raw data is gen-

eralizable and its inclusion in variant prioritization is more effective than RVIS and

CADD alone.
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Figure 3.14: Sensitivity and specificity of all classification of test set variants.
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Figure 3.15: Top 6 classifiers based on test set classificiation sensitivity.
Shapes denote the metrics used. The symbols used to denote which
metrics a classifier used are c for CADD, z for FindZebra, j for rep j

and p for repp
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Figure 3.16: Top 6 classifiers based on test set classificiation specificity.
Shapes denote the metrics used. The symbols used to denote which
metrics a classifier used are c for CADD, z for FindZebra, j for rep j

and p for repp
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Figure 3.17: Distribution of random forest ranked probability across all 17
indidivudals in the test set. Variant higher are variants ranked higher
than their case’ lowest ranked best candidate variant. Variant lower are
variants ranked lower than their case’s lowest ranked best candidate
variant.
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Figure 3.18: Distribution of best candidate variant ranking of four best indi-
vidual methods and best random forest classifier, RFr,c,p, j.
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Chapter 4

Discussion

Despite continued advances in next generation sequencing, determining which

variant(s) are most likely to cause a particular rare disease phenotype remains a

challenge. This is due to a variety of reasons including the inexact relationship

between genotype and phenotype and the number of rare diseases with unknown

genetic bases. In this study I implemented a text-based approach for genetic variant

prioritization, using the Synverita system, and assessed the utility of the approach

to identify causal genetic alterations for patients with rare metabolic disorders. The

approach performed well relative to widely used ranking methods.

Tools such as RVIS and CADD provide useful measures of potential gene and

variant deleteriousness but fail to capture the link between variant genes and promi-

nent clinical features. The above-discussed tools that focus on the link between

phenotype and disease each have shortcomings. Beegle and Exomiser have high

thresholds for use. Beegle has no backend and performs all text mining on the fly,

which imposes a large time penalty. Exomiser imposes a less significant threshold

by requiring a patient phenotype to be described in HPO terms. While the HPO

continues to gain ground, it is not universally used. This means that in some cases,

such as at TIDE BC, Exomiser requires changing existing clinician workflows. Fi-

nally, FindZebra provides an exceptionally easy-to-use API and user interface but

lacks the sensitivity to prioritize variant genes with respect to disease phenotype in

many TIDE BC cases.

Synverita is useful for prioritizing variants in cases of IDD caused by IEM.
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Ranking variant genes based on strength of association to disease phenotype is ef-

fective using both Synverita’s raw data and predictions. Both of these approaches

contribute different strengths: raw data ranking is more likely to place a best can-

didate variant in the top 10% of all variants in a case than any other tested method.

Prediction methods provide a floor for performance, with repp never ranking an

established variant lower than 31% in any case tested in both the training and test

sets. Synverita’s large vocabulary and corpus and use of predictions provide en-

hanced sensitivity when compared with FindZebra, granting it potential to enhance

diagnostics for rare genetic diseases of unknown etiology.

The strengths of Synverita are complementary to other measures of gene and

variant deleteriousness currently used in TIDE BC’s bioinformatics analysis pipelines.

RVIS, CADD, rep j and repp scores do not show strong correlation with one an-

other, ostensibly measuring different features that correlate with the probability

that a variant gene is implicated in disease. The combination of these methods is

generalizable. The classifiers trained on the training set and tested on the test set

ranked established candidate variant genes ahead of 90% of other variant genes in

over half of all cases in the test set.

4.1 Limitations
Synverita’s contribution to variant prioritization is tempered by three key limita-

tions. First, the version of Synverita used in this work does not include the CUIDs

of the terms in the HPO. These were excluded as described in Lever et al. (sub-

mitted) to reduce run time, as these terms frequently appear in Synverita’s corpus.

The lack of HPO terms in Synverita’s corpus prevents us from leveraging HPO’s

structure. Second, variant prioritization using Synverita currently uses a semi-

automated approach to map clinician reported phenotype terms to UMLS CUIDs in

Synverita’s vocabulary. This semi-automated approach is a barrier to use and may

introduce noise due to unpredictability of user (mis)behaviour. Finally, Synverita

does not yet have an update schedule or public access protocol, although work is

currently underway to establish both.
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4.2 Future Work
How terms are mapped to CUIDs is a key aspect of variant prioritization using

Synverita. The comparison of different aggregation methods suggests that term

mapping may significantly affect how well these methods work. Further work will

investigate this. Future versions of Synverita will include all terms in the UMLS

metathesaurus. This will allow for HPO-based term selection. Additionally, it

will allow us to use existing tools to map phenotype terms to CUIDs, such as

MetaMap[5]. These expansions will be compared to and combined with Exomiser.

Collaboration with examining physicians will continue along multiple avenues.

Performance may be improved by allowing clinicians to directly select the CUIDs

and to provide weights to each phenotype term that describes a case. Ongoing

collaboration may also see the development of a visual case explorer that builds

upon visual phenotype comparison tools such as PhenoBlocks [19]. Perhaps most

importantly, future work will use Synverita and ensemble methods on cases with

no established best candidate variant.

4.3 Conclusion
Phenotype based variant prioritization using Synverita’s raw data and predictions

is effective for cases of IDD caused by IEM. It is complementary to measures

of potential gene and variant deleteriousness. Classifiers trained using RVIS and

CADD produce generalizable results. With modest modifications to Synverita,

these methods can feasibly be incorporated into TIDE BC’s pipeline and augment

variant prioritization for cases of IDD caused by IEM.
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M. Abdelsayed, M. Alfadhel, L. Armstrong, M. R. Baumgartner, P. Burda,
M. B. Connolly, J. Cameron, M. Demos, T. Dewan, J. Dionne, A. M. Evans,

54

http://dx.doi.org/10.1186/s12920-014-0064-y
http://www.biomedcentral.com/1755-8794/7/64
http://dx.doi.org/10.1186/s13073-015-0199-2
http://genomemedicine.com/content/7/1/81
http://dx.doi.org/10.1038/nprot.2015.124
http://www.ncbi.nlm.nih.gov/pubmed/26562621
http://dx.doi.org/10.1126/scitranslmed.3010076.Effectiveness
http://dx.doi.org/10.1186/1471-2164-15-1090
http://www.biomedcentral.com/1471-2164/15/1090
http://dx.doi.org/10.1002/cpt.422
http://doi.wiley.com/10.1002/cpt.422


J. M. Friedman, I. Garber, S. Lewis, J. Ling, R. Mandal, A. Mattman,
M. McKinnon, A. Michoulas, D. Metzger, O. A. Ogunbayo, B. Rakic,
J. Rozmus, P. Ruben, B. Sayson, S. Santra, K. R. Schultz, K. Selby,
P. Shekel, S. Sirrs, C. Skrypnyk, A. Superti-Furga, S. E. Turvey, M. I. Van
Allen, D. Wishart, J. Wu, J. Wu, D. Zafeiriou, L. Kluijtmans, R. A. Wevers,
P. Eydoux, A. M. Lehman, H. Vallance, S. Stockler-Ipsiroglu, G. Sinclair,
W. W. Wasserman, and C. D. van Karnebeek. Exome Sequencing and the
Management of Neurometabolic Disorders. New England Journal of
Medicine, page NEJMoa1515792, 2016. ISSN 0028-4793.
doi:10.1056/NEJMoa1515792. URL
http://www.nejm.org/doi/10.1056/NEJMoa1515792. → pages 2, 3, 14, 21

[42] L. C. Tranchevent, R. Barriot, S. Yu, S. Van Vooren, P. Van Loo,
B. Coessens, B. De Moor, S. Aerts, and Y. Moreau. ENDEAVOUR update:
a web resource for gene prioritization in multiple species. Nucleic acids
research, 36(Web Server issue):377–384, 2008. ISSN 13624962.
doi:10.1093/nar/gkn325. → pages 6

[43] C. D. M. Van Karnebeek and S. Stockler. Treatable inborn errors of
metabolism causing intellectual disability: A systematic literature review.
Molecular Genetics and Metabolism, 105(3):368–381, 2012. ISSN
10967192. doi:10.1016/j.ymgme.2011.11.191. URL
http://dx.doi.org/10.1016/j.ymgme.2011.11.191. → pages 2

[44] C. D. M. Van Karnebeek, M. Shevell, J. Zschocke, J. B. Moeschler, and
S. Stockler. The metabolic evaluation of the child with an intellectual
developmental disorder: Diagnostic algorithm for identification of treatable
causes and new digital resource. Molecular Genetics and Metabolism, 111
(4):428–438, 2014. ISSN 10967206. doi:10.1016/j.ymgme.2014.01.011.
URL http://dx.doi.org/10.1016/j.ymgme.2014.01.011. → pages 2

[45] Z. Yang and J. R. Bielawski. Statistical methods for detecting molecular
adaptation. Trends in Ecology and Evolution, 15(12):496–503, 2000. ISSN
01695347. doi:10.1016/S0169-5347(00)01994-7. → pages 5

55

http://dx.doi.org/10.1056/NEJMoa1515792
http://www.nejm.org/doi/10.1056/NEJMoa1515792
http://dx.doi.org/10.1093/nar/gkn325
http://dx.doi.org/10.1016/j.ymgme.2011.11.191
http://dx.doi.org/10.1016/j.ymgme.2011.11.191
http://dx.doi.org/10.1016/j.ymgme.2014.01.011
http://dx.doi.org/10.1016/j.ymgme.2014.01.011
http://dx.doi.org/10.1016/S0169-5347(00)01994-7


Appendix A

Tables

56



Weighting Method Min 1st Quartile Median Mean 3rd Quartile Correlation

None

avg j 0.00 0.73 0.89 0.79 0.97 0.738
best j 0.00 0.63 0.92 0.76 0.97 0.649
f or j 0.00 0.65 0.88 0.77 0.97 0.652
rep j 0.00 0.69 0.87 0.72 0.98 0.585
avgp 0.03 0.62 0.80 0.74 0.92 0.810
bestp 0.27 0.59 0.78 0.74 0.90 0.939
repp 0.37 0.65 0.83 0.77 0.92 0.785

wg

avg j 0.00 0.72 0.90 0.80 0.98 0.731
best j 0.00 0.62 0.90 0.76 0.97 0.633
f or j 0.00 0.64 0.86 0.77 0.97 0.636
rep j 0.00 0.71 0.95 0.72 0.98 0.575
avgp 0.05 0.63 0.80 0.74 0.93 0.793
bestp 0.27 0.59 0.76 0.74 0.92 0.931
repp 0.29 0.66 0.81 0.76 0.92 0.774

wp

avg j 0.00 0.73 0.90 0.80 0.98 0.736
best j 0.00 0.63 0.92 0.76 0.97 0.643
f or j 0.00 0.62 0.86 0.76 0.97 0.644
rep j 0.00 0.71 0.87 0.72 0.99 0.584
avgp 0.03 0.63 0.80 0.74 0.92 0.791
bestp 0.27 0.59 0.78 0.74 0.90 0.948
repp 0.29 0.65 0.80 0.76 0.92 0.792

wg+p

avg j 0.00 0.73 0.90 0.80 0.98 0.736
best j 0.00 0.63 0.92 0.76 0.97 0.640
f or j 0.00 0.62 0.86 0.76 0.97 0.643
rep j 0.00 0.71 0.87 0.72 0.98 0.580
avgp 0.03 0.63 0.80 0.74 0.92 0.795
bestp 0.27 0.59 0.78 0.74 0.90 0.946
repp 0.38 0.65 0.81 0.77 0.92 0.784

wg∗p

avg j 0.00 0.72 0.92 0.80 0.98 0.728
best j 0.00 0.63 0.89 0.76 0.97 0.628
f or j 0.00 0.63 0.87 0.76 0.97 0.629
rep j 0.00 0.71 0.95 0.73 0.99 0.566
avgp 0.05 0.64 0.80 0.74 0.92 0.772
bestp 0.27 0.59 0.76 0.74 0.92 0.931
repp 0.37 0.64 0.84 0.78 0.92 0.758

Table A.1: Ranked scoring results for best candidate variants for all weight-
ing methods. Correlation is Spearman’s ρ of all ranked scores of all
variants in a case and their ranked number of unique terms that they
associate with in Syverita’s raw data. Maximum is 1 all cases.
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