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Abstract 
 

MicroRNAs are known to be upregulated or downregulated in various types of cancer, leading to 

changes in the expression of genes involved in cellular proliferation, anti-apoptosis, migration, 

and invasion. To study the effects of microRNA loss or gain in different neoplasms, numerous 

models have been described to decrease or increase expression of microRNAs, but the off-

target effects of different methods have not been well investigated. I investigated the possibility 

of off-target effects in a model of miR-143 knockdown in myeloid leukemia cell lines that 

implemented a microRNA sponge, or decoy, as a method to reduce microRNA expression. The 

high expression of a sponge with repetitive sequence elements and low expression of the 

intended microRNA for knockdown, miR-143, created conditions with increased potential for 

non-specific microRNAs to bind to the sponge. Therefore, I investigated the potential binding 

sites present in the sponge and whether any novel microRNAs could bind to these sites. I found 

a number of potential candidates and eliminated them based on their likelihood of regulating 

protein targets and their resemblance to a microRNA in structure, leaving one potential 

candidate. I found genomic evidence of the existence of this novel microRNA, evolutionary 

conservation of function, and performed assays that confirmed the biological activity. Next, the 

original sponge was redesigned to inhibit the binding of the potential non-specific microRNA; 

miR-X, or the miR-143 binding sites were mutated to inhibit the binding of miR-143 and capture 

miR-X instead. This demonstrated that binding of non-specific microRNA could be abrogated 

and differential protein abundance specific to the knockdown of each microRNA separately was 

verified. I conclude that non-specific binding to the sponge is a distinct possibility in experiments 

using this method of microRNA knockdown, which needs to be taken into account when 

designing sponges in the future. This work also demonstrates that there remain novel 

microRNAs awaiting discovery. 
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1. Introduction 

1.1 Overview 
 

The small non-coding RNAs known as microRNAs have emerged as one of the primary forms 

for regulation of gene expression during the past decade and a half (Friedman et al., 2009; Guo 

et al., 2010; Lim et al., 2005). MicroRNAs regulate most mammalian genes through binding to 

the 3’ untranslated region (UTR) of a messenger RNA transcript and inhibiting translation or 

promoting deadenylation, decapping and degradation (Chen et al., 2009; Eulalio et al., 2009b; 

Nishihara et al., 2013; Vella et al., 2004). A single microRNA may regulate the expression of 

hundreds of different genes and varies in expression in different organs or tissues. The targets 

of a microRNA also vary depending on tissue and as a result microRNA play an essential role in 

a broad range of biological functions (Eichhorn et al., 2014; Friedman et al., 2009).  

 

The process of hematopoiesis is the production and differentiation of blood cells, which gives 

rise to the immune system and protection against disease, enables the exchange of oxygen and 

carbon dioxide in all of the body’s tissues, and allows communication throughout the body 

(Simmons, 1997). There are a wide variety of blood cells carrying out tasks, each with distinct 

morphologies and functions (Simmons, 1997). In aberrant hematopoiesis and hematological 

malignancies, the microRNAs controlling self-renewal and differentiation are often dysregulated 

and contribute to the pathogenesis of the malignancy (Havelange and Garzon, 2010). The loss 

or gain of microRNA contributes to the etiology of many types of cancer, and can disrupt gene 

regulation such that oncogenic pathways are upregulated and tumour suppressive pathways are 

downregulated (Lu et al., 2005). In the most common subtype of myelodysplastic syndromes 

(MDS), del(5q) MDS, a 1.5 Mb portion of the long arm of chromosome 5 is deleted on one 

allele, and multiple microRNAs in the deleted region are decreased in expression (Boultwood et 

al., 2002; Starczynowski et al., 2010). Several features of the disease have been attributed to 

significantly diminished expression of microRNAs miR-143, miR-145, and miR-146a in del(5q) 

MDS patients, compared to MDS patients with normal karyotype (Ebert et al., 2008; 

Starczynowski et al., 2010).  

 

Although it demonstrates the greatest decrease in expression in del(5q) among the three 

microRNAs, miR-143 has not been linked to a specific mechanism behind the clinical features of 

del(5q) MDS. However, it has been reported to behave as a tumour suppressor in certain 
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cancers. The following work began with examining the effect on the proteome following the loss 

of miR-143, and the development of a model of microRNA knockdown. The results raised 

questions about specificity of the sponge method of knockdown, as proteins were identified that 

changed expression in the presence of the sponge but there were few proteins undergoing 

consistent changes in the proteomic dataset. Given the low expression of miR-143 in the model 

and the high expression of a sponge transcript containing repetitive elements, there were many 

potential binding sites for any novel or annotated microRNA that could bind to a repetitive 

sequence within the sponge. I hypothesized that a novel or annotated microRNA was binding 

non-specifically to the sponge and regulating its own distinct set of targets. Therefore, I 

investigated what potential binding sites might be present in the sponge and whether any novel 

microRNAs might exist that could bind to these sites. I evaluated the genomic evidence and 

assayed the functional activity of a candidate microRNA after narrowing down a pool of potential 

novel microRNAs. Lastly, I sought to improve the sponge design and showed that more specific 

knockdown of the target microRNA can occur if 3 or 4 random non-seed nucleotides are 

uniquely mutated in each tandem repeat of the sponge. 

 

1.2 microRNA 

1.2.1 RNA Structural Features 
 

Ribonucleic acid (RNA) is one of the four main categories of macromolecules in the cell: 

proteins, lipids, carbohydrates, and nucleic acids (Cooper and Hausman, 2007). RNA is a 

versatile macromolecule that carries the genetic code of the cell as messenger RNA (mRNA), 

which is transcribed from the genes encoded in deoxyribonucleic acid (DNA) and translated into 

their protein products (Cooper and Hausman, 2007). It also forms secondary or tertiary 

structures that incorporate with protein complexes, such as spliceosomes and ribosomes 

(Pikielny and Rosbash, 1986). RNA differs from DNA by one extra hydroxyl group at the 2’ 

position on the five-member carbon ring and although RNA is a nucleic acid with four 

nitrogenous bases like DNA, it contains uracil instead of thymine (Markham and Smith, 1951). In 

RNA and DNA, planar interactions between the bases of the nucleotides are formed from two or 

three hydrogen bonds. The most common base pairings in RNA are Watson-Crick (WC) base 

pairings, A to U, G to C and the G-U wobble pair, though Hoogsteen (HG) base pairings are 

also infrequently found in RNA and DNA (Zwieb C et al 2014). RNA can also demonstrate base 
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pairing through the “sugar edge,” which uses the 2’ hydroxyl group of the ribose sugar and 

positions 2 and 3 of a purine base (Gorodkin et al., 2014; Grabow et al., 2013; Zwieb, 2014).  

 

RNA is less stable than DNA because the hydroxyl group at the 2’ position makes RNA more 

prone to hydrolysis. However, RNA forms many other complex secondary and tertiary 

structures, or combinations thereof. RNA structure can come from ordered stacking based on 

folding of the phosphodiester backbone or from RNA sequence motifs, which form 3D structures 

without Watson-Crick base pairing (Leontis and Westhof, 2003). RNA strands form various 

types of loops - hairpin, internal, and junction, for example - which can be seen in two-

dimensional representations of RNA structure (Leontis and Westhof, 2003). Three-dimensional 

structures of RNA are highly hierarchical and modular in nature, often using recurrent smaller 

structural motifs in bends or stacking to make larger structures. Secondary structure formation 

into a native structural state may be assisted by metal ions, increasing the similarity of RNA 

folding to protein folding (Grabow et al., 2013). Folding of RNA into well ordered secondary 

structures is found frequently and contributes to complex processes such as RNA splicing 

through spliceosomes, codon organization in translation through tRNA, and functioning as 

biological catalysts in ribozymes (Grabow et al., 2013; Leontis and Westhof, 2003). A multitude 

of structures created by RNA folding were observed as part of gene expression regulation even 

before the discovery of non-coding small RNA. The fold-back stem-loop structures in primary 

microRNA transcripts are well-ordered and can be statistically inferred based on thermodynamic 

stability (Lee et al., 2003a).  

 

The function of RNA often relies on the proteins acting as binding partners to the RNA. RNA 

binding proteins (RBPs) are a common class of proteins in the cell, as RNA performs a broad 

variety of essential processes, and can help to stabilize RNA molecules folding into their native 

RNA structures. Proteins can behave as chaperones for some RNA structures and can facilitate 

RNA annealing and other RNA-RNA interactions, roles that are essential for many of the 

processes in the biogenesis and activity of microRNAs (Rajkowitsch et al., 2007).  

 

1.2.2 Discovery and Conservation of RNAi in Other Species 
 

The central dogma of biology describes the transcription of RNA from the DNA of the genome 

and the translation of the RNA into protein. However, in the mid-1990’s the idea of post-
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transcriptional gene silencing emerged, where protein expression changed based on regulation 

by non-protein coding RNAs. Multiple types of non-coding RNA have been found in many 

species and forms, both before and since. The concept of RNA interference, or transcripts of 

anti-sense RNA which bind to protein-coding RNA, preceded the discovery of the post-

transcriptional gene silencers in humans (Allison, 1972). Natural anti-sense transcripts were 

found to regulate biological processes in bacteria, and in retroviruses, anti-sense transcripts 

were found at genetic loci overlapping with the sense transcripts they regulated (Coleman et al., 

1984; Mizuno et al., 1984; Vanhee-Brossollet et al., 1995). Later it was found that 

experimentally injected RNA could hybridize to endogenous messenger RNA and interfere with 

gene expression by an antisense mechanism (Fire and Xu, 1995). The technique of injecting 

double-stranded RNA (dsRNA) was used to characterize the function of genes in different 

pathways of Caenorhabditis elegans and Drosophila melanogaster by interfering with gene 

expression. DsRNA was used to interfere with genes in the wingless pathway of D. 

melanogaster (Kennerdell and Carthew, 1998) and also revealed the contribution of genes to 

essential biological processes, as in the study of the nautilus gene, where interference affected 

embryonic somatic muscle formation (Misquitta and Paterson, 1999). In plants, viral resistance 

and post-transcriptional gene silencing could be induced by transforming dsRNA into cells 

(Waterhouse et al., 1998). 

 

The first microRNAs were discovered in C. elegans, and originally referred to as small temporal 

RNAs (stRNAs) because they were involved in regulation of cell fate and progression of 

development in a temporal manner. The first two microRNAs, lin-4 and let-7, were expressed 

stage specifically and controlled developmental transitions (Lee and Ambros, 2001). Study of 

the lin-4 gene in C. elegans showed two transcripts of 22 and 61 nt containing the lin-4 

sequence which did not encode a protein and demonstrated a hairpin RNA secondary structure 

in the 61 nt transcript. There were also complementary sequences to the lin-4 transcripts in the 

3’UTR of the lin-14 mRNA, indicating potential anti-sense RNA-RNA regulation (Lee et al., 

1993). 

 

Other microRNAs were found using the features of lin-4 and let-7 as criteria - transcripts were 

sought with a length of around 22 nt, and precursors with a length of about 60-65 nt. Finding 

conserved regions of the genome between C. elegans and C. briggsae and checking for RNA 

secondary structures at these locations helped to determine many initial microRNA mature 

sequences and their hairpin precursor sequences in worms (Lee and Ambros, 2001). 
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Meanwhile Lagos-Quintana et al showed numerous microRNA mature and precursor transcripts 

were found in vertebrates and invertebrates, from D. melanogaster, Xenopus laevis, and Danio 

rerio, to human and mouse (Lagos-Quintana et al., 2001). These seminal discoveries prompted 

investigation into how many microRNAs existed and whether other non-coding RNA regulators 

could be found in human or other species. 

 

One factor that supported the importance and prevalence of microRNA and post-transcriptional 

regulation by dsRNA across many different species was the ubiquity of the RNase III proteins of 

the Dicer family involved in cleavage of dsRNAs (Nicholson and Nicholson, 2002). The similarity 

of outcomes in microRNA function to RNA interference led to the finding that both pathways 

used the same Dicer and RNA-induced silencing complex (RISC) assembly proteins, but that 

siRNA appeared to use perfect complementarity to its mRNA target while the many of the 

microRNAs discovered initially did not demonstrate full complementarity with their targets 

(Elbashir et al., 2001; Hutvagner and Zamore, 2002). This finding expanded use of the RNAi 

method, from transfection of dsRNA to in vitro injection of synthesized short hairpin RNAs 

(shRNAs), as a technique to target specific genes and silence expression (Paddison et al., 

2002). 

 

MicroRNAs and the cellular machinery they employ are evolutionarily conserved throughout 

bilateria, and after their initial discovery in C. elegans they were found across numerous other 

phyla - chordates, hemichordates, echinoderms, mollusks, annelids, and anthropods. They are 

not found in basal metazoans, such as cnidarians and poriferans, and were originally thought to 

be absent in single-celled organisms (Pasquinelli et al., 2003). However, they were later found 

in single-celled algae, Chlamydomonas reinhardtii, and despite being found in smaller levels in 

simple organisms, it is likely that they played a role in gene regulation in early evolution (Molnar 

et al., 2007; Zhao et al., 2007a).  

 

It was noted in the initial discovery of microRNA by different groups that the expression of a 

particular microRNA could be found in one cell type in a species but not in others (Lagos-

Quintana et al., 2001; Lau et al., 2001; Lee and Ambros, 2001). In a study identifying tissue-

specific microRNA in the mouse, expression of one particular microRNA could dominate the 

microRNA population of a tissue, for instance, it was found that miR-1 accounted for 45% of all 

mouse microRNAs found in the heart, 72% of all cloned microRNAs in the liver consisted of 

miR-122 and variations, and miR-143 had the highest frequency in the spleen (Lagos-Quintana 
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et al., 2002). As well, expression of some microRNAs only occurs in one stage of cell 

differentiation while other microRNAs are expressed throughout development (Lagos-Quintana 

et al., 2002; Lau et al., 2001; Lee and Ambros, 2001). 

 

1.2.3 Different Forms of Small Non-Coding RNA 
 

Aside from microRNA, other types of non-coding RNA play critical roles in human cells. A 

survey of the human genome by the GENCODE project revealed that there are an estimated 

9078 small non-coding RNA genes, only 3086 of which are microRNA (Hrdlickova et al., 2014). 

As discussed, many microRNAs are tissue-specific or temporally regulated, and certain subsets 

of microRNA are only expressed during a particular developmental stage. Other types of small 

non-coding RNAs, such as small nuclear RNAs (snRNAs) and small nucleolar RNAs 

(snoRNAs), perform functions that are very separate and distinct from microRNA, but can be 

confused for microRNA in sequencing experiments due to their similar size. 

 

One type of small non-coding RNA is the small nuclear RNAs family (snRNAs). The snRNAs 

are involved in splicing pre-mRNA, by making complexes with proteins termed small nuclear 

ribonucleic proteins (snRNPs). Five snRNPs form the spliceosome, which removes introns and 

joins exons from pre-mRNA to form mRNAs. Small nucleolar RNAs facilitate ribosome 

biogenesis and share a similar protein-binding component and structure as snRNAs (Peculis, 

2000).  

 

A small ncRNA family closely related to the snRNAs is the small nucleolar RNAs (snoRNAs) 

group. These are small RNAs involved in site-specific methylation and pseudouridylation of 

other RNAs in the nucleus, where they are localized (Holley and Topkara, 2011). SnoRNAs 

perform over 200 modifications on ribosomal RNA (rRNA), allowing it to be processed from the 

nucleus and form the ribosome complex with their ribosomal proteins counterparts (Filipowicz et 

al., 1999; Liang et al., 2009). Other snoRNAs are retained in nucleoplasmic domains called 

Cajal bodies, leading to the designation “scaRNAs,” and guide the processing of spliceosome 

snRNAs. In higher organisms, almost all snoRNAs are encoded by introns and form complexes 

with proteins in the nucleus, small nucleolar RNA ribonucleoprotein (snoRNP) (Matera et al., 

2007).  
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In the earliest stages of development, microRNAs exert an effect through the embryonic stem 

cell cycle (ESCC) microRNAs (Asikainen et al., 2015). These microRNAs sensitively regulate 

developmental gene expression and afford a greater degree of plasticity and robustness to cell 

fate determination (Asikainen et al., 2015). ESCC microRNAs primarily control G1 checkpoint 

regulation, and often share common seed sequences (Asikainen et al., 2015).  

 

Another type of microRNA found in the embryonic stage is the microRNA-offset-RNAs 

(moRNAs) (Asikainen et al., 2015; Zhou et al., 2012). The function of the moRNAs still remains 

unknown, but they are located adjacent to mature microRNA sequences in the 3p and 5p arm of 

normal microRNA hairpins (Langenberger et al., 2009). Though they have low expression, they 

are present in higher fractions in hESCs and appear important in early stages of development 

(Shi et al., 2009). Interestingly, these microRNA are cleaved from a different arm of the hairpin 

than the canonical mature microRNA, and 5p arm moRNAs commonly come from a hairpin 

where the mature microRNA is on the 3p arm (Asikainen et al., 2015).  

 

There are also piwi-interacting RNAs (piRNAs), which are longer, 27-30 nucleotides with a 5’-

terminal uridine. It was formerly thought that their expression was restricted to the germ line 

cells, since one class of piRNAs appears highly expressed at the pachytene stage of sperm 

development (Aravin et al., 2007; Brennecke et al., 2007). However, piRNAs can be expressed 

in different types of progenitors, such as cardiac cell progenitors, and play an important role in 

regulation of transposable elements in gametogenesis, embryogenesis, and stem cell 

maintenance (Toth et al., 2016; Watanabe and Lin, 2014). 

 

1.2.4 Biogenesis of microRNA 
 

The DICER1 and Argonaute proteins were identified as part of the biogenesis machinery shortly 

after the discovery of microRNA, but the full characterization of microRNA biogenesis remained 

to be elucidated and is still ongoing. The mechanisms at each stage of microRNA processing 

have been studied extensively in the past decade and a half. MicroRNAs are processed from 

primary-microRNA transcribed from DNA by RNA polymerase II (Lee et al., 2003b; Lee et al., 

2002; Lee et al., 2004). An exception is the microRNAs transcribed from the C19BC cluster, 

which are interspersed between Alu repeats and are transcribed by RNA polymerase III. 
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Genomic analysis revealed that ~50 microRNAs are found in Alu element areas and may also 

be transcribed by RNA polymerase III (Borchert et al., 2006).  

 

The primary microRNA transcript, or pri-miRNA, can be several kilobases long and contain a 3’ 

polyadenylated tail as well as 5’ 7-methyl guanylate (m7G) cap (Cai et al., 2004; Lee et al., 

2004; Smalheiser, 2003). Lau NC et al originally noted that microRNAs found in the same 

genomic cluster appeared to be concordantly expressed (Lau et al., 2001) and Lee Y et al found 

that polycistronic microRNA in tandem in the genome were processed from a single transcript 

into multiple 70 nt microRNA precursors (Lee et al., 2002). Primary microRNA transcripts can 

function as both pri-miRNA and mRNA, as they share similar structural features, including 

polyadenylation and 5’ capping. A transcript can produce both mRNA and microRNA, with the 

pre-microRNA cleaved from the 3’UTR or intronic regions of the transcript while the remaining 

transcript is processed as mRNA (Figure 1.1) (Cai et al., 2004).  

 

 

 
Figure 1.1- Biogenesis of microRNAs.   
In the nucleus, the primary microRNA transcript is transcribed by RNA polymerase II and cleaved into a precursor 
microRNA hairpin by the microprocessor complex composed of DROSHA and DGCR8. The precursor microRNA is 
transported to the cytoplasm by EXP5 and loop of the hairpin is cleaved by DICER, followed by loading and 
unwinding of the microRNA duplex in AGO. AGO-microRNA interacts with GW182 and other sets of proteins to form 
RISC and regulate bound mRNA targets. 
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The RNase III enzyme DROSHA cleaves primary microRNA transcripts into microRNA 

precursors, or pre-microRNA, in the nucleus with the interaction of the RNA binding protein 

DiGeorge syndrome chromosomal region 8 (DGCR8), which together with DROSHA makes the 

microprocessor complex (Figure 1.1) (Gregory et al., 2004; Han et al., 2004; Lee et al., 2003b). 

DROSHA and the DICER1 protein, which is involved at a later step in biogenesis, are both 

endoribonucleases of the RNase III family that bind and cleave dsRNA (Lamontagne et al., 

2001). DGCR8 acts as a molecular ruler, interacting with and spacing DROSHA 11-bp from the 

base of the microRNA stem, positioning the two RNase domains of DROSHA to cleave both 

strands of the microRNA duplex. The typical structure of pri-miRNA includes the hairpin loop, 

stem, and base, a junction between the stem and flanking single strands of RNA upstream and 

downstream (Figure 1.2a). The average length of the hairpin stem is 33-bp, and the distance 

between the base of the stem and DROSHA cleavage is 11-bp or one helical turn of a nucleic 

acid duplex, which produces the ~22-bp RNA hairpin (Figure 1.2a) (Han et al., 2006; Zeng and 

Cullen, 2005; Zeng et al., 2005). Pre-microRNAs are not always produced by the 

microprocessor complex - some are created from introns and released from transcripts during 

the process of splicing (Berezikov et al., 2007; Okamura et al., 2007; Ruby et al., 2007). The 

microRNA precursors are exported from the nucleus by Exportin-5, a Ran-dependent nuclear 

transport receptor family member (Bohnsack et al., 2004; Kim, 2004; Lund et al., 2004; Yi et al., 

2003). The protein recognizes pre-miRNA based on the structure of the stem, sensing duplex 

RNA of a defined length rather than the sequence or the hairpin loop structure, and uses the 1-4 

nucleotide overhang at the 3’ end to bind and export the precursor (Figure 1.1) (Lund and 

Dahlberg, 2006; Zeng and Cullen, 2004).  

 

The pre-miRNA is subsequently processed by another RNase III enzyme, DICER1, which 

cleaves the loop of the hairpin and generates a 19-25 nucleotide duplex with two nucleotide 

overhangs at each of the 3’ ends (Figure 1.2b) (Bernstein et al., 2001; Grishok et al., 2001; 

Hutvagner et al., 2001; Ketting et al., 2001). Two proteins, TRBP and PACT, have dsRNA 

binding domains and bind similarly and by mutual exclusion to DICER1 and the pre-miRNA. 

TRBP and PACT stabilize the DICER1-pre-microRNA complex during cleavage of the hairpin 

before loading of the microRNA duplex onto the RNA induced silencing complex (RISC) (Figure 

1.1) (Chendrimada et al., 2005; Haase et al., 2005; Lee et al., 2006; Wilson et al., 2015).  
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Figure 1.2 - DROSHA and DICER cleavage of primary microRNA and microRNA precursors 
a. DROSHA and DGCR8 compose the microprocessor complex, which cleaves primary microRNA transcripts about 
11nt or one helical turn from the bottom of the hairpin stem. b. DICER protein cleaves the precursor microRNA at the 
base of the apical loop with the two RNase III domains positioned at the top of the hairpin stem. 
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1.2.5 microRNA Target Binding 
 

The function of microRNAs, to bind and regulate targets, begins with the process of RNA 

induced silencing complex (RISC) loading. The microRNAs associate with the Argonaute 

proteins to form the core of RISC, undergo duplex unwinding, and bind to mRNA targets. To 

mediate silencing and control expression of microRNA targets, AGO recruits other proteins after 

binding the target.  

 

In the first stage of microRNA target binding, small RNA-duplex intermediates processed by 

DICER1 are taken up by one of four human Argonaute (AGO) proteins to form pre-RISCs 

(Kawamata et al., 2011). The microRNA duplexes are loaded into RISC in an ATP-dependent 

manner and require functional HSC70 and HSC90 chaperone machinery to incorporate into an 

AGO protein (Iki et al., 2010). The AGO protein family members consist of four conserved 

proteins domains, the terminal N domain, the carboxy-terminal PIWI domain with a RNase H-

like fold, the PAZ domain, and the MID domain in the middle of the protein (Figure 1.3). The 

MID domain contains a basic 5’ binding pocket at its interface with the PIWI domain, which 

recognizes the 5’ terminal phosphate group of the microRNA and structurally favors uracil in 

terminal nucleobase binding (Boland et al., 2011; Frank et al., 2010; Ma et al., 2005; Song et al., 

2004; Wang et al., 2008a; Yuan et al., 2005). The PAZ domain anchors the 3’ end of the 

microRNA in a hydrophobic cavity containing an oligonucleotide binding fold (Chen et al., 2008; 

Landthaler et al., 2008; Ma et al., 2005; Wang et al., 2008b). Each of the human AGO proteins 

regulate gene expression through mRNA degradation or translational repression of targets, 

however, unlike the other family members, the AGO2 protein retains catalytic RNase activity in 

the RNaseH fold of the PIWI domain and plays a role in RNAi as well (Jonas and Izaurralde, 

2015).  

 

Each of the four human AGO proteins is functionally equivalent at binding bulged microRNA 

duplexes and accept microRNA bulged duplexes with equal affinity, while AGO1 and AGO2 

accept perfectly matched siRNAs with greater affinity than AGO3 and AGO4 (but only AGO2 

has cleavage activity due to its RNaseH fold) (Gan and Gunsalus, 2013; Su et al., 2010). The 

strand of the microRNA duplex with a lower thermodynamic stability in the first 1-4 bases of the 

5’ end is selected from the duplex and incorporated while the other strand is degraded after 

unwinding (Khvorova et al., 2003; Schwarz et al., 2003). The incorporated strand, known as the 

guide strand, will later bind to target mRNAs. The unwinding of a microRNA duplex is driven by 
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the N-domain of Argonaute and does not require energy input (Kawamata et al., 2009; Kwak 

and Tomari, 2012). For duplexes that are highly complementary, AGO2 cleaves the 

phosphodiester bond of the passenger strand between nucleotides 10 and 11 of the guide 

strand, leading to instability and what is termed “slicer-dependent unwinding” (Leuschner et al., 

2006; Matranga et al., 2005; Miyoshi et al., 2005; Rand et al., 2005). For AGO1, 3, and 4, the 

mismatches in the microRNA duplex in the 3’ region or mid region create instability and 

unwinding is independent of cleavage activity (Kawamata et al., 2009; Yoda et al., 2010).  

 

 

Figure 1.3 - RISC loading 
a. Argonaute proteins have four domains, the N-terminal domain (N), the PAZ domain which binds the 3’ end of the 
guide microRNA, the MID domain, and the PIWI domain. The latter two form a hydrophilic interface that bind the 5’ 
end of the guide microRNA, favouring uracil. b. MicroRNA duplexes are made by DICER and based on their 
complementarity (extensive, or nearly perfect, or imperfect) they are loaded into AGO2 or AGO1, 3, 4. The red part of 
the duplex symbolizes the seed sequence and the blue the rest of the microRNA duplex or hairpin. The cap structure 
is symbolized by a black dot. 
 



 13 

Once the duplex is unwound and the strands separated, the AGO with a single-stranded small 

RNA bound is referred to as mature RISC, holo-RISC, or simply, RISC. In the Argonaute 

protein, microRNA binding the mRNA target involves a 2-step process and relies on a feature of 

the microRNA known as the “seed.” Early studies in microRNA research showed that although 

microRNAs did not rely on perfect complementarity to inhibit their targets, the 5’ end of the 

microRNA showed conserved pairing at nucleotide positions 2-7 or 2-8 of the sequence, a motif 

that became known as the “seed” site (Lewis et al., 2003). In RISC, the Argonaute protein 

anchors the phosphate backbone of the microRNA, ordering the conformation of the microRNA 

so that the bases in the seed region are exposed to solvent (Wang et al., 2008a; Wang et al., 

2008b). This lowers the entropy of the binding and increases affinity for the mRNA target. The 

binding of the target sequence to the seed in the 5’ region of the microRNA is the first step, 

followed by annealing to the 3’ region of the microRNA (Cevec and Plavec, 2010; Cevec et al., 

2008).  

 

The microRNA seed can include a match at the 8th position, the 7mer-m8, which is the most 

common, or the target can have an A across from position one, the 7mer-1A site. Some pairings 

have both the match at the 8th position and the A in positon 1, making what is known as an 8mer 

site (Figure 1.4) (Bartel, 2009). In an in vivo study of microRNA targeting in Drosophila, the 

functional importance of the first eight nucleotides of the 5’ end of the microRNA was confirmed 

(Brennecke et al., 2005b). In most microRNAs, multiple mismatches in the 3’ end or disruption 

of base pairing outside the 5’ conserved seed did not decrease the regulatory ability of the 

microRNA, and mismatches at position 1, 9, or 10 had little to no effect on repression 

(Brennecke et al., 2005b). The interaction between the 5’ seed region and the microRNA’s 

target depends on as few as four base pairs in positions 2-5 for effective target regulation. 

Interestingly in this study, complementarity between the target and bases 1-4 of the microRNA 

was ineffective in repressing expression of the target. Seed lengths of 4 nucleotides (4-mer), 5 

nt, or 6 nt beginning at position 3 were also less effective (Brennecke et al., 2005b). This is 

likely due to the structural conformation the microRNA seed takes once bound to the Argonaute 

protein. 

 

However, it was observed that some microRNA-target interactions have conserved pairing in 

the 3’ region of the microRNA to increase the efficacy of binding to the target (Grimson et al., 

2007). The conserved pairing between the 3’ region of a microRNA and target is given the term 

“3’- supplementary site” and relies on Watson-Crick base pairing between nucleotides 13-16 of 
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the microRNA (Friedman et al., 2009). As well, about 5% of the 44,000 seed-target pairings 

analyzed in one study showed conserved pairing in the 3’ region (Friedman et al., 2009). Some 

microRNAs rely on conserved base pairing in the 3’ region to compensate for weaker interaction 

between the seed and target when single-nucleotide mismatches or bulges in the seed occur, 

since a bulge in the seed binding region would be less thermodynamically favourable (Friedman 

et al., 2009).  In a more recent study, the physical base pairing interactions between microRNA 

and their targets were assessed using a crosslinking immunoprecipitation method and covalent 

ligation of endogenous Argonaute-bound RNAs (CLEAR-CLIP) (Moore et al., 2015). This study 

revealed that microRNAs can have many binding sites in introns as well as the 3’UTR and CDS 

binding sites. It was found that microRNA pairing uses seed-pairing as well as auxillary pairing 

in the non-seed regions (Moore et al., 2015). Instead of conflicting with past results, this may a 

more specific type of microRNA regulation.  The non-seed pairing can differ between microRNA 

family members with shared seed sequences, and appear to give more distinct silencing 

functions, which means the 3’ affects binding specificity in many cases as well (Moore et al., 

2015). 
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Figure 1.4 - Types of microRNA binding to mRNA targets 
The seed of the microRNA is formed primarily by nucleotides 2-7 (7mer-m8), but variations of this exist. The AGO 
proteins favour a uracil base in the first position of the microRNA, so a corresponding A in the mRNA target is 
common (8-mer) or can compensate for no match at position 8 (7mer-1A). There are also more rarely cases where 
the 3’ region of the microRNA has complementarity for compensating a mismatch in the seed region binding.  
 

Cleavage by AGO2 is thought to proceed at a high catalytic rate, while “bulged” microRNA 

target sequences with imperfect complementarity proceed with a slower rate of catalysis (Cevec 

and Plavec, 2010; Cevec et al., 2008; Cevec et al., 2010).  
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1.2.6 microRNA Targeting and Regulation 
 

In their initial discovery let-7 and lin-4 appeared to regulate the expression of protein without 

degradation of mRNA species, thus it was thought that microRNAs were primarily repressors of 

protein translation (Olsen and Ambros, 1999; Seggerson et al., 2002). However, later studies 

showed that for ≥84% of proteins undergoing some degree of translational repression, mRNA 

destabilization occurred as well, leaving a smaller fraction of proteins regulated independently 

by microRNAs than previously thought (Guo et al., 2010). Genome-wide measurements of the 

effects of microRNAs on protein and mRNA levels, combined with ribosome profiling 

experiments, have shown that the degradation of mRNA targets accounts for 66-90% of 

microRNA mediated repression at steady state (Baek et al., 2008; Eichhorn et al., 2014; Guo et 

al., 2010; Hendrickson et al., 2009; Selbach et al., 2008; Subtelny et al., 2014). As well, the 

degree of protein expression change was not as large as that of the mRNAs, in one study, 

proteins showed reductions no larger than four-fold while the mRNA changes were considerably 

larger (Baek et al., 2008; Selbach et al., 2008). Thus, there has been revision of the original 

idea that microRNA regulation is primarily through translational inhibition, though it still occurs 

for a smaller proportion of microRNA targets.  

 

Inhibition of gene expression can occur in a number of ways, and involves groups of proteins 

that seem to continually increase in size and complexity. The most studied and essential AGO 

partners are GW182 proteins - AGO-bound mRNA targets interact with effector complexes 

through the GW182 proteins. GW182 proteins co-purify with AGO proteins based on the strong 

interaction of the Argonaute PIWI domain to GW182. GW182 proteins function as flexible 

scaffolds and recruit other protein complexes to AGO that carry out deadenylation or 

destabilization of mRNA (Fabian and Sonenberg, 2012). GW182 proteins have two functional 

domains, the amino-terminal AGO-binding domain and the carboxy-terminal silencing domain 

(SD), which is predicted to be mainly unstructured and disordered. GW182 proteins feature 

multiple tryptophan (W) and glycine (G) containing motifs and are 182 kDa in size - hence the 

name GW182 (Eulalio et al., 2009a; Eulalio et al., 2009c; Eulalio et al., 2009d). AGO2 can 

cleave mRNA targets by catalytic RNase H activity, but the other three AGO proteins rely on 

cooperation with GW182 to recruit other protein cofactors and carry out mRNA degradation or 

translational inhibition. If the residues involved in GW182 interaction with AGO1 are mutated, 

the ability of AGO to regulate targets is abolished (Eulalio et al., 2008). 
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The proposed method of translational inhibition is through inhibiting the eIF4F complex 

association with the 43S ribosome subunit at the beginning of initiation. As the messenger RNA 

is transcribed from DNA, two structures are added to the mRNA, a poly-adenylate (polyA) tail at 

the 3’ end and methyl-7-guanosine (m7G) cap at the 5’ end (Colgan and Manley, 1997; 

Cowling, 2010). At the beginning of translation, the 43S pre-initiation complexes begin to 

associate, and the core initiation factors contain the eIF4F 5’ cap-binding complex. This 

complex consists of three subunits - the scaffold protein eIF4G, the DEAD-box RNA helicase 

eIF4A that unwinds the 5’ mRNA secondary structure, and the eIF4E protein that interacts with 

the 5’ cap (Edery et al., 1983; Grifo et al., 1983; Sonenberg et al., 1979). The polyA binding 

protein (PABPC) interacts with eIF4G in the eIF4F complex and enhances translation through 

the circularization of mRNA (Gallie, 2014; Sachs and Varani, 2000). The circularization of 

mRNA stabilizes the eIF4E interaction with the cap and increases the rate of translational 

initiation (Figure 1.5) (Culjkovic et al., 2007; Kahvejian et al., 2005). Recent studies have 

determined that the block in initiation is due to the interference in assembly of eIF4F complex 

caused by microRNA RISC (miRISC) triggering dissociation of eIF4AI and eIF4AII (Figure 1.5) 

(Fukao et al., 2014; Fukaya et al., 2014). From there, the binding of the 40S subunit to the 

eIF4F complex may be hindered, or the initiation may be halted at the formation of the 80S 

ribosomal unit (Mathonnet et al., 2007). 
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Figure 1.5 - Mechanism of microRNA regulated translational repression 
The GW182 protein has large disordered regions with Glycine (G) and Tryptophan (W) residues that bind to AGO and 
other proteins through their W-binding pockets. PABPC interacts with the eIF4F cap-binding complex and brings its 
interaction partner, RISC, closer to the eIF4A protein that recruits the 40S subunit. The proximity of RISC interferes 
with assembly of the other ribosome subunits. 
 

In the mRNA deadenylation, decapping, and degradation pathway, GW182 recruits complexes 

for different forms of inhibition. GW182 is essential to the silencing mechanism of microRNA 

because it binds through multiple W-containing motifs not only to AGO proteins, but to the 

deadenylase complexes, PAN2:PAN3 and CCR4:NOT1, which carry-out deadenylation and 

degradation of mRNA targets (Figure 1.6) (Behm-Ansmant et al., 2006; Braun et al., 2011; 

Chekulaeva et al., 2011; Fabian et al., 2011). Crystal structures of these protein interactions 

show that the deadenylase complexes PAN2:PAN3 and CCR4:NOT1, as well as AGO, have 

hydrophobic W-binding pockets exposed on their surfaces, into which the W residues of GW182 

are inserted (Chen et al., 2014; Christie et al., 2013; Mathys et al., 2014). The PABPC domain 

MLLE binds to the PABP-interacting motif 2 (PAM2) of GW182 and the C-terminal domain of 

PAPBC binds to a PAM2 in PAN3 of the PAN2:PAN3 complex (Figure 1.6) (Jinek et al., 2010; 

Kozlov et al., 2010; Siddiqui et al., 2007; Wolf and Passmore, 2014). Cleavage of the polyA tail 

is performed by PAN2 in the PAN2:PAN3 complex and by CCR4 and CAF1 of the CCR4:NOT1 
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complex, with PAN2 initiating deadenylation by cutting the tail to ~110nt and CCR4:NOT1 

performing cleavage of the final 20-25 nucleotides (Figure 1.6) (Boeck et al., 1996; Brown and 

Sachs, 1998; Tucker et al., 2001; Wolf and Passmore, 2014; Yamashita et al., 2005). The 

mRNA can be degraded 3’ to 5’ by an exonuclease after deadenylation, or the decapping 

protein complex DCP1:DCP2 removes the 5’ m7G cap and the mRNA is degraded then by 

XRN1, a 5’ to 3’ exonuclease (Figure 1.6) (Coller and Parker, 2004; Grosset et al., 2000; 

Yamashita et al., 2005). Chen and Mathys also found that DDX6 binds to the NOT1 MIF4G 

domain and interacts with the DCP1:DCP2 complex, providing the missing link between 

deadenylation and decapping (Chen et al., 2014; Mathys et al., 2014).  

 

 
Figure 1.6 - Mechanisms of mRNA degradation 
The mRNA is degraded by recruitment of deadenylation complexes to the polyA tail through GW182 and PABPC, 
and the mRNA species is decapped by the CCR4:NOT1 deadenylation complex interaction with the decapping 
complex DCP1:DCP2 through the DDX6 protein. Decay of the mRNA occurs 5’ to 3’ by the XRN1 nuclease. 
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In addition to a revision of the dominant mode of microRNA regulation, our understanding of 

certain microRNA rules have undergone significant changes since their inception over a decade 

ago. The number of genes regulated by an individual microRNA was initially estimated to be 

low. Lim LP et al calculated that 15-30% of the genome was regulated by microRNAs and that 

approximately 100 transcripts were controlled by one microRNA using microarray data from 

transfection of microRNA into HeLa cells (Lim et al., 2005). Development of microRNA target 

prediction algorithms based on seed-binding sequence motifs in the 3’UTR of mRNA transcripts 

provided larger estimates, predicting hundreds of targets per vertebrate microRNA (Krek et al., 

2005). An overhaul of the computational tools used to find microRNA targets predicted over 

60% of human protein-coding genes contained sequences pairing to miRNAs in their 3’UTRs 

(Friedman et al., 2009). However, computational prediction programs may overestimate the 

number of targets for a microRNA. 

  

Another paradigm that has been altered in recent years is the binding position of the microRNA 

within its mRNA target and the base pairing involved in stabilizing this interaction. As previously 

discussed, the most common type of microRNA target regulation appeared to occur by the 5’ 

seed region of the microRNA binding to sequence motifs in the 3’UTR of the mRNA target, but 

new evidence has include the non-seed regions as involved in binding as well (Lai, 2002). 

Further genomic analysis of seed pairing patterns found that microRNAs could have target sites 

in the coding domain sequence (CDS) and 5’ untranslated region (5’UTR) of a transcript as well 

as the 3’UTR (Lewis et al., 2005). The microRNA binding sites in the CDS of the transcript 

appear to have less effective regulation of targets than binding sites in the 3’UTR, however 

(Selbach et al., 2008). The 5’UTR sites targeted by microRNAs often have a higher degree of 

local secondary structure in their 5’UTR (Gu et al., 2014). Additionally, microRNA binding sites 

in the 5’UTR have been shown to enhance gene expression as well as downregulate it (Master 

et al., 2016; Zhou and Rigoutsos, 2014). The seed to 3’UTR pattern is still used extensively in 

prediction of microRNA targets, though other tools have developed to incorporate prediction of 

other target sites in other regions of the mRNA target.  

 

 As mentioned, in previous studies the microRNA seed to target interaction appeared to depend 

largely on the conservation of the sequence in the 5’ region of the microRNA, with disruption of 

the 3’ region having little effect on regulation. However, in a smaller subset of target sites, it 

appeared that conservation in the 3’ region of the microRNA could supplement or compensate 

the 5’ seed region pairing. In another exception to the 5’ conserved seed rule, microRNAs can 
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sometimes target transcripts by their central nucleotides instead of seed sequence (Martin et al., 

2014). This is a conserved class of microRNAs which implements the conserved region of 11-12 

base pairs in the middle of the microRNA and represses protein output without cleavage 

catalyzed by Argonaute proteins (Shin et al., 2010). 

 

MicroRNA were once thought to be faster regulators of transcription than a regular transcription 

factor protein because transcribing a pri-miRNA would take less time than transcribing, 

processing, and translating a protein (Lee and Ambros, 2001). However, a mathematical, kinetic 

model of microRNA regulation taking into account dissociation, binding, and decay rates of 

microRNA and RISC found that the rate of regulation was slower than previously considered. 

The bottleneck in time-scale may be due to slow decay of proteins compared to mRNAs or the 

time required for microRNA to bind to an Argonaute protein (Hausser et al., 2013). As the 

understanding of microRNA regulation has developed over the past decade and a half, the short 

non-coding RNAs seem to continually produce surprises and grow in complexity, both in terms 

of their regulatory action, and how the expression of mature microRNA is controlled in the cell, 

as discussed in the next section. 

 

1.2.7 Regulation of microRNA Expression 
 

MicroRNA control expression of the majority of genes in mammalian systems, but how are 

microRNAs regulated themselves? The first microRNAs discovered in C. elegans, lin-4 and let-7 

were controlled temporally through cis-acting elements (Lee et al., 1993). Heterochronic genes 

that are turned on at different stages of development often control microRNA genes in C. 

elegans (Reinhart et al., 2000). Similarly, expression of microRNAs may be regulated in 

response to various stimuli and dependent on the tissue or transcription factors expressed. 

Expression may be regulated by increases or decreases in methylation of the surrounding 

genome, and microRNAs can also potentially act to inhibit or promote their own epigenetic 

regulation through the proteins they target (Rouhi et al., 2008).  

 

MicroRNA are regulated at various levels of their biogenesis. The proteins involved in 

biogenesis and RNA binding proteins (RBPs) that interact with the microRNA hairpin structure 

keep the expression of microRNA carefully controlled and are under strict control themselves. In 

the nucleus of the cell, the primary microRNA transcript is stabilized by capping and adenylation 
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in a similar fashion as a normal mRNA, and therefore is sensitive at this level to any mutations 

or expression changes in the proteins performing these steps. When DROSHA and DGCR8 

form the microprocessor complex together with the hairpin structure of the pri-miRNA, other 

proteins may bind to the hairpin to coordinate or interfere with the microprocessor. Two 

homologs of the microRNA binding protein LIN28, LIN28A and LIN28B, bind to the pri-let-7 or 

pre-let-7 terminal loop and prevent cleavage by DROSHA and DICER (Figure 1.7a) (Wang et 

al., 2015a). DROSHA is also partially modulated by RBPs regulating a specific subset of 

microRNAs, such as DDX5 (p68) and DDX17 (p72), which control a number of miRNAs related 

to cell growth and proliferation (Fukuda et al., 2007; Fuller-Pace and Moore, 2011; Obernosterer 

et al., 2006). SMAD  transcription factor proteins also regulate a specific subset of microRNAs in 

response to transforming growth factor-beta (TGFβ) and bone morphogenetic protein (BMP) 

growth factor activation, which cause SMAD proteins to complex with DDX5 and increase 

DROSHA cleavage of pri-miR-21 to pre-miR-21 (Figure 1.7b) (Davis et al., 2008). DROSHA and 

DGCR8 are carefully auto-regulated, since DGCR8 stabilizes DROSHA in the microprocessor 

complex, but in its mRNA form DGCR8 includes a hairpin loop in its second exon that is cleaved 

by DROSHA and decreases DGCR8 expression. This feedback loop is maintained throughout 

evolution (Figure 1.7c) (Han et al., 2009; Kadener et al., 2009).  

 

DROSHA regulation of microRNA expression may be affected by a large array of other proteins, 

as it is found in a small complex with DGCR8 but also in a large multi-protein complex 

containing E-wing sarcoma family proteins, dsRBPs, hnRNPs and RNA helicases. Knockdown 

of any of these interacting proteins can lead to increased microRNA and dysregulation of their 

targets (Figure 1.7d) (Gregory et al., 2004; Kim et al., 2014a), though whether the mechanism is 

through binding DROSHA or RNA has not been elucidated for all cases. When DROSHA is 

regulated by hnRNPA1 the protein binds specifically to the hairpin loop of pri-miR18a. 

Interestingly, hnRNPA1 does not bind other hairpins in the miR-17-92 cluster, but binding the 

hairpin loop of miR-18a makes a more favourable conformation for Drosha to cleave (Guil and 

Caceres, 2007; Michlewski et al., 2008). 
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Figure 1.7 - Regulation of DROSHA activity 
a. DROSHA or DICER cleavage can be inhibiting by LIN28 binding to the pri-let7 or pre-let7 microRNA hairpin. b. 
Numerous RBPs bind to primary microRNAs and regulate DROSHA to enhance microRNA expression. c. DROSHA 
and DGCR8 proteins auto-regulate, as DGCR8 stabilizes DROSHA in the microprocessor complex and DGCR8 is 
limited by DROSHA due to a hairpin in the second exon of the DGCR8 mRNA, which is cleaved by DROSHA. d. 
Various proteins form large complexes with DROSHA and decrease expression of certain microRNAs.  
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Since DICER1 cleavage of the loop of pre-miRNA is also an essential step in microRNA 

biogenesis, it behaves as a sensitive regulator of microRNA expression. DICER1 itself can be 

downregulated by the RNA binding protein AUF1 binding to DICER1 mRNA, reducing its 

stability by binding to sites in the 3’UTR and coding sequence (Abdelmohsen and Gorospe, 

2012). The DICER1 mRNA also contains binding sites for let-7 microRNA, which decreases 

expression of DICER1 and creates a negative feedback loop (Forman et al., 2008; Tokumaru et 

al., 2008). DICER1 interacts with various dsRBD proteins that bind to the pre-miRNA, one of the 

most prominent being TRBP, which has three dsRBDs. A subset of microRNAs is highly 

dependent on TRBP interaction with DICER1 because of conformational changes in DICER1 

induced by TRBP binding. Lack of conformational change in DICER1 disrupts its interaction with 

AGO, and decreases expression of a subset of microRNAs when TRBP is mutated 

(Chendrimada et al., 2005; Lee et al., 2013; Wilson et al., 2015). The efficiency of pre-miRNA 

processing is modulated through MAPK-ERK phosphorylation of TRBP, which promotes its 

stabilization and conformational changes that allow stronger interaction with DICER1 and 

greater stability of the dsRNA microRNA precursor (Paroo et al., 2009). 

 

Ultimately, the regulation of microRNA is intricately controlled at each biogenesis level and at 

the transcriptional levels by different mechanisms, therefore expression of a portion or all 

microRNAs can be inhibited at multiple stages. This makes pathways and processes that are 

strictly regulated by microRNAs susceptible to damage in diseases not just at the genomic, 

transcription factor or epigenetic level, but the microRNA biogenesis level as well. 

 

1.2.8 The Role of microRNAs in Cancer 
 

Given the nature of microRNAs as transcriptional regulators involved in a multitude of processes 

throughout the cell, normal cellular behavior can become malignant due to changes in 

expression or mutations in microRNA or microRNA processing pathways. Many microRNAs 

play important functional roles in cancer, but global microRNA profiling can also provide useful 

diagnostic or prognostic information about a malignancy. In a study evaluating 217 microRNAs 

in 334 samples of various human cancers, the microRNA profiles could distinguish between 

tumour classifications, even in cases of poorly differentiated tumours, and even potentially 

identify mechanisms of transformation, through differences in microRNA profiles for samples 

with BCR-ABL, TEL-AML1, or RUNX1, and MLL rearrangements (Lu et al., 2005). General 
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downregulation of microRNAs was observed for the tumour tissues compared to normal tissues, 

emphasizing their importance in resisting cancer and suggesting possible impairment of 

microRNA biogenesis (Lu et al., 2005; Thomson et al., 2006). 

 

Additionally, numerous studies have examined incidence of cancer in the event of the loss or 

amplification of microRNAs located in genomic regions associated with fragile sites or those 

containing copy number alterations. In chronic lymphocytic leukemia (CLL), miR-15 and -16 are 

found in the chr13q14 frequently deleted region and regulate the anti-apoptotic protein BCL-2. 

Deletion of these two microRNAs therefore leads to an increase in the BCL-2 target and 

decrease in apoptosis (Calin et al., 2002). In some cases, the microRNA’s genomic region is 

deleted due to location at a fragile site, as with the critical let-7 family of microRNAs, where all 

12 members are found at fragile sites linked to human cancers (Calin et al., 2004). In the 

reverse case, the genomic amplification of the microRNA cluster miR-17-92 is found in diffuse 

large B cell lymphoma and mantle cell lymphoma, and is a major factor in tumourigenesis, 

demonstrating that increased expression of a microRNA can be as detrimental as deletion (He 

et al., 2005; Tagawa and Seto, 2005). 

 

Aberrations in microRNA expression affect tumour development because microRNAs control 

many basic pathways in the cell that are also functionally necessary to cancer, such as cell 

proliferation, differentiation, survival, metabolism, genome stability, inflammation, invasion, and 

angiogenesis (Lin and Gregory, 2015). When microRNAs are downregulated or upregulated due 

to transcriptional activation or genomic amplification/deletion/translocation they can behave as 

tumour suppressors or oncogenes according to the targets that they regulate. Since oncogenic 

microRNAs often have multiple tumour suppressors as gene targets and exhibit significantly 

different expression in cancer, they are often drivers of tumourigensis and referred to as “onco-

miRs” (Hammond, 2006). One of the first microRNA to be discovered, miR-21, is a well-known 

onco-miR, regulating the proteins PTEN (Meng et al., 2007), PDCD4 (Asangani et al., 2008), 

SMARCA4 (Schramedei et al., 2011), MEF2C (Yelamanchili et al., 2010), and numerous other 

tumour suppressors. This microRNA is highly evolutionarily conserved and dysregulated in 

many different types of cancer. Another onco-miR is the miR-17-92 cluster, which as stated is 

often amplified in cancers, and decreases expression of proapoptotic genes such as BIM, PTEN 

and E2F1 (Ventura et al., 2008). MYC, a transcription factor controlling numerous cell cycle 

progression and cellular transformation genes, and the miR-17-92 cluster are concomitantly 

expressed in cancer, therefore disruption of the microRNA transcriptional start site leads to 
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increased microRNA and MYC expression (Claveria et al., 2013; He et al., 2005; O'Donnell et 

al., 2005). MYC also activates transcription of the miR-17-92 cluster, demonstrating that 

oncogenic or tumour-suppressing microRNAs are often involved in feedback mechanisms 

(Dews et al., 2006; O'Donnell et al., 2005). The transcriptional activators or promoters that 

control pri-miRNA transcription can also be targets of the microRNA whose expression they 

promote. A tumour suppressor microRNA, miR-34a, regulates TP53, an integral protein in 

driving apoptosis in the cell, so survival and protection of tumour cells occurs when the 

microRNA expression is abrogated. The expression of miR-34a is also driven by p53, leading to 

diminished regulation if either gene is mutated or dysregulated (Bommer et al., 2007; Chang et 

al., 2007; He et al., 2007; Raver-Shapira et al., 2007; Tarasov et al., 2007). 

 

Let-7 is a tumour suppressor, controlling RAS expression through multiple let-7 binding sites in 

the 3’UTR (Johnson et al., 2005). However, in neuroblastoma, T-cell lymphoma, intestinal 

adenocarcinoma and a variety of other cancers, let-7 can be downregulated by reactivation of 

the LIN28A and LIN28B proteins, which regulate let-7 during embryonic development (Heo et 

al., 2008; Madison et al., 2013; Newman et al., 2008; Urbach et al., 2014; Viswanathan et al., 

2008; Viswanathan et al., 2009). 

 

Mutations or disruption of microRNA biogenesis is widespread in cancers as well. The levels of 

DROSHA and DICER1 are down in lung, ovarian, and neuroblastoma, and in some cancers 

decreased expression is associated with more advanced tumourigenesis or poor prognosis 

(Karube et al., 2005; Lin et al., 2010; Merritt et al., 2008). Similarly, DICER1 expression may be 

decreased in cancer through transcription dysregulation since many oncoproteins and 

dysregulated tumour suppressors, such as p53 family member TAp63, regulate cancer 

progression by binding to the promoter of DICER1 (Su et al., 2010). Mutations in DROSHA, 

XPO5, and DICER1 lead to loss of function and dysregulation of microRNA expression, as 

found in samples from patients with Wilms tumour, where DROSHA is frequently mutated at 

E1147K (Rakheja et al., 2014; Torrezan et al., 2014; Walz et al., 2015). In cancers with 

microsatellite instability, where inactivating mutations affect the XPO5 gene, transfer of the 

precursor microRNAs into the nucleus by EXP5 is impaired (Melo et al., 2010). In ovarian 

cancer Sertoli-Leydig cell tumors, many of the loss of function mutations in DICER1 occur in the 

RNase IIIb metal-binding domain. These hotspot mutations led to loss of cleavage activity and 

led dramatically decreased production of microRNAs from the 5p side of the microRNA 

precursor (Heravi-Moussavi et al., 2012; Wang et al., 2015b). A mutation in DICER1 is 
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considered the cause of a tumour predisposition syndrome known as DICER1 syndrome (Slade 

et al., 2011).  

 

The interference of epigenetic markers, through modification of histones or DNA, can also affect 

microRNA regulation in cancer phenotypes (Han et al., 2007). Hypermethylation of CpG islands 

at the promoters of tumour-suppressive microRNAs leads to epigenetic silencing (Saito and 

Jones, 2006). The alteration in expression levels due to epigenetic mechanisms has been seen 

of miR-127 in bladder cancer cells and miR-9-1 in breast cancer (Lehmann et al., 2008). 

Overall, microRNAs fulfill a critical regulatory function in many cellular processes and the 

numerous errors which can lead to dysregulation of their expression can lead to the initiation or 

progression of cancer. 

 

1.3 microRNAs in Hematopoiesis and Blood Cancers 

1.3.1 Hematopoiesis 
 

Hematopoiesis is the production of blood cells. In human adults the multitude of different blood 

cell types in the body derive from the hematopoietic stem cell (HSC) found in the bone marrow, 

but blood cells are produced from a different source in early human development. The first 

blood cells of the mammalian embryo begin to form from blood islands in the yolk sac, and 

different organs become the site of production as development progresses. Blood islands form 

in the third week of embryogenesis, and gradually develop tubular structures that become the 

vascular system (Golub and Cumano, 2013). These blood islands produce primitive erythroid 

cells (EryP), a larger, enucleated type of erythroid cell, and small amounts of megakaryocytes 

and macrophages (Baron, 2013; Kingsley et al., 2013). During this yolk sac stage, blood cells 

develop from transient multipotent precursors distinct from the hematopoietic stem cell (HSC), 

and the blood cells derived at this stage do not have the same features as their adult 

counterparts (Bertrand et al., 2010; Palis et al., 1999). The EryP participate in oxygen delivery 

and vascular development through generation of sheer forces (Baron, 2013; Lucitti et al., 2007). 

The first cells with HSC properties of long-term renewal and repopulation occur at around 5 

weeks in development of the human embryo and are found in the aorta-gonad-mesonephros 

(AGM) region (Ivanovs et al., 2011; Medvinsky and Dzierzak, 1996; Muller et al., 1994), major 

blood vessels (Orkin and Zon, 2008), and placenta (Gekas et al., 2005; Lee et al., 2010; 

Ottersbach and Dzierzak, 2005). 
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The liver becomes the primary site of blood cell formation in the third month of embryo 

development, producing the majority of erythrocytes and granulocytes (Clapp et al., 1995; 

Kelemen and Janossa, 1980). As the hepatic phase begins, the liver is assisted by 

lymphogenesis in the spleen, thymus and lymph nodes (Tavassoli, 1991). The liver remains an 

active site of blood production until just after birth and lymphogenesis continues in the spleen 

into adulthood (Tavassoli, 1991). Meanwhile in the fourth month of embryogenesis, the bone 

marrow begins to produce granulocytes and erythroid cells, and after birth becomes the main 

producer of blood cells for the human lifespan (Chagraoui et al., 2003; Kikuchi and Kondo, 

2006). 

 

In hematopoiesis, the HSC gives rise to all of the differentiated blood cell types in the body (Kiel 

et al., 2005; Morrison and Weissman, 1994). The HSC is extremely rare and has the capability 

of long-term self-renewal. The first differentiated cell, the multipotent progenitor (MPP) cell, has 

short-term self-renewal but not long-term self-renewal, and differentiates into the multitude of 

blood cell types, from erythrocytes to platelets to leukocytes. The process of producing many 

different blood cells with unique functions is under the control of various regulators of gene 

expression - transcription factors, epigenetics, and post-transcriptional silencing. The classical 

model of hematopoiesis with differentiation from a HSC to various cell fates is in the process of 

revision, with the former framework consisting of multiple oligopotent progenitors branching out 

of the MPP and gradually differentiating to their specific blood cell types. In the classical model, 

common lymphoid progenitors (CLPs) develop from the MPP and differentiate into natural killer, 

T, and B cells (Adolfsson et al., 2005; Inlay et al., 2009; Kondo et al., 1997; Schlenner et al., 

2010). Also in this model, myeloid differentiation begins with the common myeloid progenitor 

(CMP), followed by intrinsic and extrinsic growth factors leading to the generation of 

granulocyte-macrophage lineage (monocytes, neutrophils, basophils, eosinophils, and mast 

cells) or the megakaryocyte-erythroid lineage (erythrocytes and platelets) from this progenitor 

(Laiosa et al., 2006). In recent studies, however, this compartmentalized view of hematopoiesis 

has changed. By studying the proportions of stem cells and progenitor cells in fetal liver, 

neonatal cord blood, and bone marrow from adults, it was discovered that there were much 

fewer progenitor cells in adult hematopoiesis, while progenitors at intermediate stages of 

differentiation were more distinct in fetal liver (Notta, Zandi et al 2016). The various cell fates of 

megakaryocytic, erythroid, etc., develop from multipotent cells separated as stem cells (by the 

marker CD34+, CD38-) (Notta, Zandi et al 2016). As I was focused on microRNAs potentially 

involved in the regulation of hematopoiesis and many of the studies on the expression of 
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microRNAs in hematopoiesis implemented the classical view in their approach, a schematic of 

the classical view is given as reference (Figure 1.8). 

 

One of the most important transcription factor regulators in myeloid differentiation is GATA1, 

because it controls other transcription factors of distinct myeloid lineages. When HDAC1 is 

stimulated by GATA1, the CMP is skewed towards megakaryocytic-erythroid differentiation, 

whereas when the transcription factor CEBPB downregulates HDAC1, CMP differentiate along 

the granulocytic lineage (Wada et al., 2009). Another layer of gene expression regulation, 

epigenetics, is important in myeloid differentiation, with increased DNA methylation seen in 

transitions from CMP to GMP, and in the silencing of pluripotent genes (Kosan and Godmann, 

2016). 

 

The hematopoietic system performs many vital functions, such as transport of oxygen and 

carbon dioxide between tissues of the body and the lungs, platelets for clotting and wound 

healing, and is a highly regenerative tissue. Additionally, it provides a good model system for 

stem cell research, as the HSC can be separated and studied under specific cell culture 

conditions or in mouse transplant models (Huntly and Gilliland, 2005; Siminovitch et al., 1963; 

Tanner et al., 2014; Till and Mc, 1961). In addition to controls such as transcription factors and 

epigenetic silencing, hematopoiesis is regulated by microRNAs, which inhibit the expression of 

targets as the process of self-renewal and differentiation proceeds. 
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Figure 1.8 - Simplified hematopoiesis 
The hematopoietic hierarchy begins with the Long term self-renewing hematopoietic stem cell (LT-HSC), followed by 
the short-term self-renewing hematopoietic stem cell (ST-HSC), and followed by the multipotent progenitor (MPP). 
This cell can differentiate into the common myeloid progenitor (CMP) or common lymphoid progenitor (CLP), each of 
which gives rise to a unique set of cells. The CMP differentiates into the granulocyte-macrophage progenitor, which 
produces basophils, eosinophils, neutrophils, and monocytes/macrophages in the process of granulopoiesis, and into 
the megarkaryocyte-erythrocyte progenitor (MEP), which produces erythrocytes through erythropoiesis and platelets 
from the megakaryocyte through megakaryopoiesis. The common lymphoid progenitor produces the cells of the 
adaptive immune system, B-cells, Natural killer (NK) cells, and T-cells, otherwise known as the lymphocytes. 

 

1.3.2 Role of microRNAs in Differentiation of Blood Cells 
 

One of the first identified roles of microRNA regulation was the influence on the process of 

hematopoiesis in mammals. The first microRNAs that were noted as specific to blood were miR-

223, mir-181, and miR-142 (Chen et al., 2004) and their functional significance in defined cells 

became apparent later. MicroRNAs regulate hematopoietic differentiation and function, 
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fluctuating greatly in expression throughout hematopoiesis as part of the complex regulation of 

self-renewal and proliferation, quiescence and differentiation. 

 

The microRNAs in the HSC are particularly important as part of the program that maintains a 

self-renewing, multipotent stem cell. One might expect that the levels of microRNA expression 

would be highest here, to regulate and repress any cellular program that might run amok, but 

overall microRNA expression generally increases throughout the process of differentiation 

(Navarro and Lieberman, 2010). Although differentiated cells have overall higher microRNA 

expression, there are select microRNAs that are expressed in HSPCs. MicroRNA profiling of 

human bone marrow CD34+ cells, the subpopulation which contains HSCs, found the most 

abundant microRNAs to be miR-191, miR-181, miR-223, miR-25, miR-26, miR-221, and miR-

222 (Georgantas et al., 2007). In microfluidics experiment studying the expression of 

microRNAs in progenitors, through stages of differentiation, down to terminally differentiated 

cells, several miRs were identified as being enriched in stem cell and progenitor populations 

relative to mature blood cells. These included miR-125b, miR-196a, miR-196b, miR-130a, let-

7d, miR-148b, and miR-351 (Petriv et al., 2010).  

 

Several of the first microRNA targets to be identified in humans were the homeobox proteins 

(Yekta et al., 2004). Expression profiling of microRNA and mRNA in the hematopoietic 

compartments has been performed and the data integrated to show that microRNA mediate 

expression of numerous homeobox genes, RUNX1, and CEBPB expressed in the 

stem/progenitor compartment and critically control hematopoiesis by keeping these genes in 

check (Georgantas et al., 2007). 

 

MicroRNAs are significant regulators in the complex transition point of the MPP differentiating 

into myeloid and lymphoid lineages. In the microRNA profiles for 27 phenotypically distinct blood 

cell populations acquired in the microfluidics study, the CMP and CLP shared expression of 

some microRNAs that were not expressed in any further differentiated populations (Figure 1.9). 

The microRNAs most enriched in the CMP compared to the CLP were miR-130a, miR-31, and 

miR-203, whereas miR-126, miR-126*, and miR-23a were enriched in the CLP (Petriv et al., 

2010).  

 

The microRNAs in cells of the myeloid lineage help to transform the CMP into multiple 

functionally diverse mature blood cell types. The intricate processes of erythropoiesis, 
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megakaryopoiesis, etc, depend on microRNA regulation of gene expression (Figure 1.9). In 

myelopoiesis, one of the first microRNAs discovered in blood, miR-223, was found to be integral 

to granulocytic differentiation, increasing in expression as maturation proceeds (Fazi et al., 

2005). The targets of miR-223 include transcription factors MEF2C and E2F1, which regulate 

cell cycle and proliferation (Fukao et al., 2007; Johnnidis et al., 2008). Garzon R et al found that 

another subset of microRNAs, let-7a-3, let-7c, let-7d, miR−15a, −15b, -16-1, -107, -223, and 

miR-342, were upregulated and miR-181b was downregulated during all-trans-retinoic acid 

(ATRA) induced differentiation to granulocytes (Garzon et al., 2007). For monocyte 

development, PU.1 activates miR-424, which induces monocytic/macrophage differentiation 

(Rosa et al., 2007).  

 

Erythropoiesis shows a gradual decrease in miR-221, miR-222 (Felli et al., 2005), miR150 and 

miR-155 (Dore et al., 2008). In the final stages of maturation there is an increase in miR-16 and 

miR-451, both transcribed from the same cluster under the transcriptional control of GATA1 

(Figure 1.9) (Garzon and Croce, 2008). The phospho-serine/threonine binding protein, 143-3ζ is 

inhibited by miR-451, and downregulation of this microRNA allows the activation of the 

transcription factor FOXO3 and the erythoid genes it controls (Yu et al., 2010). 

 

Expression of miR-150 increases from low in megakaryocytic-erythroid progenitor cells to high 

in megakaryocytes (Lu et al., 2008). Meanwhile, miR-155 and miR-146a are highly expressed in 

early progenitors and repress megakaryopoiesis, decreasing in expression as precursor cells 

differentiate into megakaryocytes (Lu et al., 2008). Another distinct subset of microRNAs 

downregulated during the transition from CD34+ cells to megakaryocytes include miR-10b, -

30c, -106, -126, -32, and -143. Two essential microRNAs of this subset are miR-10a and miR-

130a, whose decrease in expression leads to upregulation of their targets, the lineage specific 

transcription factors HOXA1 and MAFB, during this transition (Garzon et al., 2006). Interestingly 

in the context of myeloid malignancies, microRNA target sites are underrepresented in 3’UTRs 

of cytokine and chemokine ligands and receptors relative to the genome as a whole (Asirvatham 

et al., 2008), though IL-2 and IL-10 are regulated by miR-181c and miR-106a, respectively.  

 

In lymphoid differentiation, there is an initial upregulation of miR-181 and miR-17-92 cluster in 

the transition from MPP to CLP, and for the transition from CLP to B-cell progenitors we see a 

reversal of this expression, though the expression of miR-181 continues to increase in the T-cell 

lineage. In the DICER1-null mouse model, where the effect of knocking down total cellular 
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expression of microRNAs can be seen, B-cell differentiation and T-cell development are highly 

perturbed due to the loss of miR-181a expression (Kanellopoulou et al., 2005; Muljo et al., 

2005). The maturation of the lymphoid lineages also shows decreasing miR-150 expression 

from the MPP to B-cell, though with an increase from the CLP to progenitor T-cell, and 

increasing expression of miR-21, -29, -223, and -221 in the transition to T-cell as well 

(Havelange and Garzon, 2010). 
 

 
Figure 1.9 - microRNAs involved in hematopoiesis  
The subset of microRNA with highest expression exclusively in the HSC includes miR-191, miR-25, miR-520, miR-26, 
miR-10, miR-126, miR-221/222, and miR-155. Other microRNAs decrease or increase in expression as a cell 
matures (symbolized by downward arrow or upward arrow, respectively). 
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1.3.3 Dysregulation of microRNAs in Blood Cancers 
 

The consequences of microRNA dysregulation in hematopoietic tissues are the disruption of 

hematopoiesis and initiation of tumourigenesis. Calin and Croce made the first discovery of a 

microRNA deletion leading to cancer in an ingenious search for the missing genetic material on 

chromosome 13q14 (Calin et al., 2002). This region is frequently deleted in chronic lymphocytic 

leukemia (CLL) patients and in other types of cancer. However, none of the protein-coding 

genes found in the region recapitulated the symptoms of CLL or other cancers when expression 

studies were performed. Following the discovery of microRNA, they were able to identify miR-15 

and -16 as frequently deleted in this region and that they performed regulation of the anti-

apoptotic protein BCL-2 (Calin et al., 2002). Other microRNAs that were later found to be 

dysregulated in CLL are miR-29b and -181b, which have tumour suppressor functionality 

through targeting of TCL1 and preventing upregulation of AKT (high levels of TCL1 are 

associated with high levels of ZAP-70) (Herling et al., 2006; Mott et al., 2007; Pekarsky et al., 

2007). 

 

Self-renewal, differentiation, apoptosis, proliferation and other major functions are disrupted in 

myeloid malignancies due to dysregulated microRNA. Three microRNAs of critical importance in 

these functions are miR-125, miR-155 and miR-29. Self-renewal in hematopoiesis is related to 

miR-125, which is highly expressed in the HSC and decreases throughout differentiation. The 

overexpression of miR-125 is linked to lineage bias, enhanced HSC function and the induction 

of leukemia, potentially due to the targets of miR-125 mediating anti-apoptotic effects (Bousquet 

et al., 2010; Bousquet et al., 2012; Lin et al., 2011). 

  

MiR-155 is also expressed at high levels in HSPCs, and decreases in expression as myeloid 

cells or erythroblasts become more mature, but increasing in B- and T-cells during activation 

(Eis et al., 2005; Georgantas et al., 2007; Masaki et al., 2007; O'Connell et al., 2008). Studies 

have determined that the targets of miR-155 involved in leukemogenesis are SHIP1 and 

CEBPB (Gorgoni et al., 2002; O'Connell et al., 2009). SHIP1 blocks the signal of the PI3K-AKT 

pathway (Damen et al., 1996; Ono et al., 1996), leading to a decrease in apoptosis and 

leukemic progression (Khalaj et al., 2014). The miR-29 family targets the epigenetic regulators 

DNMT3A, DNMT3B and SP1, therefore downregulation of microRNAs from this family in 

myeloid malignancies promotes DNA hypermethylation (Garzon et al., 2009a; Garzon et al., 

2009b). Epigenetic changes in DNA methylation and histone marks may also affect microRNA 
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expression and AML pathogenesis. AML1-ETO induces heterochromatin silencing of miR-223 

(Fazi et al., 2007). Hypermethylation of the miR-193a promoter region leads to its 

downregulation in AML patients and its expression inversely correlates with its target c-KIT (Gao 

et al., 2011).  

 

In normal karyotype AML patients, certain microRNA profiles are associated with different 

recurrent mutations. The miR-10, let-7 and miR-29 family members are upregulated and miR-

204 and miR-128a are downregulated in AML patients carrying NPM1 mutations (Garzon et al., 

2009b). In patients with FLT3-ITD mutations, the upregulation of miR-155 may contribute to the 

aggressive phenotype (Jongen-Lavrencic et al., 2008). This microRNA targets two proteins 

involved in hematopoietic transcriptional regulation, PU.1 and CEBPB, and is increased in other 

blood cancers, such as CLL and B-cell lymphomas (Faraoni et al., 2009).  

 

Overall, many signaling pathways are thought be to affected by dysregulation of microRNAs in 

blood malignancies, including MAPK and PI3K/AKT signaling, the Toll-like receptor pathways, 

and RAS downstream interactions (Stoffers et al., 2012). 

 

1.3.4 Clinical Features and Subtypes of Myelodysplastic Syndromes 
 

Myelodysplastic syndromes (MDS) are a group of hematological malignancies showing a wide 

variation in clinical features, but primarily characterized by ineffective hematopoiesis, peripheral 

blood cytopenias and hypercellular bone marrow (Pellagatti and Boultwood, 2015). Since 

myelodysplastic syndromes are a series of disorders, with the common attribute of dysplasia in 

blood cells, it was at first hard to distinguish and diagnose (Komrokji et al., 2010). Patients 

presented with anemia that was refractory to treatment and could sometimes progress to 

leukemia, but displayed different cytological dysplasias and severity in outcomes. 

 

MDS remain difficult to classify, described as “a diagnosis of exclusion” (Komrokji et al., 2010). 

The term “myelodysplastic syndromes” originated with the French-American-British group in a 

series of proposals in 1976 and was further elaborated on in the 1980s (Bennett et al., 1976; 

Bennett et al., 1982). The International Prognostic Scoring System (IPSS) was developed in 

1997 to assess the prognosis of patients and has since undergone numerous revisions such as 

newer cytogenetic groupings, patient comorbidities, etc. (Greenberg et al., 1997; Greenberg et 
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al., 2012). A study by Haase et al collecting morphological, clinical, cytogenetic and follow-up 

data from 2124 patients measured the types and frequencies of cytogenetic abnormalities 

among MDS patients (Haase et al., 2007).  

 

These data and later studies gave insight into the prognostic impact of the most frequent 

karyotypes and how these correlated with the subtypes of MDS (Schanz J et al 2012, Braulke F 

et al 2013). Cytogenetic testing revealed chromosomal abnormalities in almost 50% of total 

patients and in approximately 70% of patients with therapy-related MDS, which agreed with the 

findings of previous studies (Boultwood et al., 1994a; Boultwood et al., 1994b; Van den Berghe 

et al., 1974). The most frequent aberrations in karyotype involved deletions of the long arm of 

chromosome 5, occurring in 30% of the 1080 patients with abnormalities. Other common 

abnormalities included monosomy 7 or deletions on 7q, trisomy 8, deletion on 20q, monosomy 

18 or deletion in 18q, and monosomy Y. Aberrations occurring with less frequency in patients 

were monosomy 17, trisomy 21, translocation inversion of the long arm of chromosome 3, 

monosomy 13 or deletion on 13q, monosomy 21, a translocation in 5q, and various others 

(Haase et al., 2007). 

 

The advent of sequencing of the human genome has given some insight into the differences 

between MDS subtypes and allowed closer examination of the underlying factors leading to the 

symptoms of MDS, including mutations or changes in expression of key genes in hematopoiesis 

and cellular proliferation processes. 

 

1.3.5 The Role of Genetic Abnormalities in MDS Pathogenesis 
 

The pathogeneses of MDS fit well within the multiple-hit hypothesis of cancer formation. In 

blood neoplasms, the disease can begin with an HSC acquiring enhanced self-renewal 

capability or a progenitor cell gaining self-renewal capability, followed by increased proliferation 

of either the abnormal clone or its progeny. Mutations in proteins such as RUNX1 lead to a 

block in differentiation, followed by genetic or epigenetic destabilization by loss of function of 

EZH2 or similarly functioning proteins. Other mechanisms of pathogenesis may include the 

development of anti-apoptotic mechanisms, evasion of the immune system, or suppression of 

normal hematopoiesis (Bejar et al., 2011).  
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Chromosomal abnormalities discussed in the previous section likely contribute to the 

pathogenesis of MDS. Aberrations in chromosome 7 are the second most frequent karyotypic 

abnormality in MDS and associated with poor prognosis, with a median survival of 14 months 

(Pellagatti and Boultwood, 2015). When looking specifically at those with therapy-related MDS 

and prior use of alkylating agents, abnormalities in this chromosome occur in 50% of patients 

(Christiansen et al., 2004). The chromosome 7q gene, EZH2, participates in methylation and 

translational repression and is significantly underexpressed in patients with -7/del(7q) (Cabrero 

et al., 2016; Sashida et al., 2014). The decreased expression is associated with worse 

outcomes in patients (Cabrero et al., 2016). Another gene found in a deleted region of 

chromosome 7 that is found to be significantly decreased in patients is CUX1 (Jerez et al., 

2012). CUX1 is a transcription factor which is thought to act as a tumour suppressor (McNerney 

et al., 2013). In therapy-related MDS, chromosome 7 abnormalities also co-occur with 

chromosome 5 deletions or RUNX1 mutations much more frequently than would be expected by 

random distribution of abnormalities (Bejar et al., 2011; Pedersen-Bjergaard et al., 2006).  

 

Trisomy 8 is an intermediate-risk abnormality, occurring in roughly 8% of patients (Bejar et al., 

2011). The genetic material gained by another copy of chromosome 8 may lead to higher 

expression of anti-apoptotic genes and higher resistance to irradiation, giving them a survival 

advantage over normal HSCs (Lim et al., 2007). Deletions on chromosome 20q are common in 

myeloid malignancies and AML, but none of the 19 genes in the commonly deleted region have 

been linked to the pathogenesis of these hematological malignancies as of yet (Bench et al., 

2000; Wang et al., 2000). The loss of the chromosome Y may also be unrelated to pathogenesis 

and both of these abnormalities have favourable prognosis for patients (Lim et al., 2007). 

 

While genetic lesions such as amplifications, deletions, and balanced translocations are 

commonly found in MDS, mutations in individual genes regulating key cell processes can also 

contribute to the disease. Mutations that are associated with poor prognosis or increased 

progression to AML include RUNX1, TP53, NRAS/KRAS, EZH2, IDH1, IDH2, CEBPA, FLT3, 

CSF1R, and CKIT (Bejar et al., 2011). RUNX1, found as mutated in 15-20% of patients, is a key 

transcription factor in the differentiation of hematopoietic stem cells, leading to mutations in 

MDS that occur in the DNA- or protein-binding domains impair the protein’s function (Chen et 

al., 2007; Growney et al., 2005; Harada and Harada, 2009; Steensma and List, 2005; Tang et 

al., 2009). Mutations in another transcription factor, CEBPA, are rarer, found in 2-5% of patients, 

and lead to defects in differentiation of granulocytes (Bejar et al., 2011). EZH2 is necessary for 
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epigenetic regulation and mutation of the gene in roughly 6% of MDS patients leads to the loss 

of critical histone-3-lysine 27-methyltransferase activity in the cell (Ernst et al., 2010; Makishima 

et al., 2010; Morin et al., 2010). IDH1 and IDH2 mutations are involved in the catalytic reaction 

of converting alpha-ketoglutarate to 2-hydroxyglutarate, and the accumulation of 2-

hydroxygluatarate that results from mutations inhibits other dioxygenases requiring alpha-

ketoglutarate as a cofactor (Dang et al., 2009; Kosmider et al., 2010; Paschka et al., 2010; 

Tefferi, 2010; Thol et al., 2010; Ward et al., 2010). Gain of function mutations in NRAS and 

KRAS, which are GTPases, in approximately 10% of patients leads to constitutive activation of 

serine/threonine kinases, while FLT3, CSF1R, and CKIT mutations lead to constitutive 

activation of tyrsosine kinase signaling, but in less than 2% of patients (Paquette et al., 1993; 

Sargin et al., 2007).  

 

In a study of 944 MDS patients with various subtypes, the most frequently mutated genes were 

TET2, SF3B1, ASXL1, SRSF2, DNMT3A, and RUNX1 (Haferlach et al., 2014). SF3B1 mutation 

were frequently found in the isolated del(5q) subtype and associated with a better clinical 

outcome (Bacher et al., 2008). Even in subtypes of MDS with normal karyotype, mutations were 

found in 73% of cases (Haferlach et al., 2014). The multitude of single gene mutations at low 

frequencies supports the heterogeneity of MDS, and while it is difficult to attribute a single gene 

mutation to the pathogenesis of the disease, patterns in abnormalities are still emerging and 

may share similar underlying genetic backgrounds (Abdel-Wahab et al., 2010; Bacher et al., 

2007; Mardis et al., 2009). 

 

1.3.6 Pathogenesis of the del(5q) MDS Subtype 
 

The most common chromosomal abnormality in MDS is the interstitial deletion on the long arm 

of chromosome 5 in de novo MDS (Haase et al., 2007). The classification of the del(5q) MDS 

subtype in patients is applied when del(5q) is the sole karyotypic abnormality and there is a 

blast count in the bone marrow of less than 5% (Bernasconi et al., 2005). The deletion on 5q is 

heterozygous, and until recently no mutations in genes on the intact allele were found so the 

disease was thought to result from only the haploinsufficiency of one or more genes (Gondek et 

al., 2008; Graubert et al., 2009; Heinrichs et al., 2009). However, a recent study examining 

CSNK1A1, an gene located in the 5q32 CDR, found recurrent mutations in 7% of del(5q) MDS 

patients (Schneider et al., 2014). Furthermore, while heterozygous expression of CSNK1A1 led 
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to HSC expansion, homozygous deletion of the gene led to HSC failure (Schneider et al., 2014). 

While patients with del(5q) syndrome have a good prognosis, in 10% of patients the illness 

transforms to AML (Boultwood et al., 2010). 

 

The extent of the deleted region on 5q was identified by Boultwood J et al using molecular 

mapping and fluorescent in situ hybridization (FISH), and narrowed down to a 1.5Mb interval at 

5q32-33 bordered by the DNA marker D5S413 and the GLRA1 gene (Boultwood et al., 1994a). 

This is the deleted region associated with the del(5q) subtype, but deletion in the proximal 5q31 

region also occasionally occurs and is associated with therapy-related or  more aggressive MDS 

or AML phenotypes (Boultwood et al., 2002; Horrigan et al., 2000; Van den Berghe et al., 1974). 

The 5q31 region includes the early growth response (EGR1) and alpha catenin (CTNNA1) 

genes, the former of which has been posited to increase stem cell renewal and the 

hypermethylation of the latter on the remaining allele is associated with transformation to AML 

(Ye et al., 2009).  

 

The clinical features of del(5q) are macrocytic anemia, hypolobulated megakaryocytes, and 

normal or high platelet count (Vardiman et al., 2009). The haploinsufficiency of chromosomal 

material is attributed to the cause of the illness, and the loss of RPS14 and other genes have 

been related to the pathogenesis. In examination of the CD34+ BM from del(5q) patients, 

RPS14 and other genes from the CDR such as CSNK1A1 were downregulated (Pellagatti et al., 

2008). A thorough study of the consequences of loss for each of the 40 genes in the del(5q) 

commonly deleted region (CDR) was performed by Ebert et al using an RNA interference 

screen (Ebert et al., 2008). Partial loss of RPS14 led to a block in erythroid differentiation and 

northern blotting of rRNA showed decrease of 18S/18SE RNA species concurrently with the 

accumulation of 30S species, indicating that the defect in ribosomal processing affects erythroid 

production (Ebert et al., 2008). Ribosome deficiencies were also implicated in a congenital 

disease with a similar phenotype, Diamond-Blackfan anemia (Horos et al., 2012).  

 

There are a number of p53 activators observed in cases of stress in ribosomal biogenesis 

(Golomb et al., 2014). A mouse with haploinsufficiency in a syntenic region to the CDR 

demonstrated anemia, as well as monolobulated megakaryocytes, accumulation of p53, and 

increased apoptosis in the bone marrow (BM) (Barlow et al., 2010a). The defects in 

hematopoiesis could be partially eliminated by crossing the del(5q) mouse with a p53 deficient 

mouse (Barlow et al., 2010a; Barlow et al., 2010b). Loss of the entire CDR does not appear 
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necessary for this phenotype, as haploinsufficiency of RPS14 causes erythroid/MK defects and 

p53 accumulation as well, and heterozygous p53 KD relieves these defects (Schneider et al., 

2014). 

 

Haploinsufficiency of multiple protein-coding genes in the CDR accounted for a portion of the 

symptoms in the del(5q) disease but other features were not linked pathogenically. This hinted 

at the potential dysregulation of a number of non-coding genes found in the CDR. This led to the 

investigation of the microRNAs located in the CDR and how their loss of expression contributed 

to the pathogenesis of the del(5q) subtype of MDS.  

 

1.3.7 microRNAs in Myelodysplastic Syndromes 
 

Dysregulation of microRNA expression in hematopoiesis and other integral cellular process has 

been discussed as a factor in multiple forms of blood cancer in previous sections. This 

highlights the severe impact the loss of microRNAs from the CDR in del(5q) may have on the 

pathogenesis of the disease. Previous studies from our lab determined that more than 70% of 

miRNAs are located in regions of recurrent copy number alterations in MDS and AML, indicating 

the dysregulation of other microRNAs is correlated with these illnesses and may influence the 

pathogenesis in progression of del(5q) MDS (Starczynowski et al., 2011). Multiple microRNAs 

involved in the regulation of hematopoiesis appear dysregulated in MDS, though they do not 

distinguish different disease subtypes. In patients with AML evolved from MDS, decreases in 

expression of miR-221 were seen, and miR-150 was increased. Given the integral role that 

these two microRNAs play in erythroid and megakaryocytic differentiation, it is not surprising 

that inhibition of erythroid proliferation is seen (Hussein et al., 2010a; Hussein et al., 2010b). 

Increased miR-150 expression is observed in del(5q) MDS patients as well, which may explain 

increased platelet levels. Other MDS patients show decreased expression of miR-150, as well 

as miR-146a and let-7e, in mononuclear BM cells, while demonstrating high levels of miR-222 

and miR-10a (Sokol et al., 2011). The levels of miR-146a in CD34+ BM cells from del(5q) 

patients are also decreased amounts (Votavova et al., 2011). The expression patterns of let-7a, 

miR-17-5p and miR-20a in CD34+ HSCs from the bone marrow of 43 MDS patients and the 

peripheral blood of 18 healthy donors were recently evaluated, and found to be up-regulated in 

low risk MDS patients but down-regulated in high- risk MDS patients (Vasilatou et al., 2013).  
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The PI3K/AKT pathway, whose function is inhibited in myeloid malignancies associated with 

dysregulated microRNA, regulates transcription of miR-22. The overexpression of miR-22 in 

HSPC cells gives enhanced proliferation and defective differentiation, sometimes leading to an 

MDS-like phenotype over the course of time (Bar and Dikstein, 2010; Polioudakis et al., 2013; 

Song and Pandolfi, 2014). Increased expression of miR-22 is also associated with aberrant 

hypermethylation in MDS patients with poor survival, and has been considered as a novel 

therapeutic target for MDS and myeloid leukemia, perhaps in combination with a disrupter of 

hypermethylation (Song et al., 2013).  

 

For the microRNAs located in or around the critically deleted region (CDR) of chromosome 5 in 

del(5q) MDS patients, previous studies in our lab examined expression of each microRNA in 

del(5q) MDS patients compared to MDS patients with normal karyotype. The three microRNAs 

with significantly decreased expression in del(5q) were miR-143, miR-145 and miR-146a. The 

two microRNAs miR-143 and miR-145 are within the CDR, and though miR-146a is found 

slightly outside of the region, it is often downregulated in del(5q) patients (Kumar et al., 2011). 

 

To elucidate the role of these microRNAs in MDS, our lab used retroviral decoys to knock 

down miR-146a and miR-145 in mouse HSPCs and transplanted them into lethally irradiated 

mice (Starczynowski et al., 2010). Eight weeks following transplantation, the recipient mice 

exhibited thrombocytosis, mild and variable neutropenia, and hypolobated megakaryocytes in 

the bone marrow (Starczynowski et al., 2010). To determine the mechanism through which the 

microRNA loss was leading to this phenotype, the predicted targets for each microRNA were 

analyzed and the innate immune signaling pathway was enriched with protein targets 

(Starczynowski et al., 2010). The proteins TIRAP and TRAF6 are members of the Toll-like 

receptor (TLR) pathway of innate immunity, and were confirmed through luciferase assays to be 

targeted by miR-145 and miR-146a, respectively (Starczynowski et al., 2010). TIRAP and 

TRAF6 interact together to activate downstream signaling, according to immunoprecipitation 

experiments, and TIRAP fails to activate nuclear factor-kappaB (NF-κB) signaling in the 

presence of a dominant-negative TRAF6 (Starczynowski et al., 2010). The TRAF6 protein, an 

E3 ubiquitin ligase that directs downstream activation of NF-κB, was overexpressed in mouse 

bone marrow cells and transplanted into recipient mice. The recipient mice developed 

neutropenia, thrombocytosis, and increased hypolobated megakaryocytes in the bone marrow 

by 12 weeks, and over half progressed to bone marrow failure or AML at ≥5 months post-

transplantation (Starczynowski et al., 2010). The similarity between the induced-TRAF6 
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phenotype and the features of del(5q) MDS in humans suggests a potential mechanism by 

which miR-145 and miR-146a drive the del(5q) phenotype.  

 

The megakaryocyte and erythroid regulatory transcription factor, FLI-1, was also identified as a 

target of miR-145 involved in the pathogenesis of del(5q) (Kumar et al., 2011). The 3’UTR of 

FLI-1 contains numerous miR-145 binding sites and overexpression of miR-145 leads to a 

decrease in megakaryocytic cell production relative to erythroid, while inhibition of miR-145 

leads to a reciprocal effect (Kumar et al., 2011). The combined loss of miR-145 and RPS14 alter 

megakaryocyte and erythroid differentiation in an analogous manner to del(5q) and, together 

with our lab’s findings on miR-145 regulation of TIRAP, demonstrate the multi-faceted impact 

that loss of a microRNA may have in the course of a disease. The targets of miR-143 have yet 

to be explored for links to part of pathogenesis in del(5q), and given the large number of targets 

predicted for each microRNA, further exploration of the regulation by miR-145 and miR-146a is 

likely to be required as well.  
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Figure 1.10 - Consequences of loss of genetic material from chromosome 5  
In addition to the CDR at 5q33.1 (shown in bracket), chromosome 5 has additional mutated or deleted genes that 
may be important in oncogenesis (shown in red), including miR-146a at 5q33.3, which is often deleted in del(5q) 
patients (shown in red). The loss of SPARC has been attributed to thrombocytopenia and erythrocytopenia (purple, 
Lehmann S et al 2007), and the knockdown of RPS14 by shRNA leads to blocks in erythropoiesis (orange, Ebert BL 
et al 2008). The lost of miR-145 leads to upregulation of TIRAP, which in combination with the upregulation of the 
target TRAF6 from loss of miR-146a, leads to the activation of IL-6 signaling and increased, defective 
megakaryopoiesis (blue, Starczynowski DT et al 2009). The upregulation of FLI-1 is also a consequence of miR-145 
loss and leads to increased megakaryopoiesis relative to erythroid cell production (green, Kumar MS et al 2011). 
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1.4 Modeling the Role of a microRNA in Disease 
 

There are numerous ways of modeling the gain or loss of microRNA in a disease and the 

methodology of the greatest focus for this thesis is the sponge or decoy method. The sponge 

method functions as a competitive RNA at work in the cell and binds the microRNA in a similar 

manner as endogenous targets. The regulation performed by microRNA binding to target 

mRNAs is taken advantage of by the sponge method, which offers a high number of binding 

sites for the microRNA of interest through the sponge transcript, which acts as a decoy and 

inhibits binding to other mRNA. 

 

1.4.1 Approaches to Novel microRNA Discovery 
 

Following the discovery of the microRNAs let-7 and lin-4 in C.elegans, initial screening for other 

microRNA species used a cloning approach for discovery of new sequences (Lagos-Quintana et 

al., 2002). As the number of microRNAs grew, the expression of microRNAs in different 

samples could be measured by microarray, which was useful for detecting differences in the 

microRNA expression profiles of, for example, tumour or normal tissue (Calin et al., 2002; Calin 

et al., 2004; Nelson et al., 2004). However, microarray profiling of microRNA expression left out 

the potential for discovery of novel microRNAs, and could experience background or cross-

hybridization problems (Creighton et al., 2009). (Berezikov et al., 2006a)With the advent of more 

affordable next-generation sequencing methods, small RNA-Seq was developed and used to 

find the expression levels of microRNAs, both annotated and novel (Berezikov et al., 2006a). 

 

As the array of tools for determining novel microRNAs widened, the two most common 

approaches to microRNA discovery developed, the experimentally-driven approach, initiated by 

the physical detection of a small RNA, and the computationally-driven approach, which uses in 

silico methods. These approaches commonly overlap or are used for cross validation. In 

experiment driven methods, the expression of a microRNA is established first, often by small 

RNA-seq experiments, followed by prediction of hairpin secondary structure and phylogenetic 

conservation using bioinformatics techniques (Berezikov et al., 2006b).  

 

In the small-RNA sequencing method of discovery, the presence of a small RNA read is one 

criterion, but characteristics of the read, the location it is found in, and other properties are used 
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to decide whether the read is a potential microRNA or not. These criteria are computationally 

validated, rather than manually, due to the huge number of reads sequenced in small RNA-seq 

experiments (Chiang et al., 2010). In one study, the potential novel microRNA sequences were 

mapped to the genome, and the sequence of the transcript along with 100 bases flanking either 

side was fetched so that 220bp sequences could be tested for microRNA-like hairpin. If there 

was a stem-loop structure, the sequences were trimmed down and tested for folding correctly 

again (Creighton et al., 2009). There are numerous computational tools for microRNA discovery 

to apply after small-RNA sequencing experiments, with the intent of novel microRNA discovery, 

such as miR-Deep, CD-miRNA, and MiRank (Chiang et al., 2010). 

 

For computationally driven methods, the potential microRNAs were first predicted in whole 

genome sequences on the basis of features such as structure and conservation. After their 

computational prediction, experimental techniques such as northern blotting, RNA-primed Array-

based Klenow Extension (RAKE) approaches, or primer extension assays were used to validate 

the theoretical microRNA (Berezikov et al., 2006b). Various computational methods were 

originally developed to predict microRNA hairpin structure. A study implementing an ab initio 

method used the property of microRNAs sometimes being found in clusters and searched within 

20 kb of flanking region for potential fold-back RNA structures (Sewer et al., 2005). Another 

method found homologs in different species based on a query sequence, and used secondary 

structure, free energy, sequence alignment and conservation to find conserved microRNA 

genes (Artzi et al., 2008). 

 

1.4.2 Methods of microRNA Study or Alteration 
 

There are many ways of achieving altered expression of a microRNA, whether the setting is for 

genetic therapy purposes or modeling a disease in vitro or in vivo. The various methods to attain 

lowered microRNA expression include anti-sense oligonucleotides (ASOs), decoys or sponges 

designed to bind the microRNA of interest, or genetic knockout in animal models. Methods of 

mimicking microRNA gain or the effects thereof include transfection of microRNA hairpins, and 

transduction of viral vectors stably expressing the microRNA hairpin, while germline transgenic 

approaches with animal models tend to focus on modifying expression of the specific protein 

targets of the microRNA (Issler and Chen, 2015). Our work focuses on the use of sponges in 

decreasing the expression of microRNAs that show reduced expression in del(5q) MDS, though 
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microRNA inhibition using ASOs, and overexpression using microRNA mimics and hairpin 

expression vectors are explored as well. 

 

Loss of microRNA leads to upregulation of numerous targets normally regulated by the small 

RNA. The change in expression of targets may be measured at the mRNA level by RNA-Seq, 

microarrays, or RT-qPCR and at the protein level by immunoblotting and quantitative 

proteomics. Another method of measuring the regulation by a particular microRNA is to adapt 

the 3’UTR of a luciferase gene by insertion of a microRNA binding site, either a reverse 

complement sequence or the 3’UTR of an endogenous target, in whole or only a section 

surrounding the sequence to which the microRNA binds. Since microRNA behavior is usually to 

inhibit or repress expression of a gene, the upregulation of the target following the loss of 

microRNA is referred to as “derepression.” Upregulation of predicted protein targets or 

phenotypic changes are often used as markers of knockdown or knockout, and luciferase 

assays with the insertion of a microRNA binding site in the luciferase 3’UTR are often used to 

measure derepression and assess whether loss of microRNA expression has occurred. 
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Figure 1.11 - Methods of microRNA study 
a. The loss of microRNA expression can be modeled using small anti-sense oligonucleotides as inhibitiors, through 
transduction of a virally expressed sponge that can bind microRNA and act as a decoy, or by genetic knock-outs of 
the microRNA, such as in mice. b. microRNA expression can also be increased if a gain of effect model is sought. 
This can be done through transfection of microRNA hairpin mimics into cells, or transduction with a viral vector 
expressing the microRNA hairpin. c. Sometimes the increases in microRNA are studies by genetic knockout of their 
protein targets, which would decrease with increased expression of the microRNA. However, effects of increases of 
protein targets, following knockdown, could also be examined.  
 

The field of microRNA research has used siRNA, dsRNA, and shRNA species delivery into cells 

to assess the role of microRNAs in gene function, and methods employing other forms of small 

RNA species have been used for modeling the loss of microRNA. Studies of microRNA 

expression and regulation have implemented small oligonucleotide inhibitors such as ASOs, 

known alternately as anti-microRNA oligonucleotides (“anti-miRs” or AMOs). ASOs are a 

diverse group of microRNA inhibitors, which block the mature microRNA by WC base pairing in 

the cytoplasm from binding to their targets and may sequester the microRNAs for degradation 

(Davis et al., 2006; Krutzfeldt et al., 2005). ASOs are nucleic acids with a wide variety of 

chemical modifications, such as phosphorothioate linkages between nucleotides, locked nucleic 
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acids (LNAs), or 2’-O-methyl RNA, which affect potency, nuclease sensitivity, and 

thermodynamics of duplex formation. The activity of ASOs depends on their design, since some 

chemical modifications, such as 2’-O-methyl bases, promote the half-life of the ASO by 

nuclease resistance but fail to fully repress the microRNA (Lennox and Behlke, 2010; Meister et 

al., 2004), and others such as LNAs increased the binding stability but decrease specificity. The 

degree of complementarity to the target also affects the activity of the ASO, as mismatches in 

binding can lend different degrees of stability as the oligonucleotide duplex is incorporated into 

RISC (Brennecke et al., 2003; Hutvagner and Zamore, 2002). 

 

Another method of modeling loss of microRNA in disease is use of sponges or decoys. Sponges 

have tandemly arrayed microRNA binding sites positioned in the 3’UTR of a reporter gene such 

as a fluorescent protein. There are RNA polymerase II sponges, which use typical eukaryotic 

promoters to express the sponge transcript, or RNA polymerase III sponges which drive very 

strong expression of abundant cellular RNA about <300 nucleotides which do not require an 

open reading frame. The latter allows microRNA to bind without affecting the translational 

process (Ebert et al., 2007). Sponges prevent regulation of the microRNA’s natural targets 

through acting as competitive inhibitors. Supraphysiological levels of sponge transcripts are 

produced in the cell due the stability of transcript and strong promoters, which saturate the 

microRNA binding in the cell and inhibit regulation of natural target transcripts. The sponge can 

demonstrate active microRNA regulation by the mean fluorescence intensity (MFI) of the 

fluorescent marker protein encoded by the sponge (Gentner et al., 2010). The ratio of vector 

control MFI to the microRNA knockdown MFI gives the fold repression by microRNAs, and high 

MFI for a reporter protein in the microRNA knockdown cells indicates that the high levels of 

sponge transcript have bound all available microRNA and the remaining sponge transcripts are 

translated into the reporter protein (Brown and Naldini, 2009). In some cases the microRNA 

levels are far in excess of the transcript vector copies and continue to function against their 

natural targets as well (Almeida et al., 2012). However, several studies also found the number 

of sponge transcript copies in microRNA inhibited cells were several fold in excess of the 

microRNA copies per cell, so it appears the stoichiometry of this reaction is dependent on the 

abundance of the microRNA of interest in the tissue (Ebert et al., 2007; Gentner et al., 2009). It 

was expected using a sponge for knockdown would not alter the amount of endogenous 

microRNA in the cell, only prevent its activity by sequestering the bound microRNA, but the 

levels of microRNA decreased two-fold according to Northern blot analysis (Ebert et al., 2007). 
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In luciferase experiments comparing the knockdown of a microRNA with a sponge to ASOs and 

locked nucleic acids (LNAs), the sponge performed more effectively than ASOs and equal to 

LNAs (Brown and Naldini 2009). The cross-reactivity of the sponge is theorized to bind multiple 

members of a microRNA family, compared to ASOs that are usually designed to only target one 

member of a family (Brown and Naldini 2009). LNAs have less binding specificity due to their 

nucleotide base chemistry and could be a match for sponges in potency, but they have the 

disadvantage of more susceptibility to nuclease cleavage (Lennox and Behlke, 2010). As well, 

LNA delivery is limited to transfection into cells and have limited periods of activity, while 

sponges can be transduced and stably expressed over time via viral constructs and genomic 

integration.  

 

Genetic knockout models of microRNA loss are highly effective in decreasing the amount of 

microRNA in the cells and demonstrating the importance of select microRNA in various 

biological processes. The ablation of certain microRNA can reveal their essential roles in 

embryonic development, such as deletion of the miR-1-2 gene leading to 50% embryonic 

lethality with cardiac defects (Zhao et al., 2007b), or deletion of the miR-17-92 cluster resulting 

in perinatal death with lung and heart defects (Ventura et al., 2008). Conditional knockout 

models can examine microRNA knockout in a tissue-specific or time dependent manner and 

isolate the microRNA targets involved in a particular tissue or system. The genetic knockout 

technique is highly versatile and allows broader physiological perspective of the mechanism 

behind the phenotype related to microRNA loss. However, genetic knockout models have a 

number of disadvantages when studying microRNA. Nearly 40% of microRNA genes are 

located in protein coding genes, and knocking out expression of the microRNA could lead to 

inhibition of protein function through truncation of the protein amino acid chain, or by a decrease 

or lack of expression (Brown and Naldini, 2009; Kim et al., 2009). 

  

While genetic knockouts can demonstrate the role of a microRNA in different systems, such as 

abnormal B-cell development in mice with knockout of miR-17-92 indicating the regulation of 

immunity-related proteins, sponges may provide greater opportunity to study the spatial and 

temporal regulation by a microRNA. In one study, Loya et al implemented a miR-9 sponge 

transgene in mouse that could be induced in different tissues of D. melanogaster to 

demonstrate the necessity of miR-9 in different stages of development (Loya et al., 2009). In 

another case, Gentner et al selectively allowed expression of GALC at later stages of 

hematopoiesis while inhibiting expression in HSPCs where the presence of the protein is toxic 
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by inserting a sponge sequence into the 3’UTR of GALC that binds HSPC-specific microRNA. 

The GALC activity in later stages of hematopoietic differentiation effectively treated globoid cell 

leukodystrophy, a rare metabolic disease, in a mouse model by using sponges and microRNA 

regulation as gene therapy (Gentner et al., 2010).  

 

Genetic knockout and sponge knockdown models of microRNA loss can be similarly controlled 

through inducible and/or tissue-specific promoters in transgenic animals. Complete knockdown 

of the microRNA is more assured in genetic knockout models, and for microRNA loss on only 

one allele, haploinsufficient models can be achieved through use of animals with heterozygous 

knockout. ASOs are not ideal for study of microRNA roles in developmental and physiological 

models because of their short half-life and the difficulty in delivery to certain tissues, but the 

level of microRNA inhibition can be somewhat controlled through dosage in in vitro and in vivo 

models.  

 

The use of microRNA sponges in genetic therapy is promising but still high-risk. The feasibility 

of the sponge strategy works partially because the change in expression mediated by 

microRNAs on natural targets is carefully regulated. A vector encoded transgene or genetic 

knockout may be difficult to regulate and stable gene transfer may be inhibited by trans-gene 

specific immunity (Brown et al., 2006), even in the previous example, where microRNA 

regulation is used to fine-tune expression of a therapeutic protein by suppressing translation in 

particular tissue (Gentner et al., 2010). This would be an ingenious use of microRNA sponges in 

a clinical setting, and could become more feasible in the future as knowledge of microRNA 

regulation in different tissues is expanded and the sponge can be designed to control for vector 

dose, transduction level, and promoter activity. However, it is highly difficult to be able to predict 

off-target effects in gene therapy. While sponge expression can be controlled in particular 

tissues by exploiting the regulation of endogenous microRNA and using a specific genomic 

promoter site for expression dependent on tissue, the sponge expression may be inhibited or 

increased by extenuating factors within the cell that come from incomplete knowledge of the 

genetic and environmental factors (Brown and Naldini, 2009). 
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1.4.3 microRNA Knockdown Model Leading to Investigation of Non-specific 
Binding and Novel microRNA Discovery 

 

The initial hypothesis leading to this work was that loss of miR-143 in del(5q) MDS leads to 

dysregulation of proteins involved in hematopoiesis or pathways leading to oncogenic signaling. 

To test this hypothesis my first aim was to identify proteins with significant changes in 

expression due to knockdown of miR-143 and next to conduct pathway analysis and functional 

validation. My project began by investigating genes targeted by the putative tumor suppressor 

miR-143 for involvement in the pathogenesis of del(5q) MDS. A model of miR-143 knockdown in 

del(5q) MDS was developed in blood cancer cell lines using the sponge method for inhibition of 

miR-143 activity and expression, which was used to investigate the proteins undergoing change 

in response as described in Chapter 3. However, due to the small number of overlapping, 

significant changes in protein expression and the discovery of the chosen cell line expressing 

lower amounts of miR-143 than previously thought, the issue of non-specific binding to the miR-

143 knockdown sponge was introduced.  

 

My new hypothesis which was investigated through Chapters 4 and 5 of this thesis, is that 

unknown annotated or novel microRNAs could bind to a repetitive 7 nt sequence in the sponge 

through its seed site and regulate a set of protein targets distinct from that of miR-143. The 

ability of the sponge to bind unintended microRNAs as well as miR-143 leads to the possibility 

of two different sets of targets being differentially regulated simultaneously and leading to 

interference with each other. In Chapter 4 I describe my experiments to identify potential 

microRNA recognition elements in the sponge and searched within novel microRNA transcript 

sequence data to find any novel microRNAs with matching seed sites. Next, I characterized the 

potential novel microRNA that I discovered by analysis of expression in small RNA sequencing 

libraries, conservation of RNA secondary structure and microRNA targets in different species, 

and assays for biological activity. My last aim, discussed in Chapter 5, demonstrated that the 

non-specific binding effect could be eliminated by strategic mutation of nucleotides in the sites 

of the sponge binding to microRNA seeds, thereby providing a potential solution to reduce off-

target effects of this sponge knockdown approach to target microRNAs. 
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2. Materials and Methods 

2.1 Cell Culture 
 

Expression of miR-143 was examined by massively parallel small RNA sequencing and by 

quantitative real-time polymerase chain reaction (qRT-PCR) in a variety of cell lines.  The initial 

cell lines described as used in small RNA sequencing were HL-60, MDS-L, UT-7, and THP-1.  

UT-7 was used for further study, and later the expression of miR-143 was examined by qRT-

PCR in the AML-5, K562, MDS-L, MOLM-13, TF-1, THP-1, and UT-7 cell lines.  The expression 

of miR-X was examined in all of the aforementioned cell lines, as well as KG-1, M07e, U937, 

SKBR3, COLO205, and HeLa cell lines. The examination of myeloid leukemia cell lines was 

explored because miR-X had been detected in myeloid leukemia patient samples, and the cell 

lines deriving from other tissues were selected to explore whether there was expression in other 

types of tissue. All cell lines were cultured in a humidified atmosphere containing 5% CO2 at 

37°C. 

Table 2.1 - Cell lines used and culture conditions 
Cell lines were acquired from the Deutsche Sammlun von Mikrooganismen und Zellkulturen (DSMZ), American Type 
Culture Collection (ATCC), and Kaoru Tohyama’s lab. The media used are alpha-Modified Eagle Medium (alpha-
MEM), Roswell Park Memorial Institute (RPMI) 1640, and Dulbecco’s Modified Eagle Medium (DMEM). Supplements 
to the media include heat inactivated fetal bovine serum (FBS), 2 mM glutamine, 2 U/mL each of penicillin and 
streptomycin, and recombinant human proteins interleukin-3 (IL-3) and granulocyte macrophage colony-stimulating 
factor (GM-CSF). 
Cell Line Source Culturing Media Conditions 
AML-5  
(OCI-AML5) 

DSMZ α-MEM, 20% FBS, 1% PSG, 5 ng/mL 

COLO-205 ATCC RPMI-1640, 10% FBS, 1% PSG 
K562 ATCC RPMI-1640, 10% FBS, 1% PSG 
KG-1a ATCC RPMI-1640, 10% FBS, 1% PSG 
M07e DSMZ RPMI-1640, 10% FBS, 1% PSG, 10ng/mL hGM-CSF 
MDS-L K.Tohyama Lab RPMI-1640, 20% FBS, 1% PSG, 10 ng/mL hIL-3, 0.5 mM β-

Mercaptoethanol  
MOLM-13 DSMZ RPMI-1640, 20% FBS, 1% PSG 
OCI-AML3 DSMZ α-MEM, 20% FBS, 1% PSG 
TF-1 ATCC RPMI-1640, 10% FBS, 2 ng/mL hGM-CSF 
THP-1 ATCC RPMI-1640, 10% FBS, 1% PSG 
U937 ATCC RPMI-1640, 10% FBS, 1% PSG 
UT-7 DSMZ DMEM, 20% FBS, 1% PSG, 5 ng/mL hGM-CSF 
 

For the culture conditions, the media alpha-Modified Eagle Medium (alpha-MEM) was obtained 

from Sigma-Aldrich (St. Louis, MO), the heat inactivated fetal bovine serum (FBS) from Hyclone 

(Logan, Utah), the glutamine, penicillin and streptomycin from Gibco, Invitrogen (Carlsbad, CA), 

and hGM-CSF and IL-3 from Stem Cell Technologies (Vancouver, BC, Canada). 
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2.2 Cloning of Constructs 
 

The first miR-143 sponge in the pLentiLox3.7 (pLL3.7) vector was constructed from a 

pIDTSmart-KAN vector with a minigene containing the four-repeat sponge sequence (Integrated 

DNA Technologies (IDT), Coralville, IA). The four repeat sponge sequence consisted of four 

reverse complement sequences to miR-143 with 3 nucleotides in the middle, positions 10-12, 

changed to their complement bases (indicated in bold) and 1 nucleotide in position 13 removed 

from the sequence to create a gap (indicated by hyphen). These modifications were to produce 

a bulge in the middle of a miR-143/sponge RNA duplex and enhance stability. Each reverse 

complement was interspersed by 4-5 random nucleotides, and restriction enzyme digestion 

sites were added to the ends of the sequence (EcoRI and SphI in lowercase bold at the 5’ end 

and SphI, KpnI, and EcoRI in lowercase bold at the 3’ end). The sequence following the GFP 

coding region in pLL3.7 was as follows: 

 
miR-143 sponge 
 
5’-gaattc gcatgc GAGCTACAG-CGATCATCTCAGCTA GgGCTACAG-CGATCATCTCATTAAG 
GAGCTgCAG-CAATCATCTCAAACCT GAGCTACgG-CGATCATCTCAatCA gcatgc ggtacc gaattc-3’ 
 
The sponge sequence was digested from its original vector backbone using EcoRI restriction 

enzyme (New England Biolabs, Ipswich, MA) and ligated into the 3’UTR of the GFP in the 

pLentiLox3.7 vector using T4 DNA Ligase (New England Biolabs, Ipswich, MA). This vector was 

designed and cloned by Dr. Joanna Wegrzyn-Woltosz. 

 

The miR-X hairpin of the MND-miR-X vector, which encompassed 119 bases downstream of the 

miR-X mature sequence and 159 bases upstream (approximately 100-120 nucleotides on either 

side of the microRNA hairpin structure) was ordered as a gBlocks fragment (IDT, Coralville, IA). 

Restrictions enzymes sites for the enzymes AscI and PacI were added to the end of gBlocks 

fragment and the MND-miR-X vector was created by cloning of the gBlocks fragment into the 

MND-SVMCS-GFP vector. The hairpin insert and the MND-SVMCS-GFP vector were digested 

with AscI and PacI and ligated together with T4 DNA Ligase (New England BioLabs, Ipswich, 

MA).  

 

Dual-luciferase reporter vectors used the pmiR-Glo vector as a backbone, with a variety of 

3’UTRs cloned into the Multiple Cloning Site (MCS) (Promega, Madison, WI). For these 

constructs, 50 bp oligonucleotides containing the microRNA binding site and approximately 5-10 
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bp of upstream and downstream flanking sequence in the 3’UTR were annealed with their 

reverse complement oligonucleotides to create a short DNA insert sequence (IDT, Coralville, 

IA). The restriction enzyme digest site SacI (lowercase) was added to the 5’ end of the insert 

and the restriction site for XbaI (lowercase) was added to the 3’ end of the insert through the 

design of the oligonucleotides. The oligonucleotide sequences were as follows: 

 
miR-Xrevcomp-fwd 5’-TACgagctcCCAAGCAGAAGAGGCTACAGAGTAAGGACtctagaCGA-3’ 
miR-Xrevcomp-rev 5’-TCGtctagaGTCCTTACTCTGTAGCCTCTTCTGCTTGGgagctcGTA-3’ 
miR-Xrevcomp-mut-fwd 5’-TACgagctcCCAAGCAGAAGAGGCTAgtcAGTAAGGACtctagaCGA-3’ 
miR-Xrevcomp-mut-rev 5’-TCGtctagaGTCCTTACTgacTAGCCTCTTCTGCTTGGgagctcGTA-3’ 
TNPO1-3UTR-fwd 5’-TACgagctcGCAAGTTAAAAGCTACAGAGTGAAAGTtctagaTCG-3’ 
TNPO1-3UTR-rev 5’-CGAtctagaACTTTCACTCTGTAGCTTTTAACTTGCgagctcGTA-3’ 
TNPO1-3UTR-mut-fwd 5’-TACgagctcGCAAGTTAAAAGCTAgtcAGTGAAAGTtctagaTCG-3’ 
TNPO1-3UTR-mut-rev 5’-CGAtctagaACTTTCACTgacTAGCTTTTAACTTGCgagctcGTA-3’ 
SAMSN1-3UTR-fwd 5’-TTAgagctcACGCATTCCCAACTATATATCTACAGATGCATTCCATtctagaTCG-3’ 
SAMSN1-3UTR-rev 5’-CGAtctagaATGGAATGCATCTGTAGATATATAGTTGGGAATGCGTgagctcTAA-

3’ 
SAMSN1-3UTR-mut-fwd 5’-TTAgagctcACGCATTCCCAACTATATATCTAgtcATGCATTCCATtctagaTCG-3’ 
SAMSN1-3UTR-mut-rev 5’-CGAtctagaATGGAATGCATgacTAGATATATAGTTGGGAATGCGTgagctcTAA-3’ 

 

The annealed DNA sequences containing the reverse complement of miR-X, the miR-X binding 

site in the SAMSN1 3’UTR, and binding site in the TNPO1-3’UTR were digested with SacI and 

XbaI and ligated into pmiR-Glo vector by T4 DNA ligase (New England Biolabs, Ipswich, MA). 

Three nearly identical vectors were also cloned by the same method, differing by 3 bp (in 

lowercase bold underline) in nucleotide positions 3-5 of the microRNA recognition element 

(MRE, in bold underline) to simulate mutated microRNA binding sites. 

 

Three dual-luciferase reporter vectors were constructed using the pmiR-Glo backbone and 

annealed oligonucleotide DNA fragments containing two tandem repeats of the original sponge 

sequence, with two reverse complements to miR-143 with the aforementioned bulge in the 

middle and 4-5 random nucleotides in between (IDT, Coralville, IA). The oligonucleotides were 

designed to have sticky ends after annealing, without need for restriction enzyme digestion, and 

were ligated into the pmiR-Glo vector digested by SacI and XbaI with T4 DNA ligase (New 

England Biolabs, Ipswich, MA). In one construct, the sponge sequence had no mutations (Luc-

2T-nomut), in one construct both miR-143 seed binding sites had mutations in nucleotides 

corresponding to positions 3-5 of the 5’ end of the microRNA (Luc-2T-miR143mut), and in 

another construct both miR-X seed binding sites had mutations in nucleotides corresponding to 

positions 3-5 of the microRNA (Luc-2T-miRXmut). The oligonucleotide sequences are as 

follows: 
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Luc-2T-nomut- 
 FWD 

  5’-cTCGAATGGCTACAGACAATCATCTCAGCCAGTGCTACAGACGATCATCTCATCAAGTt-3’ 

Luc-2T-nomut- 
 REV 

5’-
tctagaACTTGATGAGATGATCGTCTGTAGCACTGGCTGAGATGATTGTCTGTAGCCATTCGAgagct
c-3’ 

Luc-2T-miR143 
mut- FWD 

   5’-cTCGATGAGCTACAGACAATCATgagAGCCAGTGCTACAGACGATCATgagATGTAGTt-3’ 

Luc-2T-miR143 
mut- REV 

5’-
tctagaACTACATctcATGATCGTCTGTAGCACTGGCTctcATGATTGTCTGTAGCCATTCGAgagctc-3’ 

Luc-2T-miRX 
mut- FWD 

   5’-cTCGAATGGCTAgtcACAATCATCTCAGCCAGTGCTAgtcACGATCATCTCATCAAGTt-3’ 

Luc-2T-miRX 
mut- REV 

5’-
tctagaACTTGATGAGATGATCGTgacTAGCACTGGCTGAGATGATTGTgacTAGCCATTCGAgagctc-
3’ 

 

The fixed sponges were ordered as gBlocks Gene Fragments of the original sponge sequence 

with the four tandem repeats of microRNA binding sites as shown previously (bulge nucleotides 

in bold and hyphen(-) to symbolize gap), the EcoRI, KpnI, and SphI restriction enzyme sites 

flanking the sequence (in bold lowercase), and three to four nucleotide substitutions in the 

seed sites of miR-143 for the miR-X fixed sponge or in the seed sites of miR-X for the miR-143 

fixed sponge (all mutations to decrease non-specific binding in lowercase). The gBlocks 

fragments and pLL3.7 vector were digested with EcoRI restriction enzyme and ligated with T4 

DNA Ligase.  

 

miR-143specific sponge: 
5’-gaattc gcatgc GAcgTAgtG-TGATCATCTCAGCTA GgGCTtgAG-CTATCATCTCATTAAG  

GAagTgCAG-CAATCATCTCAAACCT GAGCatCgG-AGATCATCTCAatCA gcatgc ggtacc gaattc-3’ 

 

miR-Xspecific sponge: 
5’-gaattc gcatgc CATCgCAcgT-AGGGCTACAGCTATa tTCgCtcTAA-GGAGCTACAGCAATC 

gTCagAAACC-TGAGCTACAGAGATG AaCTCAatC-AGAGCTACAGCGAT gcatgc ggtacc gaattc-3’ 

 

The accuracy of the cloning was assessed by restriction digest accompanied by visualization of 

DNA fragments on agarose gel and by Sanger Sequencing at Genome Quebec in McGill 

University.  
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2.3 Lentivirus Production 
 

293T cells were seeded on plasma-treated 100 mm tissue culture plates (Sarstedt, Newton, 

NC), at a density of 5-6.5 x 106 cells per plate in DMEM media supplemented with 10% heat 

inactivated FBS, 2 mM glutamine and 100 U each of penicillin and streptomycin (Gibco, 

Invitrogen, Carlsbad, CA). On the second day the media was changed 2-4 hours before 

transfection, adding 7.0 mL to each plate. The transfection was performed by combining the 

following amounts of packaging and envelope vectors with H2O up to 450 µL: 6.5 µg of Rev 

Repsonse Element (RRE), 2.5µg of REV viral protein (REV), 3.5µg of Vesicular stomatitis virus 

G protein (VSVG) and 10µg of the lentiviral construct being packaged. The 450 µL mixture of 

H2O and DNA plasmids was gently combined with 50 µL of 2.5 M CaCl2 in a polypropylene tube. 

The DNA-CaCl2 mixture was left to sit for 2-3 minutes and then added dropwise to 2x HBS 

solution (2.8 mL 5 M NaCl, 0.15 mL 0.5 M Na2HPO4, and 5 mL 1 M HEPES) to make a 1:1 

solution and left to sit for five minutes. The CaPO4-DNA solution was added to the 293T cells 

and incubated for 18-20 hours. On the third day of the procedure, 5.0 mL of fresh media per 

plate was exchanged for the old media. On the fourth day of the procedure, the viral 

supernatant was collected and filtered through a 0.45µm low protein binding Millipore filter. The 

viral supernatant was centrifuged at 25,000 rpm for 90 minutes at 4°C in a Beckman Coulter L8-

60M ultracentrifuge. Aspiration of the supernatant isolated the viral pellet, which was suspended 

in 100 µL of DMEM media with 5% DNase. The viral pellet was shaken in this solution for 45 

minutes, then divided into 25 µL aliquots and stored at -85°C. On the fifth day, this viral 

collection was repeated.  

 

2.4 Reverse Transcription of RNA and Real-Time Quantitative PCR 

2.4.1 Exiqon RT-qPCR for microRNA 
 

Total RNA was extracted using TRIzol (Invitrogen) and 200ng reversed transcribed using the 

Exiqon miRCURY LNA™ Universal cDNA Synthesis Kit, both according to manufacturer’s 

instructions (Exiqon, Copenhagen, Denmark). Synthesized miR-143 oligonucleotides from IDT 

were used to make five standards of 100, 10,000, 100,000, and 1,000,000 copies. The 

miRCURY LNA™ microRNA PCR primers for miR-143 and control set (Exiqon, Copenhagen, 
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Denmark), and SYBR Green (Invitrogen) were implemented for the RT-qPCR according to the 

manufacturer’s instructions.  

 

2.4.2 TaqMan RT-qPCR for microRNA 
 

Total RNA was extracted using TRIzol (Invitrogen) and 100 ng used for quantification of each 

sample. Quantification of microRNA species using the TaqMan® Small RNA Assays was 

performed with two-step RT-qPCR. In the reverse transcription (RT) step, cDNA was reverse 

transcribed from total RNA sample using small RNA-specific, stem-loop RT primers and 

reagents from the TaqMan® Reverse Transcriptase kit according to manufacturer’s instructions 

(ThermoFisher Scientific). The looped RT primer bound the 3’ end of a mature microRNA, 

allowing the synthesis of the cDNA strand to be carried out in the 5’ to 3’ direction (Figure 2.1). 

 

A forward primer specific to the small RNA of interest was extended by DNA polymerase to form 

the second cDNA strand. During PCR amplification, the TaqMan MGB probe anneals to a 

complementary sequence on the small RNA, between the forward and reverse primer sites. The 

proximity of the reporter dye to the quencher dye was disrupted by DNA polymerase cleavage 

of the probe, leading to fluorescent signal of specific amplification.  

 

The TaqMan® U47 small RNA Assay, one of the recommended probes for normalization, was 

used as a control for the amount of input RNA in each TaqMan assay. To find the number of 

copies for miR-143 or the novel microRNA, miR-X, synthetic RNA oligonucleotide copies of the 

microRNA sequences with concentrations of 1 nmol/L, 0.1 nmol/L, 0.001 nmol/L, 0.0001 nmol/L, 

and 0.00001 nmol/L were used as standards. The slope of the linear Ct to -log (nmol/L) and the 

molecular weight of the oligonucleotides were used to calculate the number of copies per 100 

ng of total RNA input. 
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Figure 2.1 - TaqMan RT-qPCR schematic 
Looped-primer RT-qPCR is used to detect mature microRNA. A stem-loop primer binds to the 3’ end of the 
microRNA, the 3’ of the primer is extended to make cDNA in the reverse transcription step. In real-time PCR, the 
forward primer complementary to the microRNA sequence is used to synthesize the second cDNA strand. In PCR 
amplication, the forward primer binds to the microRNA sequence, the reverse primer binds to a sequence in the loop 
primer cDNA region, and the TaqMan probe binds to a sequence between. The DNA polymerase cleaves the 
TaqMan probe when the strand is extended, which separates the quencher (Q) from the fluorescent probe (F) and 
causes fluorescence signal. 
 

2.5 Immunoblotting 
 

Cells were lysed in RIPA buffer (PBS containing 1% NP-40 (Sigma-Aldrich, St. Louis, MO), 

0.5% sodium deoxycholate, and 0.1% SDS (Sigma-Aldrich, St. Louis, MO)) with addition of 

fresh protease inhibitor cocktail (Roche Applied Science, Indianapolis, IN). 50 µg of total protein, 

as measured using Bio-Rad DC Protein Assay System (Bio-Rad Laboratories, Hercules, CA), 
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were analyzed by sodium dodecyl sulfate polyacrylamide gel electrophoresis, transferred to 

nitrocellulose membranes (Bio-Rad Laboratories, Hercules, CA), and developed by enhanced 

chemiluminescence (PerkinElmer Life Sciences, Boston, MA). Membranes were probed with the 

following antibodies: 1:1000 rabbit anti-SMAD3, ab28379 (Abcam, Cambridge, MA), 1:10,000 

mouse anti-GAPDH (Sigma-Aldrich, St. Louis, MO), 1:2000 rabbit anti-NUMA1, ab36999 

(Abcam, Cambridge, MA), 1:2000 rabbit anti-PSME1, PW8185 (Enzo Life Sciences, 

Farmingdale, NY), 1:1000 mouse anti-KRAS, ab55391 (Abcam, Cambridge, MA), 1:1000 rabbit 

anti-HK2 (C64G5), 2867 (Cell Signaling Technology, Danvers, MA), 1:1000 rabbit anti-DNAJA2, 

12236-1-AP (Proteintech, Chicago, IL), and 1:1000 rabbit anti-STAG2, ab155081 (Abcam, 

Cambridge, MA).  

 

2.6 Quantitative Proteomics Methodology and Statistical Analyses 

2.6.1 Stable Isotope Labelling of Amino Acids in Cell Culture and Gene Transfer 
 

The stable isotope labeled amino acids used for this experiment were deuterium labeled lysine 

and 13C labeled arginine, which were added to lysine and arginine free DMEM or RPMI 1640 

media. The two cell lines grown in Stable Isotope Labelling of Amino Acids in Cell Culture 

(SILAC) media were UT-7 and KG-1a. The cells were first tested for their rate of incorporation of 

the labeled amino acids into protein chains by taking samples of cell culture on the first, third, 

fifth, and seventh day in culture of the labeled media and running these samples on the 

nanoelectrospray-MS/MS (NanoES-MS/MS). The labeled amino acids have a higher mass and 

cause a shift in the mass/charge ratio of the peptide from the heavy labeled media, so there are 

two peaks or fragmentations patterns for the same peptide. Four or five peptides each from 

different common proteins in each sample increased in their heavy-to-light ratio over time, and 

with the light peptide’s near disappearance on the seventh day, the incorporation was 

considered complete.  

 

A range of 200,000-500,000 UT-7 cells were seeded in labeled DMEM media and non-labeled 

DMEM media and grown for ten days. The non-labeled cells were infected with the pLL-GFP 

lentivirus and the labeled cells were infected with pLL-miR-143spg lentivirus. Lentiviral 

infections were performed in 6-well suspension culture plates, with 1x106 cells/well, 1.5 mL 

media with 8 µg/mL polybrene, and 2-3 µL of superconcentrated virus. Fresh media was 

exchanged for the viral media 16 hours later, and 48 hours following this, the infected cells were 
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sorted and collected by the population expressing GFP. The sorted cells were replaced into 

SILAC media and allowed to readjust and expand for 24-48hrs.  

 

The cells were lysed in RIPA buffer (PBS containing 1% NP-40 (Sigma-Aldrich, St. Louis, MO), 

0.5% sodium deoxycholate, and 0.1% SDS (Sigma-Aldrich, St. Louis, MO)) with addition of 

fresh protease inhibitor cocktail (Roche Applied Science, Indianapolis, IN). The protein 

concentrations of the heavy miR-143spg lysate and the light GFP lysate were checked and 75 

µg of each were combined together and run on a 10% polyacrylamide gel. The gel was stained 

with Coomassie blue to visualize the protein bands, and the gel was cut into 23 separate bands. 

Each band was chopped up into 1 mm by 1 mm cubes, and the gel pieces were washed and 

treated with 10 mM DTT in 100 mM NH4HCO3 solution to reduce the proteins and with 55 mM 

iodoacetamide in 100 mM NH4HCO3 solution to block the thiol group of cysteine and prevent 

disulfide bonds. Any remaining Coomassie Blue stain was washed out, and the pieces were 

treated with 1 µg/uL trypsin overnight at 37°C in the Eppendorf Thermomixer Comfort (1.5 mL) 

at 600 rpm. The peptides from the digested proteins were cleaned and concentrated using stop-

and-go-extraction tips (Stage-tips), which consist of reverse-phase C18-bonded silica disks 

within 200 µL pipette tips. The concentrated peptide samples were run on the Fourier 

Transform-Ion Cyclotron Resonance mass spectrometer at the Biomedical Research Centre at 

the University of British Columbia. The proteomics data was analyzed using MaxQuant, Version 

1.0.13.13, which identified and quantified the H/L ratio for each protein.  

 

2.6.2 Analysis of Probability of Significant Change in Protein Expression 
 

An Empirical Bayes method used multivariate statistics that integrated the results of 3 replicate 

experiments to find the differentially abundant proteins and their statistical significance, and 

evaluate the non-Gaussian tails or regions of data sparsity within the proteomics data. It 

modeled log2 SILAC protein ratio values from replicate experiments and inferred the full shape 

of class-conditional probability distributions for biologically relevant proteins versus background. 

This method fitted a flexible model to the dense central data region, and constrained the tails to 

be fit by a parametric model. For the data, each experiment measured ratio values from three 

sets of samples, the SILAC1 dataset, the SILAC2 dataset and a set of proteins from 

untransduced cells grown in heavy and light media and combined. According to the Empircal 

Bayes method implemented, each experiment was modeled separately and the statistics were 
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subsequently integrated. There is assumed to be a 3-class model of SILAC ratio values, 

representing upregulated, downregulated and not differentially regulated, upon microRNA over-

expression or repression.  

 

2.6.3 Selective Reaction Monitoring 
 

UT-7 cells were grown and lentiviral transductions were performed as previously described, with 

pLL-GFP and pLL-miR-143spg lentiviruses. The cells were lysed in RIPA buffer (PBS containing 

0.5% sodium deoxycholate, and 0.1% SDS (Sigma-Aldrich, St. Louis, MO)) without NP-40 and 

protease inhibitors. The protein concentrations of the pLL-miR-143spg lysate and pLL-GFP 

lysate were assayed using Bio-Rad Protein Assay and 75 µg of each were diluted in 4 times in 

100% ethanol. The solution was brought to 50 mM NaCH3COO, pH 5 by using 2.5 M 

NaCH3COO and 20 µg of glycogen was added to each sample. The solutions were mixed and 

allowed to stand at room temperature for 3 hours. The pellet was precipitated by centrifuging for 

10 minutes at 17000 x g and the supernatant removed by aspiration. The pellet was 

resuspended in digestion buffer (1% sodium deoxycholate, 50 mM NH4HCO3), and heated to 

99°C for 5 minutes. This was followed by addition of DTT to a concentration of 10 mM with 

incubation at 37°C for 30 minutes and iodoacetamide to a concentration of 55 mM with 

incubation at 37°C for 30 minutes. An amount of 1 ug of trypsin per 35 ug of protein was added 

and the digestion was carried out overnight at 37°C. Samples were stage-tipped and run on 

4000 QTRAP LC/MS/MS instrument (MDS SCIEX, Applied Biosystems) in the Charles and 

Elaine Shnier Mass Spectrometry Instrument Suite at the GSC. The area under the peak for 

ACTNA1 was used to normalize input between the two samples and the fold-change for each 

peptide was calculated using the area under the peak.  

 

2.6.4 Preparation, Collection and Analysis of Proteomics Data with Modified 
Sponges 

 

UT-7 cells were cultured in normal media and SILAC media, with D4-L-Lysine and 13C6-L-

Arginine (see Section 2.6.1). However, in this case, the cells grown in normal media were 

transduced with one of four lentiviruses, and the cells grown in SILAC media were 

untransduced. For the transduced cells in normal media, two samples were transduced with 
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pLL-GFP, two with the original pLL-miR-143spg (called pLL-orig-spg), three with pLL-miR-

Xfixedspg, and three with pLL-miR-143fixedspg. The untransduced UT-7 cells grown in heavy 

media were grown alongside the transduced cultures and added in equal amounts to the lysate 

from the transduced samples. The heavy, untransduced lysate was used as input normalization 

for the protein samples from transduced cells grown in light media.  

 

The protein samples were prepared using the Single-Pot Solid-Phase-enchanced Sample 

preparation (SP3) protocol developed by Christopher Hughes, Lars M. Steinmetz, and Jeroen 

Krijgsveld (Hughes et al., 2014). The cells are lysed with 50mM HEPES (pH 8.5) with 1% SDS, 

1X cOmplete Protease Inhibitor Cocktail (Roche), and treated with benzoase to shear 

chromatin, protein lysates are treated with 200 mM dithiothreitol in 50 mM HEPES at pH 8.5 and 

incubate for 30 minutes at 45°C, then 400mM iodoacetamide in 50mM HEPES pH8.5 with 

incubation for 30 minutes at 24°C in the dark. The protein lysate was then digested by binding to 

Sera-Mag Speed Beads and acidification with 1% formic acid. The samples were treated with 

trypsin in a 1:25 enzyme to substrate ratio and incubated for 14 hours at 37°C. The peptides 

were recovered from the beads by reconstitution of beads in 2% DMSO in water and sonication, 

followed by collection of the supernatant. 

 

Ten samples were processed, run on the Orbitrap Fusion (ThermoScientific) in the Charles and 

Elaine Shnier Mass Spectrometry Instrument Suite at the GSC, and analyzed using Proteome 

Discoverer, Version 1.4. Peptides that were identified as contaminants (according to the library 

of common contaminant peptides in Proteome Discoverer) and/or non-unique were filtered out 

by the software, those with more 5 or more blank values out of the ten samples were removed, 

the peptides with multiple peptide spectrum matches (PSMs) were aggregated, the abundance 

values of each peptide in each sample were normalized, and these values aggregated by the 

protein accession numbers. Using the expression data for each protein in the samples and 

controls, the ratio of expression in each sample compared to the average expression in the two 

controls, pLL-GFP1 and pLL-GFP2 was determined. The log2(x) function of these ratio values 

was then calculated and returned to give the log2 fold-change in expression in each sample 

compared to the average of the controls. Some peptides will be recognized in more than one 

PSM and there will be an abundance value for each instance. The abundance value given after 

these are aggregated is the average of the abundance values from the respective PSMs.  
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The normalization of the abundance values accounts for the differences in sample amounts so, 

for example, if one sample was twice the amount of another I would expect to see a higher 

abundance of all peptides in that sample. To normalize, the abundance of all of the peptides in 

each sample are summed to give a Total Peptide Abundance value. A normalization factor is 

calculated (the highest Total Peptide Abundance value is found and then that value is divided by 

the Total Peptide Abundance value for each sample). The abundance of each peptide in each of 

the samples is then multiplied by the corresponding normalization factor to bring them up to the 

abundance I would expect to see if all samples had the same amount as the one with the 

highest Total Peptide Abundance. So the abundance values for each peptide are increased in 

all samples except for the one that had the highest Total Peptide Abundance because, by 

definition, this sample had a normalization factor of 1. 

 

After the log2 fold-change for each protein in the 8 sponge-infected samples was calculated, the 

dataset was checked for correlation using ggplots and gGally packages in R. The datasets 

showed low Pearson correlation coefficients, though two samples, pLL-miR-Xfixed3 and pLL-

miR-143fixed3 showed higher correlation. Since these samples were grown in culture at an 

earlier time point, using media that had a longer shelf life than the other six samples and their 

heavy-labeled normalization controls, these samples were excluded from further analysis. The 

genes in the remaining 6 samples were filtered for high levels of variance. Genes with a log2 

fold-change difference of greater than 0.5 in the pLL-Orig.Spg duplicates, or greater than 0.3 

difference in pLL-miR-Xfixedspg or pLL-miR-143fixedspg duplicates were excluded. The 

correlation coefficients were considerably improved after filtering, and a linear regression model 

was applied to the 3000 proteins passing this filter using the limma R package. The genes with 

a significant difference between the pLL-Orig.Spg log2 fold-change and pLL-miR-Xfixedspg log2 

fold-change or between the pLL-Orig.Spg log2 fold-change and pLLmiR-143fixedspg log2 fold-

change were determined from this linear regression model. Proteins with relevant expression 

patterns between the three different sponge conditions were selected using the R subset 

function and Venn diagram overlap. 

 

2.7 Flow Cytometry 
 

For the pLL-GFP and pLL-miR-143spg infected UT-7 cells cultured in SILAC media in Pt I, 

fluorescence activated cell sorting (FACS) was performed on the FACS 440 instrument from 
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Becton Dickinson. The cells positive for the GFP marker and negative for propidium iodide (PI) - 

a fluorescent molecule that permeates non-viable cells and intercalates into DNA - were 

collected in phosphate-buffered saline solution (PBS), and resuspended in regular UT-7 growth 

media. Sorting to separate fluorescently labeled cells was later performed on the Influx II and 

Aria III BD FACS instruments in the FlowCore Facility in the Terry Fox Laboratory at the BC 

Cancer Research Centre. 

 

Transfection efficiency of the microRNA hairpin mimics was tested by a fluorescent control 

mimic, Dy547. The percentage of fluorescent cells was determined by setting a gate according 

to fluorescence of the negative, untransfected cells and then running the sample containing 

cells transfected with the fluorescent control mimic and observing how many cells from this 

sample exhibited fluorescence greater than the gating around the negative population.  

 

2.8 Transfection of microRNA Anti-Sense Oligonucleotide Inhibitors and 
microRNA Mimics 

 

IDT MicroRNA Inhibitors are steric blocking oligonucleotides designed to hybridize to mature 

microRNAs, containing 2’-O-methyl residues with ZEN™ modifications, were ordered from 

Integrated DNA Technologies. When used in luciferase assays measuring the regulation of 

Firefly luciferase transcripts, the UT-7 or AML5 cells were co-transfected with the miR-

X(revcomp) pmiR-Glo vector and microRNA inhibitors using TransIT-X2 reagent and protocol 

(Mirus Bio).  

 

The microRNA mimics are commercially synthesized microRNA hairpins (ThermoFisher 

Scientific). For measurement of luciferase regulation by mimics in 293T cells, the mimics were 

transfected into the cells using the TransIT-SiQuest reagent 24 hours post-transfection of the 

Luc-2T-nomut construct by TransIT-LT1 reagent (Mirus Bio). For transfection into K562, AML5, 

UT-7, and OCI-AML3 cell lines to assay target protein regulation by immunoblotting, the TransIT 

SiQuest reagent and protocol were used. For measurement of luciferase regulation in COLO205 

and AML5 cells, the Luc-2T-nomut, Luc-2T-miR143mut, and Luc-2T-miRXmut were 

cotransfected with the control, miR-X, and miR-143 mimics using the TransIT-X2 reagent and 

protocol (Mirus Bio). 
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2.9 Luciferase Assays 
 

All of the luciferase assays were performed using modifications of the pmiR-Glo vector and the 

Dual-Luciferase Reporter Assay kit (Promega, Madison, WI) and the luminescence values were 

gathered on the Victor-X3 Plate Reader (Perkin Elmer). The derepression of pmiR-Glo vectors 

containing the miR-X reverse complement, SAMSN1 or TNPO1 binding sites were transfected 

using TransIT-2020 (Mirus Bio) into UT-7 cells which had previously been transduced with pLL-

GFP or pLL-miR-143spg lentivirus.  

 

2.10 Multiple Sequence Alignment and Target Prediction 
 

The multiple sequence alignment (MSA) was performed using sequence for selected 

mammalian genomes acquired from the UCSC Genome Browser, Multiz Alignment track (Kent 

et al., 2002). The multiple sequence alignment algorithm T-Coffee was used for examining the 

conservation and sequence identity between genomes, using the webserver for T-Coffee (Di 

Tommaso et al., 2011; Notredame et al., 2000).  Promoter analysis for transcription start sites 

for RNA polII was performed using the algorithm and webserver Promoter 2.0 (Knudsen, 1999).  

The prediction of targets of microRNAs was achieved using the TargetScan, version 5.1, 

algorithm, or for the potential microRNA seed sites, TargetScan Custom, version 5.0, algorithm 

was used (Chiang et al., 2010).  

 

2.11 Statistical Tests 
 

To determine significant variation between pLL-GFP and pLL-miR-143 samples in TaqMan RT-

qPCR, unpaired t-tests with Welch’s correction were performed using GraphPad Prism, version 

6 (Chapter 3.2 and 3.3). Variation between luciferase derepression in pLL-GFP and pLL-143spg 

samples was also determined using unpaired t-test with Welch’s correction. Variation between 

samples treated with the miR-X inhibitor and control inhibitor in UT-7 cells was also assessed 

using an unpaired t-test with Welch’s correction. The significance in variation between miR-

mimics regulation of Luc-2T-nomut in 293T cells was assessed by unpaired t-test with Welch’s 

correction. In COLO205 and AML5 cells, the significance of variation between regulation of Luc-

2T constructs was measured by one unpaired t-test per row (for each of the three constructs) for 
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treatment with control (CTR) mimic versus miR-X mimic (ie: whether there was significant 

difference between the CTR mimic and miR-X mimic conditions in Luc-2T-nomut, the Luc-2T-

miRXmut, or the Luc-2T-miR143mut cells), and by one unpaired t-test per row for treatment with 

CTR mimic versus miR-143 mimic. This was a multiple t-test for each miR-mimc treatment 

comparison, performed with False Discovery Rate (FDR) approach and the desired FDR (Q) set 

to 1%. This was also performed using GraphPad Prism. Linear regression analysis of the 

proteomics datasets in Chapter 4 is described above in Section 2.6.4, Preparation, Collection 

and Analysis of Proteomics Data with Fixed Sponges. 
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3. Model of miR-143 Knockdown in Blood Cancer Cell Lines 

3.1 Introduction 
 

MicroRNA are essential regulators of gene expression and pair with conserved sequence motifs 

found in over 60% of 3’UTRs in coding genes, as well as the protein coding domains and 5’UTR 

of many transcripts (Friedman et al., 2009; Lewis et al., 2005). There are over 2500 microRNA 

genes within the human genome and their loss or gain through genomic alterations is found in 

numerous diseases, as the large number of genes targeted by a single microRNA can lead to 

the disruption of many cellular functions (Bartel and Chen, 2004; Hsu et al., 2006; Lim et al., 

2005). One of the many complex biological processes controlled by microRNA is 

hematopoiesis, where coordinated networks of microRNAs and transcription factors regulate 

gene expression programs in each stage of blood cell differentiation. 

 

According to previous studies performed in our lab, loss of microRNAs in the critically deleted 

region of chromosome 5 contribute to the pathogenesis of del(5q) MDS and dysregulation of 

their targets TIRAP and TRAF6 lead to abnormal hematopoiesis (Starczynowski et al., 2010). 

The co-transcribed miR-143 and miR-145 are tumour suppressors and studies in other forms of 

cancers have found lower expression of miR-143 and -145 compared to normal tissue (Akao et 

al., 2007a; Akao et al., 2007b). My lab has shown that loss of miR-143 and -145 leads to 

downregulated expression in the del(5q) subtype of myelodysplastic syndromes, suggesting 

they may play a similar role in the development of del(5q) MDS. I initially posited that 

haploinsufficiency of miR-143 in MDS leads to derepression of oncogenic signaling pathways 

and/or genes involved in hematopoiesis. In the process of finding targets of miR-143 and 

determining whether any of the derepressed targets were involved in oncogenic pathways or 

dysregulation of hematopoiesis, an interesting question arose about the method of microRNA 

knockdown.  

 

Initial findings based on this experimental design showed that the degree of changes and 

correlation of changes between two replicates was low. This is likely due to biological and 

technical variation between proteomics experiments. However, this method of finding microRNA 

targets was somewhat unique in that it looked at targets, or proteins that were upregulated, after 

knockdown of a microRNA, rather than searching for downregulated proteins after microRNA 

transfection, as is commonly done. The knockdown was performed by a lentiviral sponge, which 
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had four binding sites of the reverse complement of miR-143. However, microRNA binding is 

often dependent on matches between the target and the first eight nucleotides of the 5’ region of 

the microRNA and complementarity in the 3’ region is not essential. During the course of these 

studies it was found that levels of miR-143 in the model cell line were lower than initially 

gauged, and led to the hypothesis that conditions were optimal for non-specific microRNAs to 

be bound by the lentiviral sponge. This chapter introduces our model of miR-143 knockdown in 

a leukemic cell line and the preliminary data collected, and the impetus to investigate non-

specific binding of novel microRNAs.  

 

3.2 Modeling Loss of miR-143 and Differential SILAC Proteomic Analysis 
 

Sponges, or decoys, against microRNAs have been used to reduce expression of microRNAs in 

a variety of cell types in an analogous manner to how microRNAs regulate gene expression. As 

discussed in the Introduction, sponges give similar inhibition of microRNA expression as 

methods utilizing transfected anti-sense oligonucleotides and are stably expressed in the cell 

after retroviral or lentiviral transduction and genomic integration.  

 

A lentiviral sponge was designed with the 3’UTR of GFP consisting of four tandem repeats of a 

miR-143 binding site, a target sequence complementary to the miR-143 sequence in miRBase, 

with spacers of four to five random nucleotides between repeats (Figure 3.1a). The most 

effective sponges used in previous studies implemented microRNA binding sequences with 

mismatched bases opposite to position 9-12 of the microRNA, called bulged sites (Ebert et al., 

2007; Gentner et al., 2009). In humans, most microRNA duplexes have central mismatches or 

imperfect complementarity to facilitate recognition by Argonaute proteins and RISC-loading (Liu 

et al., 2004; Xia et al., 2013a; Xia et al., 2013b). 

 

At the time of the project’s outset, there was controversy over the primary mode of microRNA 

regulation, through translational inhibition or mRNA degradation, and the degree of change 

observed at the protein level or mRNA level. Proteomics was the chosen method of evaluating 

the effects of loss of miR-143, because changes in protein expression could be a consequence 

of translational inhibition and mRNA degradation, and effects due to post-transcriptional 

silencing or regulation could be seen. 
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The UT-7 blood cancer cell line was chosen to look for targets of miR-143 because it allowed 

evaluation of expression changes by quantitative proteomics in an abundant tissue similar to the 

cellular environment of interest and as a more homogenous system compared to primary 

tissues (Nagaraj et al., 2011). Stable Isotope Labeling of Amino Acids in Cell Culture (SILAC) 

was used to compare protein expression between miR-143 knockdown cells and cells with the 

GFP control. SILAC is a quantitative proteomics technique in which cells are grown in either 

normal, or “light,” media or in “heavy” media where some of the amino acids have been 

replaced with stable-isotope labeled amino acids. Cells grown in light media were transduced 

with pLL-GFP control and cells grown in media with D4-L-Lysine and 13C6-L-Arginine amino 

acids were transduced with pLL-miR-143spg. The protein lysates from the control and miR-143 

knockdown cells were combined together in equal amounts, trypsin digested, and the 

concentrated peptides were run an FT-ICR mass spectrometer at the Biomedical Research 

Centre at UBC. The differences in protein expression between the control and knockdown cells 

were compared by the ratio of peptides abundances in the light versus heavy forms. The SILAC 

method was chosen because the samples are combined together at the protein lysate stage, 

before treatment to reduce disulfide bonds or the trypsinization of proteins into peptides, and the 

method therefore lessens the amount of variation between the two conditions due to any 

difference in technical treatment. 

 

I transduced the UT-7 cell line with pLL-miR-143spg or pLL-GFP lentivirus, measured 

knockdown of miR-143 by TaqMan microRNA qPCR, and detected decreased levels of miR-143 

in cells transduced with pLL-miR143spg compared to cells transduced with pLL-GFP, as 

expected (Figure 3.1b). The decrease in expression was almost 70%, indicating that knockdown 

of miR-143 had occurred. The remaining detection of miR-143 in the pLL-miR-143spg 

transduced cells could also potentially occur due to the sequestering of the AGO-GW182 

complex with the sponge and miR-143 species into P-bodies. Repressed target mRNAs that are 

not degraded directly after incorporation into RISC sometimes accumulate in these cytoplasmic 

foci, where enzymes involved in mRNA degradation are concentrated (Jackson and Standart, 

2007). The isolation of RNA from the transduced cells could free the miR-143 sequestered in P-

bodies and contribute to the miR-143 still seen in the qPCR experiment. 

 

Before performing SILAC proteomics to evaluate the proteome for changes in expression, a 

marker protein was needed to demonstrate that knockdown of miR-143 causes changes in the 

proteome. Numerous changes in protein expression occur after knockdown of a microRNA, one 
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being the upregulation of direct, MRE-containing targets of the microRNA. A variety of tools 

exist to predict direct targets of microRNAs through computational algorithms and multiple 

databases with validated predicted targets from the literature. Following measurement of miR-

143 knockdown, we performed immunoblotting for SMAD3, which was a predicted target of 

miR-143 according to TargetScan, and a member of the TGFβ  signaling pathway and a 

potentially relevant pathogenesis-related target. SMAD3 was increased in UT-7 cells transduced 

with pLL-miR-143spg compared to cells transduced with pLL-GFP according to measurement 

by immunoblotting (Figure 3.1c,d). Another predicted target of miR-143 was the protein KRAS, 

which also increased in expression in UT-7 cells transduced with the miR-143 sponge. The 

levels of miR-143 in UT-7 were greater than 90,000 RPM in preliminary data from Solexa small-

RNA sequencing performed at the Genome Sciences Centre in the BC Cancer Research 

Centre. The high levels of expression were thought to lead to greater changes in the proteome 

when the microRNA was knocked down. Since qPCR experiments showed significant 

knockdown in microRNA expression and upregulation of predicted protein targets was 

observed, the SILAC experiment to measure changes in protein expression was carried out 

using UT-7 cells. 
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Figure 3.1 - Knockdown of miR-143 expression in UT-7 
a. Schematic of miR-143 knockdown lentiviral vector, pLL-miR-143spg. The sponge has four tandem repeats of miR-
143 binding sites, separated by 4-5 different random nucleotides after each repeat. b. RT-qPCR of miR-143 in UT-7 
cells virally transduced with the miR-143 knockdown construct (mean ± SD, n=3, unpaired t-test with Welch’s 
correction). c. Immunoblotting of lysates from UT-7 cells transduced with pLL-miR-143spg revealed upregulation of 
SMAD3 and KRAS. d. Immunoblots from three replicate experiments were quantified by densitometry. (Bars show 
mean ± SD). 
 
 

Two SILAC datasets were collected, with 1561 proteins identified in the first data set, SILAC1, 

and 946 proteins in the second, SILAC2. Each protein was identified and quantified in the 

dataset by detection of two or more unique peptides with sequences matching part of the 
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protein sequence. The change in expression was denoted by the heavy-to-light ratio, in which 

the ratios of peptide intensities (or abundances) in heavy form were compared to intensities in 

light form and averaged for each protein (Figure 3.2a). The SILAC1 and SILAC2 datasets had 

different numbers of proteins undergoing changes in expression at higher levels (Figure 3.2b). 

There was considerable overlap in the proteins identified between these two proteomics 

datasets, with 902 proteins found in both (Figure 3.2c), and many proteins had variation in the 

degree and direction of expression changes between datasets. The linear association of the 902 

common proteins reflects this, with a positive slope but a Pearson correlation coefficient of 

0.259 (Figure 3.2c). The low correlation value derives from proteins with high variation in 

expression between the two datasets.  

 

Proteomics data may suffer from low correlation between biological replicates due to sample 

heterogeneity. Proteins have higher stability and longer half-life on average than mRNAs, so 

measuring proteins has some advantages in consistency. The pLL-GFP and pLL-miR143-spg 

cells are serum starved following transduction to provide some synchronization in cell cycle and 

decrease heterogeneity in this respect, but serum starvation is only performed for 1 hr to 

minimize cell death, and many proteins with longer half-lives may not be affected by this 

treatment. There may also be differences between cells, such as energy state or concentration 

of regulatory molecules (Viney and Reece, 2013). 

 

There may also be variation between replicates due to technical variance such as instrument 

variation, peptide digestion and extraction, and long-term drift of the instrument. One of the 

reasons for the low correlation between our samples was likely due to the peptide digestion/ 

extraction and analysis by the FT-ICR instrument at time intervals that were several weeks 

apart, and possible fluctuation in response of the instrument (Piehowski et al., 2013).  
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Figure 3.2 - Overlap and correlation between two miR-143KD proteomics experiments 
a. Schematic of SILAC quantitative proteomics experiment finding proteins with differential expression between pLL-
GFP and pLL-miR-143spg - two SILAC datasets were collected. b. The proteins in SILAC1 (purple) and SILAC2 
(orange) undergoing different degrees of expression changes vary between datasets. c. Of the 1562 proteins 
observed in SILAC1 (purple) and the 946 proteins observed in SILAC2 (light orange), 902 proteins were found in both 
datasets (dark orange). d. The Pearson correlation coefficient for log2 fold changes of the 902 overlapping proteins 
between SILAC1 (y-axis) and SILAC2 (x-axis) is 0.259, with a p-value of 5.11×10-15.  
 
 

The key to finding proteins changed in expression due to the knockdown of miR-143 in the cells 

was to look for proteins that shared the same expression trend (upregulation or downregulation) 

between datasets and had significant changes in expression. Our task was simultaneously to 
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find proteins with similar trends in expression in both SILAC1 and SILAC2, while also 

establishing the proteins with significant differential expression, excluding those with natural 

variation due to protein turnover rates, translational efficiency, etc. Assessing significant 

changes in protein abundance between conditions is often performed by a standard 2-sample t-

test to compare relative or absolute abundance for each peptide or protein. However, this type 

of testing does not lend itself to the variation often seen in proteomics data, or to the range of 

changes in differential expression analysis. I will discuss how similar methods used in 

determining differential expression of transcripts in microarrays can be implemented in 

proteomic differential expression, and how this led to our statistical analysis of choice.  

 

3.3 Analysis of Significant Biological Changes in Quantitative Proteomics 
Dataset 

 

Early assessment of differential expression in microarrays used fold-change alone (DeRisi et al., 

1996; McCarthy and Smyth, 2009; Schena et al., 1996), but these methods had low 

reproducibility and the use of Wilcoxon tests, Empirical Bayes, and other statistical means were 

developed (Baldi and Long, 2001; Efron and Tibshirani, 2002; Smyth, 2004; Tusher et al., 2001; 

Wright and Simon, 2003). With these new methods, small fold changes could be considered 

statistically significant, and fold-change cut-offs were implemented as criteria as well. The 

biological significance of a fold-change is likely to depend on the gene and on the experimental 

context, so differentially expressed genes with a required p-value (<0.01 or <0.05) were ranked 

by fold-change cut-offs of 1.5, 2, or 4 (Patterson et al., 2006)(Patterson et al 2006) or in some 

experiments, a fold-change of 1.3 and a p-value of less than 0.2 were required (Huggins et al., 

2008)(Huggins et al 2008). 

 

Proteomics experiments can be analyzed in a similar way to microarray or transcriptome 

experiments. However, the degree of change may be slightly less depending on the cause of 

differential expression. To find which H/L log2 fold changes constituted significant expression 

changes and determine the biologically relevant proteins within the two datasets, an Empirical 

Bayes method developed by Margolin A et al was implemented (Margolin et al., 2009). This 

method accounted for non-Gaussian tails in the distribution of H/L log2 fold changes and used 

multivariate statistics to find the differently abundant proteins. A flexible Gaussian model was 

fitted to the dense central data region and the tails were constrained by a parametric model to 
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find the significant proteins. I found the posterior probabilities for proteins found in both SILAC1 

and SILAC2 experiments of being differentially regulated (Figure 3.3a). This analysis found the 

posterior probability for each protein of being upregulated or downregulated due to the 

knockdown of microRNA and found that proteins with higher magnitudes of change had a 

greater posterior probability of being differentially regulated. This distinguished proteins that 

were more likely changing expression due to microRNA knockdown rather than technical or 

biological variation. The proteins with posterior probabilities of 50% or higher of being 

differentially regulated in the proteomics experiment had log2 fold changes of greater than or 

less than 0.25 or -0.20 in SILAC1 and 0.30 or -0.30 in SILAC2 (Figure 3.3b).  

 

As described with microarray and transcriptome analyses, finding biologically significant 

changes in gene expression often implements a combination of fold-change cut-off and p-value 

requirements. In this case the posterior probability from the Empirical Bayes analysis and a fold-

change cut-off was used. Numerous proteins had a high posterior probability of being 

upregulated in one SILAC experiment, but lower posterior probability of being upregulated in the 

other experiment. For example, some proteins might have had over 85% posterior probabilities 

in SILAC1 and between 50-85% posterior probability in SILAC2, or vice versa. In order to keep 

some proteins for analysis, a low threshold of posterior probability was set. The proteins with 

greater than 50% posterior probability in SILAC1 and SILAC2 were selected. Next, the log2 fold-

change cut-off was set at +/- 0.3, because this incorporated proteins in both SILAC1 and 

SILAC2 with over 50% posterior probability of change, and was supported by literature that 

proteins with this fold-change and greater were potentially biologically important in microRNA 

knockdown experiments (Guo et al., 2010).  
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Figure 3.3 - Threshold for determining significant changes in protein expression 
a. The posterior probability (measured on the right y-axis) of a protein being upregulated (green dotted line) or 
downregulated (pink dotted line) was determined by Empirical Bayes analysis of the 902 overlapping proteins in 
SILAC1 (left) and SILAC2 (right). b. Proteins with a log2 fold-change of less than -0.3 and greater than 0.3, and a 
posterior probability of greater than 55% (blue dotted lines), met the criteria for further analysis. 
  

 

Next I wanted to find which of these significantly changed proteins supported by Empirical 

Bayesian analysis and fold-change cut-off had consistent expression trends between the two 

SILAC experiments. Significantly differentially expressed proteins following the same expression 

trend were kept and proteins with high variation between SILAC1 and SILAC2 were filtered out 

using the UpSet R Package. This package was used to find the intersecting proteins between 

four subsets - significantly upregulated in SILAC1, significantly upregulated in SILAC2, 

significantly downregulated in SILAC1 and significantly downregulated in SILAC2 (Figure 3.4a). 
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Figure 3.4 - Overlapping expression of significantly changed proteins 
a. Significantly changed proteins were separated into four subsets - downregulated in SILAC1, downregulated in 
SILAC2, upregulated in SILAC1, and upregulated in SILAC2, which were evaluated for overlapping significant 
proteins. The orange bar represents the proteins downregulated in both datasets; the blue bar represents proteins 
that are upregulated in both datasets. The Venn diagram (top left) also shows overlap between the four subsets. b. 
Histogram of SILAC1 and c. SILAC2 protein expression changes, with proteins downregulated in both SILAC1 and 
SILAC2 marked as orange, and proteins upregulated in SILAC1 and SILAC2 marked as blue. 
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For the consistently downregulated proteins in both datasets with significant change, the 

proteins CORO1A, DDX21, DYNC1H1, FUS, GLUL, GRSF1, HIST2H2AB, LCP1, MRTO4, 

PDLIM1, PEBP1, PSPH, RSU1, SNRPD1, SRSF2, SRSF3, TMPO, and VIM were found 

(orange bars, Figure 3.4b and c). For upregulated proteins in both datasets with significant 

change, the proteins ACAT1, ACOT13, CALB2, DCXR, DFFA, DSTN, EIF3M, FAH, GMFG, 

HSPB1, ITGA2B, MCM4, NUMA1, PSME1, SPC24, and TIPRL were found (blue bars, Figure 

3.4b and c). 

 

Among the 16 significantly upregulated proteins, there are no conserved predicted targets of 

miR-143 supported by the TargetScan algorithm. Analysis of the 3’UTRs for the mRNAs of 

these proteins was also performed, to look for miR-143 seed binding sites. The four types of 

miR-143 binding sites are a 6 nt match in the mRNA to nucleotide positions 2-7 of the 

microRNA (6mer), a 7 nt match to positions 2-8 (7mer-m8), a 7 nt match with an A at the 3’ end 

to match positions 1-7 (7mer-1A), and an 8 nt match with nucleotide positions 1-8 (8mer). There 

were no 8mer or 7mer-m8 binding sites in the 16 proteins, but EIF3M had 1 7mer-1A site and 4 

6mer sites.  For 6mer sites, ACAT1 had 1, DFFA had 2, HSPBP1 had 1, MCM4 had 2, and 

SPC24 had 3 sites.  However, the 6mer binding sites have a weaker effect on regulation, and 

are more likely to be found by random change due to their shorter length (Nielsen et al., 2007). 

 

I performed pathway analysis of the 16 significantly upregulated proteins, to determine if miR-

143 knockdown had an effect on a particular biological function. The 16 proteins upregulated in 

SILAC1 and SILAC2 were analyzed for enrichment of genes in biological process using 

Database for Annotation, Visualization and Integrated Discovery (DAVID) (Figure 3.5a). The 

biological process with the highest statistical significance and lowest p-value (0.04) was the 

mitotic cell cycle, and the three proteins from our filtered set that were enriched in this process 

were NUMA1, PSME1, and SPC24 (Figure 3.5b). Knockdown of miR-143 in UT-7 cells was 

performed again, and immunoblotting was conducted on PSME1 and NUMA1, two of the 

proteins with high probability of upregulation. NUMA1 had a 0.96 probability of being 

upregulated in SILAC1 and a 0.55 probability in SILAC2, while PSME1 had a 0.85 probabillity in 

SILAC1 and a 0.91 probability in SILAC2. Derepression of NUMA1 and PSME1 was observed 

by immunoblotting after pLL-miR-143spg transduction (Figure 3.5c and d).  
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Figure.3.5 - Validation of significantly differentially expressed proteins 
a. The DAVID alrgorithm was used to search for biological processes enriched for GO terms associated with the 16 
significantly upregulated proteins in both SILAC datasets. b. NUMA1, PSME1, and SPC24 were enriched for GO 
terms in the biological process of the mitotic cell cycle (p-value = 0.041). c. Immunoblotting of lysates from UT-7 cells 
transduced with pLL-miR-143spg confirmed upregulation of NUMA1 (top) and PSME1 (bottom) compared to pLL-
GFP control. d. Immunoblots from three replicate experiments were quantified by densiometry. Bars show mean ± 
SD. 
 
 

The relationship of miR-143 to mitotic cell cycle can also be observed in the literature, since a 

few studies have linked miR-143 loss to increased cell proliferation. In one study in colorectal 

cancer, it was demonstrated that miR-143 regulates IGF1R, and loss of miR-143 leading to 

derepression of IGF1R, which increases cell proliferation (Su et al., 2014). Knockout studies of 

both miR-143 and miR-145 in mice studying effects in vascular smooth muscle cells showed 

that the smooth muscle layers of aorta were noticeably thinner, due to decreased actin-based 

stress fibers. It was found using this model that these miRNAs modulate actin dynamics and 
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cytoskeletal assembly and act through regulators such as myocardin, ADD3, TPM4 and SRF 

(Lai et al., 2012).  There is a relationship between actin cytoskeleton dynamics and the mitotic 

cell cycle, since the actin cytoskeleton is involved in cleavage of the cell during cytokinesis and 

in the separation of centrosomes during metaphase (Heng and Koh, 2010). 

 

3.4 Correlation Between SILAC Datasets and Degree of Changes Due to 
miR-143 Loss 

 

The expression of miR-143 in UT-7 cells appeared high according to preliminary small RNA 

sequencing data collected in the lab, and this was consistent with the knockdown of the mature 

microRNA measured by qPCR and derepression of SMAD3 in immunoblotting. However, the 

initial high expression value of miR-143 in UT-7 was due to misalignment of the reads, and 

remapping of microRNA sequencing data found that expression of miR-143 was lower in UT-7 

cells than expected (Figure 3.5a). This was confirmed in microRNA qPCR by using synthetic 

miR-143 oligonucleotides to make standards and give absolute quantification (Figure 3.5b).  

 

 

Figure 3.6 - Expression levels of miR-143 in leukemic cell lines 
a. Solexa platform small RNA sequencing was performed on leukemic cell lines and there were initially ~10,000 RPM 
for miR-143 in the UT-7 library, but after remapping, very few reads were observed at the miR-143 locus. b. Standard 
curve RT-qPCR was used for absolute quantification of miR-143 in leukemic cell lines. UT-7 cells showed 0-20 
copies per 100ng of total RNA in three replicates (red, black, and blue coloured symbols represent three biological 
replicates). 
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The low levels of miR-143 in UT-7 cells were interesting in light of the low coverage and low 

overlap in expression changes seen in our proteomics experiments The degree of changes 

seen in the SILAC1 replicate was similar to the range of expression changes seen in other 

SILAC proteomics studies designed to find targets of a particular microRNA (Baek D et al 2008, 

Selbach M et al 2008). SILAC2 had fewer proteins and did not have as many proteins 

undergoing the same extent of change, making the extent of expression changes in the 

overlapping proteins between SILAC1 and SILAC2 smaller as a result. There were larger non-

Gaussian tails in the SILAC1 histogram representing the range of protein expression changes 

than in the SILAC2 histogram, which may have indicated differential expression changes, but 

they were not chosen for validation due to lack of replication in the second dataset. Since the 

coverage of the proteome was greater for SILAC1 compared to SILAC2, and there were almost 

four hundred proteins without measurement in SILAC2, it leaves the possibility that the protein 

may have had consistent differential expression in both datasets if it had been detected in both.  

 

While knockdown of miR-143 expression and upregulation of certain proteins was consistent in 

UT-7 cells, numerous proteins varied widely in expression between the two SILAC datasets. 

The potential reasons for the differences in expression between the two SILAC datasets are 

numerous. Many proteins were likely undergoing change stochastically and as discussed in 

Section 3.2, there was most likely technical variation in preparation of the two replicates for 

mass spectrometry, differences in cell cycle states due to complete synchronization, variation in 

half life of protein and other reasons that commonly contribute to noise in proteomics 

experiments between replicates. However, the size of the group of overlapping expression 

changes, 16 upregulated proteins and 21 downregulated proteins, seemed small compared to 

other experiments (Baek et al., 2008; Selbach et al., 2008). As well, the lack of conserved 

predicted targets or stronger seed binding sites is concerning. 

 

 The low degree of overlap between the two datasets combined with the low levels of miR-143 

in UT-7 cells led to the idea of other microRNA species than miR-143 potentially binding to the 

sponge transcript and regulating a different set of proteins than miR-143. The non-seed region 

of the microRNA is known to be mutation tolerant and contain many Watson-Crick pairing 

mismatches, which allows it to bind to many targets with varying degrees of complementarity. In 

my model, the sponge was designed with four tandem repeats to bind multiple copies of miR-

143, and the transcript was highly expressed from a strong, lentiviral CMV promoter after cells 
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were transduced with a highly concentrated lentivirus. Given the high levels of sponge transcript 

with repetitive sequences and the comparatively low levels of the microRNA, as well as the 

mutation tolerance of the non-seed region in binding targets, there is potential for non-specific 

binding by novel or annotated microRNAs. 
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4. Molecular Analysis of a Potential Novel microRNA 

4.1 Introduction 
 

MicroRNA hairpins and microRNA-mRNA target complexes are forms of RNA that use self-

complementarity and sequence complementarity to make stable secondary structures. 

MicroRNAs demonstrate stable binding to mRNA with varying degrees of sequence 

complementarity, affecting the microRNA-mRNA duplex structure and determining the 

incorporation into the RISC machinery, thereby influencing the outcome of microRNA targeting. 

The earliest studies in C. elegans found that seven nucleotides in the 5’ end of the microRNAs 

were complementary to conserved sequences of the 3’UTR of their lin-14 targets (Wightman et 

al., 1993). In massive parallel sequencing of the mouse small RNA transcripts less than 30 

nucleotides, the most conserved areas were nucleotides 3-7 and 10-15 (Reid et al., 2008). In a 

study by Brennecke et al, as few as four basepairs in positions 2-5 of the microRNA provide 

regulation of the mRNA target, and complementarity with the rest of the microRNA was less 

effective (Brennecke et al., 2005b). The 3’ end of the microRNA, the non-seed, is required for 

duplex thermodynamic stability but does not usually require the same extent of reverse 

complement base pairing with the mRNA target, and has been shown to be highly tolerant to 

mutation (Doench and Sharp, 2004).  

 

This has the capacity for problems when the sponge method is used to knockdown microRNA 

expression, due to the highly expressed, repetitive sequence creating an abundance of 

positions where part of the sequence is capable of binding the seed site of a non-specific 

microRNA. The UT-7 cell line used in Chapter 3 for knockdown has low levels of endogenous 

miR-143 and high expression of the miR-143 sponge. There are potentially other annotated or 

novel microRNAs that may bind to a repeated element in the sponge’s tandem reverse 

complement sequences. My hypothesis is that in addition to miR-143, non-specific microRNAs 

bind to the miR-143 sponge and lead to derepression of a distinct, separate target set. This 

activity makes the targets of the intended microRNA more difficult to discern. More importantly, 

sponges used in applications such as gene therapy may also be subject to novel or annotated 

microRNAs binding non-specifically to the sponge, that compete with knockdown of the 

intended microRNA and derepression of its targets. 
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To assess if non-specific microRNAs bind to the miR-143 sponge and regulate distinct target 

sets, I identified microRNA recognition elements within the miR-143 sponge sequence, 

analyzed novel microRNA transcript data containing matching seed sites to the MREs, and 

evaluated the potential of non-specific binding by the novel transcripts containing seed sites. 

This was followed by genomic and molecular analysis of the candidate novel microRNA to 

confirm its presence and functionality. 

 

4.2 Identifying potential microRNA recognition elements within the sponge 
sequence 

 

The sponge designed for knockdown of miR-143 in leukemic cell lines is full of repetitive 

sequences due to the four tandem reverse complement binding sites of miR-143. While the 

sequence includes 4-5 different random nucleotides between each of the four repeats, there are 

numerous 7 nucleotide sequences repeated throughout the sequence. The first step in 

identifying non-specific microRNAs that could bind to the sponge was to scan the sequence of 

the sponge for potential microRNA seed binding sites, MREs (Figure 4.1a).  

 

The initial discovery of microRNA regulation led to a multitude of mRNA target prediction 

algorithms. Discovery of the requirement for Watson-Crick base-pairing in the 5’ region of the 

microRNA at positions 2-7 limited the number of false-positive predictions and assisted the 

development of these algorithms (Brennecke et al., 2005b; Krek et al., 2005; Lewis et al., 2003). 

The 5’ region is the most conserved portion of metazoan microRNAs and often only 7 nt 

matches were found in aligned sequences of vertebrate 3’UTRs (Lewis et al., 2003; Lim et al., 

2003b). This 5’ region of the microRNA was called the seed and binds to complementary 

sequences known as microRNA recognition elements (MREs) in target transcripts. Many of the 

target prediction algorithms have overlapping sets of predicted targets and use similar 

methodology, finding seed pairing in conserved regions of target 3’UTRs for each annotated 

microRNA. TargetScan Custom is a modification of the TargetScan algorithm, where instead of 

selected an annotated microRNA of interest, a theoretical seed site can be entered and a set of 

the seed’s predicted targets generated. The required input size is seven nucleotides only, so the 

sequence of the pLL-miR-143spg was analyzed using a scanning window of seven nucleotides 

to find repeats potentially acting as MREs for microRNAs aside from miR-143 (Figure 4.1b) 

(Bartel, 2009). In the analysis of the miR-143spg sequence, any heptamer sequences repeated 
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more than once were treated as an MRE for a potential seed site in a novel or annotated 

microRNA. Based on evaluation of each seed by TargetScan Custom, none of the potential 

seeds belonged to a known, annotated microRNA.  

 

 

 

Figure 4.1 - Identification of potential non-specific microRNA recognition elements in miR-143 sponge 
a. Schematic of miR-143 binding to miR-143 MRE (pink) in sponge sequence, and causing derepression of mir-143 
targets (top), versus hypothetical binding of novel microRNA seeds to non-specific MREs on sponge (in orange and 
blue), regulating different sets of targets. b. A scanning window of 7-nt was used to search for MREs belonging to 
novel or annotated microRNAs. The potential seeds that would bind to these MREs are pictured (bottom half).  
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The species binding non-specifically to the sponge sequence were theorized to be microRNAs, 

due to the ability of the seed to form the strongest interaction with the target. Since the potential 

seeds did not correspond to any known microRNA, they were searched for within a set of 

potential novel microRNA transcripts. Recently, whole transcriptome RNA sequencing and 

microRNA sequencing was performed at the Genome Sciences Centre on samples collected 

from AML patients for The Cancer Genome Atlas (TCGA), a large-scale pancancer study. The 

unclassified sequences within the microRNA libraries were designated as potential novel 

microRNAs because of alignment of reads with the genome (for a single library, regions that 

had more than one small RNA read mapping to the same locus), and formation of RNA 

secondary structure with the flanking genomic sequence according to RNALfold. The novel 

microRNA transcripts found by this pipeline were searched for transcripts containing the 

potential seed sites binding to my miR-143spg construct. Out of the 12 potential seeds binding 

to repetitive sequences in the sponge, 9 of these seeds were found in putative novel microRNA 

transcripts (Table 4.1). 

 

Table 4.1 - Potential seed sites included in novel microRNA transcripts 
The potential seeds binding to theoretical microRNA recognition elements in the sponge sequence, found by 
scanning window, are numbered 1-12, and the predicted targets from TargetScan Custom 4.0 for each potential seed 
are given (third column). The first selection criteria for finding a novel microRNA containing the potential seed was to 
find a transcript containing the seed in small RNA-Seq libraries (fourth colum, blue). The next criterion was that the 
novel transcript and flanking sequence forms a hairpin structure (green). 

Seed # 
Repeated 

Seed 
(12) 

Predicted 
Targets 

Does the seed exist 
in a transcript in the 

small-RNA Seq 
library? (9) 

Does the 
transcript 

form a hairpin 
structure? (6) 

1 AGAUGAU 128   
2 AUCGCUG 5 Seed #2  
3 AUGAUCG 39 Seed #3 Seed #3 
4 CGCUGUA 7 Seed #4 Seed #4 
5 CUGUAGC 128 Seed #5 Seed #5 
6 GAUCGCU 0 Seed #6 Seed #6 
7 GAUGAUC 72 Seed #7  
8 GCUGUAG 119 Seed #8 Seed #8 
9 GUAGCUC 90 Seed #9  
10 UCGCUGU 0   
11 UGAUCGC 0   
12 UGUAGCU   90 Seed #12 Seed #12 

 

The first criterion for a novel microRNA transcript to meet to determine if it was a true microRNA 

was the formation of a hairpin structure by the transcript and flanking sequence (Table 4.1). The 
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novel transcripts were found in a variety of different lengths, some only 16-17 nt in length, and 

others exceeding the length of a typical microRNA at 50-60 nt in length. The shorter transcripts 

were treated as microRNA with potential degradation and the longer transcripts were 

considered potential pre-miRNA transcripts. To assess the potential hairpin structure, the 

sequence surrounding the transcript was included to make each transcript 90 nt in total length. 

DROSHA cleavage of the microRNA precursor hairpin requires ~40 nt of flanking ssRNA to 

either side of the base of the hairpin, and the hairpin precursor is typically ~60 nt following 

DROSHA cleavage (Starega-Roslan et al., 2011)(Auyeung et al., 2013), so the length of 90 nt 

was chosen to accommodate these features. Each novel microRNA transcript was mapped to 

its genomic locus and the sequence of the transcript as well as its flanking genomic sequence 

was acquired from UCSC Genome Browser. A window of 90 nt containing the transcript was 

positioned with the transcript at the 5’ edge of the window, and moved in 3-5 nt increments until 

the transcript was at the 3’ edge of the window. The 90 nt sequence was taken at each 

increment and assessed for secondary structure formation by RNAfold. Some transcripts did not 

form stable hairpins when the sequence was extended into the flanking genomic region in a 

variety of iterations, and some transcripts demonstrated circular or tripod RNA secondary 

structure instead of hairpin structure (Table 4.2).  
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Table 4.2 - Hairpin structures of novel transcripts containing potential seeds 
Coordinates 
(hg18) 

Potential Seed to MREs in Sponge (DNA form) MicroRNA Hairpin Structure? Transcripts 
Seed #2 AUCGCUG (ATCGCTG)  
Chr17: 38794153- 
38794239 

GATACAGTGGAAGGCTTGTGGTGTTGCTGGCCCTTGAT
CGCTGGAAGGATTCCGAGGTGTAGTTTTCGAAGCGGGA
GTTTTGTTCG 

No hairpin, circular RNA secondary 
structure 

Seed #3 AUGAUCG (ATGATCG)  
Chr 14: 34095057- 
34095160 

CTGTTATTATGATCGGCGCTGGGTCTGGATGTGTGGTG
TTCAAAACACGGGCTGCTGGGCAGTTCGCTTTCGTTTTC
ACGTTTTTGTGGGGGTAGGGCGATTG 

Forms hairpin, but transcript/ seed not 
appropriately positioned for miRNA 
processing 

Seed #4 CGCUGUA (CGCTGTA)  
Chr10: 731649-
731665 

CGGGCGCTGTAGGCTG Forms hairpin, but transcript/seed not 
appropriately positioned for miRNA 
processing 

Seed #5 CUGUAGC (CTGTAGC)  
Chr 12: 4817268 -
4817288 

CTGTAGCCTCTTCTGCTTGG Forms hairpin, seed out of position in 
transcript. 

Chr 14: 20170361-
20170382 

TCTGTAGCCTCTTCTGCTTGG Forms hairpin, but poor base pairing 
probability. 

Chr 3: 61703306 - 
61703359 

CAAGTTCCAAATGAAGAAGGTGTTATGTCTGGCTGTAGC
TGTTGGTCACGTGA 

No hairpin, circular RNA secondary 
structure 

Chr X: 66265775 -
66265792 

GAAGCACTGTAGCTCTC No hairpin, circular RNA secondary 
structure 

Seed #6 GAUCGCU (GATCGCT)  
Chr17: 38794153- 
38794239 

GATACAGTGGAAGGCTTGTGGTGTTGCTGGCCCTTGAT
CGCTGGAAGGATTCCGAGGTGTAGTTTTCGAAGCGGGA
GTTTTGTTCG 

Forms hairpin with flanking sequence, 
seed site near appropriate position. 

Seed #7 GAUGAUC (GATGATC)  
Chr 3: 
182119123- 
182119144 

ACCTGGATGATCCTGCCAGTT No hairpin, circular RNA secondary 
structures 

Seed #8 GUAGCUC (GTAGCTC)  
Chr 1: 237594754 
-237594777 

GGGGTGTAGCTCAGTGGCAGAGC No hairpin, forms tripod RNA secondary 
structure 

Chr X: 66265775 -
66265792 

GAAGCACTGTAGCTCTC No hairpin, seed site not appropriately 
positioned. 

Seed #9 GCUGUAG (GCTGTAG)  
Chr 8: 
86629462- 
86629478 

GGGGGCTGTAGGCTTA Forms hairpin, but transcript/ seed not 
appropriately positioned for miRNA 
processing 

Chr 14: 
20169139- 
20169159 

CGGCTGTAGGAATACTTTTC No hairpin, circular RNA secondary 
structures 

Chr 3: 
61703306-
61703359 

CAAGTTCCAAATGAAGAAGGTGTTATGTCTGGCTGTAGC
TGTTGGTCACGTGA 

Forms hairpin, but transcript/seed not 
appropriately positioned for miRNA 
processing 

Seed #12 UGUAGCU (TGTAGCT)  
Chr 1: 237594754 
-237594777 

GGGGTGTAGCTCAGTGGCAGAGC No hairpin, forms tripod RNA secondary 
structure, or hairpin with low probability 
base pairing 

Chr 3: 61703306 -
61703359 

CAAGTTCCAAATGAAGAAGGTGTTATGTCTGGCTGTAGC
TGTTGGTCACGTGA 

Forms hairpin, but transcript/ seed not 
appropriately positioned for miRNA 
processing 

Chr 8: 92714127 -
92714146 

TTTTATGTAGCTTACCTCA Forms hairpin, low probability base 
pairing, not appropriately positioned for 
processing 
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Another criterion was added for hairpin formation in the next stage of selection. In some cases 

where a hairpin structure was created, the transcript and potential seed was not in a position 

that was favourable for further microRNA processing (such as positioned in the apical loop of 

the hairpin). These transcripts were eliminated as potential microRNAs due to demonstrating 

poor microRNA secondary structure. At this selection stage, the hairpins were kept if the 

transcript containing the seed was in the 5p-arm or 3p-arm of the hairpin stem. Out of the six 

seeds found in sequences that formed a hairpin RNA secondary structure, three seeds were 

found in transcripts that formed correct hairpin structures (Table 4.3).  

Table 4.3 - Potential seeds in novel transcripts with microRNA hairpin structures 
The criteria for potential seed sequences and the small RNA sequencing transcripts containing them (blue) to be 
considered potential novel microRNAs was first that the transcripts containing the seed formed hairpin structures 
(green). Seeds contained in novel transcripts that are in appropriate positions for DICER/DROSHA cleavage are 
shaded in yellow. 

Seed # 
Repeated 

Seed 
(12) 

Predicted 
Targets 

Does the seed 
exist in a 

transcript in the 
small-RNA Seq 

library? 
(9) 

Does the 
transcript form 

a hairpin 
structure? 

(6) 

Is the seed/ 
transcript 

appropriately 
positioned for 

microRNA 
processing? (3) 

3 AUGAUCG 39 Seed #3 Seed #3  
4 CGCUGUA 7 Seed #4 Seed #4  
5 CUGUAGC 128 Seed #5 Seed #5 Seed #5 
6 GAUCGCU 0 Seed #6 Seed #6 Seed #6 
8 GCUGUAG 119 Seed #8 Seed #8  
12 UGUAGCU   90 Seed #12 Seed #12 Seed #12 

 

For the final criterion to determine if any of the transcript containing potential seeds were true 

microRNA candidates, the number of predicted targets for each seed and the number of these 

predicted targets upregulated in our proteomics data was examined (Table 4.4). I conducted this 

screen using the upregulated proteins (those with a log2 fold-change greater than 0.3) from the 

SILAC1 dataset, as there were a greater number of proteins for screening and larger changes in 

expression than the SILAC2 dataset. The predicted targets for each seed were searched for 

within the upregulated proteins of the proteomics data collected for the pLL-miR-143spg. Out of 

twelve seeds, nine seeds had predicted targets that were found within the upregulated proteins 

dataset, while three had no matching predicted targets in the dataset. The number of predicted 

targets observed as upregulated (obs.) out of the total number of predicted targets (pred.) was 

given as a ratio for each potential seed (Table 4.4). 
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Table 4.4 - Predicted and observed targets of potential seeds in SILAC1 

 
Seed 1 Seed 2 Seed 3 Seed 4 Seed 5 Seed 6 Seed 7 Seed 8 Seed 9 Seed 10 Seed 11 Seed 12 

Potential 

Seeds 

AGAUGAU 

128 targets 

AUCGCUG 

5 targets 

AUGAUCG 

39 targets 

CGCUGUA 

7 targets 

CUGUAGC 

128 targets 

GAUCGCU 

0 targets 

GAUGAUC 

72 targets 

GCUGUAG 

119 targets 

GUAGCUC 

90 targets 

UCGCUGU 

0 targets 

UGAUCGC 

0 targets 

UGUAGCU 

93 targets 
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ANK1 COROC1 STAU1 VAPA PITPNB  FXR1 MAPK1 CALM1   ELL2 

OCIAD1 

 

HMGB3   HNRNPA3  VAPA PPP3CA PITPNB   RAB6A 

CA8 

 

ANP32E   OLA1  UBE2N GORASP2 ELL2   HNRNPA1 

RBM22       MAT2A  CUL3 CD36 METAP2   BZW1 

HNRNPU       HNRNPA1    TRIP12 PAK2   DNAJA2 

CUL3       OGT    METAP1 RAB24   TNPO1 

AHCYL2   
 

  BZW1    ACTR1A HNRNPA1   STAG2 

PPT1   
 

  ANP32E    YWHAZ TNPO1     

NCBP1   

 

  DNAJA2      DNAJC19     

        C12orf23            

        TNPO1            

        SMSN1            

        DDX6            

        STAG2            

        CDK6            

Obs./ 

Pred 0.094 0.077 0.200 0.143 0.110 0.000 0.056 0.067 0.089 0.000 0.000 0.078 
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Next, to find the chance of these observed to predicted ratios occurring by chance, a set of 300 

scrambled microRNA sequences was taken and the observed to predicted ratio was found for 

each seed in the 300 scrambled sequences (scrambled seeds). This set of ratios for 300 

scrambled seeds gave a distribution range for comparison with the potential seeds. The 

scrambled seeds were generated in silico using the total set of mature human microRNA 

sequences from mirBase. These 300 sequences were taken from the database with nucleotide 

composition as a factor. This meant the sequences were selected randomly but proportionally 

so that the amount of GC content per sequence would reflect the distribution of GC content (and 

thus nucleotide composition) in microRNA sequences found in nature. In a study by Zhang B et 

al looking at all metazoan microRNA sequences, the percentage composition of the nucleotides 

among metazoans is skewed from the equal percentage value of 25% each, and the majority of 

sequences, or 85.93%, have 34 - 58% GC content. Our partially random collection of human 

mature microRNA sequences was designed to follow a similar trend. Scrambling the sequence 

may have diminished certain features, such as common mutation biases or position-specific 

nucleotide distribution, which naturally occur in microRNAs. For example, uracil is enriched at 

three sites in microRNA sequences, the first, ninth, and the five terminal 3’ nucleotides (Zhang 

et al., 2009). However, the position-specific nucleotide composition of the 12 potential seed 

binding sites in the sponge was also not taken into account, so the potential seeds and 

scrambled seeds have a similar degree of randomness. As with the 12 potential seeds, the sets 

of predicted targets for each of the 300 scrambled seeds were found by TargetScan Custom 

and searched for upregulated SILAC1 proteins. The ratio of observed to predited targets for 

miR-143 was 0.079 and the average ratio for the scrambled seed was 0.085 (Figure 4.2a). For 

the three seeds with transcripts that formed microRNA hairpins appropriate for DROSHA and 

DICER processing, the observed to predicted targets ratios were 0.000 for Seed #6, 0.078 for 

Seed #12, and 0.109 for Seed #5 (Figure 4.2b). According to a one-sample z-test comparing the 

potential seeds to the population of scrambled seeds, neither Seed #5, #6, nor #12 have a p-

value of less than 0.05 at the 95% confidence interval, but Seed #5 has the lowest p-value of 

the three. Does Seed #5 have more predicted targets upregulated in the SILAC1 dataset than 

would be expected due to chance? Seed #5 has a greater observed/predicted ratio than the 

average of the 300 scrambled seeds, or any of the other potential seeds found in hairpins. 

Taking the following analysis of hairpin structure and genomic expression into account, and 

considering that the ratio of Seed #5 is higher than miR-143 as well, Seed #5 is the most likely 

candidate to bind to the sponge non-specifically (Figure 4.2c). 
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Figure 4.2 - Potential seeds with higher ratio of observed to predicted targets than random 
a. Comparison of the observed to predicted targets ratios for seeds of 300 scrambled microRNA sequences (blue 
bars) versus the ratios for each of the potential seeds and the miR-143 seed (red squares). b. The number of 
predicted targets for Seed #5 and miR-143, and their ratios of observed/predicted targets. c. Seed #5 (CUGUAGC), 
meets each selection criteria (circled in red). 
 

 

The application of these criteria narrowed the potential seeds down to a likely candidate. Seed 

#5 was the only seed with a higher observed to predicted ratio than miR-143 and the scrambled 

seed average, which also met the criteria of being found in a novel microRNA transcript and 

forming an appropriate microRNA hairpin structure. The sequence of this transcript matched two 

loci, one on chromosome (chr) 12 and the other on chromosome (chr) 14 (Table 4.5).   
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Table 4.5 - Genomic locations of novel microRNA transcripts with potential seed #5 

Coordinates ** 
Potential Seed to MREs in Sponge Sequence (Matching 
DNA Sequence) 
Transcripts 

Seed #5 CUGUAGC (CTGTAGC) 
Chr 12: 4817268 -4817288  CTGTAGCCTCTTCTGCTTGG 
Chr 14: 20170361-20170382 TCTGTAGCCTCTTCTGCTTGG 
 

 

4.3 RNA Structure Analysis of Novel microRNA Transcripts Containing 

Potential Seed Sequences 
 

The flanking sequences surrounding each of the Seed #5 candidate transcripts are different at 

each location and each genomic region forms a distinct microRNA hairpin structure. RNA forms 

hairpin secondary structures frequently, but not all RNA hairpins are processed into microRNAs. 

There are a variety of features that make a microRNA hairpin distinct, and comparison to these 

features was used to evaluate the hairpins of both transcripts. 

 

The primary feature was the length of ~11bp between the basal junction and DROSHA 

cleavage site. The Microprocessor complex recognizes the junction between the stem of the 

hairpin and the flanking ssRNA, and positions DROSHA one helical turn away from the base of 

the hairpin. The hairpin stem length needs to be roughly 31-33 bp to accommodate the 

cleavage machinery of the DROSHA-DGCR8 complex. The basal stem of the chromosome 

(chr) 12 hairpin is 29 nt in length while the chromosome (chr) 14 hairpin is only 24 nt. This 

created an issue for the chr 14 hairpin, as the hairpin stem was not long enough for a helical 

turn between the base of the hairpin and DROSHA cleavage, and 2 nt of the putative microRNA 

sequence extended into the flanking ssRNA on the 3p arm of the hairpin (Figure 4.3e). In the 

chr 12 pri-microRNA structure, there are 10 nt between the end of the microRNA sequence 

where DROSHA cleavage occurs and the base of the hairpin, with 10nt on the 5p arm and 8 nt 

on the 3p arm (Figure 4.3c). This provides enough length for DROSHA positioning and 

cleavage. 

 

Additionally, a recent study distinguished certain sequence motifs that are frequently present in 

and unique to human microRNA hairpin secondary structure (Auyeung et al., 2013). It was 

found that the flanking sequence to either side of the hairpin usually contained at least nine 
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unstructured nucleotides, though predicted pairing was tolerated in one flank provided the other 

flank contained at least 5-7 unpaired bases. As well, three motifs are commonly found in 

conserved human microRNAs, with at least one of the three found in 79% of sequences 

(Auyeung et al., 2013). One motif was base pairing at the first base of the stem loop shows a 

preference for G:C pairing, and the nucleotide preceding the G (on the 5’ side of the stem loop) 

is often a U (Figure 4.3a). Secondly, two C residues separated by two intervening nucleotides 

were found at 17-18 nt downstream of the DROSHA cleavage site on the 3p arm of the hairpin. 

This site was discovered to bind the SRp20 protein by an RNA-recognition motif and may bind 

other proteins which enhance pri-miRNA recognition and processing. Another important motif 

present in human and D. rerio microRNAs was either enrichment of UGU or GUG in the apical 

stem loop (Auyeung et al., 2013). The chr 12 and chr 14 hairpins were evaluated for these 

common motifs. The chr 12 hairpin included a GUG motif in the apical loop of the hairpin (Figure 

4.3c), which promotes pri-microRNA processing for chr 12 hairpin and increases its likelihood as 

a true microRNA. The chr 14 hairpin structure had a U at the first position of the flanking 

sequence at the base of the stem on the 5p side (Figure 4.3e), but considering that the basal 

junction at this position would also lead to truncation of the mature microRNA sequence, this 

motif may not strengthen the case for this microRNA.  

 

Based on length of hairpin and sequence motifs, the chr 12 hairpin showed more features 

consistent with a true microRNA. The minimum free energies of the hairpin structures were -21 

kcal/mol for the chr 14 hairpin structure and -25 kcal/mol for the chr 12 hairpin structure (Figure 

4.3c,e). In numerous novel microRNA discovery methods (Ambros et al., 2003; Chiang et al., 

2010), the highest free energy for the hairpin structure was set to -25 kcal/mol. The chr 12 

transcript is more stable according to this criteria, and the chr 14 does not meet the minimum 

free energy requirement. The higher instability of the chr 14 transcript is likely due to the six G-U 

base pairings in the hairpin stem, which are not as stable as A-U or G-C base pairing (Figure 

4.3e). 
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Figure 4.3 - microRNA hairpin structure of Chr12 and Chr14 novel microRNA 
a. The characteristic microRNA hairpin structure has an apical loop of >10nt, a double-stranded RNA stem spanning 
~33bp, and single-stranded RNA flanking sequences upstream and downstream of the basal junction. DROSHA 
cleavage usually occurs about ~11 nt from the basal junction, and a UGU or GUG motif at the apical junction is found 
in ~25% of human pri-miRNAs. b. High probability of base pairing was observed in the stem of the chr12 microRNA 
hairpin by minimum free energy analysis in RNAfold. c. The transcript at chromosome 12 forms a hairpin with 
canonical structure, with a 29-nt hairpin stem and 8-10 nt from the basal junction to putative DROSHA cleavage site, 
and a GUG motif in the apical loop. The potential novel microRNA sequence is coloured red, and the seed sequence 
of of the microRNA is in bold. d. The transcript at chromosome14 forms a hairpin, but with a shorter length hairpin 
stem than would be allowable for DROSHA cleavage. The novel microRNA sequence is coloured red, and the seed 
sequence is in bold. e. The probability of base pairing observed in the stem of the chr14 microRNA hairpin was ~0.5 
according to minimum free energy analysis performed in RNAfold. 
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Both potential microRNA transcripts are found on the 3p arm of the microRNA hairpin. Studies 

have found that many of the novel microRNA candidates that have been discovered more 

recently are poorly conserved and lower expressed than the collection of microRNAs discovered 

after the initial discovery of these gene regulators (Chiang et al., 2010; Gong et al., 2013). Most 

canonical microRNAs produce one dominant species, with a tendency to come from the 5p arm, 

as noted in a study where expression of a set of canonical microRNAs was assessed and 202 

microRNAs originated from 5p and 141 species from 3p arm (Chiang et al., 2010). It was also 

found that selection of one arm over the other was less pronounced for non-conserved 

microRNAs (Chiang et al., 2010). 

 

4.4 Genomic Analysis of Novel microRNA Transcripts Containing 

Potential Seeds 
 

The twelve potential seeds were narrowed down to two potential novel microRNA transcripts 

found in the output of a novel microRNA discovery algorithm developed at the Genome 

Sciences Centre (Morin et al., 2008). The two novel transcripts were almost identical in 

sequence and contained the sequence of the potential seed, Seed #5. According to the output 

of the discovery algorithm, one transcript aligned uniquely to a genomic locus on chr 14, and the 

other transcript, identical in sequence except missing the first base of the chr 14-aligned 

transcript, aligned to genomic loci at chr 12 and chr 14. However, investigation into the 

microRNA libraries and the reads aligning to these two genomic loci found that instead of two 

transcripts mapping to the two genomic locations, there were actually three transcripts mapping 

to two genomic locations. One transcript, CUGUAGCCUCUUCUGCUUGG, aligned to the 

genome perfectly at chr 12 and chr 14 (known as “crossmapping”), while a transcript with the 

same sequence but beginning with A aligned uniquely to chr 12 and a transcript with the same 

sequence but beginning with U aligned uniquely to chr 14 (Figure 4.4a). This was slightly 

different from the two forms the novel transcripts had shown in the output from the novel 

microRNA discovery algorithm. This was explained by an error at a step known as adaptor 

trimming during the processing of microRNA sequencing data, which was corrected in the 

libraries after the novelty algorithm was run.  

 

The novel microRNA transcripts were initially found in microRNA libraries isolated from AML 

patients in the TCGA project. In addition to the data from small RNA sequencing performed for 
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the TCGA project, our lab also has performed small RNA sequencing on nearly 200 patients 

with MDS or AML (known henceforth as the “in-house” dataset). This provided two large 

datasets to examine the genomic evidence and determine which of the three sequences - the 

crossmapped read, the chr 12 transcript, or the chr 14 transcript - produced the true microRNA 

involved in non-specific binding to the sponge. 

 

It should be noted that in the creation of microRNA sequencing libraries, when the algorithm 

processes and aligns small RNA reads to the genome, reads that map to multiple locations 

(known as “crossmapping reads”) are randomly assigned by the algorithm to one of the 

locations. The reads with the sequence crossmapping to chr 12 and chr 14 were randomly 

chosen by the algorithm to map to chr 14 in this case. The expression levels of each of the three 

transcripts were calculated and compared separately, rather than with the cross-mapped reads 

grouped with the chr 14 reads (Figure 4.4b and c). 

 

I first searched for the three transcripts within the microRNA libraries isolated from AML patients 

generated in our lab and within the microRNA libraries from the TCGA. In both the TCGA and 

in-house microRNA libraries there are reads mapping to the chr 12 and chr 14 locations, as well 

as many cross-mapping reads. In TCGA libraries, 192 patients out of 195 had expression of the 

chr 12 transcript, 185 had expression of the cross-mapped transcript, and 153 patients had 

expression of the chr 14 transcript (expression in this case being >1 read per library). The mean 

expression for the cross-mapped transcript was 20 RPM, 3 RPM for the chr 14 transcript, and 

167 RPM for the chr 12 transcript. In our in-house AML dataset, out of 185 patient libraries, 146 

patients had expression of the chr 12 transcript, 130 patients had expression of the cross-

mapped transcript, and 37 patients had expression of the chr 14 transcript. In the in-house 

dataset, the mean expression for cross-mapped read was 4 RPM, 0.5 RPM for the chr 14 

transcript, and 19 RPM for the chr 12 transcript (Figure 4.4b and c). 

 

The expression levels of the cross-mapped read, chr 14 transcript, and chr 12 transcript fall 

within the typical expression range for a microRNA. This was demonstrated by finding the range 

of average expression for each individual microRNA found in the in-house libraries. When the 

expression of each microRNA species is averaged across patient libraries, the majority of 

microRNAs fall into the expression range of 0-10 RPM (Figure 4.4d).  
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Figure 4.4 - Expression of novel microRNA in AML patient small RNA-Seq libraries 
a. Three potential novel microRNA transcripts were found containing Seed #5 (underlined). One transcript cross-
maps to chr 12 and chr 14. The unique chr 14 transcript (blue) has a U (dotted line) first nucleotide, and unique chr 
12 transcript (red) has an A (orange) as first nucleotide at its genomic location. b. Normalized expression of all three 
transcripts in the TCGA AML patient libraries, (n= 192 patients, mean ± SD Reads Per Miillion (RPM), p-value by 
non-parametric t-test). c. Normalized expression of all three transcripts in in-house data set in de novo AML patient 
libraries (n=146 patients, mean ± SD RPM, p-value by non-parametric t-test ). d. The number of known microRNAs 
with average expression in the 0-10 RPM range, the 10-100 RPM range, etc., across AML libraries (in-house data).  
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The expression of the chr 14 transcript was significantly lower than the expression of the chr 12 

transcript in both the TCGA and in-house datasets (Figure 4.4b and c). The transcript that 

uniquely aligns to chr 14 was found in 83% of the TCGA libraries and in 29% of the in-house 

libraries, but the majority of reads aligning to the chr 14 location in those libraries were cross-

mapped reads. If the sequence of the cross-mapped transcript were a mature microRNA 

sequence, Seed #5 would be in nucleotide positions 1-7 instead of 2-8 (Figure 4.4a). This would 

change the seed site from Seed #5 to a different sequence and would affect the entire predicted 

target set of this transcript. As well, there is no available method of determining which genomic 

loci the cross-mapped reads come from, and so it is unknown if the cross-mapped reads come 

from the genomic location forming a proper microRNA hairpin structure or not (chr 12). 

 

The number of reads for the potential microRNA at chr 12 was significantly higher than the 

cross-mapped reads or the reads at chr 14, which would lend preference to the chr 12 transcript 

as the more likely microRNA (Figure 4.4b and c). The sequence of the chr 12 reads would also 

put Seed #5 in nucleotide positions 2-8, the correct position of a microRNA seed site (Figure 

4.4a). Based on the stronger evidence for the chr12 transcript because of correct microRNA 

hairpin structure, higher expression, and appropriate seed position within transcript, the chr 12 

transcript was taken as the most likely true microRNA candidate for non-specific binding to the 

sponge. 

 

The sequence of the chr 12 transcript and hairpin was submitted to miRBase and was named 

miR-X for further discussion while awaiting a number designation. 
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Figure 4.5 - Detection of miR-X in other cell lines and tissues 
a. Absolute quantification of miR-X using stardard curve TaqMan RT-qPCR in various cell lines (Three different 
colours represent three biological replicates, individual symbols represent technical replicates, mean ± SD). b. The 
normalized expression of miR-X in libraries from the TCGA pancancer study (Red line is mean of each set of 
libraries. Each symbol is a microRNA library from a different patient sample, libraries with less than 1 RPM were 
excluded for clarity. BLCA = bladder urothelial carcinoma, BRCA = breast invasive carcinoma, CESC = cervical 
squamous cell carcinoma, COAD = colon adenocarcinoma, DLBC = lymphoid neoplasm diffuse large B-cell 
lymphoma, HNSC = head and neck squamous cell, KICH = kidney chromophobe, KIRC = kidney renal clear cell 
carcinoma, LGG = brain lower grade glioma, LIHC = liver hepatocellular carcinoma, LUAD = lung adenocarcinoma, 
LUSC = lung squamous cell carcinoma, OV = ovarian serous cystadenocarcinoma, PAAD = pancreatic 
adenocarcinoma, PRAD = prostate adenocarcinoma, READ = rectum adenocarcinoma, SARC = sarcoma, SKCM = 
skin cutaneous melanoma, STAD = stomach adenocarcinoma, THCA = thyroid carcinoma, UCEC = uterine corpus 
endometrioid carcinoma). 
 

I performed microRNA RT-qPCR and detected the mature form of miR-X in multiple cell lines 

representing leukemic, breast cancer, colorectal cancer, and HeLa cells (Figure 4.5a). I also 

performed a pancancer search within data collected by the TCGA project for expression of miR-

X. The microRNA had expression greater than 1 RPM in patient libraries from 22 types of 

cancer, demonstrating particularly high expression in a number of cancers specific to females, 

including breast invasive carcinoma (BRCA), cervical squamous cell carcinoma (CESC), 

ovarian serous cystadenocarcinoma (OV), and uterine corpus endometrioid carcinoma (UCEC); 

and in gastrointestinal cancers such as colon adenocarcinoma (COAD) and rectum 

adenocarcinoma (READ) (Figure 4.5b). There was no expression of miR-X in the following ten 

types of cancer in the TCGA: adrenocortical carcinoma (ACC), cholangiocarcinoma (CHOL), 

esophageal carcinoma (ESCA), glioblasoma multiform (GBM), mesothelioma (MESO), 

pheochromaocytome and paraglioma (PCPG), testicular germ cell tumours (TGCT), thymoma 

(THYM), uterine carcinosarcoma (UCS), and uveal melanoma (UVM). Since most microRNAs 

vary in expression between different tissues, and can be upregulated or downregulated in 

certain cancers because of genetic abnormalities, this pattern of expression fits with what is 

expected of a true microRNA. 
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As set out in the criteria of many initial screening methods for novel microRNA discovery, I 

looked at conservation of the miR-X sequence in other vertebrate species. The multiple 

sequence alignments of genomes from 100 vertebrate species are featured in the UCSC 

Genome Browser, and using the browser interface I looked at the alignment of the portion of the 

human genome containing miR-X with various other species (Figure 4.6a). The sequence of 

miR-X was conserved in primates, giving 100% sequence identity in chimp, rhesus monkey, and 

gorilla, and shows 75-85% sequence identity in white rhinoceros, aardvark, elephant, and 

manatee. Other mammals such as horse, cow, sheep, dog and cat show 61-67% sequence 

identities, while in rabbit and mouse there is only 48 and 51% sequence identity, respectively 

(Figure 4.6a). However, mouse and rabbit both have complete conservation of the seed site, 

while cow, sheep, dog, and cat only have half of the correct nucleotides in the seed positions. 

The conserved seed site means that there may still be a microRNA functionally similar to miR-X 

encoded from this position in mouse and rabbit.  

 

 
Figure 4.6 - Conservation of miR-X sequence 
The sequence conservation of the chr12 novel microRNA transcript across fourteen vertebrate species. The total 
miR-X sequence is indicated by the black bar, the arrow indicates direction of transcription. The green line indicates 
the miR-X seed in the human genome and the corresponding place in other mammalian genomes. 
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Novel microRNA discovery methods also sometimes set criteria regarding the conservation of 

the secondary structure of the microRNA. The conservation of the miR-X 5p arm was examined 

and it was found that sequence identity between human and other species was similar for the 

5p arm as for the 3p arm. Chimpanzee and rhesus monkey had 100% and 95% sequence 

identity to human, while manatee, horse, cat, white rhinocerous, and rabbit had 75-85% 

sequence identity (Table 4.6). This was higher sequence identity for the 5p arm of the 

microRNA hairpin in cat and rabbit than had been demonstrated in the 3p arm (Table 4.6).  The 

sequence identity was lower in the 5p arm for cow, sheep and elephant than in the 3p arm, with 

sequence identity of 40-65% (Table 4.6).  

Table 4.6 - Percentages of human sequence identity in sequences aligning to miR-X in other species 
Species 3p arm 

Percentage of 
Sequence Identity (%)  

5p arm 
Percentage of 
Sequence Identity (%) 

Human 100 100 
Chimp 100 100 
Rhesus 100 95 
White Rhino 86 85 
Aardvark 81 70 
Elephant 76 65 
Manatee 76 75 
Horse 71 75 
Cow 67 40 
Dog 67 70 
Sheep 67 40 
Cat 62 75 
Rabbit 57 85 
Mouse 48 45 

 

The pairwise identity scores derived from multiple sequence alignment of the same mammalian 

genomes described above also demonstrated that the miR-X precursor sequence was highly 

conserved, particularly in the seed region (Figure 4.7a). Alignment of the flanking genomic 

sequences, 100bp to either side of the miR-X hairpin sequence, demonstrated a similar degree 

of conservation on the 5p flanking region as the miR-X hairpin (Figure 4.7a). However, the 3p 

flanking sequence had lower sequence identity than the miR-X hairpin sequence alignment and 

the 5p flanking region (Figure 4.7a). This corresponded to the Multiz alignments from UCSC 

Genome Browser, where downstream of the 3p end of miR-X there were no conserved 

sequences in the species selected except the non-human primates (Figure 4.7b). An analysis of 

the genomic sequence 3000bp upstream and downstream of miR-X was conducted using 

Promoter 2.0 to find RNA polymerase II transcriptional start sites (TSSs) (Figure 4.8). The 5p 

flanking sequence about 844 bp upstream of the miR-X hairpin contains a RNA polymerase II 
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transcriptional promoter site, where transcription of the primary microRNA transcript for miR-X 

would begin (Figure 4.8). It is possible the reason that the 5p flanking sequence is more 

conserved is that the 5p flanking sequence is important for the transcription and stability of 

primary miR-X transcript, while the 3p flanking sequence is less conserved because it is not 

important for stability, or it marks the end of the primary transcript. The primary miR-X transcript 

was not found in RNA-Seq data from the in-house dataset patient libraries, however, in the 

future experiments such as Rapid Amplification of cDNA Ends (RACE) PCR could be performed 

to help elucidate the primary transcript sequence length. 

 

 



 

 105 
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Figure 4.7 - Multiple sequence alignment of miR-X hairpin and flanking regions 
a. Multiple sequence alignment (MSA) of miR-X flanking and hairpin sequences from various mammalian animals. In 
the 3p flanking region at the top, the elephant sequence was excluded because the genome did not extend to this 
region. The miR-X hairpin precursor sequence is in the middle MSA, and the 5p flanking region is the bottom MSA. 
All MSAs show sequences from right to left 5’ to 3’ direction. The species and total consistency value are to the left of 
each corresponding sequence in the MSA, the colour key for total consistency values (BAD-AVG-GOOD) is at the 
bottom. The key for the colour scheme shows support for a residue within the MSA on a scale of 0 (blue, poorly 
supported) to 9 (dark pink, strongly supported). b. UCSC Genome Browser Multiz alignments track also shows lower 
conservation downstream of the 3’ end of miR-X hairpin.  
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Figure 4.8 - Structure and putative promoter site for miR-X gene 
The exact length of the miR-X gene is not known.  The sequence of miR-X is on the minus strand on Chr 12, and lies 
within the same region where KCNA6 is transcribed from the positive strand. The predicted RNA polII site is 844 bp 
upstream from the miR-X sequence (middle).  
 

The predicted targets of miR-X in humans were compared to the predicted targets of miR-X in 

species with conservation of its sequence. The predictions for the targets of the miR-X seed 

were available in eight species (Figure 4.9a). The target sets predicted for chimpanzee and 

rhesus monkey were the same, and had 124 overlapping predicted targets with human (Figure 

4.9b). There were 100 overlapping targets between human and dog, 90 between human and 

cow, and 88 between human and mouse, demonstrating the number of targets common to 

human and the different species increases with the greater percentage of sequence identity in 

the mature microRNA sequence (Figure 4.9b). Conservation of microRNA sequence and 

numerous overlapping predicted targets between the conserved species lends even greater 

support to the likelihood of miR-X being a true microRNA. 
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Figure 4.9 - Overlap of  predicted targets of miR-X in conserved species 
a. Targets of miR-X as predicted by TargetScan Custom for 8 vertebrate species. Chimpanzee and Rhesus monkey 
have the same set of predicted targets. b. Three of the species with conserved miR-X sequence based on Multiz 
Alignment, and the overlapping predicted targets for each of the three species. 
 

Another aspect of novel microRNA discovery, which can support the validity of a putative 

microRNA, is the conservation of RNA secondary structure, or that the base pairing in the 

microRNA stem is evolutionarily conserved even if the exact sequence is not. The bases of the 

microRNA were assigned number identities (Figure 4.10) and the base pairings between these 

identiies were examined for nucleotide substitutions between species that led to mismatches or 

matches.  
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Figure 4.10 - Assigning of number identities to base pairs in miR-X hairpin stem 
Each base pairing within the miR-X hairpin is given a number for each base, to evaluate the conservation of the base 
pairing. 
 

There were 49 nucleotide changes out of 74 total changes led to a mismatch, not including the 

unpaired nucleotides in bulges in the miR-X stem (Table 4.7). At the same time, there were 25 

out of 74 total changes that led to a matched base pairing (Table 4.7). The ratio of random base 

pair mutations leading to the correct base pairing are 4/24, according to a previous study, and 

the ratio of mutations leading to mismatches would be 20/24 (Gibb et al., 2015). The changes 

which occurred in our data set were were compared to the expected ratio of changes leading to 

G:C, A:U, or G:U, which is detailed in Table 4.8. I found that nucleotide changes were 

significantly more likely to be compensatory (25/74 vs. 12/74, observed vs. expected) than non-

compensatory (49/74 vs. 62/74, observed vs. expected) changes to base pairing in the miR-X 

stem (p = 0.014, Chi-squared test), as shown in Table 4.8. This supports the predicted structure 

of the miR-X hairpin and the identity of the microRNA as a true novel microRNA. 

 

Table 4.7 - Nucleotide changes in the hairpin stem of miR-X 
Position 1 63 

 
2 62 

 
3 61 

 
4 60 

 
5 59 

 
6 58 

 
7 57 

 
8 56 

 
9 55 

 
10 54 

 
11 53 

 
12 52 

 
13 51 

 
14 50 

 
15 49 
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( ) 
 

( ) 
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( ) 
 

( ) 
 

( ) 

Human A U 
 

U A 
 
G C 

 
C C 

 
A A 

 
C U 

 
U U 

 
C G 

 
C G 

 
C G 

 
A U 

  
U 

 
G C 

 
C G 

 
A U 

Chimp A U 
 

U A 
 
G C 

 
C C 

 
A A 

 
C U 

 
U U 

 
C G 

 
C G 

 
C G 

 
A U 

  
U 

 
G C 

 
C G 

 
A U 

Rhesus A U 
 

U A 
 
G C 

 
C C 

 
G U 

 
C U 

 
U U 

 
C G 

 
C G 

 
C G 

 
A U 

  
U 

 
G C 

 
C G 

 
A U 

Mouse A C 
 

U G 
 

C U 
 
G C 

 
U A 

 
G U 

 
C U 

 
C A 

 
C A 

 
U G 

 
G U 

  
C 

 
G - 

 
U - 

 
A - 
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Position 1 63  2 62  3 61  4 60  5 59  6 58  7 57  8 56  9 55  10 54  11 53  12 52  13 51  14 50  15 49 

Structure ( )  ( )  ( )  . .  . .  . .  . .  ( )  ( )  ( )  ( )  . .  ( )  ( )  ( ) 

Rabbit A G 
 
G A 

 
- U 

 
A C 

 
G C 

 
C U 

 
U A 

 
C G 

 
C G 

 
C U 

 
A C 

  
C 

 
G A 

 
C - 

 
A C 

Cow A U 
 

A G 
 
G U 

 
A C 

 
G C 

 
C U 

 
U U 

 
C A 

 
C G 

 
C A 

 
G U 

  
U 

 
G U 

 
C A 

 
A U 

Sheep A U 
 

A G 
 
G U 

 
A C 

 
G C 

 
C U 

 
U U 

 
C A 

 
C G 

 
C A 

 
G U 

  
U 

 
G U 

 
C A 

 
A U 

Horse A C 
 
G G 

 
G U 

 
A C 

 
G C 

 
C U 

 
G U 

 
C C 

 
C - 

 
U G 

 
C C 

  
C 

 
G C 

 
C A 

 
A U 

White 

rhino 
C G 

 
U A 

 
C U 

 
A C 

 
G C 

 
C U 

 
U U 

 
C C 

 
C G 

 
U G 

 
A U 

  
C 

 
G C 

 
C A 

 
A U 

Cat A U 
 

C A 
 

A U 
 

A C 
 

G C 
 

C U 
 

U U 
 

C A 
 

C G 
 

U A 
 
G C 

  
C 

 
C C 

 
C A 

 
A U 

Dog A U 
 

U G 
 
G U 

 
A C 

 
G C 

 
C U 

 
U U 

 
C A 

 
U G 

 
G A 

 
G U 

  
C 

 
G A 

 
C A 

 
A U 

Elephant A U 
 

U G 
 
G U 

 
A C 

 
G C 

 
C U 

 
C U 

 
A A 

 
C G 

 
U G 

 
A U 

  
C 

 
C A 

 
C A 

 
A U 

Manatee G U 
 

U G 
 
G U 

 
A U 

 
G C 

 
C U 

 
C U 

 
C A 

 
C G 

 
U G 

 
A - 

  
- 

 
C - 

 
C - 

 
A - 

Aardvark A U 
 

U A 
 
G U 

 
U C 

 
G C 

 
U U 

 
C U 

 
C A 

 
C G 

 
U G 

 
A U 

  
C 

 
C A 

 
C A 

 
A U 

Position 16 48  17 47  18 46  19 45  20 44  21 43  22 42  23 41  24 40  25 39  26 38  27 37  28 36  29 35    

Structure ( )  ( )  . .  . .  . .  . .  ( )  ( )  ( )  . .  ( )  ( )  ( )  ( )    

Human G C  A U   U   C  U U   C  G C  C G  U A   U  C G  A U  G C  U A    

Chimp G C  A U   U   C  U U   C  G C  C G  U A   U  C G  A U  G C  U A    

Rhesus G C  A U   U   C  U U   C  G C  C G  U A   U  C G  A U  G C  U A    

Mouse C -  C -   -   -  U C   C  G C  C G  U A   U  U G  G U  G C  C G    

Rabbit G C  A U   C   C  G U   C  G C  C G  U A   C  C G  A U  G C  C C    

Cow - C  - U   C   C  - U   C  - C  - A  - A   G  - A  - C  - C  C A    

Sheep - C  - U   C   C  - U   C  - C  - A  - A   G  - A  - C  - C  C A    

Horse G C  A U   U   C  U U   C  G C  U A  U A   C  C G  A U  G C  G A    
White 

rhino 
G C  A U   U   C  C U   C  G C  C C  U A   U  C G  A U  G C  G A    

Cat C C  A U   U   C  U G   C  G U  C A  U A   U  C A  A U  G C  U A    

Dog C C  A U   U   C  U U   C  G U  C A  U A   U  C A  G U  G C  U A    

Elephant C C  A C   U   C  A U   C  G C  C G  U A   U  C G  A U  G C  U A    

Manatee C C  A U   U   C  A U   C  G C  C G  U A   U  C G  A U  G C  U A    

Aardvark C C  A U   U   C  A U   C  G U  C G  U A   U  C G  A U  G C  U A    

 		  Original stem bp 
Number of bp changes: 74 

Number of mismatched bp changes: 49  

  (not including unpaired bases in bulges (blue columns)) 

Number of matched bp changes: 25 

   

 		 Original stem mismatched bp    

 		  Changed to a matched bp    

 		  Changed to a mismatch bp    
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Table 4.8 - Observed vs. expected retained base pairing in nucleotide substitution 
 

Original 
Base 
Pairing 

If Random 
Nucleotide 
Substitution 

Retained  
Base  
Pairing 

Type of Change 
Observed 
# of 
Changes 

Expected 
# of 
Changes 

GU GA no If total # of changes is: 74 74 
 GG no Compensatory changes: 25 12.33 
 GC YES    
 G- no If total # of changes is: 74 74 
 AU YES Non-compensatory 

changes:  

49 61.67 
 CU no    
 UU no    
 -U no    
GC GU YES    
 GA no    
 GG no    
 G- no    
 AC no    
 CC no    
 UC no    
 -C no    
AU AG no    
 AC no    
 AA no    
 A- no    
 GU YES    
 CU no    
 UU no    
 -U no    

 

24 
Total  
Possible  
Changes 

4 
Changes with  
Retained BP 

   

IF 74 Possible 
Changes 

12 Changes 
with Retained BP  

   

 

I tested whether the microRNA hairpin structure predicted by minimum-free energy analysis in 

RNAfold could be processed into a mature microRNA by cloning the microRNA hairpin and 

flanking sequence into an expression vector (Figure 4.11a). The 300 bp region containing miR-

X, its putative hairpin sequence, and flanking sequence were cloned into a lentiviral expression 

vector after a MND promoter (Figure 4.11a). The miR-X sequence is located on the minus 

strand of chromosome 12, therefore the miR-X sequence consisted of the 300 bp sequence 

from the minus strand sequence taken in its 5’ to 3’ orientation, which was cloned into the 

expression vector in the 5’ to 3’ orientation (Figure 4.11a). The reverse complement sequence 

of miR-X and flanking regions were also cloned into the expression vector, as a control (Figure 

4.11b). In MDS-L cells transduced with the vector expressing miR-X hairpin and flanking 
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sequence, high expression of the mature miR-X species is detected compared to the GFP-

control, and for cells transduced with the reverse complement as a control, there was no 

increase in miR-X expression compared to the GFP-control (Figure 4.12). 

 

 

Figure 4.11 - Cloning strategy for miR-X hairpin and reverse complement control 
a. The sequence of miR-X and its flanking regions (119nt in the 3’ direction and 159nt in the 5’ direction), was cloned 
in a 5’ to 3’ orientation into an overexpression vector, MSV-pMND-PGK. b. The reverse complement of the miR-X and 
flanking regions sequence was cloned in a 5’ to 3’ orientation into an overexpression vector, MSV-pMND-PGK.  
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Figure 4.12 - Expression of mature miR-X from lentiviral hairpin overexpression 
Expression of miR-X measured by TaqMan RT-qPCR in MDSL cells virally transduced with MND-GFP, MND-miR-X, 
and MND-non-hairpin control. (n=2 biological replicates, bars show mean ± SD of three technical replicates). 
 

4.5 Biological Activity of miR-X 
 

The novel microRNA, miR-X, was selected after various criteria were applied to a group of 

potential seeds that could non-specifically bind to a sponge intended to knock down miR-143 

expression. While analysis of hairpin structure and genomic expression provided strong 

evidence for the presence of miR-X, activity of miR-X in regulating predicted targets 

demonstrates the capability of non-specific binding to give expression changes in proteins 

unrelated to the microRNA knockdown of interest. 
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Figure 4.13 - Derepression of miR-X predicted targets observed by quantitative proteomics 
Peptides from miR-X predicted targets have increased expression in pLL-miR-143spg transduced cells compared to 
pLL-GFP based on selected reaction monitoring (SRM) quantification. These expression increases are significant 
compared to peptides from the housekeeping protein ACTIN1, which has no increase, except for that of TNPO1. 
(Bars show mean ± SD, n=2 biological replicates, and two technical replicates each. Unpaired, two-tailed t-test was 
used for significance). 
 
 
The expression changes in the predicted targets of miR-X that changed in the first miR-143KD 

SILAC experiment were detected through Selected Reaction Monitoring (SRM). I selected two 

to three peptides for each of the predicted targets, however during optimization of the peptide 

transitions using synthetic copies of these peptides I found that not all peptides could be used in 

combination with each other for detection of the twelve targets. Higher levels of the peptides 

from miR-X predicted protein targets compared to Actin housekeeping peptides were observed 

in cells infected with the pLL-miR-143spg than the pLL-GFP control vector (Figure 4.13). The 

confirmed the changes in the predicted targets of miR-X in the SILAC1 experiment. However, 

given that these effects could be due to knockdown of miR-143 as well, I needed to assess 

specific inhibition of miR-X separately.  

 

Using a variety of methods, I looked for confirmation that protein targets with miR-X binding 

sites were upregulated while miR-X was inhibited. The 3’UTR sites of two predicted miR-X 

targets, SAMSN1 and TNPO1 were cloned into the 3’UTR of Firefly luciferase in a dual-

luciferase reporter vector. The reverse complement of miR-X was also cloned into the 3’UTR of 

Firefly luciferase in a reporter vector. Following transduction with pLL-GFP or pLL-miR143spg, 
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UT-7 cells were transfected with the luciferase vectors containing miR-X binding sites and 

derepression of the miR-X luciferase 3’UTR targets was measured by luciferase activity in cells 

transduced with the sponge compared to pLL-GFP (Figure 4.14a). An increase in luciferase 

activity demonstrated derepression of the miR-X targets by the sponge acting as a decoy for 

miR-X. It was found that the miR-Xrevcomp and SMSN1 targets were derepressed when the 

pLL-miR-143spg was also present (Figure 4.14b and c). The TNPO1 construct, which was 

made prior to SRM results, did not show significant derepression, confirming the same 

observation made in the SRM experiment, that miR-X does not regulate TNPO1 (Figure 4.14d). 

TNPO1 may have less stability or a shorter protein half-life that appears as change in 

expression but is actually due to natural variation. 

 

To test the effects on protein targets when miR-X is specifically inhibited rather than inhibited by 

a sponge that also inhibits miR-143, an anti-sense oligonucleotide was designed to inhibit miR-

X. Anti-sense oligonucleotides (ASOs) use the reverse complement sequence of the microRNA 

to be inhibited, with modified nucleotide base chemistry to improve stability and potency. The 

inhibitor was transfected into UT-7 cells containing the miR-X(revcomp) luciferase construct, 

which showed significant derepression in UT-7 after 24 hours (Figure 4.15a). When miR-X was 

inhibited in OCI-AML3 cells by transfection of the miR-X ASO, the miR-X target STAG2 showed 

upregulation by immunoblotting (Figure 4.15b). 

 

Two predicted targets of miR-X were also evaluated by immunoblotting after transfection with 

miR-X mimic, a commercially designed version of the microRNA hairpin with the mature 

microRNA sequence in a proprietary hairpin cassette. The STAG2 protein and DNAJA2 protein 

were downregulated by the miR-X mimic after 72 hours in K562 and after 48 hours in UT-7 and 

AML5 cells (Figure 4.15c and d). The difference in length of time likely varied due to protein 

turnover rates between the different cell lines, which vary in proliferation rate, genetic 

abnormalities, and epigenetic programming.  
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Figure 4.14 - miR-X inhibition leads to derepression of miR-X binding sites  
a. Derepression of the luciferase target is measured when miR-X is bound by the sponge transcript, which is virally 
transduced into cells prior to transfection with the luciferase reporter plasmid. b. A luciferase reporter with the reverse 
complement of the miR-X sequence shows increased activity in cells transduced with the pLL-miR-143spg compared 
to cells with pLL-GFP control. c. A luciferase reporter with the SAMSN1 binding site of miR-X shows similar results. d. 
However, the luciferase reporter with the binding site for miR-X in TNPO does not show derepression (b-d, n=6, bars 
show mean ± SD, significance measured by unpaired t-test with Welch’s correction). 
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Figure 4.15 - Inhibition of miR-X and delivery of miR-X mimics regulates predicted targets 
a. A luciferase reporter with the reverse complement of the miR-X sequence in 3’UTR shows increased activity 
following transfection of miR-X inhibitor. (n=6, Mean ± SD, unpaired t-test with Welch’s correction) b. Immunoblotting 
of OCI-AML3 cells lysate after transfection with miR-X inhibitor reveals upregulation of STAG2 c. Immunoblotting of 
AML5 cells lysate following transfection of miR-X mimic reveals upregulation of STAG2 at 48 hr and 72 hr. d. 
Immunoblotting of K562 cell lysate following transfection of miR-X mimic reveals upregulation of STAG2 at 72 hr. e. 
Immunoblotting of UT-7 and K562 cell lysate following transfection of miR-X mimic reveals downregulation of 
DNAJA2 at 48 hr and 72 hr, respectively. 
 

4.6 Conclusions  
 

The existence of a potential microRNA transcript containing a seed site that matches part of a 

repetitive sequence in the pLL-miR-143spg transcript demonstrates the potential for a novel 

microRNA to bind to the sponge and inhibition of its activity to occur simultaneously with 

inhibition of miR-143. I have provided a detailed and systematic approach to finding novel 

microRNA involved in non-specific binding, and have accrued significant support for the 
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existence of this scenario’s microRNA, miR-X. There are numerous methods of discovery for 

novel microRNA, and the route to finding miR-X resembled more that of a forward genetics 

approach rather than a typical sequencing or computationally driven approach, though it 

employed aspects of both these methods. Further characterization of miR-X was performed to 

support the presence and activity of this novel microRNA, and the sequence was submitted to 

the microRNA database, miRBase. The implications for the sponge method of knocking down 

microRNA expression and the impact of the novel microRNA, miR-X, in this experiment are 

critical to explore further, to find potential improvements or solutions to non-specific binding so 

that this powerful knockdown technique can be used successfully in different applications. 
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5. Improving the Design of the Sponge Constructs for microRNA 

Knockdown 
 

5.1 Introduction 
 

A model of miR-143 knockdown was created using a lentiviral sponge with four miR-143 binding 

sites and transducing the sponge into a leukemic cell line. Investigation of non-specific binding 

to the sponge identified repeated sequences that could bind the seed sites of novel microRNA. I 

identified transcripts with the putative seeds and evaluated their properties and potential for 

being true microRNA. The potential transcripts were narrowed down to one candidate and its 

validation as a novel microRNA was carried out.  

 

The novel microRNA, miR-X, contained a seed, which matched a repetitive sequence within the 

miR-143 knockdown sponge and demonstrated the potential for unknown and novel microRNAs 

to be inhibited by the sponge as well as miR-143. Characterization of miR-X was performed and 

the activity of miR-X through regulation of predicted targets was confirmed. The ability of miR-X 

to bind to the miR-143 knockdown sponge and regulate a set of targets unique from miR-143 

demonstrates a potential problem with application of the sponge technique for microRNA 

knockdown in other applications. In this section, improvements or solutions to non-specific 

binding are presented to ameliorate off-target effects due to sequence complementarity. I 

studied whether the sponge could be modified to eliminate the potential for non-specific binding 

and inhibit miR-X or miR-143 specifically. To do this, the seed-site binding requirements for 

microRNA regulation of target mRNAs was examined for miR-X and miR-143, and modification 

of the target binding sites was performed in the 3’UTR of dual-luciferase reporter vectors and in 

lentiviral sponges, to test the capability to more specifically inhibit one particular microRNA. 

 

5.2 Regulation of Sponge in Luciferase Reporter Vectors 
 

The question that arises with validation of the genomic presence and biological activity of miR-X 

is whether the sponge could be modified to eliminate the potential for non-specific binding and 

inhibit miR-X or miR-143 specifically. The postulation was made that mutation of the microRNA 
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recognition elements in the sponge for either microRNA will inhibit miR-X but not miR-143 and 

vice versa. 

 

Work by Brennecke J et al (2005) investigated the minimal requirements for a functional 

miRNA-target duplex and found that mismatches in the microRNA target site corresponding to 

the seed site of the microRNA could abolish the biological activity of the microRNA. Using this 

information, three vectors were designed that would measure regulation by miR-143 and miR-X 

when they included intact seed binding sites for both microRNAs, or when either binding site 

was mutated. The first vector, for binding both microRNAs, was constructed by cloning the first 

two-tandem repeats of the original miR-143 sponge into a dual-luciferase reporter construct 

(Figure 5.1a) and tested by performing double transfection of the luciferase construct with 

control (CTR), miR-X, or miR-143 mimics into 293T cells (Figure 5.1b). This demonstrated that 

the sponge luciferase vector was regulated by both miR-143 and miR-X when MREs for both 

microRNAs were intact (Figure 5.1b).  

 

To inhibit binding and regulation by only one microRNA, the other two vectors had mutations in 

either the miR-143 or miR-X binding sites (Figure 5.1a). In one luciferase reporter vector, the 

nucleotides in positions 3-5 of the miR-143 binding sequence were mutated to their reverse 

complement nucleotides, and in the third luciferase reporter, positions 3-5 of the miR-X seed-

binding site were mutated (Figure 5.1a). Each of the luciferase reporter constructs, Luc-2T-

nomut, Luc-2T-miR143mut, and Luc-2T-miRXmut, were co-transfected in turn with one of three 

microRNA mimics - miR-143, miR-X or CTR to demonstrate abrogation of non-specific binding 

by either miR-143 or miR-X. 

 

Mutation of the microRNA seed binding sites in the reporter constructs abrogated binding of the 

corresponding microRNA mimics in AML5 and COLO205 cell lines (Figure 5.1c, d). The Luc-2T-

nomut construct had significantly lower luciferase expression when co-transfected with miR-X or 

miR-143 mimics compared to the control mimic, and Luc-2T-miR143mut showed significantly 

decreased luciferase expression when transfected with miR-X mimic, but not with the miR-143 

mimic, and vice versa with Luc-2T-miRXmut (Figure 5.1c, d). When mimics were co-transfected 

with the mutated dual-luciferase reporter vectors, regulation of the luciferase expression was 

observed when an intact binding site for the microRNA seed was available, but not when the 

binding site is mutated. These findings demonstrate that both miR-X and miR-143 can bind to 

the sponge and regulate expression of the associated protein.  
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Figure 5.1 - Regulation of miR-143 and miR-X specific sponges by microRNA mimics 
a. Design of three dual-luciferase reporters - Luc-2T-nomut, Luc-2T-miR143mut, and Luc-2T-miRXmut. b. 
Transfection of miR-X mimics and miR-143 mimics into 293T cells shows decreased activity of the Luc-2T-nomut 
luciferase reporter. c. Co-transfection of dual-luciferase reporters and microRNA mimics into AML5 cells and d. 
COLO205 cells shows repression of luciferase activity for constructs with intact binding sites for the co-transfected 
microRNA (n=10 for b, n=6 for c and d, Mean ± SD, unpaired t-test with Welch’s correction.)  
 

5.3 Proteomic Analysis of miR-143 or miR-X Knockdown Using Modified 

Sponges 
 

The strategy of mutating MREs belonging to specific microRNAs worked to abolish regulation by 

miR-X or miR-143 in luciferase constructs, and consequently, this strategy was chosen to 

correct the potential for non-specific binding to the pLL-miR-143spg. I did this by mutating non-

seed positions in the reverse complements of miR-143 in a selective manner for each repeat 
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within the sponge. Two new constructs were developed from the original pLL-miR-143spg - one 

adjusted for miR-X knockdown specifically and the other for miR-143 knockdown specifically 

(Figure 5.2). Three single nucleotide mutations were introduced in each tandem repeat to 

interrupt non-specific binding to the miR-143 seed or the miR-X seed, making two sponge 

constructs one of which was miR-X specific (miR-Xspecific-spg) and the other miR-143 specific 

(miR-143specific-spg) (Figure 5.2). The number of miR-X seed binding sites was increased to 

four in the miR-X specific sponge from the two in the original sponge (Figure 5.2) so that it 

would have an equal number of binding sites to the miR-143 specific sponge. 

 

 
Figure 5.2 - Modification of original sponge to achieve knockdown of specific microRNA 
The original sponge contains four repeats of miR-143 binding sequences with 4-5 random nucleotides interspersed. 
In the repeats of the original construct on the left, the green nucleotides indicate the seed binding site of miR-X, and 
the pink nucleotides, that of miR-143. In the repeats for the constructs on the right, in the top the miR-X seed site has 
been mutated by 3-4 nucleotides (blue) per repeat. In the bottom construct, the miR-143 binding sites have been 
similarly disrupted.  
 

The next step to find distinct sets of proteins regulated by inhibition of miR-X or miR-143 alone 

was to evaluate the expression of multiple proteins at once through quantitative proteomics. UT-

7 cells were chosen for transduction by the modified sponges based on higher likelihood to 

detect the previously identified significant proteins from the SILAC miR-143KD experiments in 

Chapter 3 and predicted miR-X targets in SRM, but in future experiments a number of cell lines 

should be screened to find one that has higher expression of both miR-X and miR-143. The 

expression of miR-X in different TCGA cancer samples can serve as a guide for which tissues 
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or types of cancer cell lines should be used. The SILAC method was used to quantify proteins in 

the modified sponges samples (Figure 5.3a). However instead of the pLL-GFP transduced cells 

being cultured in “light,” unlabeled media and mixed with pLL-OrigSpg transduced cells cultured 

in “heavy,” stable-isotope labeled media as in my previous SILAC experiments, the new 

experiment had untransduced cells cultured in heavy media and cells transduced with pLL-GFP 

or one of the three sponge viruses were all cultured in light media (Figure 5.3a).  

 
Figure 5.3 - Schematic of differential expression proteomics experiment 
a. UT-7 cells are grown in normal, non-isotope labeled media and transduced with microRNA knockdown vectors or a 
GFP control. The protein lysate is combined with an equivalent amount of protein from untransduced UT-7 cells 
grown in labeled media. The heavy labeled peptides provide an input normalization for the transduced samples. b. 10 
protein samples were processed and analyzed by the Orbitrap Fusion spectrometer, and the log2 fold-change was 
calculated using the average of the pLL-GFP samples. 
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For input normalization, heavy, untransduced protein lysate was mixed with equal amounts of 

protein lysate from the light, virally transduced cultures (Figure 5.3a). Ten samples, including 

two pLL-GFP samples, two pLL-OrigSpg samples, three miR-143specific-spg samples, and 

three miR-Xspecific-spg samples, were prepared and analyzed using tandem mass-

spectrometry (Figure 5.3a). Overall, 5500 proteins were identified and quantified, with 5215 

proteins identified in all ten samples. To determine the fold-change compared to the pLL-GFP 

control, the samples were normalized and peptide abundances were used to calculate the 

expression of each protein. The expression of each protein was divided by its average 

expression in the two pLL-GFP samples and log2 transformed (Figure 5.3b). 

 

5.4 Determination of Significant Expression Changes by Differential 

Expression Analysis 
 

The log2 fold changes in the eight sponge-transduced samples were used as a measure of 

change in protein expression. The goal was to find the proteins with significant differences in 

expression between the three sponges, either those that were similar between pLL-OrigSpg and 

the miR-143specific-spg or similar between the original sponge and miR-Xspecific-spg, and 

then significantly different in the other condition. Before finding the significant changes between 

the sponge conditions, it was necessary to first assess the quality of the data and remove 

outliers, then find significant changes in protein expression between the three sponges, and 

lastly, find proteins undergoing change specific to miR-X or miR-143 inhibition. 

 

To assess the quality of my dataset and remove outliers, the correlations between replicates 

treated with the same sponge construct were evaluated. Pearson correlation coefficients were 

calculated between the eight samples (Figure 5.4a). One of the highest correlations was found 

between one replicate of miR-Xspecific-spg (miR-Xspecific-spg2) and a replicate of miR-

143specific-spg (miR-143specific-spg3), which were cultured together at a later time point using 

older media than the other six samples. The cells transduced with pLL-GFP or other modified 

sponges were prepared and collected side-by-side in biological duplicates. The correlation 

between the two samples collected at a separate time point showed the potential technical 

pitfalls due to variation in media shelf-life, and these samples were taken out of further analysis 

due to their high correlation with each other potentially causing a batch effect. (Figure 5.4b).  
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To find the significantly differentially expressed proteins, a linear regression model was to be 

applied to the dataset. However, before the dataset could be fit to a linear regression model, 

proteins with a high amount of variance between biological replicates were removed. This was 

done so that highly variable proteins between biological replicate samples would not obscure 

significant expression changes between conditions, since linear regression modeling depends 

on changes with linear response between conditions. Proteins with greater than 0.35 differences 

in log2 fold-change between two biological replicates were taken out of the dataset for all 

samples. The rationale for selection of the 0.35 difference in log2 fold-change is described 

below. Eliminating proteins with higher differences in fold-change between two biological 

replicates from the dataset improved the correlation of biological duplicates for each sponge 

(Figure 5.4b). After removal of these outliers, 3110 proteins remained in the dataset and were 

used in linear regression analysis (Figure 5.5). 



 

 126 

 

Figure 5.4 - Correlations of proteomics samples for SILAC differential expression analysis  
a. The correlations between each of the eight proteomics samples are shown, with the Pearson correlation coefficient 
between each sample shown in the intersecting square. The pLL-Orig.Spg samples have two biological replicates, 
while the specific sponges have three biological replicates each. b. Correlations between six proteomics samples, 
with the Pearson correlation coefficient between each sample shown in the intersecting square. The two proteomics 
samples with a possible batch effect have been removed, as have the proteins with the highest variance between 
biological replicates. 
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Differential expression analysis by linear regression modeling was performed on the 3110 

proteins reproducible between replicates using the limma R package, and multiple hypothesis 

testing correction was performed using the Benjamini-Hochberg method. Proteins with a false 

discovery rate, or q-value, of less than 0.05 were considered significantly differentially 

expressed. From this analysis, 454 proteins with significant changes in protein expression 

between sponge versions were found (Figure 5.5).  

 

 

Figure 5.5 - Linear regression analysis to find differentially expressed proteins 
A linear regression model was applied to the dataset to find the significantly differentially expressed proteins, and 454 
proteins were considered significant with a q-value (adjusted p-value) cut-off of 0.05.  
 

Pairwise comparisons were performed between the three sponge conditions on the 454 proteins 

considered to be significantly differentially expressed. Based on a q-value of 0.05, 179 proteins 

were changed significantly between miR-Xspecific-spg and pLL-OrigSpg, while 125 proteins 

were changed significantly between miR-Xspecific-spg and miR-143specific-spg conditions, and 

40 proteins were changed significantly between miR-143specific spg and pLL-OrigSpg. A 

greater number of proteins were differentially expressed between the miR-Xspecific-spg cells 

and pLL-OrigSpg cells than between the miR-143specific-spg and pLL-OrigSpg cells at a q-

value of 0.05 (Figure 5.5). The expression levels of 454 significantly differentially expressed 

proteins in different sponge conditions were summarized in a heatmap (Figures 5.6). 
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Figure 5.6 - Differentially expressed proteins between the three sponge conditions 
Expression the 454 differentially expressed proteins in each of the six samples analyzed by limma. The red gradient 
indicates upregulated proteins with increasing positive log2 fold-change. The blue gradient indicates downregulated 
proteins with increasing negative log2 fold-change. 
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5.5 Regulation of Protein Expression Specific to miR-X or miR-143 

Knockdown 
 

The patterns of most interest in terms of decreasing non-specific binding effects were cases 

where a protein was upregulated due to the inhibition of miR-X or miR-143 (Figure 5.6). In these 

cases a protein would have a significant change in expression in the pLL-OrigSpg and miR-

Xspecific-spg, but not in the miR-143specific-spg transduced cells, or would demonstrate 

significant expression change in the pLL-OrigSpg and miR-143specific-sponge cells, while in 

the miR-X specific cells it would not. These patterns of expression differences indicated protein 

changes due to inhibition of miR-X or miR-143 in the original sponge, and the inhibition of one 

specific microRNA with either of the new, modified sponges. 

 

The linear regression analysis evaluated which proteins had significantly different expression 

between the three sponges, however this encompassed absolute variation between the three 

conditions and did not consider upregulation or downregulation of the protein (denoted by 

positive fold-change or negative fold-change) caused by transduction of a sponge and inhibition 

of a microRNA. To look more carefully at the proteins of interest in finding non-specific binding 

effects, I had to look not only at the significantly changed proteins between conditions, but 

whether the expression of the proteins had increased or decreased significantly from 0. While 

there are some proteins or genes with very small degrees of changes and low variation in 

expression that are real, often proteins with a log2 fold-change nearing zero have less likelihood 

of representing a true change in expression. 

 

For the initial two SILAC datasets, an Empirical Bayes analysis was applied to the proteomic 

experiments to find proteins with higher probabilities of being upregulated or downregulated. To 

determine the upregulated or downregulated proteins in the three conditions of the newly 

collected proteomics dataset, the Empirical Bayes analysis was applied to this dataset as well. 

This was performed on the 5215 proteins in the same six samples as were analyzed for linear 

regression modeling (the two samples, miR-Xspecific-spg3 and miR-143specific-spg3 were 

similarly not included for this analysis) (Figure 5.7). This analysis found that the posterior 

probability of protein being upregulated or downregulated was between 65-75% for a 0.3/-0;3 

log2 fold-change. In the previous SILAC experiments, the posterior probability of a protein being 

significantly changed in expression at 0.3/-0.3 log2 fold-change was 55-65%. Using the 

Empirical Bayes results, proteins with a change less than -0.3 and greater than 0.3 were 
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considered more likely to be upregulated or downregulated (Figure 5.7). The 454 differentially 

expressed (DE) proteins were divided into subsets, depending on if the protein showed 

upregulation, downregulation, or minimal change (with log2 fold-change values between -0.3 to 

0.3), in the pLL-Orig-Spg, miR-Xspecific-spg, or miR-143specific-spg. The overlapping proteins 

between the subsets were examined for patterns indicative of non-specific binding. Proteins with 

higher probability of upregulation in both miR-X knockdown and pLL-Orig-Spg knockdown (or 

downregulation in these conditions), but no significant change in the miR-143 knockdown cells, 

demonstrated changes due to miR-X knockdown specifically. Proteins which showed higher 

probability of upregulation in both miR-143 knockdown and pLL-Orig-Spg knockdown (or 

downregulation in both of these conditions), but less change in miR-X knockdown cells 

demonstrated changes due to miR-143 knockdown specifically. 

 
Figure 5.7 - Statistical analyses applied to proteomics dataset to find expression patterns 
There were 5215 proteins identified in all six samples. Linear regression analysis (Limma) was applied to proteins 
filtered based on reproducibility of regulation, while the Empirical Bayes analysis was applied to all 5215 proteins. 
Linear regression analysis finds the differentially expressed (DE) proteins between the different sponges. The 
Empirical Bayes analysis gives the posterior probability of a protein being upregulated or downregulated. The limma 
analysis finds 454 proteins from the dataset are significantly DE and the Empirical Bayes analysis finds which 
modified sponges transductions show upregulation of a DE protein, or downregulation of a DE protein. 
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Figure 5.8 - Overlapping significantly changed proteins between pLL-Orig-Spg and miR-Xspecific-spg 
The 454 DE proteins were divided into subsets based on upregulation or downregulation in miR-X-KD cells or 
Orig.Spg cells. There are 16 proteins that are upregulated in both miR-X-KD cells and Orig.Spg cells, and 
represented by the pink bar. There are 14 proteins that are downregulated in both conditions, represented by the blue 
bar. 
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Figure 5.9 - Overlapping significantly changed proteins between pLL-Orig-Spg and miR-143specific-spg 
The 454 DE proteins were divided into subsets based on upregulation or downregulation in miR-143-KD cells or 
Orig.Spg cells. There are 18 proteins that are upregulated in both miR-143-KD cells and Orig.Spg cells, and 
represented by the orange bar. There are 15 proteins that are downregulated in both conditions, represented by the 
red bar. 
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There were 15 proteins upregulated in both pLL-Orig-Spg and miR-Xspecific-spg transduced 

cells (Figure 5.8), and 18 proteins upregulated in both pLL-Orig-Spg and miR-143specific-spg 

transduced cells (Figure 5.9). There were also 14 commonly downregulated proteins in the 

former group and 15 commonly downregulated in the latter (Figures 5.8 and 5.9). However, 6 of 

the 15 Orig-Spg/miR-Xspecific-spg upregulated proteins were also upregulated in the miR-

143specific-spg, so there were 9 proteins of interest for the miR-Xspecific-spg and 12 proteins 

of interest for the miR-143specific-spg (Figures 5.8, 5.9). The expression levels of the 

upregulated proteins in pLL-Orig-Spg and the miR-Xspecific-spg had similar expression trends 

(Figure 5.10a). Most proteins show upregulation to a similar degree in both conditions, except 

HSPB1 and STX16, which have lower upregulation in the miR-Xspecific-spg cells compared to 

pLL-Orig-Spg. I would expect the proteins in the specific sponges to change to a similar degree 

as the original sponge, so it is possible that these two proteins are not regulated by miR-X 

inhibition specifically. It may also be a matter of downstream network changes in pLL-Orig-Spg 

cells, where inhibition of either microRNA leads to increased expression of these two proteins, 

indirectly. The expression levels of proteins with overlap between pLL-Orig-Spg and miR-

143specific-spg compared to miR-Xspecific sponge also demonstrate similar degrees of change 

(Figure 5.10b). 
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Figure 5.10 - Overlapping expression changes in significantly differentially expressed proteins 
a. Proteins with overlapping upregulation between pLL-Orig-Spg and miR-Xspecific-spg transductions and significant 
differential expression based on linear regression analysis. b. Proteins with overlapping upregulation between pLL-
Orig-Spg and miR-143specific-spg transductions and significant differential expression based on linear regression 
analysis. 
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There were few overlapping upregulated and overlapping downregulated proteins between the 

original sponge and either of the specific sponges. The overlapping proteins need to be 

validated as changes due to miR-X or miR-143 loss by orthogonal methods. Validation methods 

could include testing if these proteins undergo opposite changes in expression when miR-X or 

miR-143 microRNA mimics are transfected into this cell line, or if luciferase reporters cloned 

with their 3’UTR sequence demonstrate derepression when miR-143 or miR-X is inhibited. 

Higher numbers of proteins demonstrated significant expression changes in only the miR-

Xspecific-spg or miR-143specific-spg knockdowns, with minimal (less likely) change in cells 

transduced with the original sponge, and many of these proteins need to be investigated further 

as well.  

  

The determination of biologically relevant proteins with regard to miR-143 or miR-X knockdown 

also begs the question: how many proteins undergoing miR-X specific expression changes or 

miR-143 specific expression changes are targets of miR-X or miR-143? The dataset of 5215 

proteins was searched for predicted targets of miR-143 or miR-X according to TargetScan or 

TargetScan Custom, respectively. There were 141 predicted targets of miR-143 in the whole 

dataset of 5215 proteins, and 41 predicted targets of miR-X in the whole dataset of 5215 

proteins. Many of these proteins were excluded from linear regression analysis because of high 

variation between biological replicates or did not seem likely as targets because the proteins 

were not undergoing significant expression changes according to linear regressiong analysis. 

There were two TargetScan predicted targets for miR-143 that demonstrated significant log2 fold 

changes, AFF1 and DCAKD. There were also two proteins among the predicted targets for miR-

X, GINS3 and ZNF706, considered significantly differentially expressed. GINS3 and ZNF706 

are not among the proteins upregulated in Figure 5.10a because the proteins do not have a log2 

fold change over 0.3.  However, GINS3 has an average log2 fold-change of 0.26 in the pLL-

Orig-Spg samples, and DCAKD has an average of 0.25. These are examples of proteins that 

have slightly less probability of being upregulated by the original sponge, but due to their 

conserved microRNA target sites and significant differential expression between sponge 

conditions, seem likely to be microRNA targets.  Other proteins following similar expression 

patterns, where they are upregulated in the original sponge and miR-X or miR-143specific 

sponge, but slightly beneath the cut-off of the 0.3 log2 fold change in one of the conditions. This 

demonstrates that there could be numerous proteins that are biologically relevant but have a 

slightly lower magnitude of change due to the inhibition of a microRNA under slightly varied 

biological conditions (for example, a variation in stage of cell growth or metabolic state).  A 
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larger number of replicates for proteomic analysis would help to discern those proteins which 

are truly changing expression due to inhibition of miR-X or miR-143, but undergo smaller 

amounts of expression change.  

 

5.6 Conclusions 
 

I have demonstrated that regulation of luciferase reporter sponges by microRNA mimics can be 

inhibited by modification of nucleotides outside the seed-binding site of the microRNA of 

interest. Mutations in nucleotides 2-4 of the MRE decreased the ability of particular microRNA to 

bind and regulate the sponge. I applied this same principle to knockdown of microRNA using 

lentiviral sponges and observed significantly different changes in protein expression between 

sponges intended to knockdown different microRNA. In light of these results, I have identified a 

new microRNA, miR-X, and determined that the sequence of a sponge for knockdown of a 

microRNA should be designed so that the microRNA seed-binding site remains constant but 

other heptamer sequences are not repeated. Random mutations in the non-seed-binding region 

of the microRNA binding site give less opportunity for annotated or unknown microRNAs to bind 

to the sponge by ensuring there are not repetitive sequences, except for the microRNA seed 

binding site. 
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6. Discussion, Conclusions, and Future Directions 
 

In my thesis, I began by examining the effects of knockdown of miR-143 in acute myeloid 

leukemia cell lines and discovered the existence of a novel microRNA through analysis of the 

potential for non-specific binding to the miR-143 sponge. My study began with investigating the 

loss of miR-143 in myelodysplastic syndromes, in order to identify miR-143 targets and 

dysregulation of oncogenic pathways. Knockdown of miR-143 showed a small number of 

proteins were identified that consistently changed expression in cells with the miR-143spg, in 

replicate experiments. I discovered a lower expression of miR-143 in the knockdown cell line 

than originally thought, though the upregulation of predicted targets and knockdown of 

microRNA expression levels were visible in UT-7 and in other leukemic cell lines with low 

expression as well. Given the low expression of the microRNA, the high expression of a sponge 

transcript containing repetitive elements, and microRNA seeds binding to target sites of only 6-8 

nucleotides, the number of potential recognition sites for a novel or annotated microRNA to bind 

to was high. Therefore, I investigated what potential binding sites might be present in the 

sponge and whether any novel microRNAs existed that could bind to these sites. I found a 

number of potential candidates and eliminated them based on their likelihood of regulating 

protein targets and their lack of resemblance to a microRNA in structure, which left only one 

candidate that showed strong potential of being a real microRNA and binding non-specifically to 

the sponge.  

 

When the original sponge was redesigned to inhibit the binding of the potential non-specific 

microRNA, miR-X, or the miR-143 binding sites were mutated to inhibit the binding of miR-143 

and capture miR-X instead, many proteins underwent different expression change from the 

original sponge. Some protein expression changes were seen in the miR-143 specific sponge 

and original sponge, but not for the miR-X specific sponge. There were also many proteins that 

demonstrated changes specific to the original sponge and the miR-X specific sponge, yet 

showed little difference in expression when targeted by the miR-143 specific sponge. A number 

of proteins which were thought to change expression due to the inhibition of miR-143 actually 

appeared to be affected by the inhibition of the novel microRNA miR-X instead. This shows that 

non-specific binding to the sponge is a distinct possibility in experiments using the sponge 

method of microRNA knockdown and that there are novel microRNAs still awaiting discovery, 

which needs to be taken into account when designing sponges.  
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6.1 Methods of Discovery of Novel microRNA 
 

This study confirms the potential for undiscovered microRNA and novel small non-coding 

microRNA. Original estimates of the number of microRNAs in humans were in the low 

hundreds, but the catalogue of microRNAs has grown to over 2500 and the unknown 

significance of some portions of the human genome gives the potential for more (Hrdlickova et 

al., 2014).  

 

There are two main approaches to novel microRNA discovery, the experimentally driven 

approach and the computationally driven approach, and it is common practice to use both 

methods to complement each other. Experimentally driven methods often find expression of a 

small RNA species, through cloning and by sequencing of size-fractionated cDNA libraries, and 

then use bioinformatics to establish other features of microRNA (Berezikov et al., 2006a). In 

computationally driven approaches, structural features that can be thermodynamically predicted 

based on sequence are used to predict candidate microRNAs from the genome (Berezikov et 

al., 2007).  

 

My route to discovering miR-X implemented both approaches as well, though it was directed by 

knowledge of the potential seed sites within the novel microRNAs. Small RNA-sequencing, as 

performed in experimentally driven approaches, provided a set of expressed novel microRNAs 

to search for the potential seed sites within, and the secondary structure was assessed as in 

computationally driven discovery techniques. In fact, the secondary structures of multiple 

microRNA candidates were assessed more rigorously than some computational approaches, by 

comparison to ideal microRNA hairpin structure and motifs found only in human microRNAs. 

The expression of the novel microRNA in the small RNA-seq experiments was scrutinized and 

fell within the normal range of expression for an average microRNA.  

 

There are some concerns for the structure of the microRNA, such as the length of the hairpin 

stem in the putative primary microRNA hairpin. In the miR-X structure, there is an 8 nt sequence 

between the base of the hairpin and the 3p arm DROSHA cleavage site, and a 10 nt sequence 

between the base and the 5p arm site (Auyeung et al., 2013). The average length for this 

section is 11 and13 nt between the base and DROSHA cleavage, the length of a helical turn 

(Auyeung et al., 2013). However, there is a bulge in this 8/10 nt span, which would likely extend 

the span in length, and my experiment cloning the miR-X hairpin and flanking regions into an 
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overexpression vector and observing increased mature microRNA expression indicates that an 

appropriate microRNA hairpin is made and processed by DROSHA/DICER. 

 

Another concern of miR-X is that while the sequence is conserved in primates, dog, and 

elephant, it has poor conservation in some mammalian species, such as mouse and rat. 

Numerous candidate microRNA are presented with poor conservation in other novel microRNA 

discovery studies, but it is noted that conservation is not a necessary feature of a functional 

microRNA, so long as other criteria are found in its favour (Bentwich et al., 2005; Berezikov et 

al., 2006a; Chen et al., 2005). Many novel microRNA discovered more recently are not located 

in microRNA gene clusters and do not have high expression compared to many of the initially 

discovered microRNA. These newer microRNAs with low expression are also often poorly 

conserved (Bentwich, 2005). 

 

One factor that helps to qualify a newly discovered microRNA is detection of the sequence 

found on the opposing arm of the microRNA hairpin (Ambros et al., 2003). The 5p arm of the 

miR-X hairpin structure was searched for within the in-house and TCGA microRNA libraries, but 

no opposing RNA strand was detected. This has been found for other novel microRNA with 

expression in the low range, and may be due to the technical limits of small RNA-sequencing or 

low stability of the transcript. Detection of the precursor or primary microRNA transcript 

sequences is also not necessary for a microRNA to be considered a candidate, but it does 

provide more convincing evidence. In the future, optimizing the knockdown of DROSHA by 

siRNA transfection could be performed to enrich the nuclear primary microRNA transcripts, 

followed by RT-qPCR testing of nuclear RNA to detect the primary microRNA transcript of miR-

X. 

 

The search for novel microRNAs with functionality in different tissues and conditions is not 

complete, but continually expanding. While not an ideal workflow for determining novel 

microRNAs, my study does start by identifying microRNAs with a functional effect by searching 

for microRNA capable of binding the sponge sequence. This method also incorporates some 

assessment of predicted target regulation, in addition to searching for small RNA sequencing 

reads and prediction of RNA secondary structure as performed in other novel microRNA 

discovery approaches. 
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6.2 Distinction From Other Types of Small RNA 
 

The discovery of non-coding RNA species revised of our perception of the human genome, 

gene expression, and regulation. Other small non-coding RNAs have been discovered and 

continued to be explored in addition to microRNAs (Bartel, 2004; Bartel, 2009; Lim et al., 

2003a). In a recent paper, according to information gathered in GENCODE project, there are 

13,333 long non-coding RNA genes and 9078 small non-coding RNA genes, 3,086 of which are 

microRNA genes (Hrdlickova et al., 2014). 

 

The novel microRNA transcripts were the output of a large-scale microRNA-seq project in the 

pancancer TCGA study, where short RNA transcripts were sequenced and mapped to the 

human genome. Short RNA transcripts that mapped to the genome but had not yet been 

annotated as encoding microRNA were taken as potential microRNA if they had more than one 

read at the genomic locus to which they mapped. The genomic sequence flanking the 

transcripts were assessed for RNA secondary structure by RNALfold and designated as 

potential novel microRNA if secondary structure was formed. My analyses of these novel 

microRNAs was part of a forward genetics approach, screening novel transcripts for a dozen 

potential microRNA seeds that had been identified by finding microRNA recognition elements in 

a sponge construct designed to knockdown miR-143. Most of these novel transcripts were 

excluded as microRNA candidates due to their hairpin structure placing the seed in an 

inappropriate position for DROSHA/DICER processing, or due to other criteria. There was also 

the possibility that novel transcripts could be other types of small non-coding RNA. Aside from 

canonical microRNAs, there are numerous other forms of non-coding RNA. As mentioned in the 

Introduction, there are piwiRNAs (piRNAs) which function similarly to microRNAs. These RNAs 

protect the genome from the activity of retro-transposons and are found in sperm and oocytes, 

as well as human cancers in germline cells (Moyano and Stefani, 2015)(Hrdlickova et al., 2014; 

Vagin et al., 2006). However, piRNAs do not usually have hairpin structure precursors, and are 

produced from long, single-stranded non-coding RNA transcripts, which makes it less likely that 

miR-X is part of this group (Le Thomas et al., 2014). The piRNAs have a distinct biogenesis 

pathway from microRNA, so to indisputably differentiate between the two groups, RNA-protein 

complexes found specifically in the biogenesis of the piRNA or microRNA pathways could be 

immunoprecipitated and tested for the presence of miR-X. 
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The possibility of miR-X being an ESCC microRNA is also unlikely because these microRNA 

are tissue-specific and developmental stage specific. Another type of well-known non-coding 

small RNA are transfer RNAs, which act as intermediates between transcription and translation. 

While tRNAs are much longer in length than a microRNA, tRNAs will produce tRNA derived 

small RNA fragments (tRFs). RNA fragments derived from tRNAs are Microprocessor 

independent and DICER dependent, highly abundant, and plentiful in many tissue types. While 

tRFs are found in the cytoplasm and can exhibit microRNA-like silencing (Wang et al., 2013), 

potential microRNAs can be distinguished from tRFs based on the RNA secondary structure of 

the surrounding genomic sequence. A tRF transcript would map to a genomic region coding a 

tRNA and the secondary structure it encoded would make the characteristic structure of a tRNA, 

not that of a microRNA hairpin structure. Many computational tools for novel microRNA 

discovery eliminate potential candidates based on similarity to known tRNA sequences. There 

are no tRNA encoding sequences in the genomic region of miR-X and the hairpin structure 

criteria that are met by miR-X demonstrated it highly unlikely that it is a tRF. 

 

Another class of small non-coding RNAs is the small nucleolar RNAs, or snoRNAs. The 

snoRNAs perform modification of ribosomal RNA (rRNA) and small nuclear RNA (snRNA) 

involved in formation of the spliceosome (Liang et al., 2009). They modify these other RNA 

species by site-specific methylation and pseudouridylation, both of which are essential for rRNA 

processing into the cytoplasm and proper ribosome function. SnoRNAs have two main 

structures, C/D-boxes and H/ACA boxes, and the C/D-boxes form at single stem-loop 

secondary structure. Since the H/ACA boxes form two stem-loop structures, the snoRNAs 

forming them are not likely to be mistaken for a microRNA. However, the C/D-boxes form a 

single stem-loop, with the sequence motif of the C-box being RUGAUGA, where R is a purine, 

and the motif for the D-box is CUGA. Neither of these motifs are found in my microRNA 

structures of interest, however, so there is a very low likelihood of miR-X being a snoRNA. 

 

There seems little possibility of the chr12 sequence and surrounding region of miR-X belonging 

to a tRF, piRNA, or snoRNA, due to its adherence to the structure of a microRNA and the tissue 

in which it was discovered. There is the possibility that uncharacterized tRFs or other small 

RNAs could bind to the sponge sequence in the cytoplasm, and a future avenue of investigation 

could include searching the sequences of these small RNAs to check for potential base pairing 

to the sponge. More importantly, numerous computational methods of novel microRNA 
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discovery are being refined to improve filtering of these small RNAs at earlier stages of 

validation.  

 

6.3 Proteomics and Measurement of Expression Changes in microRNA 

Targets 
 

The purpose of this study was to find any novel microRNAs involved in non-specific binding to 

the miR-143spg, and to modify the sponge strategy for knockdown of microRNA so that non-

specific binding would be eliminated. This can be determined through identifying the target 

proteins of miR-X and miR-143 and if they undergo regulation under the original sponge versus 

the modified sponges for miR-X and miR-143. The model of miR-143 knockdown was created 

using acute myeloid leukemia cell lines and lentiviral sponges, and the effects of loss of 

microRNA expression were evaluated by quantitative proteomics.  

 

In experiments to measure expression changes due to microRNA regulation, it is important to 

consider the correlation or differences between the expression of mRNA and of protein. This is 

a factor for microRNA experiments because microRNAs regulate the expression of proteins and 

mRNAs through multiple mechanisms. In brief, decreases in mRNA levels due to microRNA can 

be attributed to deadenylation, which promotes decapping and degradation of the mRNA (Guo 

et al., 2010). In the case of protein levels, translational inhibition is carried out by microRNAs 

through blockage of translation initiation. The production and stability of microRNAs, mRNA 

targets, and proteins, as well as the mechanism of microRNA regulation, affects the degree of 

changes in expression seen in the experiment. 

 

The correlation between protein abundance and mRNA abundance in the cell, or the lack 

thereof, has been controversial in the past, but more recently the details of discrepancies have 

been investigated using high-throughput sequencing and global proteomics. In a study using 

parallel metabolic pulse labeling for 5,000 human genes, the mRNA and protein levels 

correspond better than numerous previous studies, while it was the half-lives of mRNAs and 

proteins that showed no correlation to each other (Schwanhausser et al., 2011). Genome scale 

prediction of synthesis levels for both mRNAs and proteins found that protein abundance is 

controlled at the level of translation (Schwanhausser et al., 2011). Proteins have a huge range 

of translational efficiencies, such that abundant proteins are translated 100 times more 
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efficiently than those of low abundance proteins, which contributes to the higher dynamic range 

of proteins compared to mRNAs (Maier et al., 2009; Schwanhausser et al., 2011). Genes with 

similar stability of mRNA and protein shared functional properties, for example, proteins 

involved in translational regulation such as eIF4G1, Fxr2 and tuberin had extremely low rate 

constants (Schwanhausser et al., 2011). It was also found that the mRNAs with longer 3’UTRs 

are less stable on average, and that highly structured proteins were more stable than 

unstructured ones. Overall translation rates are the dominant form of control for protein 

abundance, affected by ribosome density and occupancy, and the impact of degradation is 

small (Maier et al., 2009). Differences between mRNA and protein levels are attributable to 

various levels of regulation between mRNA and protein, and almost 40% of variance in protein 

levels is due to mRNA transcription (Koussounadis et al., 2015).  

 

The impact of inhibiting a microRNA can be observed at the mRNA and protein level. In my 

experiment, I chose to measure changes in protein expression due to the stability of protein and 

due to the proteins undergoing translational inhibition that may be missed if only changes in 

mRNA abundances were measured. However, there may be drawbacks in the consistency of 

changes in expression, as I have seen in the SILAC data, and the degree of changes in 

expression, especially when performing microRNA inhibition as opposed to overexpression. 

Using protein expression changes to evaluate the effects of losing expression of the microRNA 

of interest is advantageous because the presence or expression of an mRNA may not directly 

reflect the expression of its protein (Maier et al., 2009). Many proteins are only functional in the 

presence of certain cofactors or only active in a complex with other proteins, which affects their 

stability and detection in proteomics. Thus an RNA-Seq experiment may detect mRNA 

transcripts leading to expression of these proteins, but the translated product may be extremely 

short-lived. There are a variety of modifications to a protein after translation from a ribosome, 

affecting activity, localization, and stability, which may also contribute to differences in the levels 

of mRNA transcripts and the proteome of the cell. 

 

Discrepancies between changes in protein and changes in mRNA may be due to the collection 

of material, since mRNA when it is collected for RNA-seq or array experiments measure 

differences at one moment in time (steady state), while SILAC proteomics measures differences 

integrated over an extended period of protein synthesis (Guo et al., 2010). If either mRNA levels 

or microRNA activity change during the period of protein synthesis, correspondence between 

the mRNA destabilization and protein expression inhibition could become distorted (Guo et al., 
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2010). An alternative method of judging expression differences between two conditions may be 

ribosome profiling, which determines the positions of ribosomes on mRNAs with sub-codon 

resolution by deep-sequencing of ribosome-protected mRNA fragments (RPFs) (Guo et al., 

2010). In this study to determine the dominant mode of microRNA regulation, sequencing of 

mRNA, ribosome profiling, and proteomics were performed for cells transfected with miR-155 or 

miR-1. In the mRNA-seq and RPF data, genes with a log2 fold-change of ≤ −0.3 in their 

corresponding proteins were examined and greater decreases in mRNAs or RPFs were 

observed for genes that had 7mer or 8mer seed target sites in their 3’UTRs. The study 

determined from the range of mRNA, RPF, and protein changes that the expression changes 

detected by proteomics “accurately represented the response of all mRNAs” (Guo et al., 2010). 

It was also found that microRNAs did not repress targets with low expression more potently than 

targets with higher expression levels (Guo et al., 2010). These latter two observations are 

important to note in the context of my study, to realize that they are not prominent concerns. 

 

The ribosome profiling data was also used to determine if microRNAs could affect translation 

without decreasing mRNA levels. Translational repression may occur because of reduced 

translation initiation (Chendrimada et al., 2005) or increased ribosome drop-off (Petersen et al., 

2006). The level of RPFs for a particular gene are decreased if there are fewer mRNA 

transcripts or fewer ribosomes occupying the mRNA and reduced initiation or increased 

ribosome drop-off would lead to fewer ribosomes occupying the mRNAs of a particular gene 

(Ingolia, 2014). It was shown that translation efficiency was decreased by a modest amount, 

and by coordinating the proteomic, RPF, and mRNA data, the authors deduced that 11-16% of 

repression in RPFs is from decreased translational efficiency and 84% of repression was due to 

decreased mRNA levels (Guo et al., 2010). 

 

Often, because of their availability and ease in processing compared to proteins, the levels of 

mRNA between different treatments or conditions are used in differential expression analyses 

and taken as a proxy for the corresponding proteins (Vogel and Marcotte, 2012). The 

differences are taken to imply that there is a functional difference with biological relevance in the 

cell (Koussounadis et al., 2015). Since there is not always correlation between the levels of an 

mRNA and corresponding protein, are the mRNA changes signifying a true biological change? 

A study by Koussounadis A et al (2015) verified this assumption, finding that differentially 

expressed mRNA and their proteins have higher correlation than non-differentially expressed 

genes, within experimental conditions. For observing changes relevant to microRNA 
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knockdown, finding correlations in differentially expressed genes at the mRNA level and protein 

level would lend credibility to the miR-X and miR-143 specific changes, and ribosome profiling 

data would also be desirable to link the changes in expression between datasets. Since recent 

studies have shown that changes seen at the protein level are also seen at the mRNA and RPF 

level if the corresponding mRNA has a 3’UTR binding site. These studies have shown that 

significant expression changes seen at the protein level are relevant to microRNA knockdown, 

but additional observations of the mRNA and RPF levels would help to discriminate direct 

effects of microRNA regulation.  I have recently acquired RNA-Seq data for cells transduced 

with the pLL-GFP, pLL-Orig-Spg, miR-Xspecific-spg and miR-143specific-spg lentiviruses and 

are beginning to correlate and compare changes.  

 

Proteomics provides a quantitative measure of changes in protein expression, and has 

improved in reproducibility and detection in recent years. Advances in next-generation 

sequencing and proteomics have provided greater resolution and range in measuring the 

abundances of mRNA and protein, and for comparing expression between the two. When 

measuring changes in protein expression in a large-scale, discovery-based method, there are a 

number of challenges that interfere with the measurement of the proteome of a cell in global 

proteomic experiments. Firstly, is the issue of reproducibility between biological replicates. 

There is variation between all quantitative proteomics samples, since biological systems are 

highly dynamic and the amount of protein produced from one gene can vary(Mardis et al., 2009; 

Nagaraj et al., 2011; Viney and Reece, 2013). In a study performed in cancer cell lines, there is 

variation from culture dish to culture dish. There is also large cell-to-cell variability in expression 

of mRNAs and proteins (Paszek, 2014). Gene expression can be affected by intrinsic noise in 

biochemical processes related to gene expression, or by extrinsic noise from other cellular 

process such as cell growth, which is a major source of noise (Lei et al., 2015). 

 

Technical variation between proteomics experiments is also a factor in differential expression 

experiments. The steps with the most variability are the extraction where tissue is collected, the 

protein denaturation and digestion by trypsin/SPE clean-up, the fluctuation of the instrument 

response, and the long-term instrument stability, since there is sometimes drift of quantitative 

response of the LC-MS/MS platform over the 2-week period (Piehowski et al., 2013). The tissue 

collection can be a huge source of variation depending on how the samples are processed and 

from where they are obtained. Digestion of proteins can also introduce considerable variation, 
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but some studies will minimize this contribution by automating the digestion and preparation of 

numerous samples (Piehowski et al., 2013).  

 

Another issue in proteomics is the dynamic range for detecting different proteins. Protein 

expression can vary from one copy per cell to ten million copies per cell (Zubarev A et al 2013). 

To detect greater than 5,000 proteins, or half of the expressed cellular proteome, much longer 

periods of chromatographic separation are need. Coverage of the proteome is improving but not 

complete. One study reported nearly 90% coverage of the expressed proteome by using liquid 

chromatography (LC) and high resolution mass spectrometry to identify 10,255 proteins 

encoded by 9,207 genes and comparing the abundances to deep sequencing transcriptome 

data of the same samples (Nagaraj et al., 2011). More recently, a study identified proteins 

encoded by 17,294 genes in a variety of tissues, almost 84% of the protein coding genes in the 

human genome (Kim et al., 2014b). 

  

Overall, increasing coverage of the proteome, consistent coverage, and automation, or other 

techniques to lessen variation at the protein digestion and sample preparation stage, help to 

alleviate the biological and technical noise in proteomics samples.  

 

6.4 Statistical Analysis of Proteomic Datasets 
 

Analysis of my proteomics datasets involved two major types of statistical analysis. In the first 

dataset, I implemented an Empirical Bayes method developed by Margolin et al (2009) to find 

the proteins with higher probability of being upregulated or downregulated. This method 

reassessed microRNA regulation data from previous experiments by a new statistical method to 

identify biologically relevant proteins based on SILAC ratio values. Their study examined 

previous statistical methods used for quantitative proteomics, including a Gaussian mixture 

model and density estimation methods for expression analysis, and found they were not robust 

enough or tended to overfit regions of data sparsity. The empirical Bayesian method 

distinguished proteins that differed from background based on the probability distributions 

inferred from two replicates for my experiment. However, one criticism of the method was that it 

did not take into account proteins with a high probability of being upregulated or downregulated 

in one sample, but did not share the same expression trend in another replicate. I implemented 

a second-step, where proteins were filtered according to their overlap in upregulation or 
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downregulation. However, better coverage of the proteome and a larger number of replicates 

would have improved this approach, since many proteins with large expression changes were 

eliminated due to lack of presence in the second replicate. 

 

Another major approach, which was taken with the second proteomic dataset, was to find 

differential gene expression between different conditions using linear regression modeling. 

Linear regression modeling was performed using the “Limma” R package in Bioconductor. 

Limma stands for “Linear Models for Microarray Data” and is an analytical standard in 

differential gene expression, however is only beginning to be used in the context of proteomics 

experiments (Kammers et al., 2015). It is appropriate because it allows for a distribution of 

biological variances (different proteins to change expression by different amounts), by using the 

full data to shrink the observed sample variances toward a pooled estimate (Kammers et al., 

2015). The linear regression analysis was used to find what constituted a significant change in 

expression by comparison of the whole dataset. One of the advantages of using Limma for 

proteomics analysis it is appropriate for smaller sample sizes like those found in proteomics 

data (Kammers et al., 2015). For my data, it was a useful and robust way of finding the 

differentially expressed proteins between my sponge “conditions.” However, I could adjust the 

proteins evaluated by the linear regression analysis. I filtered numerous proteins from the 

dataset because their expression changes were not as reproducible between repilicates. 

However, many showed similar trends in upregulation or downregulation, and proteins that are 

highly variable may still be biologically relevant. The concern that prompted us to remove them 

was that the highly variable and noisy proteins would obscure the differences between other 

proteins, which followed a clear linear response. One strategy that may be useful for 

comparison with my current results is to apply the linear regression modeling to our entire 

proteomics dataset of 5215 proteins instead of the selected 3110 proteins, or simply a larger 

dataset with less stringent filtering.  

 

The statistical approaches taken to find the differentially expressed and upregulated or 

downregulated proteins may have limited the results in other ways as well. Based on the idea 

that miR-X and miR-143 could both bind to the original sponge and that modification of the 

sponge would inhibit specifically miR-X or miR-143, I expected that numerous proteins with 

expression changes in cells transduced with the original sponge would share changes in either 

the miR-X or miR-143 specific sponge as well. However, I observed small groups of proteins 

undergoing overlapping changes between the original sponge and modified sponge 



 

 149 

transductions, and large groups of proteins undergoing expression changes in only the miR-143 

or miR-X specific knockdowns. As discussed in the case of the predicted target of miR-X, 

GINS3, many proteins undergoing upregulation in the miR-Xspecific-spg or miR-143specific-spg 

condition only may have proteins that are upregulated in pLL-Orig-Spg as well, but at a level 

slightly below the log2 fold change cut-off of 0.3.  Variation in the biological states of the cells 

has already been mentioned as a contributor in this situation, and a higher number of replicate 

samples offered as a solution. However, there are a number of other reasons for the higher 

number of targets occuring in only the miR-X or miR-143 specific sponge subsets.  

 

Firstly, this may have been due to knockdown of both miR-X and miR-143 by the original 

sponge at the same time, and regulation of targets by one microRNA leading to downstream 

signaling effects that interfered with or obscured the regulation of targets by the other 

microRNA. It is difficult to know whether the upregulated or downregulated proteins that do not 

overlap between subsets are undergoing changes in expression directly due to the knockdown 

of a microRNA, indirectly, or due to biological noise.  Another possibility is that there is another 

novel microRNA binding to different repeated sequences in the original sponge, and that 

inhibition of this microRNA leads to regulation of a set of proteins with no overlap in the miR-X 

or miR-143 affected proteins. 

 

Proteins with a high degree of upregulation or downregulation in cells transduced with one type 

of sponge while not changing in the other two sponge treatments may still demonstrate 

differences in the proteome caused by the specific knockdown of one microRNA. Interestingly, 

the proteins undergoing significant expression changes in only miR-Xspecific-spg transduced 

cells form the largest group. This is expected because it is the condition with the most 

significantly differentially expressed proteins from the other two conditions. The reason for the 

greater number of upregulated miR-X proteins and the greater number of proteins undergoing 

significant changes between pLL-Orig-Spg and miR-Xspecific-spg cells may be due to a 

cascade effect from one particular target of miR-X. The targets of miR-X could include a 

transcription factor or a protein which similarly affects the expression of a large number of other 

proteins, and the greater number of upregulated proteins in miR-X knockdown cells may be the 

downstream effects of this regulation. 
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6.5 Target Prediction for microRNAs 
 

One issue in determining whether distinct sets of proteins have been changed due to the 

inhibition of miR-143 or miR-X in my dataset is the low number of predicted targets that show 

appropriate patterns of significant expression changes. However, this may be due to the low 

specificity found for many of the available target prediction tools. 

 

The prediction of microRNA targets was a computationally challenging task in the time directly 

following their discovery. The pairing of the microRNA to the target did not seem to involve the 

entirety of the microRNA sequence, and many of the binding sites were discovered to contain 

only 7 nt matches to the 5’ region of the microRNA. The requirement of conserved Watson-Crick 

base pairing, using the aligned regions of vertebrate 3’UTRs, to nucleotides 2-7 in the 5’ region 

of the microRNA found a greater number of true targets (Brennecke et al., 2005b; Krek et al., 

2005; Lewis et al., 2005; Lewis et al., 2003). The 5’ region of the microRNA is the most 

conserved portion of metazoan microRNAs (Lim et al., 2003b), and it was found that mutation in 

this region led to disruption of target regulation (Doench and Sharp, 2004; Kloosterman et al., 

2004). Initially, in D. melanogaster, the majority of sites in target mRNAs had no more 3’ 

supplementary pairing than would be expected by random chance (Brennecke et al., 2005a)  

and in mammals, a 3’ supplementary region in the target sites was not a strict requirement 

(Lewis et al., 2005). However, it was later found that some targets that lack perfect seed 

matches have compensatory sites in the 3’ region of the microRNA, preferentially from the 13th 

to the 16th nucleotides (Grimson et al., 2007). With the inhibition of miR-X and miR-143 by the 

original sponge, there were four sites with perfect matches to miR-143 seed sites, and two sites 

with perfect matches to the miR-X seed site, which would have allowed binding by both 

microRNAs. The miR-143 specific modified sponge had strategic mutations in the region of the 

miR-143 binding site, which bound the 3’ end of miR-143 and the 5’ seed of miR-X, but had 

complete WC base pairing to the miR-143 seed to maintain binding ability. The miR-X specific 

modified sponge had the number of seed matches increased from two to four, and the miR-143 

seed sites mutated, which should increase miR-X binding to the sponge. 

 

There are three types of computer prediction tools - ab initio which uses sequence and 

structural features, machine learning which uses experimental data to train a classifier, and 

hybrid methods which combine the previous two (Reyes-Herrera and Ficarra, 2012). Most ab 

initio target prediction algorithms use four major factors to predict potential targets, those being: 
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seed match, conservation, free energy, and site accessibility (Peterson et al., 2014). The 

problem with ab initio methods is that they have a high number of false positives, and to combat 

this restrictions are used to filter candidate targets, which can remove true positives as well. 

Machine learning methods have been making advancements in recent years due to the 

proliferation of experimental data, and these tools learn based on positive interactions between 

microRNA and target, and negative interactions between microRNA and predicted target. The 

problem with this approach is that fewer negative interactions are validated and reported in the 

literature.  

 

The target prediction tools used for evaluating potential seeds in my first SILAC dataset and for 

finding miR-X or miR-143 specific targets in the second dataset were TargetScan or TargetScan 

Custom. In evaluating the SILAC1 dataset to screen the potential seeds, numerous predicted 

targets were given for each seed because there was only one sample that was searched in, and 

no other samples were used to remove targets with conflicting expression changes. There was 

the potential for many false positives in this search, but the nature of the screen was simply to 

see if any of the potential seeds had more probability of target regulation in the dataset than 

miR-143 or might be expected due to random chance. In my proteomics dataset for the modified 

sponges, there were 20 predicted targets of miR-X found, and 120 predicted targets of miR-143, 

but only two proteins for each microRNA that had the appropriate expression pattern and were 

found to be significantly differentially expressed between conditions. Many predicted targets 

were eliminated from being true positives because of their variability in expression between 

replicates. Others were eliminated because the predicted targets did not show significant 

upregulation or downregulation. My study confirms the high number of false positives expected 

from an ab initio method such as TargetScan, but the number of predicted targets behaving as 

potential true positives, especially for miR-143, is small. Validation of these targets as true direct 

targets of miR-143 or miR-X needs to be performed by orthogonal methods. Other target 

prediction tools could be applied to the dataset to find targets that TargetScan has missed. 

Similarly, performing the transductions of a variety of different cell lines with the modified 

sponges would be able to more convincingly confirm some of the miR-X or miR-143 specific 

effects, and potentially find more direct targets. There are different estimates on how many 

proteins are affected by overexpression or inhibition of a microRNA, and in the case of inhibition 

of a microRNA the changes in protein expression may be small, as microRNAs often act to fine 

tune the expression of many proteins at once. The magnitude of change and number of targets 

depends on the tissue, the microenvironment, the metabolic state of the cell, and the expression 
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of both the microRNA and its targets. Proteins that change expression due to miR-X or miR-143 

inhibition across different tissues are likely to be rare, but every microRNA has a broad range of 

targets, and some may be common to numerous tissue types.  Repeating the sponge 

knockdown and proteomic differential expression analysis in other cell lines with expression of 

miR-X or miR-143 could potentially confirm whether the changes in expression are reproducible 

in a small subset of targets.  

 

As well, it may be useful to utilize a prediction tool that takes into account non-canonical 

microRNA binding to the mRNA target. A number of publications have noted that microRNA can 

act by binding sites corresponding to the middle of the microRNA (Cloonan, 2015; Martin et al., 

2014), and imply that for a number of targets the canonical seed pairing may not be as 

important. There are also microRNA binding sites outside of the 3’UTR of the mRNA, but 

multiple studies have described these sites as less efficacious (Baek et al., 2008; Selbach et al., 

2008). 

 

Other methods which could potentially be used to determine the targets of miR-143 or miR-X 

are cross-linking immunoprecipitation-sequencing techniques. In the high-throughput-

sequencing of RNA from cross-linking immunoprecipitation (HITS-CLIP) technique, microRNA 

and mRNA are cross-linked to Argonaute proteins, separated, and sequenced (Chi et al., 2009). 

To increase the number of targets bound by Argonaute for a particular microRNA, the 

microRNA is usually transfected into the cells or expressed by a retro- or lentiviral vector, 

leading to enrichment of transcripts with the microRNA binding site in sequencing data.  Another 

technique is the cross-linking, ligation, and sequencing of hybrids (CLASH) method (Helwak et 

al., 2013). This method uses cross-linking and immunoprecipitation of AGO1, followed by 

ligation of the cross-linked microRNA and mRNA to make hybrids, and then sequencing of the 

microRNA-target pairs as chimeric reads (Helwak et al., 2013). Currently efforts are ongoing to 

optimize a CLIP-seq method in our lab to study a number of microRNAs of interest, which would 

provide us with a method to cross-validate the predicted targets in our proteomics datasets. 
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6.6 Advantages and Disadvantages of the Sponge Method 
 

There are a variety of methods for disrupting or inhibiting the expression of microRNAs in 

models of microRNA loss. As discussed in the introduction, there are genetic knockouts, which 

have the advantage of completely knocking out expression of the microRNA, but the 

disadvantage of suffering from their own variation of off-target effects. The CRISPR/Cas9 gene 

editing system, which uses 20 bp guide strands to target the sequence of interest, has been 

verified by three different groups as inducing off-target mutations at sites that differ by 5 nt from 

on-target sites (Fu Y et al 2013, Hsu PD et al 2013, Pattanayak V et al 2013). As well, many 

microRNAs are part of families with redundant function in regulation of targets, and knockout of 

one member of the family is compensated by regulation by other members.  

 

Other methodology includes anti-sense oligonucleotides (ASOs) against the microRNA of 

interest. There are a wide variety of chemical modifications that are used to protect the ASO 

from exonuclease digestion and enhance potency, or to add stability to the dsRNA duplex when 

the ASO binds to the intended microRNA. I employed an anti-sense oligonucleotide design from 

Integrated DNA Technologies, which has 2’-O-methyl bases for greater stability and a novel 

compound, N,N-diethyl-4-(4-nitronaphthalen-1-ylazo)-phenylamine, attached at the end to of the 

oligonucleotide to block exonuclease degradation (Lennox KA et al 2013). This type of 

compound was chosen for a balance of potency, stability, and cost-effectiveness. It provided 

inhibition of miR-X that was observable by derepression of miR-X luciferase targets.  

 

The use of anti-sense oligonucleotides for knockdown of microRNA expression is advancing 

and offers increasing options to researchers (Lennox K et al 2011, Pauli A et al 2015). In light of 

my research into the non-specific binding to the sponge, there is some concern over specificity 

of binding for the ASOs, and whether they can have off-target effects (Lennox KA et al 2011). 

Another downside of this method is that many types of cells can be difficult to transfect, 

particularly primary cells or primitive cells from the bone marrow. 

 

A similar approach to anti-sense oligonucleotides is using microRNA target site blockers, which 

have recently been developed by Exiqon and implement their LNA technology. Instead of 

binding to the microRNA, these small LNAs bind to the microRNA target sites on mRNAs and 

effectively compete with RISC (Dajas-Bailador et al., 2012). The target site blockers can be 

specific to a particular target, and increase protein translation of that target. This is helpful for 
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confirming a single microRNA target, instead of inhibiting a microRNA and affecting multiple 

targets, then attempting to assess which are the direct and indirect effects.  

 

Recently, a new variety of lentiviral microRNA inhibitors has emerged, similar to sponges but 

with modifications to improve specificity. These are known as Tough Decoy inhibitors, which 

come in the form of long hairpins about 60 bp long, with an internal loop containing two 

microRNA binding sites (Bak et al., 2013). These can be transfected as small hairpin species 

more similar to ASOs, or be transcribed by RNA Pol-II promoters as a transcript with a cap, 

poly-adenylation and a fused protein reporter like our lentiviral sponges (Haraguchi et al., 2009; 

Mockenhaupt et al., 2015). The hairpin shape of the Tough Decoy exposes two ~20 bp binding 

sites for the microRNA, which contain bulges in the reverse complement in the same manner as 

sponges (Mockenhaupt et al., 2015). However, the hairpin structure exposing a binding site of 

limited length would potentially be less thermodynamically favourable for a non-specific 

microRNA binding by seed site.  

 

My study highlighted strengths and weakness of using the lentiviral sponge method of 

competitive inhibition of microRNA to simulate loss of a microRNA in a disease. Since 

microRNA are often found in families that share the same seed site, genetic knockout of a 

microRNA may not be sufficient, and anti-sense oligonucleotides are capable of inhibiting micro 

expression, but can be difficult to transfect into some cell lines or may not fully inhibit the 

microRNA of interest. Using sponges as a method of knockdown improves upon the other two 

techniques, but my study emphasizes the importance of awareness for potential non-specific 

binding and offers small but significant improvements to the method for eliminating the non-

specific effects. 

 

6.7 Implications for Gene Therapy and microRNA for Therapeutics 
 

The use of microRNA for therapeutic use is promising because of the ability to control gene 

regulation. There are two categories of gene therapy that would involve microRNAs, either 

decreasing microRNA expression through microRNA antagonists, or increasing and mimicking 

microRNA activity through synthesized hairpins. 
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MicroRNA knockdown in gene therapy could potentially use LNAs, ASOs, etc, but toxicity and 

delivery issues will still need to be considered in this approach (Brown and Naldini, 2009). 

MicroRNA sponges have been viewed as a viable option because they behave more like 

ceRNAs, natural endogenous targets for microRNA that keep the balance of expression of 

certain genes, like PTENP1 (Almeida et al., 2012). In proposed use of ceRNAs as a type of 

gene therapy, the actual concentration of microRNAs does not change, but the ratio between 

the ceRNA and its corresponding mRNAs will be adjusted (Almeida et al., 2012).  

 

Expression of microRNA sponges does offer more stability and long-term effectiveness than a 

LNA or ASO agonist, but the dosage would be similarly challenging to control. As well, use of 

retroviral or lentivral vectors in gene therapy is still fraught with difficulties due to the uncertainty 

of viral integration into the patient’s genome.  

 

In light of my study, yet more caution is advised for microRNA sponges beyond what is already 

proposed because of the potential for non-specific binding. Non-specific binding would be a risk, 

not only because of the challenge of controlling the dosage level of the sponge transcript, but 

also because, as demonstrated, there may be expression of unknown microRNAs that interferes 

with the intended effect of regulation. 

 

6.8 Future Directions 
 

One approach to validating the protein expression changes specific to miR-X or miR-143 

knockdown as actual miR-X or miR-143 targets will be to complement the knockdown 

experiments with overexpression experiments. I have both lentiviral overexpression vectors and 

the microRNA hairpin mimics which were used in the luciferase sponge repression assays. 

Obviously, this method will lead to changes in direct and indirect targets in the same manner 

that knockdown of miR-143 and miR-X did. However, proteins that are direct targets should 

display an opposite change in expression from the knockdown datasets, and narrow the pool of 

proteins with which to conduct further validation assays. 

 

I have demonstrated the concerns and the utility of using the sponge method of microRNA 

knockdown. One advantage of the sponge is the ability to be transduced into non-dividing cells 

and using this tool, there are a number of ways I could improve upon our model of miR-143 loss 
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in MDS. One method would be through use of primary HSPC cells from human cord blood 

rather than human cell lines. Using material from this source for proteomics would have been 

optimal but was more difficult in the initial outset of my study. Since that time, advances in mass 

spectrometer sensitivity in proteomics have enabled global proteomics with smaller amounts of 

material than before, and the ability to investigate the loss of miR-143 in a primary cell 

environment is more feasible. 

 

This approach would also be potentially interesting because cancer cell lines undergo 

proliferation and are capable of differentiation with certain stimuli, but the myeloid leukemia cell 

lines are differentiated to some extent. It is possible that miR-143 targets certain genes during 

the transition from one type of blood cell to another, which could therefore be missed in the cell 

line model. Various microRNA have a gradient of expression that increases or decreases 

throughout lineage differentiation to a terminated cell, as discussed in the introduction, and it is 

possible that miR-143 has targets with important roles in differentiation. It may be possible to 

see expression changes in proteins that relate to or interact with these targets, but a model with 

differentiation would be more capable of observing such changes. 
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Appendix 
 

For Chapter 4, Molecular Analysis of Potential microRNA, Supplemental Data 

In Chapter 4, the pLL-miR-143spg was analyzed for heptameric repeats.  Any heptamer that 

was repeated more than once was considered a potential seed binding site. Considering the 

number of transcripts produced from the CMV promoter of the pLL-miR-143spg vector, it is 

possible that heptamers only repeated once may act as seed binding sites as well.  Searching 

for these sites in the output of new novel microRNA analyses could be a future avenue of 

investigation. 

Table A.0.1 - Discovery of Repetitive Sequences within Sponge 
A scanning window of 7 nucleotides (see box overlaid on text) was used to find repetitive sequences within the four 
tandem repeats of the sponge transcript. The underlined text is the miR-143 seed site, while the central bolded letters 
CGA or CAA are the opposite of the reverse complement sequence designed to create a bulge, the 4-5 letters at the 
end of each repeat are the random nucleotides inserted for spacing and to prevent self-annealing of the transcript. 
GAGCTACAGCGATCATCTCA  GCTA   Repeat 1 
GgGCTACAGCGATCATCTCA  TTAAG   Repeat 2 
GAGCTgCAGCAATCATCTCA  AACCT   Repeat 3 
GAGCTACgGCGATCATCTCA  atCA   Repeat 4 
Seed Binding Site Repeats Difference from Major Repeat Reverse Complement 
GAGCTAC 2  GUAGCUC 
GgGCTAC 1 1 GUAGCCC 
GAGCTgC 1 1 GCAGCUC 
AGCTACA 1  UGUAGCU 
gGCTACA 1 1 UGUAGCC 
AGCTgCA 1 1 UGCAGCU 
AGCTACg 1 1 CGUAGCU 
GCTACAG 2  CUGUAGC 
GCTgCAG 1 1 CUGCAGC 
GCTACgG 1 1 CCGUAGC 
CTACAGC 2  GCUGUAG 
CTgCAGC 1 1 GCUGCAG 
CTACgGC 1 1 GCCGUAG 
TACAGCG 2  CGCUGUA 
TgCAGCA 1 2 UGCUGCA 
TACgGCG 1 1 CGCCGUA 
ACAGCGA 2  UCGCUGU 
gCAGCAA 1 2 UUGCUGC 
ACgGCGA 1 1 UCGCCGU 
CAGCGAT 2  AUCGCUG 
CAGCAAT 1 1 AUUGCUG 
CgGCGAT 1 1 AUCGCCG 
AGCGATC 2  GAUCGCU 
AGCAATC 1 1 GAUUGCU 
gGCGATC 1 1 GAUCGCC 
GCGATCA 3  UGAUCGC 
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Seed Binding Site Repeats Difference from Major Repeat Reverse Complement 
GCAATCA 1 1 UGAUUGC 
CGATCAT 3  AUGAUCG 
CAATCAT 1 1 AUGAUUG 
GATCATC 3  GAUGAUC 
AATCATC 1 1 GAUGAUU 
ATCATCT 4  AGAUGAU 
ATCTCAA/a 2  UUGAGAU 
ATCTCAG 1 1 CUGAGAU 
ATCTCAT 1 1 AUGAGAU 
TCTCAAA 1  UUUGAGA 
TCTCAat 1  AUUGAGA 
TCTCATT 1  AAUGAGA 
TCTCAGC 1  GCUGAGA 
CTCAAAC 1  GUUUGAG 
CTCATTA 1  UAAUGAG 
CTCAGCT 1  AGCUGAG 
CTCAatC 1  GAUUGAG 
TCAAACC 1  GGUUUGA 
TCATTAA 1  UUAAUGA 
TCAGCTA 1  UAGCUGA 
TCAatCA 1  UGAUUGA 
CAAACCT 1  AGGUUUG 
CATTAAG 1  CUUAAUG 
CAGCTAG 1  CUAGCUG 
CAatCAG 1  CUGAUUG 
AAACCTG 1  CAGGUUU 
ATTAAGG 1  CCUUAAU 
AGCTAGg 1  CCUAGCU 
AatCAGA 1  UCUGAUU 
AACCTGA 1  UCAGGUU 
TTAAGGA 1  UCCUUAA 
GCTAGgG 1  CCCUAGC 
atCAGAG 1  CUCUGAU 
ACCTGAG 1  CUCAGGU 
TAAGGAG 1  CUCCUUA 
CTAGgGC 1  GCCCUAG 
tCAGAGC 1  GCUCUGA 
CCTGAGC 1  GCUCAGG 
AAGGAGC 1  GCUCCUU 
TAGgGCT 1  AGCCCUA 
CAGAGCT 1 1 AGCUCUG 
CTGAGCT 1 2 AGCUCAG 
AGGAGCT 1 2 AGCUCCU 
AGgGCTA 1  UAGCCCU 
AGAGCTA 1  UAGCUCU 
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For Chapter 5, Empirical Bayes Analysis, Supplemental Data 

 

The Empirical Bayes analysis was performed for the modified sponges dataset, and the 

posterior probability of upregulation and downregulation for each protein in each of the samples 

was determined. If the protein on average had a log2 fold-change of greater than 0.3, it had a 

65-75% posterior probability of upregulation. If the change was less than -0.3, there was a 

similar posterior probability of downregulation. 

 
Figure A.1 - Empirical Bayes analysis of modified sponge samples 
Empirical bayes analysis of proteins found in the two original sponge replicates used in limma analysis. The proteins 
in each sample are evaluated to find the posterior probability of them being upregulated (green dots) or 
downregulated (pink dots). 
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Figure A.2 - Empirical Bayes analysis of modified sponge samples 
Empirical bayes analysis of the proteins found in the two miR-143specific-spg replicates used in limma analysis. The 
proteins in each sample are evaluated to find the posterior probabilities for upregulation (green dots) and 
downregulation (pink dots).  
 

 

Figure A.3 - Empirical Bayes analysis of modified sponge samples 
Empirical bayes analysis of the proteins found in the two miR-Xspecific-spg replicates used in limma analysis. The 
proteins in each sample are evaluated to find the posterior probabilities for upregulation (green dots) and 
downregulation (pink dots). 
 
 

 

 


