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Abstract

Wireless sensor networks (WSNs) range from body area networks (BANs) that involve a

relatively small number of nodes, short paths and frequent update rates to precision agri-

culture wireless sensor networks (PAWSNs) that involve a relatively large number of nodes,

long paths and infrequent update rates. They are distinguished from wireless access net-

works by: 1) their mesh architecture and reliance on higher layer protocols and algorithms

to perform routing, scheduling, localization, and node placement, 2) their need to operate

for long periods of time with only limited access to battery or scavenged power.

Energy conservation has long been an important goal for developers of WSNs and the

potential for reducing energy consumption in such networks by reducing the strength and/or

frequency of transmission has long been recognized. Although the impact of propagation

impairments on the physical and media access control layers of WSNs has long been con-

sidered, few previous studies have sought to assess their impact on higher layer protocols

and algorithms and devise schemes for mitigating or accounting for such impacts. Here, we

present four case studies that demonstrate how higher layer protocols and algorithms can be

devised to achieve greater energy efficiency by accounting for the nature of the propagation

impairments experienced.

In the first two case studies, we focus on BANs and: 1) propose a routing protocol

that uses linear programming techniques to ensure that all nodes expend energy at a similar

rate and thereby maximize network lifetime and 2) propose a scheduling algorithm that

accounts for the periodic shadowing observed over many BAN links and thereby reduce the

transmit power required to transfer information and thereby maximize network lifetime. In

the second two case studies, we focus on PAWSNs and 3) propose an efficient localization

algorithm based on the Bayesian model for information aggregation and 4) demonstrate

that path loss directionality observed in sites such as high density apple orchards greatly

affects WSN connectivity and, therefore, energy consumption and must be considered when

designing node placement in agricultural fields.
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Chapter 1

Introduction

Wireless sensor networks (WSNs), as illustrated in Figure 1.1, are generally defined as a set

of sensors with wireless links between them which are scattered in an environment to coop-

eratively sense one or several features and forward them to a gateway or a computer so that

a decision is made [1–4]. These networks are distinguished from wireless access networks by:

1) their mesh architecture and reliance on higher layer protocols and algorithms to perform

routing, scheduling, localization, and node placement, 2) their need to operate for long pe-

riods of time with only limited access to battery or scavenged power. Moreover researchers

have proposed higher layer techniques in order to meet various requirements in the network.

Many different routing, scheduling and media access control (MAC) algorithms have been

suggested to meet quality of service (QoS) requirements in terms of latency, connectivity,

fairness and energy efficiency [5–7]. Deterministic and random node placement techniques

are proposed to meet area coverage, network connectivity, network lifetime and data fidelity

[8]. Various cooperative localization techniques have also been devised to address different

scenarios in terms of number of nodes, mobility model, and presence or absence of landmarks

in the network [9].

Energy conservation has long been an important goal for WSN developers because

WSNs are battery operated and batteries are hard to access for recharging or battery re-

placement. Moreover, rise of WSNs over the past two decades and considering that almost

80% of the WSN energy is spent on communication [10], lots of higher layer algorithms

and enabling technologies have emerged in order to facilitate communication between WSN

components. The potential for reducing energy consumption in such networks by reducing

the strength and/or frequency of transmission and increasing the duration of sleeping time

has long been recognized. In other words, IEEE802.15.1, IEEE802.15.4 MAC and physical

layer (PHY) specifications [11, 12] in addition to radio-frequency identification (RFID) were

proposed and frequently modified to address short range communication in wireless personal

area networks (WPANs). WSNs have revolutionized our lives in many aspects varying from

healthcare and fitness to home automation, industrial and military applications [13, 14].
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Chapter 1. Introduction

(a) A WSN is composed of a set of distributed
sensors and a gateway

(b) Sensor nodes are composed of different entities
and modules

Figure 1.1: A WSN is composed of a set of sensors for monitoring and a gateway which is
responsible for data collection. A sensor node is composed of different components with radio
being accountable for communication

The impact of WSNs on various industrial, military, and consumer applications has been

increasingly growing over the past two decades. Particularly in body area networks, a wide

range of applications varying from athlete performance monitoring in indoor and outdoor

sports fields to elderly monitoring applications in clinics and homes have emerged [15, 16].

Also in precision agriculture, a wide variety of applications such as automated irrigation,

fruit growth, soil health monitoring, and pest management has increased the profitability of

agricultural fields [17].

A recent survey by IDTechEx [18] shows that the WSN market will grow from $0.45 bil-

lion in 2012 to $1.8 billion in 2024, whereas a different market study by Frost & Sullivan,

anticipates the earned revenues to grow from $1.2 billion in 2014 to $3.26 billion in 2020

[19]. Particularly in healthcare industry, there will be 18.2 million health WSN systems

worldwide, whereas wearable/implantable WSNs will increase by a 75% compound annual

growth rate over the next five years [20]. Wireless healthcare solutions will increase by
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1600% over the next 5 years [20] as the elderly population (people of age 60 years and over)

in the world which was 759 million in 2010 will reach 1,198 million in 2025 and this group

will occupy 15% of the world population [21]. As a different application, agriculture indus-

try, increasingly growing world population which will reach 9 billion by the middle of the

century [22], along with thinning land, water and resources raises the importance of WSNs

deployment to help precision agriculture for resource and crop management. The precision

agriculture market, as one of WSNs applications, will be worth $4.8 billion by 2020 [23].

1.1 Significance of Higher Layer Algorithms in Wireless

Sensor Networks

The impact of propagation impairments on the PHY and to the lesser extent on the MAC

layer of WSNs has long been considered. Further, adjustment of PHY layer parameters

directly depends on channel propagation. In MAC layer studies, even though retransmissions

are attributed to collisions, the effect of fading and path loss on packet drops and MAC layer

performance in general has been taken into account. Moreover, impact of realistic channel

assumptions on throughput and power consumption of MAC protocols, e.g., IEEE802.15.4,

is proved to be significant [24]. In IEEE802.11 contention-based MAC protocol, features such

as handshaking which work based on request to send (RTS)/clear to send (CTS) messages

to address the hidden terminal problem are affected by directional path loss and asymmetric

links. Furthermore, carrier sensing which is used to access the channel is affected by these

phenomena [25].

On the other hand, few previous studies have sought to assess the impact of propa-

gation impairments on higher layer protocols and algorithms or have devised schemes for

mitigating such impacts. Even though impact of unrealistic channel propagation assump-

tions such as circular radio transmission area, i.e., unit disc graph (UDG), link symmetry

and power-law attenuation model has been recognized [25, 26], little attention has been

paid to effect of these impairments on the design of higher layer techniques, e.g., routing,

scheduling, localization and node placement. Further, mitigation strategies that increase

energy efficiency and network lifetime in the presence of such impairments have not been

studied adequately. In the remainder of this chapter, we present recent developments in

WSNs higher layer algorithms and proceed to present their limitations and the manner in

which we might address them.
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1.2 Review of Recent Developments in Wireless Sensor

Network Technology

In this section, we first briefly define wireless body area networks (WBANs), precision

agriculture wireless sensor networks (PAWSNs) and proceed with state-of-the-art enabling

technologies, their limitations and our objectives in order to address them.

Wireless Body Area Networks: WBANs are defined as a set of invasive or non-invasive

miniaturized sensors responsible to monitor functions of the human body or environment

[16, 27, 28]. WBANs support a wide range of applications in different industries such as

military, healthcare, gaming, entertainment and sports.

Precision Agriculture Wireless Sensor Networks: Several definitions are suggested

for precision agriculture [29–31], however in general it is defined as management strategy that

takes advantage of information technologies to enhance resource utilization and increase the

benefits resulted from crop management in agricultural fields. The most critical requirement

in precision agriculture is a reliable decision support system so that number of correct

decisions per unit area of land linked with net benefits rises [30]. Some of the precision

agriculture applications are irrigation, pest management, fruit growth and soil monitoring.

PAWSNs serve as the technology to bring data from the agricultural field to the base station

(BS) by means of sensors and wireless technology so that such benefit making decisions are

made.

1.2.1 Key Advances and Enabling Technologies

With IEEE802.15.4 becoming more popular, different alliances and groups of companies

were formed to propose network protocols running on IEEE802.15.4 and to address different

types of applications [32]. ZigBee Alliance proposed ZigBee networking protocol for a wide

range of applications varying from patient monitoring in healthcare to environment monitor-

ing in precision agriculture. Z-Wave Alliance which, as of today, is composed of more than

350 companies, suggested Z-wave communication standard for home automation applica-

tions [33]. HART communications foundation (HCF), comprised of 37 companies, provided

WirelessHART for automation in process industry [34]. With the rise of internet of things

(IoT), interoperability between Internet Protocol (IP)-based networking and IEEE802.15.4

compatible devices gained significant importance [35]. This led to IPv6 over Low power
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WPANs (6LoWPAN) being proposed by a working group in the internet area of Internet

Engineering Task Force (IETF) so that nodes in the WSN are connected to the internet.

The enabling underlying and networking technologies for WSNs along with their features are

shown in Figures 1.2 and 1.3. These standards are important from the perspective that they

are deployed on commercial off-the-shelf (COTS) chipsets that are available in the market

and are shipped to relevant third party companies in large quantities.

Figure 1.2: Commercial enabling networking technologies for WSNs; The table is extracted from
[36].

In addition to these industrial and commercial technologies, a large number of under-

lying MAC and higher layer networking protocols are proposed by research groups and labs.

Here, we will discuss state-of-the-art enabling technologies that appear in the literature and

will proceed with the missing part which will be addressed in this dissertation. We will be

more focused on two specific applications of WSNs which are the main focus of this work;

WBANs and PAWSNs. Even though throughput, latency, reliability are WSN performance

measures, power consumption is the main concern in the way of WSNs deployment. There-

fore, network reliability, latency and other QoS metrics are often compromised in favour of

energy efficiency. Methods adopted in order to mitigate energy consumption are divided

into PHY, MAC and network layer techniques. In PHY, transmission bit rate, frequency

band, modulation scheme and transmit power level are adjusted in order to meet the chan-
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nel propagation characteristics. On the other hand MAC protocols aim to minimize idle

listening, collisions, amount of control packets and overhearing which are major reasons of

power consumption in MAC layer [7]. On the other hand, a suitable network layer technique

is required to be energy efficient in terms of setup (route discovery), route maintenance and

data communication phases.

(a) Underlying PHY and MAC specifications
proposed for different applications extracted from
[37]

(b) Market share for IEEE802.15.4-based
networking technologies extracted from [38]

Figure 1.3: The applicability space for different PHY and MAC specifications in addition to
market share for networking protocols which are built upon IEEE802.15.4

Many MAC and routing protocols which specifically aim to address WBAN and PAWSN

applications are proposed in the literature. The contribution of these in-house developed

MAC algorithms mostly originates from the synchronization mechanism that reduces MAC

overhead energy consumption. Further, time division multiple access (TDMA)-based MAC

protocols, e.g., BodyMAC [39], MedMAC [40] and WiseMAC [41] are specifically proposed

for deployment in WBANs. As far as routing is concerned and particularly for WBANs,

literature is more extensive. Here, we summarize these routing protocols and proceed to

present higher layer techniques in precision agriculture.

Routing and Scheduling in WBANs: Even though in the general WSN context,

routing protocols are divided into three categories, including hierarchical, location-based

and data-centric [5], in the WBAN literature they mostly fall into hierarchical [42–44],

temperature-based [45], cross layer [46–48] and link-state [49–53] routing protocols each of
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which aiming to address a specific set of requirements. In link-state routing protocols, a

cost function which incorporates link connectivity, remaining energy of the sensors or both

is assigned to links so that the routing tables are updated in a way that energy depletion

in sensors is balanced and reliable routes are formed. Hierarchical routing protocols are

inspired by classic Low Energy Adaptive Clustering Hierarchy (LEACH) [54] and Power-

Efficient Gathering in Sensor Information Systems (PEGASIS) [55] protocols, and mostly

work based on forming clusters or chains of nodes and conducting data aggregation over

them. After forming clusters or chains of sensors, one head is designated to collect packets

from other sensors in the cluster or chain and forward them to the BS. In temperature-

based routing protocols, traffic flow in the network is distributed so that temperature of

body organs for intrusive WBANs and limbs for non-intrusive WBANs does not exceed a

threshold. Cross layer studies in WBANs, mostly focus on integration of MAC, routing and

application layer than taking channel propagation into account. Further, several scheduling

techniques have been proposed for WBANs as well which can work in conjunction with

MAC and routing protocols. Ruzelli et al. [46], have proposed timezone coordinated sleep

scheduling (TICOSS) which is a scheduling algorithm built upon IEEE802.15.4 MAC layer.

TICOSS is based on dividing network to different time zones where sensors belonging to the

same time zone, simultaneously transmit their data to the nodes belonging to contiguous

zone, while nodes in other zones are sleeping.

Latre et al. [47], have proposed wireless autonomous spanning tree protocol (WASP)

and Cascading Information retrieval by Controlling Access with Distributed slot Assignment

(CICADA) [48] where a spanning tree is set up in a distributed manner and data is forwarded

to the sink based on a distributed scheduling. The focus of WASP and CICADA is to provide

the desirable end-to-end delay in the network. Store and forward scheduling techniques

[56, 57], increase likelihood of a packet reaching its destination by storing the packet at

multiple hops, while opportunistic scheduling techniques [58–60] are designed to maximize

resource utilization in the network while providing fairness among users by allocating the

channel to the user with a more suitable channel state. In these studies, the transmission

power is adjusted to the condition of the underlying fading channel for achieving a desirable

data rate. However, the continuous link assessment make these techniques incompatible

with WBANs where nodes ideally turn their radio off until it is their turn to transmit, as an

energy-saving measure. Another class of WBAN scheduling techniques focus on adaptive or

optimized guaranteed time slot (GTS) allocation in IEEE802.15.4 WBANs in order to meet

latency and fairness requirements or to make best use of bandwidth [61, 62].
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Higher Layer Techniques in PAWSNs: The literature for higher layer techniques in

PAWSNs is less extensive compared to WBANs. Most routing protocols proposed for preci-

sion agriculture applications are cluster-based with one or multiple gateways placed at the

corners of the agricultural field [63, 64]. Even though IEEE802.15.4 is the most common

short range scheme used for monitoring applications [65], a few MAC protocols have also

been specifically proposed for deployment in PAWSNs [66, 67]. Focus of these works is the

same as in general WSN context where energy saving is achieved by keeping nodes in sleeping

mode for longer durations. Further, in [66], a Genetic Algorithm (GA) based MAC proto-

col in which GA decides which nodes in the field should stay active or should be assigned

cluster-heads is proposed. The proposed work in [67, 68], Ping-Drowsy MAC (PD-MAC)

protocol, is more sophisticated and works based on having multiple transmit power levels

and sensitivity levels for sensing. PD-MAC is inspired by more classic contention-based

MAC protocols; S-MAC [69] and T-MAC [70]. In [71], a light-weight Carrier Sense Multiple

Access (CSMA)-based MAC protocol is proposed, while Baggio et al. have deployed T-MAC

as the underlying MAC protocol [72]. In terms of node placement techniques, square grid is

the most common deployment technique used in literature [73–76], however effects of other

deterministic node placement techniques, triangular and hexagonal patterns, in terms of

connectivity and coverage have been discussed under isotropic power-law attenuation model

in the field [76].

1.2.2 Key Limitations of Previous Work

As discussed in Section 1.1, significance of channel impairments and their impact on the

performance of WSNs has been recognized for a long time [25, 26]. Even though Impact

of channel propagation on MAC layer algorithms such as IEEE802.15.4 [24] and classic

routing protocols such as ad hoc on-demand distance vector (AODV) and Dynamic source

routing (DSR) [25] has been recognized to some extent [25], little attention has been paid to

incorporation of channel propagation into design of routing and other higher layer techniques.

Most state-of-the-art WBAN higher layer protocols are either implemented on IEEE802.15.4

compliant COTS or have been simulated with network simulators such as OMNeT++. Even

though WBAN performance has been studied in these simulated or implemented practices,

either implications of channel propagation on design of these algorithms have been dismissed

or integration of realistic models in the simulation environment has not been considered. On

the other hand, most PAWSN implementations are field trials in vineyards and orchards.

Moreover, channel characteristics that can degrade performance of these networks is not
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studied.

Most WSN routing protocols are composed of setup, data communication and route

maintenance phases which are all affected by channel propagation assumptions. The setup

phase in on-demand routing protocols relies on path-reversal technique which fails under

link asymmetry, fast and shadow fading circumstances. Link asymmetry particularly dis-

rupts setup phase in location-based and data-centric routing protocols. Further, setup and

neighbour discovery phase in location-based routing protocols is based on sufficient node

density in the network, accurate localization and high link reliability [77]. Seada et al. [77]

have discussed the effect of realistic link packet error rate (PER) models on message over-

head, and excessive power consumption in traditional location-based routing protocols that

work based on greedy forwarding algorithm. In data-centric protocols [78], localized flood-

ing occurs in order to create the routing table based on reverse route discovery techniques

which rely on link symmetry assumption. Data communication phase works based on circu-

lar radio range where path loss is a simple function of distance, i.e., power-law attenuation

model. Particularly, power efficiency of hierarchical routing protocols such as LEACH [54],

PEGASIS [55] and other inspired protocols relies heavily on this path loss model. Route

maintenance phase to recover from broken links which imposes message overhead and con-

sequently excessive power consumption, is also hugely affected by fast fading channels. On

the other hand, in cross layer techniques, a lot of attention has been paid to making use of

the information from higher layers, i.e., network and application layer, to design MAC layer

[79], however channel propagation has not been taken into account.

Opportunistic scheduling techniques use spatial and temporal diversity of channel to

allocate bandwidth to the user that benefits from better channel state. Even though these

techniques increase bandwidth utilization, they suffer from communication overhead asso-

ciated with idle listening caused by sensing the channel. Only a few of the opportunistic

scheduling studies consider the power constraints in the design of their algorithms [80, 81].

Transmit power control strategies [52] that work along with most of the scheduling tech-

niques still result in high overhead due to frequent link assessments associated with transmit

power adjustment. On the other hand, store and forward techniques achieve desired end-

to-end connectivity with low transmit power levels at the expense of multi hop routing and

exchange of control packets which result in excessive energy consumption. Moreover, most

existing scheduling techniques aim to improve connectivity, fairness or dynamic allocation

of bandwidth based on traffic. Therefore, they are not energy efficient due to high commu-

nication overhead or the fact that they follow different objectives than energy efficiency.
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In terms of cooperative localization techniques, a lot of work has been done on Bayesian

and non-Bayesian techniques [82, 83]. The state-of-the-art Bayesian and non-Bayesian tech-

niques are not suitable for deployment on IEEE802.15.4 COTS due to the slow or lack of

convergence, in addition to the the high number of messages that must be exchanged and also

the computation burden that is imposed on COTS with low memory and processing power.

Moreover, existing Bayesian distributed techniques suffer from the communication overhead

required for setup phase in order to form loop-free graphs. Whereas non-Bayesian techniques

are burdened with excessive communication overhead and computational complexity to solve

optimization problems at each iteration, and therefore suffer from slow convergence. In these

works, features of channel propagation observed in real world environments and their effect

on the performance of these protocols in terms of energy consumption and convergence is

dismissed. Further, connectivity among nodes and their cooperation outcome strongly de-

pends on underlying channel propagation models, therefore incorporation of these features

into design of energy efficient cooperative techniques is of great merit.

The literature on node placement techniques is extensive as well, however path loss

model is not the centre of attention and most efforts are centred around meeting criteria such

as connectivity, coverage, network lifetime and data fidelity [8], while isotropic power-law

attenuation model forms the underlying channel propagation and path loss model. Particu-

larly in precision agriculture, more focus has been put on the effects of application on node

placement. Furthermore placing the nodes so that better variogram, i.e., independence of

data points, is achieved has been of more interest while little attention is paid to realistic

underlying path loss model in the agricultural field.

1.3 Objectives of This Work

Even though different techniques for node placement, PHY, MAC, and network layers have

been proposed to make communications in WSNs more energy efficient, channel propaga-

tion characteristics must be taken into account in order to achieve more energy efficiency.

Further, a lot of work has been done to integrate higher layers such as transport and appli-

cation layers into the network layer and routing techniques, however the impact of channel

propagation on design and performance of higher layer protocols is not much explored. Here,

we focus on proposing higher layer methods which take channel propagation into account

in order to reduce energy consumption in two radically different WSNs in terms of channel

propagation; WBANs and PAWSNs. Further, we propose higher layer techniques such as
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routing, scheduling, localization and node placement that work based on channel propaga-

tion implications in specific environments so that energy efficiency and network lifetime are

improved.

Deep fades cause WBAN on-demand routing protocols [51, 84] to fail because routing

tables will not be valid short after they are established. Scheduling and transmit power

control techniques also require excessive amount of beacon exchanges in order to conduct

link assessments. These necessitate design of cross layer scheduling and routing protocols

that work based on appropriate channel propagation assumptions so that energy efficiency

is achieved. On the other hand, large network dimensions in PAWSNs along with differ-

ent propagation mechanisms, e.g., ground and canopy reflection, result in directional radio

range which affects higher layer techniques. For example, cluster formation in cluster-based

routing protocols is significantly influenced by directional path loss and on-demand routing

protocols are affected by link asymmetry in farm environment since long links suffer from

link asymmetry more than shorter links [85]. It is well known that propagation model affects

connectivity of the links and routes which consequently has impact on performance of reac-

tive routing protocols such as AODV, DSR, optimized link state routing protocol (OLSR)

and Destination-Sequenced Distance-Vector (DSDV) [86–89]. However, effects of directional

path loss observed in realistic environments on such algorithms is dismissed. Particularly,

AODV-based protocols are fundamental since they form basis for multi-hop networking

deployed on IEEE802.15.4 COTS in WSNs. Therefore, node placement techniques that

consider directional path loss and take distance dependence of path loss in the 2.45 GHz

industrial, scientific and medical (ISM) band into account are critical. This is particularly

important since path loss in orchard environment at 2.45 GHz is dramatically different from

high frequency (HF)/ very high frequency (VHF) bands [90]. It is worth mentioning that

most of the proposed path loss models in ultra-high frequency (UHF) band or higher only

target excessive path loss through foliage propagation and are very site specific [91, 92].

Therefore, these models do not take different propagation mechanisms and directions, for

example along or across the tree rows into account.

Here, we present four case studies that demonstrate how higher layer protocols and

algorithms can be devised in order to achieve greater energy efficiency by accounting for the

nature of the propagation impairments involved. WBANs and PAWSNs are extreme in terms

of channel propagation behaviour and design considerations for higher layer algorithms. The

way channel propagation impairments disrupt the performance of higher layer techniques,

particularly routing protocols, is different in these two WSNs [86–89]. In on-body WBANs,
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severe shadowing is the dominant propagation mechanism and imposes deep fast fades over

on-body links while distance is not an important feature. Whereas in PAWSNs, distance

and direction are decisive factors while temporal variations are very small. In addition to

propagation environment, these two networks are different in terms of number of sensors,

node placement, application, and network lifetime definition. Further, in WBANs, a small

number of sensors with heterogeneous applications are scattered on body, constrained to

specific locations and decision making in terms of higher layer algorithms is centralized. On

the other hand, in PAWSNs, deterministic node placement is the most common approach,

while distributed higher layer algorithms are recommended due to high number of nodes

in the field. Network lifetime definition is also different in these two types of networks.

Moreover, in WBANs each node is responsible for observing a different feature therefore

failure of each of these nodes disrupts performance of the network while in PAWSNs, a

large number of sensors monitor a single parameter therefore failure of large number of

these nodes is still tolerable. In this work we propose routing, scheduling, localization and

node placement techniques that work based on channel propagation implications in specific

environments so that energy efficiency and network lifetime are improved. To this end, the

thesis is broken down to two parts each of which devoted to a different environment.

1.4 Contributions

In the first WBAN case study, we propose a routing protocol that uses linear programming

(LP) techniques to ensure that network lifetime is maximized and all nodes in a WBAN

expend energy at a similar rate during stationary human actions. Even though single-hop

star networks are the most frequently implemented practice, they may not be efficient in

terms of achieving connectivity or network lifetime. Further, whether multi hop or single

hop communication needs to be used depends on many criteria [93]. On the other hand, the

main limitation of the existing state-of-the-art routing protocols proposed for WBANs is the

amount of control message overhead nodes use to estimate reliability of the links in addition

to remaining energy in the sensors so that balanced energy depletion and high connectiv-

ity are achieved. In order to address this limitation, we propose a link-state probabilistic

routing protocol based on IEEE802.15.4 MAC and PHY which enhances WBAN lifetime for

stationary actions by: 1) conducting link assessment and transmit power level adjustment

only when action variations are tracked, 2) using LP techniques to assign link likelihoods in

order to ensure that balanced energy depletion is achieved, therefore lifetime is maximized.
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In the second WBAN case study, we propose a scheduling algorithm that accounts for

the periodic shadowing which may be observed over many WBAN links and thereby reduce

the transmit power required to transfer information and thereby maximize energy efficiency

at the expense of latency. A scheduling technique that achieves the desired end-to-end

connectivity with low transmit power level and hop count at the expense of latency helps

save energy for delay-tolerant WBAN applications such as ambient assisted living in which,

latency can be tolerated since data analysis would be carried out in an offline manner.

We use measurements to show that periodic prolonged actions, e.g., fitness activities,

cause on-body links, particularly extremity-torso links, to undergo periodic predictable con-

nectivity sessions that can be exploited for low transmit power single-hop communications.

The proposed technique could work in conjunction with routing protocols, e.g., the proba-

bilistic routing protocol suggested in the first WBAN case study, to lower transmit power

over periodic links over which, delay tolerant WBAN applications are running. Beside peri-

odicity that is used for energy efficient communication, diversity of received signal strength

indication (RSSI) samples over such links provide us with features, e.g., mean and standard

deviation which makes simple real-time action recognition based on naive Bayes classification

possible.

In the second pair of case studies, we focus on PAWSNs; In the first case, we propose

an energy efficient localization algorithm based on the Bayesian model for information ag-

gregation which is well-suited to run seamlessly on IEEE802.15.4 COTS. Further, in the

route discovery phase of AODV, which forms the basis for routing in IEEE802.15.4 compli-

ant modules, the node that is set to send its data to the gateway, originates a route request

(RREQ) packet that will be multicast by every receiving node so that ID of the nodes that

form the shortest path from the originating node to the gateway is logged. Consequently,

gateway sends a route reply (RREP) packet over the shortest path to make the nodes aware

of their next hop. Therefore, a cooperative localization algorithm in which, outgoing mes-

sage by each node fits inside a IEEE802.15.4 packet, has a low computational burden that

can be solved in COTS with low processing power and runs in parallel is significantly im-

portant. The algorithm is very beneficial since the cost associated with global positioning

system (GPS) or time and labour associated with manual localization will grow significantly

for large WSNs deployed in large fields.

The proposed algorithm, uses a Bayesian model for information aggregation and in-

dependence of shadowing over long links in agricultural fields to achieve energy efficiency

and scalability. Scalable communication and computational complexity with respect to the
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number of nodes are achieved at the expense of accuracy while requirements for precision

agriculture applications such as pest management are still met. The scalable RSSI-based

algorithm proposed in this work, overcomes these limitations by: 1) using only local distance

estimates with respect to neighbouring nodes, and 2) using a message passing schedule which

benefits from a fixed size outgoing message that does not grow with number of neighbouring

nodes, and 3) low computational complexity where computations only grow with field size

and only involves summations and multiplications as opposed to non-Bayesian techniques

where optimization problems need to be solved.

In the second case, we address the limitations of previous work in terms of char-

acterizing anisotropic path loss in realistic environments and discuss implications of this

phenomenon on node placement, and performance of routing protocols. Moreover, first we

use measurements in a high density apple orchard to demonstrate that directional path loss

is a real phenomenon in real world man-made and row-like environments such as agricul-

tural fields, warehouse and libraries. We proceed to show that its impacts on performance

metrics, i.e., network lifetime and latency of routing protocols such as AODV is measur-

able. Consequently, as a mitigation strategy, we suggest elongated grid deployment, i.e.,

decreasing internode distances along impaired directions in order to make node connectivity

along various directions more uniform, therefore improving network lifetime and latency.

This technique in fact mimics behaviour of isotropic, i.e., non-directional, path loss by dis-

tributing neighbouring nodes in a more uniform way along different directions which helps

network achieve higher lifetime as a result of higher time it takes network graph to become

disconnected.

1.5 Outline

This dissertation is divided into two parts that focus on WBANs and PAWSNs respectively.

Chapter 2 proposes a link-state probabilistic routing protocol for maximizing lifetime in

WBANs, while in Chapter 3, we propose a scheduling technique for periodic actions which

is in complementary with the routing technique proposed in Chapter 2.

In Chapter 4, we propose a novel localization algorithm based on Bayesian model for

information aggregation which is well suited to pest management application in agricultural

fields. In Chapter 5, we demonstrate that directional path loss exists in the apple orchards

and propose node placement strategies to mitigate the effects of this phenomenon on the

performance of AODV-based routing protocols in similar environments. In Chapter 6, we
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conclude the thesis with conclusions regarding the effectiveness of our proposed schemes, the

limitations of our algorithm and the implications for current research practice in addition

to recommendations for the future research.
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Chapter 2

A Routing Protocol for Maximizing

the Lifetime of Body Area Networks

2.1 Introduction

The use of link-state routing techniques to improve lifetime and connectivity of WBANs

has been proposed in the past. The aim is to assign cost metrics or link likelihood factors

that cause nodes with lower remaining energy, unreliable links or both to be avoided. Here,

we utilize a novel transmit power control algorithm to meet connectivity requirements with

minimum communication overhead and LP techniques to assign link likelihoods, i.e., the as-

signment probabilities of next hops, so that WBAN lifetime is maximized. Further, transmit

power levels and link likelihoods are updated only once major change in actions or postures

is tracked. The algorithm is well-suited to WBAN monitoring applications with stationary

actions and postures, the duration of which is significant compared to the packet transfer

delay defined by QoS requirements, e.g., 250 msec. To the best of our knowledge, this is the

first work that analytically formulates lifetime maximization for routing in IEEE802.15.4

WBANs. Further, LP which is used to calculate link likelihood factors for lifetime maxi-

mization and balanced energy depletion works in conjunction with transmit power control

which significantly lowers communication overhead in order to achieve maximum WBAN

lifetime.

Design of energy efficient routing protocols that improve network lifetime is one of the

major challenges in WBANs since energy resource constraints are more severe compared to

other conventional types of WSNs and also due to limited access to batteries [94]. Further,

as opposed to conventional WSNs, scalability is less of an issue for WBANs than energy

consumption because most of these networks consist of relatively low number of sensors and

actuators that perform a variety of functions [51]. These characteristics cause most WBAN

routing techniques to be case specific since there is no straightforward design in terms of

multi-hop networking that could encompass all applications and situations [93]. In general,
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however these protocols are classified into temperature-based, cluster-based, and link-state

routing protocols with the latter two being more focused on energy efficiency, therefore more

relevant to our work.

Cluster-based routing protocols aim to increase lifetime by decreasing inter-cluster

transmission distances and switching CHs to guarantee balanced energy depletion among

nodes. The CHs are responsible for aggregating data from cluster nodes and send it to a

BS [42–44, 54, 55]. The energy efficiency of these protocols mostly lies in the assumptions

regarding channel and transceiver characteristics. Further, the power-law attenuation model

makes these hierarchical routing protocols suitable mostly for static WSNs deployed in large

environments rather than WBANs with small number of sensors which experience very

dynamic link behaviour.

The majority of networking techniques that aim to address energy efficiency in WBANs

are link-state routing protocols. In these protocols, a cost function that incorporates link

connectivity, the remaining energy of the nodes, or both, is assigned to the links so that rout-

ing tables are updated in a way that energy depletion in sensors is balanced. A probabilistic

routing protocol, PROPHET, proposed for WSNs [95] has inspired several WBAN link-state

protocols published afterwards [49–51, 96, 97]. In PROPHET, a metric called delivery pre-

dictability is updated based on the frequency at which neighbouring nodes encounter each

other and consequently messages are forwarded on paths with higher destination connectiv-

ity. In [49], Quwaider et al. defined link likelihood factor (LLF) and proposed probabilistic

routing with postural link costs (PRPLC) which takes history of the links and therefore the

locality of neighbours, into account as well. An extension of PRPLC which integrates inertial

measurement unit (IMU) sensors for better locality recognition is proposed in [50]. Later,

Maskooki et al. proposed opportunistic routing which is based on store and forward routing

with nodes storing data and waiting for neighbours with better connectivity to BS to be-

come available [51]. The aforementioned works are more suited to intermittently connected

and delay tolerant networks with ultra-short range RF transceivers where the network con-

nectivity graph is constantly changing. Even though these techniques yield an acceptable

PDR, energy consumption and delay are sacrificed due to high number of transmissions and

packet storing nature of protocol respectively.

There are a number of link-state routing protocols that incorporate transmit power

control as well [52, 98, 99]. Nabi et al. devised a similar approach to [51] except that transmit

power adaptation (TPA) is integrated [52]. Further, the nodes keep track of neighbours and

utilize transmit power control to consume minimal transmission power while maintaining a
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predetermined link quality. In [53], a centralized link-state routing protocol along with TPA

is proposed. In every cycle, nodes measure received signal strength indication (RSSI) over

the connected links, merge it into their remaining energy and forward it to a host. The host

makes decision on transmit power level and routing table of each node based on updated

link costs and Dijkstra’s algorithm. The problem with this work and similar approaches is

the excessive control message overhead required for link quality assessment at the end of

each transfer round, i.e., duration after which sensors will have one round of data delivered

to the sink, and also for sensors to transmit the control data to the BS. In addition to this,

the computational complexity involved with running Dijkstra’s algorithm in the beginning

of every transfer round takes a toll on access point battery which is usually a personal digital

assistant (PDA) or a cellphone. Therefore, a routing protocol that could achieve maximum

lifetime without remarkable communication overhead and frequent link cost assignment is

critical for low data rate, class 0, WBAN monitoring applications.

In this work, we introduce a suboptimal probabilistic link-state routing protocol with

transmit power control that is well-positioned to maximize WBAN lifetime, i.e., the time

span before the first sensor in the network dies. In the proposed protocol, based on assigned

transmit power levels and remaining energy in the sensors, sink solves a LP problem to

derive a traffic flow distribution matrix with its elements representing link likelihoods, i.e.,

the probability that each node would be assigned as next hop to the other node. To be

more specific, our work is close to [49] from the LLF assignment stand of view, however as

opposed to [49] where the objective is better end-to-end connectivity, in our work likelihoods

are derived so that network lifetime is maximized. To the best of our knowledge, this is the

first work that formulates lifetime maximization problem as a LP with MAC layer and

transceiver radio characteristics integrated into formulation. The algorithm is particularly

useful for realistic mobility scenarios with subject person doing an action or holding onto a

posture for long amount of time compared to transfer round duration, i.e., stationary actions.

This is a realistic mobility model for many daily activities since most postures and actions

involved in WBAN monitoring context, e.g., fitness or patient monitoring are stationary,

i.e., last relatively long and follow a repetitive pattern as well. Despite low communication

overhead, the proposed algorithm achieves lifetime maximization by:

• engaging in new transmit power selection only when significant variations in expected

weighted moving average (EWMA) of path loss samples over limb-torso links is de-

tected,

• updating traffic flow distribution matrix only when transmit power levels are updated.
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We call the duration between the transmit power level and traffic flow distribution updates,

the transmit power update window. Moreover, based on data collected during our measure-

ment campaigns, we learned that the EWMA of path loss samples over limb-torso links is a

strong measure of change of action or posture and starting the new transmit power update

window, whereas the variations over limb-limb or torso-torso links is a lot milder.

The remainder of this chapter is organized as follows; In Section 2.2, we present a brief

background on system model including IEEE802.15.4 MAC layer specifications, a radio

model for RF transceivers and data delivery model for WBAN applications, afterwards

proceed with lifetime maximization problem formulation. In Section 2.3, we present the

steps that lead up to the algorithm which solves the problem formulation derived in Section

2.2. Evaluation of our algorithm for a specific monitoring WBAN consisting of pulse, blood

flow, respiration, electrocardiography (ECG), temperature and glucose sensors during fitness

activities is conducted in Section 2.4. We finish the paper in Section 2.5 with conclusions

regarding effectiveness of the proposed algorithm and its limitations.

2.2 Concepts

We present our system model in Section 2.2.1 which forms the basis for the WBAN lifetime

maximization problem formulation derived in Section 2.2.2.

2.2.1 System Model

In this section, we present the system model in terms of MAC layer and radio characteristics,

data delivery model and QoS requirements. These features play a key role in problem

formulation and the proposed routing algorithm.

IEEE802.15.4 MAC Layer: IEEE802.15.4 defines the physical and MAC layer specifi-

cation for low data rate WSNs [12]. MAC layer in IEEE802.15.4 is defined within beacon-

enabled and non-beacon-enabled modes. In non-beacon-enabled mode, the nodes in the

network compete based on non-slotted carrier sense multiple access with collision avoidance

(CSMA/CA), whereas in beacon-enabled mode, they operate based on superframe struc-

tures which are bound within beacon packets. Time division multiple access (TDMA) and

contention-based communication are supported via contention free period (CFP) and con-

tention access period (CAP) respectively. Beacon-enabled mode allows adaptation of low

duty cycle frames, i.e., nodes can sleep during inactive period for energy conservation. The
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superframe structure of beacon-enabled mode is illustrated in Figure 2.1. Considering the

periodic nature of the WBAN monitoring applications and the fact that the size of such

networks are relatively small, we adopt the beacon-enabled mode of the MAC layer so that

TDMA feature of the specification with GTS is supported [15]. Beacon interval (BI) and

1 2 76543 8

CAP CFP

Beacon Beacon

Inactive Period

9 10 11 12 13 14 15

Superframe Duration (SD)

Beacon Interval (BI)

GTS

Figure 2.1: Superframe structure of IEEE802.15.4 MAC layer protocol

superframe duration (SD) are adjusted using beacon order (BO) and superframe order (SO)

respectively, where

BI = BaseSuperFrameDurationBO,

SD = BaseSuperFrameDuration× 2SO,

BaseSuperframeDuration = BaseSlotDuration×NumSuperframeSlots,

(2.1)

and 0 ≤ SO ≤ BO ≤ 14, and BaseSlotDuration=15.36 msec. Therefore, superframe dura-

tion and beacon interval could vary between 15.36 msec. and 251.7 sec. based on application

and networking requirements. Note that BI is adjusted based on the WBAN transfer round

which was introduced in Section 2.1 and is determined based on QoS requirements that will

be explained later in this section.

Radio Model: The transmitter and receiver power consumption model plays a key role

in energy expenditure of the nodes and consequently network lifetime. Wang et al. [100]

have proposed a power consumption model for CC2420 modules, that are widely used in

IEEE802.15.4 studies. The transmitter power consumption, Pt(d), denotes power consump-

tion of the transmitter’s radio in order to meet the desired Signal-to-noise ratio (SNR)

at distance d while Pr is the receiver’s radio power consumption. These parameters are
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modelled by

Pt(d) = Pelec + Pa(d),

Pr = const,
(2.2)

where Pelec is a constant term representing the power dissipated in the electronic circuit of

the module. The power consumed at power amplifier is denoted by Pa(d) and is a function

of transmit power shown by Ptx(d) that represents required transmit power in order to meet

the desired SNR at distance d,

Pa(d) = Ptx(d)/η, (2.3)

where, η denotes power amplifier efficiency.

Data Delivery Model: Depending on the application, the data delivery model for WSNs

can be continuous, event-driven, query-driven or hybrid [5]. WBAN monitoring applications

work based on continuous data delivery model since sensors send data to the sink at a

determined rate and in a continuous manner. In terms of data rate, WBAN applications

are divided into three groups [40];

• Class 0: Low grade data; applications such as temperature monitoring, respiratory,

and pulse,

• Class 1: Medium grade data; applications such as ECG, electroencephalography (EEG)

and blood pressure, and,

• Class 2: High grade data; applications such as medical imaging, video, and electromyo-

graphy (EMG).

This work is focused on Class 0 and low data rate Class 1 applications with continuous data

delivery model.

Quality of Service: WBANs are very diverse with different applications having different

QoS requirements in terms of latency, throughput and PER. In this work, our focus is on

WBAN monitoring applications for Class 0 data rates. According to the relevant literature,

PER = 0.01 and packet transfer delay of 250 msec meet the QoS requirements [101], while

throughput is different for each WBAN application. The throughput required for the appli-

cations studied in this work are tabulated in Table 2.2. In the next section, we formulate

the lifetime maximization problem.
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2.2.2 Problem Formulation

In this section, we formulate WSN lifetime maximization as a mixed integer linear program-

ming (MILP) problem. Further, based on the selected transmit power level and remaining

energy in the sensors, our objective is to derive the data flow distribution, i.e., the matrix

consisting of link likelihood elements, so that WSN lifetime will be maximized. Various

network lifetime definitions have been proposed in the WSN context [102]. In this work,

we define network lifetime as the duration until the first sensor dies, as this is most con-

sistent with the requirements of WBAN applications. Moreover, as stated in Section 2.1,

in contrast to more conventional WSNs where a large number of sensors are sampling the

same feature, in WBAN monitoring applications, each sensor is responsible for observing a

different parameter, e.g., pH, pulse and respiration [51]. Therefore, failure of any of these

sensors will disrupt performance of the entire network.

Formulation of lifetime maximization problem is influenced by two specific features

of IEEE802.15.4 MAC layer for TDMA-based communication. First, the transmitting node

stays on during the whole allocated time slot, GTS, even after completion of packet transmis-

sion except that it starts to only consume the circuitry power Pelec rather than Pelec+Ptx/η.

Second, the receiving node stays on during the whole allocated GTS and keeps consuming

Pr even after completion of packet reception.

Now, let us assume a network consisting of N on-body nodes including N − 1 sensor

nodes and one sink node represented by S = {S1, . . . SN−1} and SN respectively. Our

objective is to derive link likelihoods in a way that the duration until the first node dies

is maximized. Let P
(i,j)
t denote the transmit power consumption in the i-th node when

transmit power level P
(i,j)
tx is adopted for communication between i-th and j-th nodes. Let

t
(i,j)
l correspond to communication duration between i-th and j-th nodes during l-th transfer

round, and E
(i,j)
tr,l denote the random variable associated with transmit energy consumption

of i-th node when communicating with the j-th node, i.e.,

E
(i,j)
tr,l = P

(i,j)
t t

(i,j)
l + I i,jl Pelec(Ts − t

(i,j)
l ),

Ii,j =




1 t

(i,j)
l 6= 0,

0 t
(i,j)
l = 0 ·

(2.4)

In (2.4), Ts represents the duration of each time slot. Electronic circuit energy Pelec(Ts−t(i,j)l )

is only consumed when the l-th time slot is allocated to communication between i-th and

j-th nodes. Otherwise t
(i,j)
l = 0, E

(i,j)
tr,l = 0 because the i-th node is turned off for energy
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conservation. The second term in the right hand side of (2.4) is associated with IEEE802.15.4

MAC layer characteristics that are explained in the beginning of this section. Similarly,

the receive power consumption of the i-th node when listening to k-th node is given by

E
(k,i)
r,l = Ik,il PrTs which implies that the i-th node listens during the whole GTS duration

Ts in case the slot is allocated to the communication between i-th and k-th nodes.

The total transmit energy expended by the i-th node to communicate with the j-th

node over the network lifetime of n transfer rounds is given by E
(i,j)
tr,Tot =

∑n
l=1E

(i,j)
tr,l and

is calculated by E
(i,j)
tr,Tot = (P

(i,j)
t − Pelec)T

(i,j) + ni,jPelecTs, where ni,j is the total number

of transfer rounds, i-th node spends forwarding its aggregated data to j-th node and T (i,j)

represents the total time i-th node spends forwarding packets to j-th node. Similarly total

receive energy consumption in i-th node to receive packets from k-th node is given by

Ek,i
r,Tot = nk,iPrTs, where nk,i denotes the total number of transfer rounds i-th node spends

listening to k-th node. Therefore total energy consumption of i-th node after n transfer

rounds is calculated by

Ei,T ot =
∑

j∈{1,...N}\i

[(P
(i,j)
t − Pelec)T

(i,j) + ni,jPelecTs] +
∑

k∈{1,...N−1}\i

nk,iPrTs. (2.5)

The MILP formulation of the lifetime maximization problem is

maximize
T (i,j),ni,j

i∈{1,...N−1}

n,

subject to Ei,T ot ≤ E
(i)
init,

∑

j∈{1,...N}\i

[T (i,j) − ni,jh]−NiQi =
N∑

k=1

[T (k,i) − nk,ih],

n

αi
≤

∑

j∈{1,...N}\i

ni,j ≤ n,

T (i,j) ≤ ni,jTs,

(2.6)

where the first constraint ensures that all nodes still have energy left after n transfer rounds.

In fact (2.6) translates to the duration after which the first node dies. The second constraint

is the flow conservation in which Ni is number of transfer rounds during which, i-th node

has generated data whereas h is a fixed term accounting for duration of the footer and

header that is merged with each data packet and Qi denotes duration of the data i-th sensor

generates after a specific number of transfer rounds. The third constraint ensures that
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aggregate number of transfer rounds allocated to a node to forward data does not exceed

the network lifetime. Moreover high data rate sensors generate data at every transfer round

whereas low data rate sensors generate data periodically after a fixed number of transfer

rounds. Therefore, for high data rate sensors αi = 1 and
∑

j∈{1,...N}\i

ni,j = n since each

sensor has at least its own generated data to transfer in each transfer round. On the other

hand, low data rate sensors may forward data of other sensors even during transfer rounds

they have not generated that of their own. Fourth constraint guarantees that the amount

of time assigned to data transmission from i-th to j-th node does not exceed Ts. Due to

combination of discrete and continuous variables, (2.6) is a MILP problem. In Section 2.3,

we explain our methodology to solve the lifetime maximization problem derived in (2.6).

In the next section, we explain transmit power adjustment algorithm in order to meet

QoS requirements in terms of PDR. This in fact yields new P
(i,j)
t coefficients in (2.5), and

results in a new MILP which is to be solved based on new coefficients. Therefore, next hops

and inter-node communication durations are reassigned every time new transmit power levels

are adopted. The structure of the transmit power update window is illustrated in Figure

2.2. In the beginning of each update window, transmit power levels and consequently link

likelihoods are reassigned.

Figure 2.2: Transmit power update window: each transmit power update window is made up of
several transfer rounds. In each transfer round, one round of data delivery to the sink is
completed. Each round contains time slots which are allocated to nodes for data transmission. The
structure of a transfer round is illustrated in Figure 2.1. Every node is allocated at most one time
slot in each transfer round.
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2.3 Solution of the Lifetime Maximization Problem

In this section, we explain the procedure to solve the lifetime maximization problem given

in (2.6). As explained in Section 2.2.1, in WBAN monitoring applications, PER ≈ 1% is re-

quired to meet QoS requirements. Therefore, transmit power levels in (2.5) and consequently

the lifetime maximization problem in (2.6) must be adjusted so that the requirements in

terms of PDR are met.

2.3.1 Transmit Power Adjustment Algorithm

Several works have discussed power management techniques in WBANs [52, 53] based on

adapting the level of transmission power to the variable nature of the channel caused by

shadowing and node movements by exploiting real-time link assessment. However, the fast

and abrupt nature of fitness activities make the real time link assessment overwhelming in

terms of communication overhead. In order to avoid the communication overhead involved

in real-time link assessment and transmit power control, we suggest to update the required

transmit power levels only when major variations over EWMA of RSSI samples over limb-

torso links are observed. Further, as will be explained in Section 2.3.3, our measurements

show that this feature is a suitable measure for action or posture variation in WBANs.

The purpose from power management is to assign required transmit power level P
(i,j)
tx,l+1 for

communication between i-th and j-th sensor nodes during the upcoming, (l+1)-th, update

window, Wl+1, so that specific PER requirements are met. Once the required transmit

power levels are updated, the traffic flow distribution matrix is renewed based on (2.6).

Each update window consists of multiple transfer rounds. During each round, one set of

data is delivered to the sink. Accordingly, the proposed transmit power control algorithm is

composed of two entities: action variation recognition and transmit power selection.

Action Variation Recognition: The goal of this entity is to determine whether transmit

power levels need to be updated, and new update window to start thereof. As stated in

previous sections and as will be seen in Section 2.4, our measurements show that EWMA of

path loss variation over limb-torso links during change of actions is remarkably larger than

that of limb-limb or torso-torso links. Further, we introduce the EWMA for tracking RSSI

large fluctuations that result from action variations so that the transmit power levels would

be reassigned. Let r
(i,j)
l,m and r

(i,j)
l,m−1 denote EWMA of RSSI at the j-th node in the m-th

and (m − 1)-th transfer rounds, respectively, when i-th node is transmitting, while rss
(i,j)
l,m
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denotes the observed RSSI value during m-th transfer round and l-th update window; and

α is a real weighting factor between 0 and 1. The EWMA update of RSSI is represented by

r
(i,j)
l,m = (1− α).r

(i,j)
l,m−1 + α.rss

(i,j)
l,m . (2.7)

The purpose of this procedure is to end the window Wl and reassign transmit power levels

when EWMA function drops or spikes more than a predetermined threshold, e.g., 5 dB.

Note that smaller α causes more delay in recognition of variations while less importance

is given to spontaneous path loss variations which happen very frequently even for fixed

actions and postures. Therefore, a small weighting factor amount, e.g., α = 0.05, allows us

to ignore posture variations of short duration. Moreover, as stated in Section 2.1, our focus

is to capture the stationary actions which continue for a large amount of time compared to

transfer round size duration. The performance of this action variation recognition strategy

on real collected data will be described in Section 2.4.

Transmit Power Level Selection Strategy: Once change of actions or postures is

recognized, the transmit power levels required to support communication over each link

needs to be updated. Furthermore, transmit power levels P
(i,j)
tx,l+1 corresponding to the (l+1)-

th update window are selected based on path loss instances experienced over the preceding

link assessment window W
(test)
l which is conducted at the end of the current update window

Wl. The transmit power is selected so that the average probability of a packet drop based

on path loss values observed over this link assessment window is below a specific threshold,

hence PDR remains above the threshold PDRth allowed by QoS requirements, e.g., PDRth=

99%. The implementation considerations of this phase is explained in Section 2.3.3 and

Algorithm 1.

Let link assessment window W
(test)
l contain w

(test)
l RSSI samples, and P

(i,j)
tx,l+1 denote

the assigned transmit power for communication between i-th and j-th nodes over Wl+1

which remains fixed over the entire upcoming window. Let pl
(i,j)
l,n denote the n-th path loss

sample in W
(test)
l . Based on Figure 2.3, assuming that L(r) denotes packet loss probability

when RSSI = r, we select P
(i,j)
tx,l+1 so that

P
(i,j)
tx,l+1 = argmin

Ptx




1

w
(test)
l

w
(test)
l∑

n=1

L(Ptx − pl
(i,j)
l,n ) < 1− PDRth


,

pl
(i,j)
l,n = P

(i,j)
tx,l − rss

(i,j)
l,n .

(2.8)
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In (2.8), rss
(i,j)
l,n represents the n-th RSSI sample in l-th link assessment window W

(test)
l .

Note that in (2.8), the transmit power Ptx is selected so that mean packet loss would have

remained below the threshold over the past test window in case Ptx was selected.

Figure 2.3 presents the measurements and shows PDR as a function of RSSI for micaZ

CC2420 motes. The experiment involved more than 40,000 packets, 44 bytes long each,

sent from the different pairs of sensors illustrated in Figure 2.4 with 8 transmit power levels

between -25 dBm and 0 dBm. The results are consistent with [103] which reports PDR=

85% for RSSI=-87 dBm.
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Figure 2.3: PDR with respect to RSSI [dBm]; PER=1% is achieved for RSSI=-78 dBm with user
doing different actions and transmit power level taking 8 different levels between -25 dBm and
0 dBm

2.3.2 LP Relaxation

As explained in Section 2.2.2, because MILP problems are NP-complete, we apply LP re-

laxation in order to cause the discrete variables nij adopt real values. Afterwards, derived

transfer round values nij are rounded to make the problem P-complete and therefore solv-

able in polynomial time. Let Mopt and Mreal represent the solution to MILP and relaxed

LP problem respectively. In an integer LP maximization problem, the integrality gap with

minimum value of 1, is a measure of the efficiency of the LP approximation and is defined

as the ratio between the optimum and the relaxed derived maximum values, IG = Mreal

Mopt
.

Considering that the rounding algorithm uses solution of the relaxation to achieve Mround,

the Mreal

Mround
ratio, upper bounds the IG. The relationship between Mreal, Mopt and Mround
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Figure 2.4: On-body sensor placement; 1st, 2nd, 3rd and 4th sensors must be mounted at specific
locations. The 5th and 6th sensors are not restricted and have been placed close to the sink for
relaying purposes

is depicted in Figure 2.5. In Section 2.4, we apply LP relaxation to (2.6) so that discrete

variables are allowed to take on real values. The optimal value of this LP relaxation yields

an upper bound to the optimal value of the MILP model. We will see that suboptimal

MILP solution that results from rounding the variables in LP relaxation is fairly close to

this achieved upper bound, therefore close to MILP optimal solution.

Figure 2.5: The relationship between integrality gap (IG), Mopt, Mround and Mreal is illustrated.
Mreal

Mround
provides an upper bound to IG = Mreal

Mopt
·
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2.3.3 Implementation Considerations and Routing Algorithm

As explained in Section 2.3.1, each transmit power update window consists of two phases;

the transmit power selection and data transmission. Here, we explain the mechanism of each

phase.

Transmit Power Selection

As described in Section 2.3.1, when a transmit power update window starts, the nodes

attempt to update the required transmit power level for a reliable communication with other

nodes in the WBAN. Since link assessment starts in the beginning of each update window,

sink broadcasts a beacon and allocates GTS to nodes for transmission and reception of test

packets. Each recipient node adds the RSSI of the received packet to the array which is

designated for link assessment over the link between the two corresponding nodes. The

hidden terminal problem is not an issue because all nodes hear each other at maximum

transmit power level. Due to energy efficiency and latency considerations, a set of nodes

denoted by St, engage in transmission of link assessment packets. We pursue this approach

because: 1) channel symmetry in terms of required transmit power over a specific link which

is different from symmetry in terms of RSSI. Moreover, considering transmit power update

in (2.8) channel symmetry of our interest translates to P
(i,j)
tx,l+1 = P

(j,i)
tx,l+1 and 2) required

transmit power to meet PER requirements between pairs of nodes whose distance and line-

of-sight (LOS) degree are fixed with respect to each other, is not sensitive to the type of

activity. For example, minimum transmit power level, -25 dBm, always suffices to meet

PER=1% over links between 1st-2nd, 4th-5th, 4th-6th, and other similar pairs in Figure

2.4.

The procedure continues for a predetermined duration before nodes stop broadcasting

link assessment packets to each other. At this point, nodes broadcast packets consisting of

RSSI arrays so that they are collected by the sink. The sink calculates transmit power levels

based on (2.8) and consequently derives the traffic flow distribution matrix M
(l)
dist according

to the solution to (2.6). Based on ni,j values derived in l-th update window, the sink makes

a traffic flow distribution matrix M
(l)
dist whose elements mij represent the probability that

the i-th node is assigned as next hop to the j-th node,
∑

i∈{1,...N}\j

mij = 1. Consequently,

in the beginning of every transfer round, along with the beacon packet which is broadcast

for synchronization purposes, the next hop for every sensor is randomly selected based on

M
(l)
dist and is transmitted along with the beacon. The distribution matrix is used until the
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next update window starts, transmit power levels are updated and the new flow distribution

matrix M
(l+1)
dist is derived.

The sink thereafter broadcasts calculated transmit power levels which are used by nodes

over the data transmission phase of the update window. During the transmit power selection

period, nodes still transmit their main data packets in allocated GTS slots. However, this

is done in single-hop manner because maximum transmit power level, Ptx=0 dBm, suffices

for PDR=99% for all the nodes considered in this study, whereas data end-to-end transfer

delay is 250 msec.

Data Transmission

This phase starts once the sink calculates the transmit power levels and the corresponding

lifetime maximizing link likelihoods. At this stage, beacons broadcast by the sink in the

beginning of each beacon interval (transfer round) are used for synchronization purpose and

random assignment of the next hops to each sensor based on likelihood elements mij in

M
(l)
dist. Pseudocode of the proposed algorithm is presented in Algorithm 1.

2.3.4 Measurement Campaign and Simulation Setup

In this section, we first summarize the essential aspects of our data collection tool and

measurement campaign to collect path loss samples over on-body links for specific activities,

i.e., running, jumping jack, lateral pull downs and rowing. The collected data is used to

simulate different components of the proposed algorithm. Further, the action recognition

variation explained in Section 2.3.1 in addition to power adjustment which results from

Figure 2.3 and our discussion in Section 2.3.1, are simulated based on real collected data.

Afterwards we proceed with simulation setup and scenarios that are going to be simulated

in Section 2.4.

micaZ Motes: One of the very commonly used transceivers for IEEE802.15.4 WBAN

monitoring applications is the micaZ mote developed by Crossbow Technology. The mote

contains two major sources of power consumption, the CC2420 transceiver and the MSP430

CPU. The amount of current drawn in different radio modes is given in Table 2.1 [104]. In

the next part, we explain the measurement campaign which underlies the evaluation of our

proposed algorithm.
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2.3. Solution of the Lifetime Maximization Problem

Algorithm 1 Pseudocode of the proposed probabilistic link-state routing protocol

BI=250 msec, SD=50 msec
Phase 1: Transmit power selection;

• link assessment
Packet length=17 bytes, Ptx=0 dBm
For each GTS, sink chooses a transmitter from St, whereas nodes S \ St listen
∀Si ∈ St, t ≤ Tphase1

– Nodes Si broadcasts link assessment packets in the allocated GTS

– ∀Sj ∈ S \ St, Sj adds RSSIij to the corresponding RSSI array

• power selection

– ∀Si ∈ S \ St, Si forwards RSSI arrays to the sink

– Sink applies (2.8), calculates vector P
(i,j)
tx,l ∀j ≤ N, j 6= i

Phase 2: Data communication;

packet length=85 bytes, Transmit power levels P
(i,j)
tx,l

After LP relaxation, sink solves the MILP in (2.6) and derives M
(l)
dist.

Based on link likelihood elements mij in M
(l)
dist, sink assigns next hops and allocates time

slots for the upcoming transfer round
Communication starts
RSSI EWMA is monitored over limb-torso links

1. If
∣∣∣r(i,j)l,m − r

(i,j)
l,m−1

∣∣∣ > 5 dB go back to Phase 1

2. else go back to line 2 in Phase 2

Measurement Campaign: Here, we describe the measurement campaign used to char-

acterize the path loss between different pairs of nodes during different actions. The mea-

surement campaign has two goals;

1. Derive path loss samples between pairs of nodes in Figure 2.4 during doing five actions

and postures of study; jumping jack, running, lateral pulldowns, sit-ups and stand-

ing still. These samples will be used to simulate the routing algorithm explained in

Section 2.2.2.

2. Derive PDR for different RSSI levels as illustrated in Figure 2.3. This function helps

31



2.3. Solution of the Lifetime Maximization Problem

Table 2.1: micaZ Radio+CPU power consumption

Transceiver mode Drawn current (Radio+CPU) Drawn current (Radio)

RX 22.8 mA 18.8 mA
TX, Ptx= 0 dBm 21.7 mA 17.4 mA
TX, Ptx=-1 dBm 20.3 mA 16.5 mA
TX, Ptx=-3 dBm 19 mA 15.2 mA
TX, Ptx=-5 dBm 17.3 mA 13.9 mA
TX, Ptx=-7 dBm 16.3 mA 12.5 mA
TX, Ptx=-10 dBm 14.9 mA 11.2 mA
TX, Ptx=-15 dBm 13.6 mA 9.9 mA
TX, Ptx=-25 dBm 12.1 mA 8.5 mA

us carry out the transmit power control strategy in (2.8).

As illustrated in Figure 2.6, the study is done for specific activities, including running on

the treadmill, jumping jacks, lateral pulldowns, standing still and sit-ups. At the time

of data collection, the subject who is the second author of this paper, was a 30-year-old

male with an athletic build, 178 cm height and 78 kg weight. Measurements were done with

CC2420 RF modules in a middle size fitness room sparsely filled with fitness equipment. The

links between every pair of nodes illustrated in Figure 2.4 in addition to a mote mounted

on ankle, were tested with 8 different transmit power level shown in Table 2.1 and for

2 minutes allocated to each action. The motes were set to transmit 44 byte packets with

27 bytes allocated to payload and 17 bytes to the header as in [105]. The test repeats for

each link, with transmit power levels taking turn in a round-robin manner, and RSSI values

being recorded at a maximum frequency of 200 sample/sec with PER values calculated from

the logged data.

Sensor Placement and Simulation Setup: Despite conventional WSNs, in WBAN

monitoring applications most sensors are constrained to be mounted on specific human

body points because some vital features need to be collected from certain points at torso or

limbs. In this study, we consider six sensors; ECG, pulse, respiration, glucose, blood flow

and temperature which are frequently used in WBAN monitoring applications. As explained

earler, apart from temperature and glucose, other four sensors are placed on certain points

as illustrated and tabulated in Figure 2.4 and Table 2.2 respectively. Lack of placement

constraint for temperature and glucose sensors and the fact that their required sampling rate

is well below other sensors help us utilize them as intermediate relays to increase lifetime,
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2.3. Solution of the Lifetime Maximization Problem

as seen in Figure 2.4.

The sink is a ZigBee Coordinator (ZC) whereas every other node is a ZigBee Router

(ZR), i.e, is capable of aggregating and relaying data of other sensors. The energy consumed

for computation, sensing, generating and aggregating data is not significant compared to

the energy consumed by receiver and transmitter radio circuits [106]. For every specific

fitness activity, the i-th sensor node adopts a fixed transmit power level, P
(i,j)
tx,l , through the

procedure explained in Section 2.2.2 to communicate with the j-th sensor node which is

the power required to achieve PER < 1%. In order to accommodate latency requirements,

the beacon interval is chosen to be 250 msec which is the duration taken by the sensors to

complete one round of data delivery to the sink. In the next section, we explain the results

regarding on-body link path loss studies from our measurement campaigns and proceed with

numerical study of Algorithm 1 in addition to comparison with existing routing algorithms.

Figure 2.6: Mobility model for simulations; Markov graph of transition probabilities between
actions is illustrated. Higher p values translate to shorter duration for a specific action. The case
p = 0.004 which translates to average duration of 1 minute for each action is considered as a
realistic case for patient or fitness monitoring applications
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Table 2.2: Monitoring wireless body area network

Sensor number Sensor type Placement Sampling rate (per second)

1 Pulse palm 1
2 Blood flow middle arm 20
3 Respiration neck 80
4 3-lead ECG chest 200
5 Temperature upper torso 0.1
6 Glucose lower torso 0.01

2.4 Results

In this section, we begin by studying the link behaviours observed during our measure-

ment campaign and proceed to evaluate a case of monitoring application introduced in

Section 2.3.4 where sensors with different sampling rates are mounted on the upper human

body; a WBAN consisting of pulse, blood flow, respiration, ECG, temperature and glucose

sensors is shown in Table 2.2. For the sake of simplicity and without lack of generality,

we assume that only one ECG lead is being used, even though we can generalize it to the

3-lead case given that packet size will change accordingly to accommodate the corresponding

data. As stated in the action variation recognition strategy in Section 2.3 and depicted in

Figures 2.7 and 2.8, limb-torso links are a suitable indicator in order to tell action variations

and trigger transmit power selection phase.

In order to illustrate this phenomenon, two links during a variety of actions with fixed

power level Ptx = 0 dBm are depicted in Figure 2.7. As seen in Figure 2.7b, specific change

of actions may impose remarkable path loss variations over limb-torso links. In Figure 2.8,

larger variations of path loss over limb-torso links during the course of one action, i.e.,

Figure 2.8a, and also larger path loss difference among multiple actions over these links, i.e.,

Figure 2.8b are illustrated.

As shown in Figure 2.9, the minimum transmit power level, Ptx=-25 dBm, suffices to

achieve PER ≈ 1% for limb-limb or torso-torso links that exist in Figure 2.4. However, these

plots are not shown since they lie on the zero PDR level. In contrast to these links, much

higher transmit power levels are needed for limb-torso, e.g., links from 1st and 2nd sensor

nodes to the sink in Figure 2.4. Moreover, actions and body movements result in increased

shadowing over limb-torso links and demand higher fixed transmit power level in order to

meet QoS requirements.

In Section 2.3.2, we described the LP relaxation applied to the MILP problem expressed

34



2.4. Results

200 400 600 800 1000 1200

−60

−55

−50

−45

−40

Time [S]

R
S

S
I [

dB
m

]
RSSI behaviour over waist−chest link during doing different actions

Sit−ups Jumping jackLateral pulldowns Running

(a) waist-chest

200 400 600 800 1000 1200 1400 1600

−80

−70

−60

−50

−40

Time [S]

R
S

S
I [

dB
m

]

RSSI behaviour over waist−wrist link during different actions

Lateral pulldowns Sit−upsRunning Jumping jack

(b) waist-wrist

Figure 2.7: RSSI behaviour over waist-chest link on the subject person during four actions of
lateral pulldowns, running, sit-ups and jumping jack with Ptx = 0 dBm is shown in (a), while
waist-wrist link for the same round of actions is illustrated in (b). Black function shows the
EWMA with α = 0.05 over RSSI behaviour; As could be seen, RSSI over limb-torso link is a better
indicator of action variations.
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Figure 2.8: RSSI behaviour on limb-limb, torso-torso or limb-torso links for Ptx = 0 dBm are
shown during walking in (a) and during jumping jacks in (b). When action changes, most RSSI
variations occur on limb-torso links rather than torso-torso or limb-limb links.

in (2.6) and also introduced the parameter IG. In Figure 2.10, we show that applying the

relaxation even when the energy remaining in the sensors is small, e.g., 1 J, yields an accept-

able approximation error, i.e., around 1%. For this scenario, the activity type is randomly
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Figure 2.9: PER with respect to transmit power level for different on-body links and fitness
activities; Higher transmit power level is required to achieve the desired PDR on limb-torso links
compared to torso-torso or limb-limb links

chosen every 60 seconds out of five activities of interest. Even for small energy remaining in

the sensors, nij values are either 0 or fairly large, of the order of 103, hence relaxation and

rounding do not sacrifice any remarkable accuracy. As defined in Section 2.2.2, the traffic

flow distribution matrix M
(l)
dist gives the ratio of transfer rounds in the update window, that

each node must spend communicating with other nodes so that network lifetime becomes

maximized. In order for energy depletion to be totally balanced, size of update window Wl

should be large enough compared to transfer round size so that probabilistic selection of

next hops based on M
(l)
dist result in next hop ratios which actually comply with elements mij

in M
(l)
dist. Moreover, the ideal case is for the whole network lifetime to consist of only one

update window so that the nij values derived in (2.6) are deterministically applied.

In Figure 2.11, the communication overhead of transmit power selection phase, PER

and energy depletion in sensors with respect to action transition probability p for the pro-
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Figure 2.10: IG with respect to remaining energy in the sensors; It can be seen that applying
relaxation to (2.6) results in approximation error below 1% even for relatively small values of
remaining energy, ≈ 1 J

posed routing protocol are illustrated. We define communication overhead as the ratio

between energy consumed in Phase 1 of the routing protocol proposed in Algorithm 1 and

total energy consumption in the network. As a more realistic WBAN scenario, we assume

the case p = 0.004 for the mobility model shown in Figure 2.6 which translates to aver-

age duration of 1 minute for each action. Figure 2.11b shows balanced energy depletion of

sensors under this condition.

In Table 2.3, link-state and cluster-based WBANs are benchmarked in terms of relative

advantages and drawbacks. In Dijkstra-based routing algorithm [53], remarkable additional

reception energy consumption is expended in nodes since each node listens to beacon packets

transmitted by all other nodes in the beginning of a transfer round. However, in terms of

connectivity, the algorithm is powerful due to its frequent link assessments. In PRPLC [49],

transmit power is fixed and next hop is chosen based on its probabilistic connectivity to the
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Figure 2.11: Performance of the proposed link-state routing protocol; (a) shows communication
overhead and PER with respect to action transition probability. The larger frequency in action
variations translates to less energy efficiency of the proposed protocol. Balanced energy depletion
in sensors is depicted in (b).

Table 2.3: Benchmark of different link-state and cluster-based routing protocols in terms of
networking metrics

Routing
protocol

PRPLC Dijkstra-based HIT Probabilistic link-state

Pros

1-very good connectivity
2-useful for ultra-short
range transceivers and
delay tolerant applications

1-very good
connectivity, delay
2-very good
lifetime for
high data
rate applications

good lifetime for line
networks on a single limb
or torso and immobile scenarios where
log-distance path loss model applies

1-Very good
network lifetime
2-Acceptable
connectivity for
continuous actions
3- Very low
control message
overhead

Cons

1-high control message overhead,
2-high delay and
poor lifetime

1-large control
message overhead
for low data rate
applications
2-poor lifetime
for low data
rate applications

1-Low network lifetime
for mobile scenarios

1-poor connectivity
for short actions and
postures,
2-high control
message overhead
for short actions

sink. Even though PRPLC beats our algorithm in terms of connectivity, balanced energy

consumption is not achieved. Further, PRPLC is best suited to intermittently connected

WSNs which are either made up of ultra-short range transceivers or work based on minimum

transmit power level on CC2420 transceivers and for applications with high delay tolerance.
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Comparison with Cluster-based Routing Protocols: LEACH [54] and PEGASIS [55]

are the two most popular cluster-based WSN routing protocols. Further, LEACH and

PEGASIS work based on forming clusters and chains of nodes respectively and having a

cluster head (CH) aggregate the data and forward it to the BS. Intra-cluster and intra-

chain communication in LEACH and PEGASIS are performed in multi hop and direct

manner respectively. These protocols have inspired more energy efficient extensions such

as Energy-LEACH (E-LEACH), Multihop-LEACH (M-LEACH) [107], and techniques like

Anybody [42], Hybrid Indirect Transmission (HIT) [43] that are specifically devised for

WBANs. HIT is a combination of LEACH and PEGASIS in the sense that in every cluster,

packets are forwarded to the CH in a multi hop manner and the aggregated data will be

transmitted to the BS afterwards [43].

Table 2.4: Lifetime comparison between the proposed probabilistic routing protocol and
cluster-based algorithms with 100 J energy available for each sensor

❤
❤
❤
❤
❤
❤
❤
❤
❤
❤
❤
❤
❤
❤
❤
❤❤

Action
Different techniques

HIT E-LEACH Single hop proposed probabilistic routing

Walking 28h 40h 57h 65h
Jumping Jack 29h 41h 57h 69h

Rowing 29h 40h 57h 71h
Lateral Pulldowns 29h 40h 57h 71h

(a) Spanning tree with three
levels

(b) Spanning tree with two
levels (c) Spanning tree with one level

Figure 2.12: Simulating the algorithm for running activity; LP results in 12 spanning trees with
one, two and three levels; some of which are illustrated. Solid lines are fixed in every graph
whereas dotted lines show the alternatives each node could forward the data to.

In both HIT and E-LEACH, a gateway is designated at each transfer round to aggregate

data from all other sensors and forward them to the sink. Further, in E-LEACH and HIT

implementations, the portion of transfer rounds each node takes up as gateway is chosen

so that network lifetime is maximized with the constraint being put on the structure of the

spanning trees which are assigned. As can be seen from the position of non-zero elements
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(a) E-LEACH spanning tree (b) HIT spanning tree

Figure 2.13: General spanning tree topologies resulted from HIT and E-LEACH techniques;
E-LEACH yields two level trees whereas HIT which is inspired by PEGASIS yields 4 level trees. In
both cases one gateway is responsible for data aggregation and forwarding it to the sink whereas
nodes become gateway in a round-robin manner

M
(walking)
dist =




0 0 0.23 0 0 0

0 0 0.18 0 0 0

0 0 0 0.07 0 0

0 0 0 0.25 0 0

0 0 0 0.35 0 0

1 1 0.59 0.32 1 1




M
(jumping jack)
dist =




0 0 0.18 0 0 0

0 0 0.13 0 0 0

0 0 0 0.03 0 0

0 0 0 0.25 0 0

0 0 0 0.29 0 0

1 1 0.69 0.43 1 1




M
(rowing)
dist =




0 0 0.18 0 0 0

0 0 0.13 0 0 0

0 0 0 0.03 0 0

0 0 0 0.25 0 0

0 0 0 0.29 0 0

1 1 0.69 0.43 1 1




M
(lateral pulldowns)
dist =




0 0 0.18 0 0 0

0 0 0.13 0 0 0

0 0 0 0.03 0 0

0 0 0 0.25 0 0

0 0 0 0.29 0 0

1 1 0.69 0.43 1 1




(2.9)

in (2.9), the distribution matrices that result from applying our proposed algorithm to
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different actions are very similar. Furthermore, for the four shown actions, in every assigned

tree, 1st, 2nd, 5-th and 6-th nodes directly communicate with the sink whereas 3rd and

4-th nodes have other alternatives as well. Distribution matrices derived in (2.9) translate

into 12 spanning tree graphs some of which are illustrated in Figure 2.12. As observed in

derived matrices in (2.9), the highest probability is assigned to the 1-level graph therefore

the mean hop count a packet takes to reach the sink is close to one whereas energy depletion

is balanced as illustrated in Figure 2.11b.

On the other hand, general spanning tree structure of HIT and E-LEACH is illustrated

in Figure 2.13. As can be seen in E-LEACH all spanning trees are two level with nodes taking

turn to adopt gateway role (3rd node is the gateway in Figure 2.13) whereas in HIT, trees

could have different number of levels based on the node which has been assigned as gateway,

e.g., 6-th node being assigned as gateway results in a 6-level tree. Therefore, due to the

general structure of the spanning trees defined for these techniques, the mean hop count

is higher than that of single hop communication and the proposed probabilistic routing

algorithm.

As stated in Table 2.3, even though HIT yields suitable lifetime for log-distance path

loss model where transmission to the closest neighbour saves energy, it is not necessarily an

energy-efficient option for mobile scenarios and transceivers with high reception power. Note

that even though balanced energy depletion is achieved in these techniques, mean hop count

that each packet takes in order to reach the sink is high and lifetime is far from maximum as

well. In Table 2.4, our proposed algorithm is compared to classic and popular cluster-based

routing protocols in terms of network lifetime. Since our proposed transmit power control can

be used in complementary with these cluster-based protocols, in order for the comparison

to be fair and only be focused on the impact of routing and assigned routing spanning

trees, we have applied the same transmit power control strategy to E-LEACH and HIT.

The reason these protocols perform worse than single-hop communication is the structure

of their assigned routing spanning tree which does not allow direct transmission which is a

suitable communication form due to relatively high reception energy of CC2420 transceivers.

In Figure 2.14, applicability range of the proposed routing algorithm is shown. As can be

seen the number of sensors is limited by characteristics of TDMA-based IEEE802.15.4 MAC

layer. The step function is the result of fixed maximum number of guaranteed time slots in

a IEEE802.15.4 superframe illustrated in Figure 2.1. Further for a larger number of sensors,

one should consider using contention-based portion of the superframe as well.
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Figure 2.14: Approximate applicability range of the proposed routing algorithm; Shaded region
shows the aggregate sampling rate (bandwidth) achievable for different number of sensors

2.5 Discussion

In this chapter, we have proposed a link-state routing protocol that uses LP techniques

and transmit power adjustment to maximize WBAN lifetime. The algorithm is best suited

to maximizing WBAN lifetime, and addresses connectivity in monitoring applications and

mobility models which involve stationary postures associated with routine daily activities.

In our proposed algorithm, we overcome communication overhead imposed by real time link

assessment, calculation complexity caused by routing table calculation, and address lifetime

maximization by: 1) monitoring RSSI in a dynamic and distributed manner on data packets

communicated over links, therefore performing link assessment and changing the transmit

power levels only when sharp fluctuations in EWMA of RSSI is observed, 2) only accounting

for limb-torso links in the link assessment process because RSSI variations over limb-limb or

torso-torso links are not remarkable in terms of the required transmit power level, 3) using

LP to derive link likelihoods.

The proposed routing protocol is suboptimal for two reasons; 1) the limited duration

of each action which results in the algorithm not fulfilling the exact derived link likelihoods

since the number of transfer rounds within an update window is limited, 2) LP relaxation;

the lifetime maximization problem is in fact a MILP. In the work proposed here, specific
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characteristics of IEEE802.15.4 MAC are taken into account to derive LP formulation of

the lifetime maximization. Accordingly, this work applies to WBANs which are built upon

IEEE802.15.4 MAC layer. As a future practice, deriving lifetime maximization LP for

other standards, e.g., IEEE802.15.6 would be very useful. Moreover, IEEE802.15.6 mostly

supports one and two hop star networks, therefore new design constraints are needed. Note

that due to the limitations of TDMA-based IEEE802.15.4 MAC which mandates that all

time slots have equal durations, the proposed algorithm may not be efficient in terms of

bandwidth utilization. Therefore, design of MAC protocols with dynamic time slot duration

and variable time slots throughout a transfer round would help to ensure more efficient

utilization of bandwidth should larger number of sensors are deployed.
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Chapter 3

Periodic Connectivity in Body Area

Networks and Its Implications for

Scheduling

3.1 Introduction

In this chapter, we propose an energy efficient scheduling algorithm for a particular class of

actions so-called periodic actions and a specific class of applications which are delay toler-

ant. That is: 1) Firstly, we show that a group of actions (particularly fitness) are periodic

in the sense that some links (extremity-torso) show periodic and predictable connectivity

behaviour, 2) Secondly, we propose a scheduling technique along with transmit power ad-

justment to take advantage of predictability over these links for lower energy consumption.

Moreover, the periodicity of on-body links is employed to predict the future behaviours of

links so that energy-efficient communications between on-body nodes is established, thereby

network lifetime is elongated. This scheduling technique can be used in complementary with

WBAN routing protocols such as the proposed work in Chapter 2. Moreover the periodicity

enables single-hop communication with sink at low transmit power, hence saves remarkable

energy.

WBANs, as also defined in Chapter 1, are a subclass of WSNs which consist of a set of

sensing nodes worn on the human body or implanted into the tissues. After the observations

are made by the sensing nodes, they are sent to a centralized data monitoring and processing

centre, i.e., an off-body base station or an on-body sink node usually mounted on the left

waist, by means of wireless communications so that relevant decisions are made or data is

logged. As mentioned in Chapter 1, in WBANs frequent replacement of the batteries should

be avoided as battery replacement particularly for implanted sensors is not an easy task

to accomplish. Therefore, it is necessary to lower the power consumption in the WBAN.

Wireless communication is the most energy consuming task performed by the sensor nodes
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[108]. This causes development of energy-aware communication protocols and mechanisms to

contribute the most to elongating batteries lifespan. Improvements in battery longevity can

be achieved with several means among which lowering transmit power level is significantly

important.

In general, several scheduling techniques have been proposed for WBANs. Store and

forward scheduling techniques [56, 57] increase likelihood of a packet reaching its destination

by storing the packet at multiple hops which however heavily increases energy consumption

[53]. Transmit power control strategies [52] that work along with some of these techniques

still result in high overhead due to frequent link assessments associated with transmit power

adjustment. Opportunistic scheduling techniques [58–60] which uses temporal and spatial

diversity of the channel to allocate bandwidth to the user with a more suitable channel state

also suffer from communication overhead. Most of the opportunistic techniques are designed

to maximize resource utilization in the network while providing fairness among users. Only

a few of the opportunistic scheduling studies consider the power constraints in the design of

their algorithms [80, 81]. In these studies, the transmission power is adjusted to the condition

of the underlying fading channel for achieving a desirable data rate. However, the continuous

link assessment make these techniques incompatible with WBANs where nodes ideally turn

their radio off as an energy-saving measure until it is their turn to transmit. Another

class of WBAN scheduling techniques focus on adaptive or optimized GTS allocation in

IEEE802.15.4 WBANs in order to meet latency and fairness requirements or to make best

use of bandwidth [61, 62, 109]. The idea in power management techniques [56, 98, 105, 110]

is to exploit real-time link assessment in order to adapt the level of transmission power to

the variable nature of the channel caused by shadowing. In real time link assessment the

transmission power level is adapted to the current condition of the links. All these studies

only focus on the cases with fixed or very slow moving nodes. However, in most daily

activities WBAN is a highly dynamic network and the on-body links are highly dynamic,

thereby the aforementioned acknowledgement-based schemes yield significant power control

traffic which is not power efficient.

Furthermore, in most of these works, emphasis is on latency and bandwidth require-

ments rather than to increase energy efficiency. One of the intrinsic characteristics of

WBANs that the aforementioned studies do not take advantage of is periodicity of most

prolonged body actions. Lots of daily routine activities, e.g., walking, running and fitness

activities involve periodic body movements which result in periodic connectivity of some

links as a result of severe shadowing caused by limbs obstructions or internode distance
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variation. We believe that the periodic nature of the actions can be exploited in the de-

sign of scheduling techniques as an effective approach towards power efficiency in WBANs.

For applications with looser deployment requirements, i.e., in terms of latency, priority and

node placement, action recognition along with predictability of connectivity over specific

limb-torso links during periodic actions are exploited to propose a scheduling algorithm

along with transmit power adjustment in order to achieve high energy efficiency.

In this chapter we propose a novel action-based scheduling technique in order to reduce

energy expenditure. Further, we show that direct, i.e., single hop, transmission with low

transmit power level is possible over many links which suffer from a high degree of shadowing,

in case we make use of predictable behaviour of these links during specific actions. In the

proposed algorithm, RSSI levels of on-body links are measured in a real time manner and

are subsequently used by the naive Bayes algorithm for action recognition. Once the action

is recognized, given that periodic behaviour of specific links is known to sink, GTS allocation

is carried out so that single hop transmission over periodic links with low transmit power

levels becomes possible. To the best of our knowledge, this is the first time that a scheduling

technique exploits the periodic behaviour of on-body links for packet transmission.

The remainder of this chapter is as follows: in Section 3.2 we explain concepts such

as connectivity, periodic and non-periodic links, action recognition and also energy con-

sumption lower bound, i.e., given that complete global knowledge about future behaviour of

path loss is available. The lower bound provides us with a benchmark to assess our proposed

technique. In Section 3.3, we explain mechanism of our RSSI-based action recognition tech-

nique which does not need any IMU sensor in addition to our scheduling technique. Finally

we do the performance evaluation and explain the results in Section 3.4, and wrap up the

chapter with conclusion in Section 3.5.

3.2 Concepts

In this section, we define some key concepts and terminologies in addition to nature of the

scheduling problem that will be used in the rest of the chapter. Note that system model in

terms of radio model and MAC layer characteristics is the same as Section 2.2.1 discussed

in Chapter 2. However in terms of data delivery model, the technique discussed in this

chapter is mostly suited to query-driven applications or continuous application with large

delay tolerance. Further, as discussed in Section 3.1, the proposed technique is well-suited to

delay tolerant applications where periodic links wait for their allocated GTS to arrive during
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their good channel state behaviour. In the following, we first explain periodic actions, and go

on to define connectivity, periodicity and classification of links into periodic and non-periodic

types.

3.2.1 Periodic Actions

Periodic actions have been recognized in the literature for a long time [111, 112]. In fact

classification of actions into periodic and non-periodic has been done in [111], while the

periodicity attribute has been used for action recognition in both works. Activities such as

walking, running, swimming, sit ups and many more daily activities particularly in fitness

context which follow a repetitive pattern in motion are known as periodic actions. Even

though periodicity has been used for action recognition, using this important characteristic

to achieve energy efficiency in WBANs has widely been ignored.

3.2.2 Connectivity, Periodicity and Link Classification

Assuming that transmit power level is employed in a discrete manner which is the case for

most IEEE802.15.4 compliant modules, connectivity function Ckj(t) for k-th link and j-th

transmit power level PTx = P j
tx is defined as

Ckj(t) =

{
1 ; PRx > γ,PTx = P j

tx

0 ; PRx < γ,PTx = P j
tx

, (3.1)

where γ is the minimum required received packet power which can be determined so that

the successful reception of the packet is guaranteed. In our performance analysis, we define

the threshold as γ = −85 dBm because it guarantees high packet delivery ratio and also

lies within the required threshold range derived in [56]. k-th link is periodic when there

exists at least one j that renders the connectivity function Ckj periodic with action period

T, Ckj(t) = Ckj(t+T ). On the other hand non-periodic links follow more random path loss

behaviour. The links studied in Chapter 2 were treated as non-periodic links because we

only took advantage of their stationarity for transmit power adjustment.

3.2.3 Scheduling for Periodic Actions

In IEEE802.15.4 WBAN context, the purpose from scheduling is to allocate time slots to

nodes so that applications requirements in terms of latency and bandwidth are met. As

discussed in Section 3.2.2, specific links show periodic behaviour during specific actions. This
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adds extra amount of predictability to stationary actions studied in Chapter 2. Further, in

Chapter 2 we only took advantage of stationarity of links for transmit power adjustment.

However, in this chapter, we show that periodic connectivity of links helps us adopt single-

hop communication with low transmit power levels, therefore save more energy. The key

to such a time slot allocation is action recognition so that sink becomes aware of periodic

links and does the power adjustment accordingly. Moreover, in this work we assume that

action’s period is fixed and once the action is known, the periodic links along with their

connectivity behaviour are known. This may not be a realistic assumption for real world

scenarios, however it serves as a case study in order to prove the energy efficiency that

can be achieved over periodic links. In the next section, we explain our action recognition

technique.

3.2.4 Action Recognition

Action recognition is the first step en route to our WBAN scheduling technique. Several

works have been previously done on action recognition using on-body sensors [113–115]. In

these works, IMU sensors are used to capture limbs acceleration and angular velocity in

two directions: inclination angle θ and azimuth angle φ. Features, e.g., mean, standard

deviation, root mean square, first and second derivatives [115] are then extracted from the

collected parameters in different time segments. They are subsequently transmitted to the

sink so that the action is decided based on hidden Markov model (HMM). In [113], angular

velocity and acceleration parameters in time windows of certain size are transmitted to a BS

which uses a set of training motion sequences to classify the actions. The action recognition

technique proposed here, is more economical because sensor nodes are not required to be

equipped with accelerometers.

Our technique is also superior in terms of classification time which means it only

takes one action period to do action recognition. In most periodic fitness activities, some

torso-limb links are likely to experience periodic connectivity bevahiour, e.g., wrist-waist

during jumping jack or ankle-waist during running. We can use these torso-limb links

to extract features such as path loss mean and standard variation. Assuming that these

features are independent, naive Bayes algorithm is used as the classification tool. Even

though naive Bayes classification is meant to be working for independent features, it often

shows a good performance for more complex situations as well [116]. The algorithm is

linear in time for both training and testing, therefore has optimal time complexity [117].

Even though in our setup we only use two on-body links, i.e., wrist-waist and ankle-waist
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for action recognition, it can be easily and intuitively observed that applying more links

help us recognize more actions and with better accuracy. Action classification setup will be

explained in Section 3.3.1.

3.2.5 Energy Consumption Lower Bound

In this section, we explain how to derive a lower bound on energy consumption of an ar-

bitrary network which consists of n links that are going to be provided with time slots for

TDMA communications. The lower bound in fact enables us to discover how the suggested

scheduling and power adjustment technique helps us reach closer to the power consumption

lower bound on so called periodic links than over non-periodic links. Moreover the purpose

from this derivation is to observe how close the periodic link behaviour helps us get to the

case where future behaviour of the link is totally known. In order to derive such a lower

bound, the BS is assumed to be aware of channel behaviour on both types of links. Moreover

there exists a global awareness about channel behaviour of on-body links. Therefore even

though no real-time channel assessment is conducted, packet failures and retransmission do

not occur over the links. Note that even though this is not a realistic assumption in the

real world scenarios, it provides us with a useful benchmark for the comparison conducted

in Section 3.4.

Let P j
ki represent the power drawn from the transceiver battery when transmit power

PTx = P j
tx is employed whereas P j

tx is the minimum level required to have a successful packet

transmission at i-th time slot over k-th link. Suppose rk is the required data rate for k-th

link and m is the data packet length in bits for each transmitted packet while R denotes

transmission bit rate of the standard, e.g., IEEE802.15.4. This demands for nk = rk.T
m

time

slots per action period to be allocated to k-th link, where T is period of the action. We need

to allocate time slots and transmit power levels to the nodes so that

• only one node is permitted to transmit during a particular time slot,

• required data rate over both links is met,

• aggregate power consumption of transceivers is minimized.
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This translates to the following optimization problem:

min(
∑

i

∑

k

αikPki) subject to





∑n
i=1 αik > nk ; ∀k = 1, 2

αik ∈ {0, 1} ; ∀i = 1, 2 · · · , n,∀k = 1, 2

αi1 ∧ αi2 = 0 ; ∀i = 1, 2 · · · , n
,

(3.2)

where αik denotes channel access permission factor for the kth link at i-th time slot. More-

over, αik ∈ {0, 1} is a bit which takes on 1 if access at i-th time slot is given to the k-th link,

takes on 0 when permission is not granted. In (3.2), Pki is the power drawn from battery

which is associated with minimum transmit power level that guarantees connectivity on k-th

link at i-th time slot, i.e., condition PRx > −85 dBm is met. Note that transmitter’s power

consumption with respect to transmit power level, as also described in Section 2.2.1, is an

increasing function [118]. In the third constraint, ∧ operator denotes logical AND. Second

and third constraints force only one packet transmission during a single time slot and pre-

vent simultaneous transmission on links as it causes interference. Note that even though in

(3.2) we are concerned with energy consumption, time slot duration is not involved because

it is assumed to be fixed over the whole action period and is one packet long in terms of

transmission duration. It is again worth mentioning that (3.2) denotes aggregate energy con-

sumption where single-hop communication is adopted for all nodes. Our measurements help

us determine Pki values. This optimization is a binary integer linear programming which is

a NP-hard problem and can be solved with MATLAB for different required data rate vectors

rk. Note that the calculated lower bound is not practically obtainable since transmitter is

oblivious to future link behaviour. In the next section, we explain our methodology that

leads to our proposed scheduling algorithm in addition to the measurement campaign and

simulation setups that are going to be numerically studied in Section 3.4.

3.3 Methodology

In this section, we explain practical considerations regarding implementation of our proposed

scheduling algorithm. Further, we explain how the action recognition and transmit power

adjustment phases work on a IEEE802.15.4 WBAN.
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3.3.1 Proposed Scheduling Technique

As stated in Section 3.2.2, we divide on-body links into two types of periodic and non-

periodic. In this section, we exploit our proposed link classification in order to devise a

scheduling technique that works without frequent link assessments. The technique works

based on periodicity and predictability of periodic links introduced in this chapter and

stationary behaviour of non-periodic links which were discussed in Chapter 2. Note that,

in ideal circumstances in terms of bandwidth utilization for TDMA-based communication,

there should be no overlap among connected sessions of periodic links so that maximum

number of time slots is granted to each node. However, this may not be possible as number

of nodes increases in realistic real world scenarios. In case, we are not looking to take

advantage of periodic behaviour, the transmit power adjustment proposed in Chapter 2

along with scheduling formulation in (3.2) can be used for time slot allocation.

This work is a case study and only serves as a proof of concept for energy efficiency

that is achievable over periodic links which suffer high shadowing. Therefore, scheduling

for multiple periodic links to maximize bandwidth utilization remains as a future work

and is out of scope of this chapter. In this work, we assume there are only two single

hop links from extremities to sink which is mounted on waist is available. As a scheduling

strategy, we suggest using the connected session of the periodic link with low transmit power

levels whereas the other part of the action cycle, i.e., during which the periodic link is not

available, is allocated to the stationary non-periodic link with adopting fairly high transmit

power levels, i.e., with power adjustment strategy proposed in Section 2.3.1.

Let δk(j) denote probability of packet reception failure on k-th link when PTx = P j
tx,

δk(j) = P (PRx < −85 dBm
∣∣PTX = Pj

tx), where P (·) denotes probability function. We

summarize the criteria for choosing index j in P j
tx as follows;

j :





argmin
j

(P j
tx

∣∣Ckj(t) = Ckj(t+ T )) ; periodic links

same as Section 2.3.1 ; non-periodic links
· (3.3)

We solve (3.3) separately for both links, while the idea is to choose suitable fixed transmit

power levels that can satisfy (3.3). As noted earlier, power adjustment technique expressed

in (3.3) has been justified in Sections 3.2, 2.3.1. After any action variation trigger, allocated

time slots and required transmit power levels will be sent along with the beacon that sink

broadcasts for synchronization purposes at the end of each transfer round.
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Action Recognition: As explained in Section 3.2.4, action classification is one of the

major components of our study. Furthermore, we assume that once the action is known,

the behaviour of periodic links in terms of connected sessions is known whereas behaviour

of non-periodic links in terms of their stationary behaviour is recognized as described in

Chapter 2. An important issue to be considered in the design of our algorithm is that sink is

able to recognize when one action is cut and another has started so that it can reschedule the

links. Trigger of the action recognition phase is done based on the procedure explained in

Chapter 2, i.e., Section 2.3. The transceivers mounted on extremities will then be triggered

to stop data transfer whereas sink runs action recognition test again. Sink node sends short

test packets, i.e., 17 byte long packets which is PHY/MAC header size and the minimum

ZigBee packet size, to wrist and ankle nodes during a single period of the action that is

known. These nodes read the RSSI levels, extract mean and standard deviation and send

them back to the sink where naive Bayes algorithm is run to classify the actions. Once the

action is recognized, the time slot allocation is determined based on the scheduling technique

described in Section 3.3.1.

Training and Test Set: As discussed in Section 3.2.4, naive Bayes classification method

is used for action recognition in this chapter. As will be explained in the next section,

our data set is composed of four actions, 3 minute long each. With action period being

1 second, there are 180 mean and standard variation feature points available for each action.

We allocate 135 and 45 points per action to training and test sets respective. Gaussian

model for the training feature set in each class is calculated for mean and standard variation

of the observed path loss points. Maximum a posteriori (MAP) decision rule is then applied

to classify the test set. Accuracy of our action recognition technique will be discussed in

Section 3.4.

3.3.2 Measurement Campaign and Simulation Setup

In order to proceed with numerical study of the proposed action recognition and scheduling,

we need to capture path loss behaviour of the studied on-body links. In this work we study

four periodic fitness actions: jumping jack, running, rowing and lateral pulldowns, with two

on-body links of wrist-waist and ankle-waist. The reason to choose this node placement setup

is its diversity in providing suitable features and various combination of periodic links needed

for the proposed action recognition and scheduling technique which will be explained later.

Even though we have only studied four actions in this chapter, the same discussion holds for
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other periodic actions as well. Our measurement tool, as also described in Section 2.3.4, is

micaZ CC2420 mote which is widely used in IEEE802.15.4 WSN research studies. The mote

is a IEEE802.15.4/ZigBee compliant RF transceiver for low-power wireless applications. We

keep the action’s period unchanged during the measurements as periodicity plays the major

role in our proposed scheduling technique. The period of all four actions of interest is also

the same. The subject person is a 29 year old lean male with 178 cm height and 78 kg

weight. For each action of interest, waist transceiver is set to send 17 byte length packets

within every 5 msec with the maximum power, 0 dBm. The test goes on for three minutes

per action with RSSI values being recorded in the extremity transceivers. Note that for

micaZ CC2420, received signal power has a linear relationship with RSSI values [118]. In

Section 3.4 behaviour of periodic links will be illustrated whereas link classification, i.e.,

periodic and non-periodic, will be tabulated.

Sensor Placement and Simulation Setup: In terms of simulation setup, the simulated

scenarios are very similar to Chapter 2, i.e., explained in Section 2.3.4. However four actions

of study are running, jumping jack, rowing and lateral pulldowns. Whereas as opposed to

Chapter 2 where several positions for node placement is considered, in this chapter only

wrist and ankle have been designated for node placement, while waist is still the candidate

for sink’s position. In addition to higher diversity and independence in terms of features

that would benefit us for simple action recognition explained in Section 3.3.1, this node

placement serves our objective which is to show how periodic links help achieve more energy

efficiency compared to non-periodic links. In terms of simulation scenarios for studying

action classification accuracy and energy efficiency of the scheduling algorithm, the four

actions of interest are randomly chosen and each continue for one minute before the new

action starts. In the next section, behaviour of periodic links, classification of links for

the studied actions, performance of the proposed action recognition technique and energy

efficiency of the proposed scheduling technique are illustrated and explained.

3.4 Results

In this section, we present the results regarding behaviour of periodic links, performance of

action recognition, and proposed scheduling algorithm in terms of energy efficiency. As ob-

served in our measurement campaign, periodic links in four actions of interest, running (RN),

jumping jack (JJ), rowing (RW) and lateral pulldowns (LPD) are tabulated in Table 3.1,

while behaviour of two periodic links are illustrated in Figures 3.1 and 3.2. In Table 3.1,
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we refer to waist-wrist, and waist-ankle with wrist and ankle links respectively as the waist

end is common between them, because sink is usually mounted on waist. As illustrated in

Figures 3.1, and 3.2, fairly low transmit power levels result in periodic connectivity sessions

over periodic links during jumping jack and running.

Table 3.1: Actions of interest and periodic links

Action RN JJ RW LPD

Periodic link Ankle Wrist Wrist, Ankle Wrist
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Figure 3.1: Received power over waist-wrist link with PTx = −25 dBm; redline shows the
connectivity threshold which occurs when PRx = −85 dBm

0 0.5 2 4
−110

−100

−90

−80

−70

R
ec

ei
ve

d 
po

w
er

 [d
B

m
]

Time [S]

Waist−Ankle link during running

 

 

Figure 3.2: Received power over waist-ankle link with PTx = −20 dBm; redline shows the
connectivity threshold which occurs when PRx = −85 dBm
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Figure 3.4: Per packet energy consumption comparison between proposed scheduling and lower
bound on periodic links

In Section 3.2.4, we described how action recognition in our study works. Classifica-

tion energy consumption is an important issue because it increases the aggregate energy

consumption in the network. Classifier accuracy with respect to normalized classification

energy consumption is depicted in Figure 3.3, while the normalizing constant is aggregate

energy consumption. The simulation scenario is composed of various combinations of two

actions being done in a row for one minute each and with 37 slots/period having been allo-

cated to both links when beacon order is 2, i.e., BO=2. Each point in Figure 3.3 corresponds

to a specific rate at which RSSI levels are being sampled over one period for feature extrac-

tion. As mentioned earlier in Section 3.3.2, there exists a simple linear relationship between

received signal power in terms of dBm and RSSI values. Furthermore, accuracy varies with

how fast each link is sampled over each action period by test packets. Higher data packet
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Figure 3.5: Per packet energy consumption comparison between proposed scheduling and lower
bound on non-periodic links

Figure 3.6: Approximate applicability range of the proposed scheduling algorithm; Shaded region
shows the achievable bandwidth to meet PDR>95% over a periodic link for different transmit
power levels

rates will obviously result in lower classification energy ratios for the same action duration.

As seen in Figure 3.3, accuracy improves as number of samples increases. This makes sense

because small number of samples does not capture the action properly, therefore causes error

in action classification.

We have done a comparison between lower bound energy consumption explained in

Section 3.2.5 and proposed scheduling technique in terms of energy consumption per packet

for different actions and for both periodic and non-periodic links in the bar charts illustrated

in Figures 3.4, and 3.5 respectively. Note that in all four actions, periodic link outperforms
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non-periodic link in terms of reaching energy consumption lower bound. The difference

between the lower bound and proposed scheduling energy consumption originates from the

completely retransmission free and minimized transmit power level adopted in the former

case. This is not practical in the real world situation because global awareness of channel

future behaviour does not exist. In fact, Figures 3.4, and 3.5 indicate that our scheduling

technique over periodic links is more energy efficient in comparison to non-periodic links for

which, there is no specific pattern present.

It is also trivial that our technique outperforms techniques that use real time channel

assessment because it is a very energy consuming task in highly varying WBANs [108, 110].

As observed in Figure 3.5, in lateral pulldowns the energy consumption of proposed schedul-

ing technique is very close to the lower bound. The reason for this is the fixed nature of

the ankle-waist link during the action. It is noteworthy that wakeup, sleep, and processing

power consumption are neglected in our analysis. As stated in Chapter 1 and reiterated in

Chapter 2, this is a reasonable assumption since more than 80% of WSNs energy consump-

tion is devoted to communications and the fact that wake up and sleep energy consumption

is negligible compared to transmit and receive power consumption. In Figure 3.6, the ap-

proximate applicability range of our scheduling and power adjustment technique in (3.3) in

terms of application bandwidth for periodic extremity-waist links is illustrated. Further-

more, the proposed technique allows us to achieve relatively high bandwidth and PDR at

low transmit power levels, i.e., as seen in Chapter 2, 4 kB/s is adequate to achieve the de-

sired bandwidth for most WBAN monitoring applications. Note that the illustrated range

holds only for a situation when a single periodic link exists. Presence of more nodes and

links requires further study in order to achieve the maximum bandwidth by adopting low

transmit power levels.

3.5 Discussion

In this chapter, we proposed a scheduling algorithm that accounts for the periodic shadowing

observed over many WBAN links and thereby reduce the transmit power required to transfer

information and thereby enhance energy efficiency at the expense of latency. This technique

helps us achieve single hop communication between some limb-torso links by adopting low

transmit power levels which is not possible for stationary actions studied in Chapter 2. Pe-

riodic prolonged actions such as fitness activities cause on-body links to undergo periodic

predictable connectivity sessions that can be exploited for low power communications. Be-
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side periodicity which can be used for energy efficient communication, diversity of RSSI

samples over such links provides us with mean and standard deviation features which makes

simple real-time action recognition based on naive Bayes classification possible. One of the

most important implications of our algorithm is placement of the nodes which are not con-

strained in terms of position and are not delay tolerant in terms of application. Further,

since as discussed in Chapter 2 torso might be already occupied with restricted sensors in

terms of placement, sensors with looser placement and latency requirements can be mounted

on extremities, e.g., ankles and wrists, so that energy efficiency is achieved by single hop

communication and low transmit power levels.

The main limitations of our study are: 1) action specificity of the algorithm from the

perspective that its applicability to the actions not studied in this work needs to be evaluated,

2) being applicable to fixed pace periodic actions since any change in activity’s pace results

in additional packet drops, and 3) its dependence on subject person since training set for

action recognition may be required based on a new subject.

One of the most fundamental future research areas is node placement and scheduling

techniques to maximize throughput with low transmit power level for scenarios where several

periodic links are available. Because here, as a case study, we studied energy efficiency and

achievable bandwidth for a single link. However, in the real world, many nodes with looser

placement requirements may exist. Placing these nodes on locations where their connected

sessions have shorter overlap yields more bandwidth for higher data rate applications.
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Chapter 4

RSSI-based Distributed

Self-Localization for Wireless Sensor

Networks in Precision Agriculture

4.1 Introduction

In this chapter, we propose a RSSI-based distributed Bayesian localization algorithm based

on message passing to solve the approximate inference problem. The algorithm is designed

for precision agriculture applications such as pest management and pH sensing in large

farms where greater power efficiency besides communication and computational scalability

are needed but location accuracy requirements are less demanding. Communication over-

head which is a key limitation of popular non-Bayesian and Bayesian distributed techniques

is avoided by a message passing schedule in which outgoing message by each node does

not depend on the destination node, therefore is fixed size. Fast convergence is achieved

by: 1) eliminating the setup phase linked with spanning tree construction which is frequent

in belief propagation schemes, and 2) the parallel nature of the updates since no message

needs to be exchanged among nodes during each update, which is called the coupled variables

phenomenon in non-Bayesian techniques and accounts for significant amount of communica-

tion overhead. These features make the proposed algorithm highly compatible with realistic

WSN deployments, e.g., ZigBee which are based upon the AODV where RREQ and RREP

packets are flooded in the network during route discovery phase.

Since late 1990’s, a wide range of indoor and outdoor localization techniques have emerged

based on camera, infrared, wireless local area network (WLAN), ultra wide band (UWB),

Bluetooth, and RFID [119, 120], while GPS technology has revolutionized outdoor localiza-

tion. Localization techniques are developed for a wide variety of applications and are differ-

ent in terms of accuracy, coverage, cost, responsiveness and adaptiveness to environmental

changes [121, 122]. Even though GPS-based localization techniques are attractive in terms
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of accuracy, their impaired coverage in metropolitan environments and lack of cost-effective

scalable solutions sparked emergence of IEEE802.15.4/ZigBee localization algorithms that

work based on RSSI. These techniques have advantage over Bluetooth, UWB and Wi-Fi

[123] due to their energy efficiency and capability to support high-range communication

and mesh networking [124]. Further, even though RSSI-based techniques are less accurate

compared to camera-based and infrared technologies, cost efficiency makes them ideal for

large scale outdoor applications such as agricultural environments in which distance between

nodes so called inter-node distance is relatively high and localization accuracy requirements

are looser.

Precision agriculture is one of the rapidly growing WSN areas for outdoor environments

which enhances crop management and yield through sophisticated management of soil, water

resources and applied inputs [125]. WSNs are deployed to improve spatial data collection,

precision irrigation, variable-rate technology and supplying data to farmers [17, 126–128].

This requires sampling of critical features such as soil pH, moisture, electrical conductivity

in addition to deployment of actuators to trigger a wide variety of processes varying from

drip irrigation to pest management, e.g., mating disruption. In order to provide meaningful

feature maps that improve resource management and decision making, being aware of loca-

tion of the sensors that have generated data is critical [129]. Loose accuracy requirements

beside the cost involved with equipping all sensors with GPS, raise the need for localization

algorithms which are low cost, and are compatible with COTS transceiver modules. This is

particularly important for large WSNs such as precision agriculture and smart grid where

faulty recordkeeping, i.e., human error in data logging, has been reported a lot and may even

cause devices to get lost. Besides, the sensor boxes which contain battery, transceiver and

other components as well are usually taken off in bulks before being taken for service and

brought back for re-installation therefore operators need to be able to install them without

having to necessarily mount them at their initial point. These make a localization algorithm

that could seamlessly run and make each box aware of its location save a lot of time and

resource.

In this work, we propose an anchor-based, probabilistic, distributed and range-based

localization technique for static IEEE802.15.4 WSNs using RSSI samples. The algorithm

is called Bayesian model for information aggregation, and is particularly suited to preci-

sion agriculture or applications with similar accuracy requirements, network size and node

connectivity. Moreover, anchor-based localization algorithms make use of landmarks or an-

chor nodes to help localizing unknown nodes [130] and are divided into range-based and
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range-free techniques. Range-free algorithms do not take advantage of distance, angle or

time measurements in order to execute localization [131]. These algorithms use connectivity

information [132], distance in terms of number of hops [133, 134] or other measurement free

metrics for positioning. On the other hand range-based algorithms exploit time of arrival

(TOA) [135], angle of arrival (AOA) [136] or RSSI [137] to estimate inter-node distances.

RSSI-based techniques [138–141] which are more attractive in the sense that no additional

hardware is required in order to make the distance estimation, have been proposed for

node localization in general context and precision agriculture applications as well [142]. On

the other hand, distributed or cooperative techniques [9, 82] are attractive for large scale

problems since processing burden is divided between nodes and are classified as Bayesian

and non-Bayesian schemes. The algorithm proposed in this work belongs to Bayesian dis-

tributed techniques where cooperative schemes are proposed to solve Bayesian estimators

such as minimum mean square error (MMSE) and MAP. In most distributed Bayesian tech-

niques message passing algorithms such as belief propagation (BP), nonparametric belief

propagation (NBP) and their variants are proposed to estimate the marginalization over a

Markov random field (MRF) that contains nodes location and pairwise distance estimates be-

tween them as variables and observations respectively [143–146]. Whereas, in non-Bayesian

schemes techniques such as alternating direction method of multipliers (ADMM) [147], de-

scent gradient [148–150] and sequential greedy optimization (SGO) [151] are applied to solve

convex relaxation localization problems, i.e., semidefinite programming (SDP) and second-

order cone programming (SOCP) [152, 153], or directly to solve the non-convex problem in

a distributed manner.

BP-based techniques are vulnerable to loopy graphs which cause them either not to con-

verge at all or converge only under specific circumstances in terms of number of loops [154].

Therefore these techniques are mostly used for the scenarios where a few slowly moving

or static nodes along with relatively high number of anchors, and all equipped with short

range transmitters, render the statistical graph spanning tree or have few number of loops.

Further, multi-hop communication, at least O(N) communication cost, is required both in

order to form the statistical graph or the spanning tree. On the other hand, distributed non-

Bayesian techniques are more suited to localization for large static WSNs and the fact that

a fairly large number of these techniques is proposed in the literature, serves as an evidence

for that. Further, most of these techniques work based on single-hop communication and

are not susceptible to loops in the network. However these works suffer from significantly

high communication overhead which is associated with the information that is required to
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be exchanged among neighbouring nodes between consecutive update iterations. In the dis-

tributed optimization context, this phenomenon is called coupled variables or complicating

variables where each node depends on information from other nodes to form its new op-

timization subproblem or update its outcome. Computational complexity which is linked

with the tasks nodes are assigned during each iteration is another issue. On the other hand,

in precision agriculture applications, relatively high number of connected unknown nodes,

limited processing power of embedded microcontrollers and underlying IEEE802.15.4 WSNs

which work in conjunction with route discovery phase of AODV routing protocols, call for

a real-time, fast and power efficient algorithm which relies on local single-hop information

exchange and is not susceptible to loops in the network.

Our proposed Bayesian framework is similar to state-of-the-art distributed non-Bayesian

techniques from the perspective that nodes only communicate with their single-hop neigh-

bours while it is inspired by graph theory in social networks context [155, 156]. Further,

as opposed to message passing schemes for Bayesian estimation [143–146, 154, 157] where

graph nodes represent random variables, our work is similar to [156] with the difference lying

in the fact that in [156], nodes denote agents or social sensors whereas in our work nodes

represent physical sensors. Moreover, we propose a Bayesian framework for information ag-

gregation which has low and scalable communication cost, i.e., independent from number of

neighbouring nodes, but still achieves desired accuracy for particular precision agriculture

applications such as pest management and pH sensing. Features such as single-hop com-

munication, same outgoing message to all neighbouring nodes, i.e., lack of coupled variables

phenomenon, in addition to not having to use spanning tree construction techniques results

in an algorithm which has low communication and computational complexity, therefore is

scalable.

The proposed technique is well positioned to address self-localization in do it yourself

(DIY) networks which run ZigBee or other proprietary networking protocols based upon

IEEE802.15.4 specifications. This is associated with the fact that algorithm starts working

in conjunction with route discovery phase of AODV-based routing protocols where RREQ

packet originated from an arbitrary source node is flooded in the entire network. We derive

a closed-form recursive relationship for message passing schedule that updates Bayesian es-

timation of nodes location at a time step during which one or multiple path loss samples are

generated and therefore call the algorithm a Bayesian model for information aggregation.

We prove that the location constraint resulted from a generated path loss sample is in fact

convolution of path loss likelihood and the most recent location estimation of the generating
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node. Realistic assumptions regarding independence of RSSI samples and conditional inde-

pendence of location updates of nodes are used to prove that location constraints resulted

from dependent paths (loop forming paths) multiply. This makes the algorithm faster and

more power efficient both by setup phase elimination and also nature of the recursive message

passing schedule. Setup phase elimination includes omission of spanning tree construction,

and intermediate node tracking which helps making use of location constraints resulted from

the paths that are traversed by flooding RREQ packets. In fact, the algorithm’s robust-

ness against loops in the WSN connectivity graph is verified by extensive simulations. On

the other hand the proposed message passing schedule results in parallel updates and fixed

size outgoing message from each sensor. Moreover, as opposed to non-Bayesian distributed

techniques, neighbouring nodes do not exchange additional information between iterations

while outgoing message size is fixed and independent of destination node, therefore does not

scale and grow with number of neighbouring nodes.

Since our goal is to devise an algorithm that can work in conjunction with COTS

transceiver modules, we characterize path loss at 2.45 GHz ISM band. Our measurement

campaign helps us 1) show log-distance path loss model provides a good fit to our collected

data corresponding to below and above canopy level communication, 2) derive path loss

likelihood function conditioned on inter-node distance which is a fundamental part of the

proposed algorithm, 3) study shadowing correlation along different directions which helps

us conclude upon conditional independence of measured path loss samples that lead to the

proposed message passing schedule, and 4) generate random independent path loss samples

and evaluate our algorithm since lognormal path loss model and shadowing independence is

verified. Further, our measurement campaign gives us advantage over previous works which

simply assume Gaussian distance measurement noise and an arbitrary noise factor (NF) in

measured distance or a known path loss exponent with independent lognormal shadowing

terms to evaluate their algorithms [139, 147, 148, 151, 158]. In other words, even though

our collected data is not adequate to test the algorithm with real data, we achieve outcomes

which are more reliable for realistic deployments in the field.

The remainder of this chapter is organized as follows: In Section 4.2, we start with

concept behind Bayesian and non-Bayesian estimators and proceed to formulate the local-

ization problem, define the notations, include a summary of our measurement campaigns

and describe the path loss model along with path loss likelihood function conditioned on

node locations. In Section 4.3, we devise a recursive solution to the problem stated in Sec-

tion 4.2 and propose a specific implementation of this solution based on nodes multicasting
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in TDMA manner. We proceed with simulations and evaluation of our algorithm along with

analytical and numerical comparison with state-of-the-art techniques in Section 4.4.2 and

wrap up the chapter with conclusion in Section 4.5.

4.2 The Localization Problem and Path Loss Likelihood

Function

As stated in Introduction, pinpoint localization accuracy is not needed for precision agri-

culture applications such as pest control since knowing approximate location of originating

sensors suffices to trigger the relevant actuators. Accordingly, we define the localization

problem in a discrete manner which means that the agricultural field is divided into smaller

square cells and location of each unknown node is determined as centroid of one of the cells

the field is divided into. The precision of the algorithm is adjustable via number of grid

cells inside the field, however precision flattens once grid resolution exceeds a threshold.

In the following, first we describe the concept behind Bayesian estimators for localization

problem, approximate inference methods and message passing algorithms in Section 4.2.1.

Formulation of the localization problem based on aggregated path loss samples from neigh-

bour nodes is discussed in Section 4.2.2 and path loss model for orchard environments is

explained briefly in Section 4.2.3. The purpose from deriving path loss model is to evaluate

the proposed localization algorithm based on realistic assumptions in terms of connectivity

between nodes in addition to a realistic path loss likelihood function which expresses prob-

ability of a measured path loss value conditioned on a given distance. In Section 4.3, we

will see that this likelihood function is an essential part of the proposed distributed algo-

rithm. Besides, our studies with regard to shadowing independence will help us simplify the

relationships which will lead to our simple scalable localization algorithm in Section 4.3.

4.2.1 Concept

In this section, we briefly describe the non-Bayesian and Bayesian localization problem in

Sections 4.2.1, and 4.2.1. Thereafter, we proceed with a brief introduction to message passing

algorithms which are approximate inference methods for Bayesian estimators and include the

line of reasoning behind the Bayesian model for information aggregation in Section 4.2.1.

Note that in both Bayesian and non-Bayesian methods we are interested to estimate a

parameter vector x from an observation vector z. The observation vector could contain

distance or location related measurements such as RSSI, noisy distance measurement, TOA
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or AOA.

Non-Bayesian Estimators and Distributed Methods

In non-Bayesian estimators, x, the parameter to be estimated, would be treated like an

unknown deterministic parameter. Non-Bayesian estimators are divided in to least square

(LS) and maximum likelihood (ML) methods. Let z = g(x) + µ where g(·) is a known

function and µ is the measurement error, one can define LS and ML estimators as,

X̂LS = argmin
x
‖z− g(x)‖2,

X̂ML = argmax
x

PZ|X(z|x),
(4.1)

where ‖·‖ represents norm function. As can be seen, the main difference between LS and

ML estimators is that the former does not take noise statistics into account. In case obser-

vations are RSSI samples, X̂LS turns into summation of quadratic terms relating distance

extracted from g(·) [158, 159] whereas X̂ML would be equivalent to summation of logarithmic

terms [147, 160]. Both of these formulations are strongly non-convex optimization problems

and are NP-hard. Therefore SDP [147, 151, 161, 162] or SOCP [152, 153, 163] relaxation

techniques are used to create convex optimization problems. Methods such as ADMM [147],

descent gradient [148, 149], and SGO [151] among others are used to distribute the convex

SDP, i.e., full SDP or edge-based SDP [164] among the sensors. Some of these techniques

such as descent gradient are well suited to be directly applied to non-convex problems.

In Section 4.4.2, we will compare state-of-the-art distributed techniques which are used to

solve these problems with our proposed Bayesian scheme in terms of communication and

computation complexity.

Bayesian Estimators and Approximate Inference Methods

Bayesian formulation of the localization problem consists of inference of location of unknown

nodes represented by vector x based on observation vector x. As opposed to non-Bayesian

estimators, x is treated as random variable. The two well known Bayesian estimators are

MAP and MMSE which estimate the location of sensors as

X̂MMSE =

∫
xPX|Z(x

∣∣z)dx,

X̂MAP = argmax
x

[PX|Z(x
∣∣z)].

(4.2)
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Note that integration is replaced by summation for discrete problems. It is well-known that

Bayesian location estimation (4.2), i.e., joint solution, for large number of sensors is an

intractable problem with exponential complexity. Therefore one may resort to solve these

estimators with respect to individual location components Xk, i.e., PXk|Z(xk
∣∣z). Message

passing algorithms have emerged to provide an approximate solution to this problem, which

is generally NP-hard. In the next section, a brief review on these algorithms and the rationale

behind our proposed algorithm is provided.

Message Passing Algorithms and Bayesian Model for information Aggregation

Consequently message passing algorithms like sum product algorithm (SPA), and its vari-

ants such as BP, NBP and other message passing schemes are proposed to approximate

marginalization over a MRF, so called factor graph which represents location of nodes and

dependencies between them by vertices and edges respectively.

While SPA is a message passing algorithm which gives the exact solution for acyclic

graphs, it is extended to provide iterative message passing over cyclic factor graphs in

order to provide approximate solution which is no longer equal to the exact marginal a

posteriori distribution. In loopy factor graphs there are many ways these messages also

known as message passing schedule are calculated and with each of them resulting in a

different marginal distribution [82]. Most existing message passing schedules entail one or

both of the following features;

1. outgoing message from a vertex to each of the neighbouring vertices is different there-

fore communication overhead scales linearly as a result of increased sensor density,

2. spanning tree of the statistical graph is constructed before message passing runs.

These features increase communication overhead and render the algorithms not suitable for

large scale WSNs. Besides, they make the algorithm unsuitable for deployment along with

route discovery phase of AODV-based routing protocols running on IEEE802.15.4 COTS.

In order to address the issues claimed in Section 4.2.1, we aim to propose a message passing

schedule with following properties;

1. outgoing messages from each node is independent from the neighbouring node it arrives

at, since this renders the protocol scalable in terms of communication overhead,

2. message passing schedule runs in parallel, i.e., nodes update their location once each

observation is made which is highly compatible with multicasting nature of route
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discovery phase in AODV routing protocols.

3. there is no setup phase communication overhead since there is no need for spanning

tree construction.

4.2.2 Problem Formulation

Let S = {S1, . . . , SN} be a set of sensors randomly scattered in a square field which is divided

into m × m square cells with equal areas, and Ω = {1, 2, . . . ,m2} be the sample space of

all possible cell coordinates. Our objective is to make use of inter-node communications

and find the grid cell each node is located in. In the following, we introduce the notations

and formalize the localization problem. It is noteworthy that we opt to use thin face letters

representing scalar variables whereas bold letters represent variables in vector format.

Without loss of generality, let the first na nodes be landmarks Sl = {S1, . . . , Sna}, and

unknown nodes be represented by Su = {Sna+1, . . . , SN} while y
[l]
ij is a path loss sample or

average of multiple path loss samples that Sj collects from Si at l-th time step. Note that

in general, multiple samples are collected, in case each calculation time step is composed of

multiple communication time slots. Let Yk denote the vector of path loss samples which

have been communicated between pairs of connected nodes during the first k time steps and

let y
[k]
j

represent vector of all path loss samples that Sj has collected from its neighbour

nodes with index set Nj at k-th time step,





Yk = (y
[l]
ij ) l = 0 : k

1 ≤ j ≤ N, i ∈ Nj

y
[k]
j = (y

[k]
ij )i∈Nj

· (4.3)

Note that y
[k]
mj is not available in case, Sj has not collected any sample from Sm at k-th time

step. Let X
[k]
j be a random variable defined over Ω representing location estimation of Sj

at k-th time step. Considering that we are looking to estimate location of Sj at M -th time

step based on previously aggregated data YM,

xj = argmax
xj

[P (X
(M)
j = xj

∣∣YM)], (4.4)

where P (·) is the probability function and argmax
x

[f(x)] is the set of points x for which f(x)

attains its largest value. In the remainder of this section, path loss model for agricultural en-

vironment which is the key to generate y
[l]
ij samples, Yk and y

[k]
j is explained. Consequently
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we derive the path loss likelihood function that underpins the recursive algorithm described

in Section 4.3. Moreover, we derive likelihood of y
[l]
ij given that Si and Sj are estimated to

be located at xi and xj respectively, i.e., P (y
[k]
ij

∣∣X [k]
j = xj ,X

[k]
i = xi) .

4.2.3 A Representative Path Loss Model for Orchard Environments

In this section, we describe the path loss model resulted from our measurement campaigns in

apple orchards located at Keremeos, BC, Canada. This underlies the work in Section 4.2.4

which explains derivation of path loss likelihood function expressing path loss distribution

conditioned on the transmitter (Tx) and the receiver (Rx) locations. In the following, first we

briefly explain path loss models in vegetated environments with more focus on log-distance

path loss model which proves to be the most suitable fit to our collected data. Afterwards,

we proceed with our measurement campaign.

Path Loss Models for Vegetated Environments: Several models are proposed for

path loss behaviour in vegetated environments. These models are mostly classified into mod-

ified exponential decay (MED) [91], modified gradient models, and Nonzero Gradient [165].

A drawback of these models is that they only account for the vegetation path loss. Further,

there are more factors such as ground and canopy reflection that contribute to path loss.

This makes the aforementioned models unable to make a good prediction of path loss in re-

alistic environments [166]. In [166], modified models that take ground and canopy reflection

into account have been proposed. However, these models are more complex because they

include summation of multiple terms in order to account for ground and canopy reflection.

In order to address this issue, log-distance model is proposed since it encompasses effects of

all contributing factors and propagation mechanisms [75, 167–169]. Furthermore, there is

an extensive literature on path loss models in forests and agricultural environments, while

each model best fits to a different scenario and environment. In several works [75, 168, 169],

log-distance path loss model is claimed to provide a good fit to the path loss collected in

vegetated environments,

PL[dB] = PL0 + 10n log(
d

d0
) +Xσ, (4.5)

where Xσ is a zero-mean normal random variable with standard deviation σ, Xσ ∼ N(0, σ),

while PL0 represents path loss at reference distance d0 and n denotes path loss exponent

for the specific case of study.
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Measurement Campaign: We carried out the measurements in the Dawson orchards at

Keremeos, British Columbia (BC). Measurements were conducted in a 6 hectare (ha) high

density apple orchard consisting of apple tree rows with approximately 3 m height. We use

the path loss data collected from four directions of along, cross, 30◦, 45◦ and 60◦ with respect

to tree rows, using different transmitter (Tx) and receiver (Rx) antenna heights. Further, we

conducted measurements with Tx at 2.5 m (below canopy level) and 4 m (above canopy level)

heights and Rx at 2.5 m. This setup is compatible with realistic WSN deployment scenarios

where gateways, responsible for aggregating data of their neighbouring sensors, are mounted

above canopy while sensors and actuators are placed inside the canopy. As localization is

concerned, gateways which have better line-of-sight (LOS) are equipped with GPS to play the

landmark role. The measurements were conducted throughout three different measurement

campaigns, seven days combined and spread across two summer seasons. Measurements were

done in approximate range of 0-100 m at points which are approximately 10 m apart from

each other at 9 different parts of the orchard along five directions illustrated in Figure 4.1.

Our equipment on the transmitter side, are an Agilent E8267D vector signal generator (VSG)

that feeds a 2.45 GHz omnidirectional dipole antenna with 5 multi-tones (5 MHz apart

from each other) through a ZVA-213 power amplifier, in order to provide +23 dBm as the

antenna input. While, on the receiver side, a Toshiba laptop which runs MATLAB and

Agilent connection expert, i.e., specialized proprietary software for connecting computer to

Agilent spectrum analyzer, is connected to a N9342C handheld spectrum analyzer (HSA) via

a LAN cable. Extra losses and gains resulted from cables, connectors and antennas at both

Tx and Rx sides have been taken into account for calibration. We applied Kolmogorov-

Smirnov (K-S) test at 5% significance level on our collected path loss data and verified

Gaussian distribution of path loss data around mean log-distance path loss data PL[dB]

in (4.5) both for above and below canopy level communication. Besides, in Table 5.5 fitness

of popular path loss models for vegetated environments, e.g., MED, modified MED models

and log-distance is tested against the collected data. The statistical measure R2 indicates

how well data fits a specific model, while root-mean-square error (RMSE) is an indication

of difference between predicted and observed samples. Since log-distance path loss model is

a good fit to the data collected, 95% confidence interval (CI) for PL0 and n are expressed

in Table 4.2, while path loss samples for two modes are illustrated in Figure 4.3. Note that

gateway-to-node and node-to-node communications comply with above and below canopy

level Tx modes respectively. As illustrated in Figure 4.3 and consistent with [170, 171] path

loss improves under raised Tx height conditions. According to our experimental data, path
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(a) Measurement scenarios are illustrated; Light
green dots represent tree rows and black dots show
Tx antenna position whereas Rx cart moves along
indicated directions

(b) Magnified version of a measurement scenario
on the left is illustrated; in each scenario Tx

antenna (red dot) is fixed whereas Rx cart (black
dots) moves along the designated directions to

collect data

Figure 4.1: 9 measurement scenarios inside the orchard is illustrated; Transmitter antenna was
moved 50 m across the rows to form a new scenario whereas Rx was moved along five different
directions of along, cross, 30◦, 45◦ and 60◦ for each scenario and path loss samples were collected
through 0-100 m range and at ≈ 10 m apart points. Rx antenna was placed at 2.5 m elevation
(0.5 m below tree height) while Tx antenna height was at 2.5 m and 4 m elevation (1 m above
canopy level).

loss improvement at short distances (≈ 50 m) complies with antenna gain GA = 20 log(hthr)

suggested in literature where ht and hr are TX and Rx antenna height respectively. However

at longer distances, improvement observed in above canopy communication outperforms the

gain predicted by [170, 171]. We believe the additional gain in path loss, particularly at long

distances, is associated with extra LOS that we achieve by raising Tx antenna over canopy

level.

Shadowing Correlation: In the measurement campaign procedure, we observed that

path loss samples are normally distributed around the mean path loss. Studying the cor-

relation between pairs of links, i.e., samples arriving from different directions, is important

since the independence between these samples will be exploited in Section 4.3.1. In order to

conduct such a study, links are classified pairwise. The classification is based on length of the

links and their relative orientation, so-called an arrangement inspired by the approach sug-
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gested in [172]. Further, we choose pairs of links which are similar in terms of geometry, i.e.,

rotated versions of a specific pair in different measurement scenarios. For example in Fig-

ure 4.1, an arrangement with specific lengths, e.g., 10 m and 20 m links which are 60◦ apart

from each other contains 4 pairs without replacement in each scenario, therefore 36 pairs in

total. We calculate shadowing correlation for all the arrangements that are α◦ apart from

each other and let ρα denote average of these correlation values.

In Table 4.3, average correlation values corresponding to arrangements of a specific

angle in addition to standard deviation of these values are tabulated. It is noteworthy that

in order to calculate the average shadowing, these arrangements are not separated in terms

of length. This is because, there is no significant variation observed particularly among the

links that matter in this work, i.e., longer than 40 m associated with inter-node distances.

Table 4.1: (R2,RMSE) for different variants of MED models, modified MED models based on [166]
to take the canopy and ground reflection into account as well.

❤
❤
❤
❤
❤
❤
❤
❤
❤
❤
❤
❤
❤
❤

Model

Communication Mode
Above canopy Below canopy

Weissberger (0.67,6.85) (0.3,14.01)
ITU-R (0.43,9.04) (0.03,12.08)
FITU-R (0.71,5.16) (0.3,10.29)

Log-distance model (0.78,3.65) (0.74,5.67)

Table 4.2: Path Loss Model characteristics for above and below canopy level modes

Mode n PL0 [dB] σ [dB] R2 95% CI for n 95% CI for PL0

2.45 GHz-Tx below canopy level 3.61 75 5.27 0.74 3.36-3.86 71-79
2.45 GHz-Tx above canopy level 2.91 72 4.14 0.78 2.60-3.22 67-77

Table 4.3: Average shadowing correlation for pairs of links that are extended with specific angles
with respect to each other. Each average value is derived from correlation values of arrangements
with a specific angle

Mode below canopy above canopy

Shadowing correlation
Number of pairs
per arrangement

Average Standard deviation Average Standard deviation

ρ0◦ 45 0.07 0.05 0.05 0.08
ρ30◦ 36 0.04 0.07 -0.03 0.07
ρ45◦ 36 0.06 0.07 -0.06 0.07
ρ60◦ 36 -0.06 0.06 0.08 0.09
ρ90◦ 18 -0.03 0.11 -0.04 0.08
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Figure 4.2: Location pmf of unknown nodes is updated recursively. Agricultural field is divided
into m×m cells with equal area and probability of an unknown node being located inside each cell
is calculated based on recently aggregated path loss samples and prior location pmf of connected
nodes.
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Figure 4.3: Path loss samples for below and above canopy Tx level at 2.45 GHz collected from three
measurement campaigns along with linear log-distance fits are illustrated. Values in distance axis
appear in logarithmic scale; The difference between the two above and below canopy modes, which
is due to more line of sight (LOS) between Tx and Rx in the above canopy case, could be seen.
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4.2.4 Path Loss Likelihood Function

In this part, we derive likelihood function P (y
[k]
ij

∣∣X [k]
j = xj ,X

[k]
i = xi) which is a key com-

ponent of the algorithm we propose in the next section since it relates path loss values to

inter-node distances. A discretization process on likelihood function is required in order

to extract likelihood probability mass function (pmf), because RSSI samples that the pro-

posed algorithm is going to use are discrete in nature. Therefore, we need to calculate the

probability that the discretized path loss sample y
[k]
ij would equal arbitrary value α over the

distance dij , P (y
[k]
ij = α

∣∣D = dij). Assuming log-distance path loss model as discussed in

Section 4.2.3 and taking a random point on the field into account, the probability of con-

tinuous path loss sample plij falling in the range [α − ∆
2 , α + ∆

2 ], ∆ << α and when Sj is

located at distance dij from Si is calculated by

P
(
y
[k]
ij = α

∣∣D = dij
)
≈ P

(
α− ∆

2
< plij < α+

∆

2

∣∣∣∣D = dij

)
=

C∆√
2πσ2

e−
(α−PL(dij ))

2σ2 ,

(4.6)

where PL(d) = PL0+10n log( d
d0
) is mean path loss at distance d while C is the normalization

constant. Moreover in practice, in order to approximate the above conditional probability,

we collect amplitude of the normal distribution with mean PL(dij) and standard deviation

σ in the range
[
PL(dij)− 3σ, PL(dij) + 3σ

]
at 1 dB steps and normalize the values so

that they sum up to one. In Figure 4.4, we illustrate how path loss likelihood function

is created based on discretization step ∆ and observed path loss value α. On the course

for discretization, discretization step ∆ and the PDF function which is Gaussian due to

lognormal path loss model affect normalization value C. This process enables us to label

each path loss and distance pair with a likelihood value. Based on (4.6), and the fact

that each pair (xi, xj) translates into the corresponding distance dij , sensor Sj calculates

P (y
[k]
ij = α

∣∣X [k]
j = xj,X

[k−1]
i = xi), ∀xi, xj ∈ Ω.

4.3 Localization Algorithm for Precision Agriculture

Applications

In this section, we derive an algorithm to solve the problem stated in (4.4) which works

based on Bayesian model for information aggregation. Further, our objective is to propose

a recursive expression for P (X
[k]
j = xj

∣∣Yk) that explains how location pmf is updated once
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Figure 4.4: Discretization of path loss likelihood function involves sampling the corresponding
Gaussian distribution at ∆ steps within 3δ distance from mean path loss and normalization
afterwards

information is aggregating in the network, i.e., when the most recent evidence, i.e., RSSI

sample, is collected. In Section 4.3.1, we first solve the problem for general case where at

each calculation time step, arbitrary amount of information or number of packets, between

one or multiple pairs of nodes is exchanged. In Section 4.3.2, we proceed with the special

case that is more compatible with route discovery phase of AODV-based routing protocols

such as ZigBee. This special case, is in fact the algorithm simulated in Section 4.4.2.

4.3.1 General Case

According to the notational definition in Section 4.2 and assuming that at each time step,

Sj updates its location pmf only based on the samples it has received from single-hop

neighbours, i.e., not samples communicated between other pairs of nodes,

P (X
[k]
j = xj

∣∣Yk) = P (X
[k]
j = xj

∣∣Yk−1,y
[k]
j ) ∝

P (y
[k]
j

∣∣X [k]
j = xj,Yk−1)P (X

[k]
j = xj

∣∣Yk−1).
(4.7)

The second line in (4.7), results from the fact that Yk−1 ⊥⊥ y
[k]
j

where ⊥⊥ denotes statistical

independence. Note that the mentioned independence is a frequent assumption in Bayesian

and non-Bayesian problems which implies that distance observations are independent from

each other due to independent measurement noise samples [139, 147, 148, 151, 158]. The

difference with RSSI samples in our realistic case is that in addition to random receiver

noise, i.e., always independent, random shadowing also adds to mean path loss. Further, it

is straightforward to show that in addition to receiver noise samples, shadowing samples also
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need to be independent from each other in order for Yk−1 ⊥⊥ y
[k]
j to hold. In Section 4.2.3,

and Table 4.3 we showed that shadowing samples are gaussian and for different scenarios

very close to be uncorrelated, therefore independent. Let us recall that in general each

calculation time step may be composed of several communication time slots, therefore we

have used y
[k]
j

which are the path loss samples, Sj collects from one neighbour or a set of

neighbours during the k-th time step.

Afterwards, we simplify P (y
[k]
j

∣∣X [k]
j = xj,Yk−1) in the second line of (4.7), based on the

following conditional independence assumption,

(
y
[k]
ij ⊥⊥ y

[k]
mj

)∣∣(X [k]
j ,Yk−1

)
∀i,m ∈ Nj , (4.8)

where as defined in Section 4.2.2, N and Nj represent total number of nodes and index set

of neighbouring nodes of the j-th node, Sj, respectively. Earlier, we explained the logic

behind independence of RSSI or measured path loss samples from each other and how it

implies (y
[k]
ij ⊥⊥ y

[k]
mj)

∣∣(dij , dmj). From this, (4.8) looks straightforward, because Yk−1 and

X
[k]
j at best, only provide noisy distance measurements between other links in addition to

dij and dmj , therefore do not change conditional independence of y
[k]
ij , y

[k]
mj . Consequently,

first term on the right-hand side of (4.7) is written as

P (y
[k]
j

∣∣X [k]
j = xj ,Yk−1) =

∏

i∈Nj

P (y
[k]
ij

∣∣X [k]
j = xj,Yk−1). (4.9)

Based on conditional expectation rule, we simplify the right-hand side of (4.9),

P (y
[k]
ij

∣∣X [k]
j = xj,Yk−1) =

∑

xi

P (y
[k]
ij

∣∣X [k]
j = xj ,X

[k]
i = xi,Yk−1)P (X

(k)
i = xi

∣∣X [k]
j = xj,Yk−1)

=
∑

xi

P (y
[k]
ij

∣∣X [k]
j = xj,X

[k]
i = xi)P (X

[k]
i = xi

∣∣Yk−1).

(4.10)

In (4.10), we use the assumptions (X
[k]
i ⊥⊥ X

[k]
j )

∣∣Yk−1 and
(
y
[k]
ij ⊥⊥ Yk−1

)∣∣(X [k]
i ,X

[k]
j

)
. In

order to clarify the first assumption, note that location posterior update of the j-th node,

X
[k]
j , results from previous location update of its neighbours, i.e., Si, i ∈ Nj and the most

recent path loss observations between Sj and these neighbouring nodes y
[k]
j

. Traversing

up the updating graph, path loss observations along with prior of the nodes suffice for

X
[k]
j to update. Further, given all the aggregated path loss observations in the network,
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X
[k]
i does not provide any information about X

[k]
j . The second assumption results from

shadowing correlation study in our measurement campaign following the same discussion we

had after (4.8). Combining (4.9) and (4.10) yields

P (y
[k]
j

∣∣X [k]
j = xj,Yk−1) =

∏

i∈Nj

∑

xi

[
P (y

[k]
ij

∣∣X(k)
j = xj,X

(k)
i = xi)P (X

(k)
i = xi

∣∣Yk−1)
]
.

(4.11)

Finally combining (4.7) and (4.11) completes the recursive update,

P (Xj = xj
∣∣Yk) ∝ P (Xj = xj

∣∣Yk−1)×
∏

i∈Nj

∑

xi

[
P (y

[k]
ij

∣∣X [k]
j = xj,X

[k]
i = xi)P (X

[k]
i = xi

∣∣Yk−1)
]
. (4.12)

This means, in order to update posterior of Sj after observation of new samples collected from

Si, only priors of Si and Sj in addition to channel information P (y
[k]
ij

∣∣X [k]
j = xj,X

[k]
i = xi)

are required. With respect to total number of nodes N , the algorithm has computational

and communication complexity of O(N) and O(1) per node, that causes the algorithm to

be scalable. The computational complexity is the same as BP-based techniques, while com-

munication overhead which makes up most of power consumption in WSNs is significantly

lower since each node only communicates with its single-hop neighbours. As will be ex-

plained in the next section, in case the algorithm is deployed in a realistic WSN where only

one node multicasts at each time step, communication and computational complexity would

both reduce to O(1).

4.3.2 Localization Algorithm Compatible with Wireless Sensor

Networks

In this section, we proceed with a realization of the general case algorithm which is a

more specific case of the proposed recursive solution in (4.12). Moreover we assume that

at k-th time step, only Sk does the multicasting and all connected nodes update their

location posterior based on the observed path loss or mean of the path loss samples, i.e.,

y
[k]
j

= y
[k]
kj . This means each node is recipient of at most one sample at a single time

step which guarantees compatibility with real world deployment of WSNs such as TDMA

or CSMA/CA, where at each time slot, a node can listen to at most one neighbour node

without interference. To be more specific, AODV which is the underlying routing protocol

in ZigBee works based on flooding and multicasting RREQ packets and receiving RREP
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messages, therefore our proposed localization algorithm can be integrated in a convenient

and inexpensive manner. Transceiver modules such as Synapse which is equipped with light

and fast network operating system, SNAP, a more powerful microcontroller and is well-

suited for more complex programming (with Python) can be used for mesh networking. In

Section 4.4.2, we use numerical examples to evaluate the performance of our algorithm based

on radio characteristics of Synapse RF modules.

Path Loss Model Auto-Tuning: In this chapter, as in [139, 147, 148, 151, 158], we

assume that path loss is fixed and there is a global awareness of path loss model among

sensors. However, this may not be a realistic assumption due to remarkable changes dur-

ing seasonal environmental variations and also possibility of spatial variations in path loss

characteristics in different environments. Complex path loss exponent estimation techniques

such as Cayley–Menger determinant and pattern matching [173] could work in complemen-

tary with our proposed algorithm. Based on the claimed results in [173], the technique is

well-positioned to work for the scenarios of our interest. Even though this technique works

well for arbitrary node placements with unknown topology, more simple techniques such as

method of moments or quantile-quantile (q-q) plot are adoptable in case knowledge about

distribution of distance between neighbouring nodes is available [173]. For example, in [174],

closed form internode distance distribution for complex node placement distributions such

as uniform and Gaussian has been derived. Accordingly, it is straightforward to derive dis-

tance distribution for deterministic deployment, e.g., square grid which is the most frequent

node placement method in precision agriculture [173]. Note that realistically, there might

be spatial variations over path loss statistics since they may vary between every different

pairs of nodes and along different directions. In such situations, iterative techniques mostly

inspired by Gauss-Seidel method are used to recursively update nodes locations and path

loss exponent afterwards [175]. Convergence is achieved once variations between successive

updates fall below a determined threshold.

Even though we have not incorporated these approaches into our scheme, we measured

sensitivity of our localization problem with respect to path loss exponent confidence interval

tabulated in Table 4.2. Moreover, we assume that the path loss exponent between each

node to a neighbouring node is uniformly distributed around the centre value (which is

globally known and used to make estimations) with ±0.25 as margins around this centre

value. Simulations show that for uniformly distributed offset, algorithm does not show much

sensitivity in terms of accuracy and convergence rate. The reason may be associated with
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Algorithm 2 Localization Algorithm For Agricultural Environments

Step 1: Initialization (path loss model auto-tuning if required)

• Initializing landmarks locations

For i = na + 1, . . . , nt initializing unknown nodes locations

• P (X
[0]
i ) ∼ U [1,m2]

Step 2: Landmarks advertise themselves to unknown nodes
For i = 1, . . . , na

∀j ∈ Ni

• P (X
[i]
j

∣∣Yi) = P (X
[i−1]
j

∣∣Yi−1)× P (yiij
∣∣X [i−1]

j = xj,X
[i−1]
i = xi)

• Normalize P (X
[i]
j

∣∣Yi)

• Multicast and update with (4.12) continue till all
unknown nodes are covered for each landmark advertisement.

Step 3: A random node Si becomes source and multicasts RREQ packet
Step 4:
For j = na + 1, . . . , N

• If dij < dconnectivity, j 6= i

– Update rule (4.12) and normalization

– Sj forwards and multicasts the RREQ packet
if hop count, i.e., AODV allows

• else

– P (X
[i]
j = xj

∣∣Yi) = P (X
[i−1]
j = xj

∣∣Yi−1)

– no change in location estimation

While RREQ packet has not reached the landmark
i← ∀j ∈ Ni

Redo step 4
Step 5: Landmarks return the RREP packet towards the source over the
minimum hop route
For ∀ consecutive
pairs of (i, j) on landmark-source route

• P (X
[i]
j

∣∣Yi) = P (X
[i−1]
j

∣∣Yi−1)× P (yiij
∣∣X [i−1]

j = xj,X
[i−1]
i = xi)

• Normalize P (X
[i]
j

∣∣Yi)

• else

– P (X
[i]
j

∣∣Yi) = P (X
[i−1]
j

∣∣Yi−1)

Go back to Step 3

Step 5: Decision making after M time steps
For j = na + 1, . . . , N

• x̃j = argmax
xj

[P (X
[M ]
j = xj

∣∣YN)].
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internode distances as well, e.g., given ±0.25 path loss estimation offset, 40 m internode

distance results in ±1.5 dB path loss offset which in many cases is negligible compared to

shadowing statistics and might be compensated in some cases.

Precision Agriculture Accuracy Requirements: Coverage area of the sensors, spa-

tial correlation of the measured features and distance required between actuators determine

inter-node distance for deterministic grid WSN deployments. Further, inter-node distance

varies from 10 m for soil moisture [176] and electrical conductivity [177], to coarser resolu-

tions, 60 m for pH sensing [178] or mating disruption applications [179]. As will be seen

in Section 4.4.2, our algorithm is well-suited to pest management and mating disruption

applications, where tolerance for error, caused by the algorithm simplifying assumptions or

mistuned path loss model, is higher.

4.4 Performance Evaluation of The Localization Algorithm

In this section, first we describe the essential aspects of our simulation setup in Section 4.4.1.

Afterwards, in Section 4.4.2, we present the simulation results regarding performance of

our localization scheme, including analytical and numerical comparison with state-of-the-

art techniques such as ADMM [147], SGO [151] and decent gradient methods. In order to

evaluate performance of our proposed algorithm, we do the simulations for both random and

deterministic (grid) deployment of WSN on a square field. Note that as stated in Section 4.1,

our measurements allow us to derive the proposed message passing schedule. However, in

order to test the algorithm with real data, a lot more measurement is needed. Further,

as explained in our measurement campaign in Section 4.2.3, Tx antenna was fixed in each

scenario and Rx antenna only moved along certain directions with data being collected at

certain distances. However in our cooperative algorithm, communication may occur between

any pair of connected nodes at any location in the field, with any relative distance and angle.

We particularly use simulations to show that the average number of unknown nodes

and landmarks each node connects to, affect the accuracy of the localization algorithm for

a specific landmark arrangement. Therefore, we define two parameters, so called average

landmark degree and average unknown node degree. Let landmark and unknown node degree

of an arbitrary node Si be the number of landmark and unknown nodes Si is connected to.

Note that node degree in graph theory is strongly related to connectivity in the communi-

cations context. Further, average unknown node degree depends on the deployment density

and transmit power level of unknown nodes, while the transmit power of landmarks, location
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of the landmarks and number of them affect the landmark average degree. Different metrics

have been used to evaluate performance of the localization algorithms [180].

We use Twice the Distance Root Mean Square (2DRMS) as the accuracy metric for

our localization technique where 2DRMS=r means there is 95% confidence that the location

estimation would fall within a circle with radius r around the actual node’s location. Note

that location estimation itself is a random variable due to random nature of path loss

samples, and the generating source node. This is due to the event-driven data delivery

model which is normally used for precision agriculture applications which implies that a

sensor transmits data only when a feature exceeds a predetermined threshold, therefore

message passing schedule is different after landmarks advertise themselves. The random

nature of the problem makes 2DRMS an acceptable accuracy metric. In this work, we do

not focus on optimizing landmarks location, however in the next section we describe the logic

behind our adopted landmark arrangement. In the remainder of this section, first we explain

the simulation setup and assumptions. We will then proceed with numerical examples to

evaluate the performance of our algorithm.

4.4.1 Methodology

In this section, it is first explained why we opt for placing landmarks in the corner or middle

of border lines, and proceed with justifying assumptions regarding adopted transmit power,

orchard size and node density. For precision agriculture applications inside farms, gateways

are placed on the corners and borders of the field, however in the following, we present the

reason on why this would help to ensure the improvement of localization algorithm.

Landmark Arrangement: Even though, placing landmarks close to each other and at

the centre of the field yields a higher average landmark degree, the localization accuracy

drops dramatically since their path loss behaviour has a very high correlation at a given

direction and the path loss samples collected from them, are fairly close to each other at

almost any point inside the field. Moreover, we place landmarks in the middle of borderlines

or in the corners, because this arrangement provides more information about unknown node’s

location. In Figure 4.5, for a random unknown node location, it can be seen that having

a more landmark degree does not necessarily result in a better location estimation. This

is because distances in Figure 4.5a are fairly close to each other, and given that a noisy

estimation of them are made based on path loss samples, the location estimation will be far

less accurate compared to the arrangement in Figure 4.5b. It can be easily shown that this
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scenario holds for most points on the field. Studying other landmark arrangements could

be done accordingly, however we avoid to elaborate on it, since it does not add valuable

information to evaluation of the algorithm, and is therefore beyond the scope of this work.
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(a) Landmarks placed in the middle with every one
of them having line of sight to the unknown node
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Figure 4.5: Two different landmark arrangements; The landmark arrangement in (b) provides more
information about location of the unknown node despite having fewer nodes having line of sight to
the unknown node

Table 4.4: Deployment Scenarios

Orchard size 6 ha, 20 ha
Node density (nodes per hectare) 3, 7

Node arrangement Grid
Transmit power level of unknown nodes 0-15 dBm

Transmit power level of landmarks 15 dBm
Transmit power increment step 1 dB

Receiver sensitivity for PER=1% -103 dBm
Grid cell dimension 30 m

Number of landmarks 2,3,4,6 and 8
Location of landmarks borders and corners

Landmark degree (6 ha orchard) varying from 1.78 to 6.3
Landmark degree (20 ha orchard) varying from 0.8 to 2.18

Maximum transmission distance for below canopy mode 120 m
Maximum transmission distance for above canopy mode 220 m
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Figure 4.6: Two different landmark arrangements; unknown nodes and landmarks are
demonstrated with green small dots and red large diamonds respectively. Location pmf for the
designated unknown node (purple) is illustrated by heat map.
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Figure 4.7: Effect of landmark and unknown node degree is illustrated in (a); Effect of transmit
power level on average unknown node degree is shown in (b).

Deployment Scenarios and Assumptions: In our simulation setup which is summa-

rized in Table 4.4, we adopt two different orchard sizes including 6 and 20 ha with nodes
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Figure 4.8: 2DRMS for different node densities and landmark arrangements inside a 20 ha apple
orchard; Low and high density grid deployments translate to 60 m and 40 m internode distance
respectively and is well-suited to mating disruption.
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Figure 4.9: 2DRMS variations with transmit power level Ptx; different scenarios in terms of node
density and number of landmarks inside a 20 ha apple orchard are illustrated. The 2 landmark
scenario is excluded for the sake of clarity and lack of space since it achieves a fairly low accuracy.
Increasing node density allows us to achieve low 2DRMS with lower number of landmarks and
transmit power

randomly scattered inside the field at two different densities, 3 nodes/ha, and 7 nodes/ha.

As discussed in Section 4.3, these are the densities used for pest management applications

and translate to 60 m and 40 m inter-node distance for grid deployment respectively. Grid

cell dimension is chosen to be 30 m so that both these densities could be covered. The

average size of an apple orchard varies from 1 to 20 ha in different world regions, while the

average size in Canada and the United States is approximately 6 ha and 20 ha respectively

according to the United States Department of Agriculture [181]. Node density and type

of deployed RF modules varies based on the precision agriculture application and required

sampling range [182]. We simulate the algorithm with four landmark arrangements, while

transmit power level of unknown nodes is between 0 and +15 dBm. Receiver sensitivity

for PER=1%, is -103 dBm, and the communication between landmark and nodes occurs at

maximum transmit power (+15 dBm). Variation of landmark degree for different number of

landmarks and orchard sizes is also expressed in Table 4.4, which is based on the assumption

that Synapse RF200 modules are used [183].

As mentioned earlier in this chapter, we assume that landmarks (gateways) and un-

known nodes (sensors) are mounted above and below canopy level respectively. We call Si

and Sj connected, dij < dconnectivity, in case the probability of RSSI falling below receiver
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sensitivity is below 1% or connectivity probability is above 99%. This maximum transmis-

sion distance is calculated based on our measurement-based path loss model summarized

in Table 4.2. In Table 4.4, we have tabulated the transmission distance of Synapse RF200

module at its maximum transmit power so that connectivity requirement is met [183]. In

the next section, we evaluate the performance of our algorithm.

4.4.2 Results

In this section, we study the localization error of our algorithm for different simulation sce-

narios. In Figure 4.6, two landmark arrangements, 6 and 8, along with 150 deterministically

and randomly scattered sensors transmitting at maximum transmit power, are illustrated.

Location distribution of one designated node (purple node) after the algorithm converges

is illustrated. In Figure 4.7a, we show the behaviour of 2DRMS with respect to average

landmark and unknown node degree. As seen in the surface plot, error drops dramatically

with average unknown node degree increasing. Further, even for a low average landmark

degrees, ≈ 1.5, an approximate average unknown node degree of 8 yields the desired 2DRMS

(≈ 20 m).

In Figure 4.7b, we demonstrate how average unknown node degree increases with

transmit power level of unknown nodes in different simulation setups. These two figures

provide an insight on how algorithm works with different transmit power levels. In Figure

4.8, 2DRMS behaviour for different simulation setups during course of the algorithm is

demonstrated which shows that the algorithm converges after a few messages are multicast in

the network. As explained in Algorithm 2, the procedure starts with landmarks advertising

themselves to the entire network. This accelerates convergence of the algorithm significantly,

because one-hop neighbours of landmarks achieve a narrower pmf estimation during the first

round. As can be seen in Figure 4.8, generally 6 and 8 landmark/gateway scenarios meet

the accuracy requirement for pest management, however in order to make the algorithm

work for soil moisture application, number of landmarks or their maximum transmit power

needs to increase.

In other words, our simulations showed that a finer grid resolution does not affect

the accuracy in case cell dimension already supports the application in terms of internode

distance. We also observed that the total number of messages needed for algorithm to

converge grows slower than O(N) which is a promising aspect from the scalability stand of

view. Moreover, in spanning tree variants of BP-based techniques, at least O(N) messages

are required to make the spanning tree and after that every sensor needs to do a multicast
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at each iteration with algorithm taking anywhere between 1 and 3 iterations to converge.

This means our algorithm is faster and consumes less communication energy to converge at

the expense of accuracy.

In Figure 4.9, localization error for a 20 ha orchard, 40 m and 60 m inter-node distances,

with respect to transmit power level is depicted. Node density has higher influence at low

transmit power levels which is compatible with our observations from Figure 4.7a. Once

transmit power increases, at a fixed landmark degree, average unknown node degree exceeds

the required threshold and error drops to minimum. Based on [173] and our simulations,

the algorithm meets pest management (mating disruption) requirements with acceptable

probability inside a 20 ha orchard with 8 landmarks. However a different transceiver module

demands for different landmark setups since the maximum transmit power level is different,

whereas more landmarks are needed in larger orchards in order to meet the average landmark

degree.

Comparison with State-of-the-art Distributed Techniques: In this section, we com-

pare our proposed algorithm with state-of-the-art distributed techniques which were briefly

explained in Section 4.1 and 4.2.1 and have been applied to similar localization problems,

i.e., large static anchor-based WSNs. As seen in Table 4.5, which has been partially ex-

tracted or derived from [147, 148], the main advantage of our algorithm is its scalability

reflecting in communication and computational cost which does not scale with size of the

WSN. Note that in [148] which is a gradient decent algorithm a dynamic step size update

along with position update is being used in order to accelerate the normally slow convergence

of gradient descent algorithms, i.e., proportional to inverse square root of iterations num-

ber [184]. Gradient descent algorithms are more close to our work from the communication

cost point of view since each node only transmits its location which is identical for every

destination node however they suffer from very slow convergence. Step-size adjustment dis-

cussed in [148] introduces communication complexity because of coupled variables however

increases convergence rate. Further, in each node two inner and outer sets of iterations

corresponding to step size and position updates are running. Both sets of updates require

inter-node messages to be exchanged between a node and all its neighbouring sensors which

imposes an immense communication overhead.

In [147], ADMM method is used to solve convex edge-based relaxation of localiza-

tion problem, with coupled variables, in a distributed manner. Moreover each node needs

information from neighbouring nodes in order to solve a convex SDP optimization at each
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iteration, i.e., Algorithm 2 in [147]. On the other hand in [151], an extension of Gauss-Seidel

algorithm is used to solve the edge-based relaxation problem in a distributed manner. The

main differences compared to [147] is that the optimization problem at each node is SOCP,

i.e., less complex and problem is solved sequentially, thus converges significantly slower

than [147]. The proposed Bayesian model for information aggregation in this chapter has a

communication and computational cost that only grow with field dimensions as opposed to

size of the WSN in terms of number of nodes. Since iterations in our work and discussed

techniques are different both in terms of duration and communication context, we use the

metrics in Table 4.6 for numerical comparison.

In the numerical comparison, we only compare the Bayesian proposed model with the

algorithms which can run in parallel [147, 148] since sequential algorithms such as SGO [151]

are not well-suited to run in conjunction with route discovery phase of AODV-based proto-

cols. We use the scenario with high density grid deployment and 8 anchors for numerical

comparison against [147, 148]. This is one of the scenarios used in Section 4.4.2 and very

similar to the scenario used in [148]. We used MATLAB CVX along with SDPT3 pack-

age to solve the SDP optimization problems at each node in [147] whereas MATLAB was

used to solve Algorithm 2 in [148]. In order for the comparison to be fair, we assume that

data containing coupled variables in the discussed non-bayesian techniques is encompassed

in one packet and is multicast once since this is compatible with the proposed bayesian

model for information aggregation. Note that in gradient descent, number of messages is

relatively too high even though amount of exchanged data is lower. This translates to slow

convergence rate compared to ADMM [147] and the proposed technique. Aggregate energy

consumption of these techniques have been calculated based on transceiver characteristics

of Synapse modules. It is noteworthy mentioning that our scheme can be in fact used as an

initialization scheme for gradient descent methods in the applications where high accuracy

is required while number of anchors is limited.

Table 4.5: Analytical comparison of the proposed technique with state-of-the-art distributed
non-Bayesian techniques

Per node per iteration ADMM [147] SGO [151] Gradient descent [148]
Proposed
Bayesian
Technique

Size of the problem
convex optimization with
7|Ni|+ 2|Ni,a|+ 3 variables

convex optimization with
4|Ni|+ 3 variables

Local gradient and
translation with
neighbouring nodes informa-
tion

m4 multiplications
and summations

Computational complexity O(|Ni|+ |Ni,a|
3) O(|Ni|

3) O(1) O(1)
Communication cost 9|Ni| 2|Ni| O(|Ni|) O(1)

87



4.5. Discussion

Table 4.6: Numerical comparison of the proposed technique with state-of-the-art distributed
non-Bayesian techniques for 7 nodes/ha and 8 anchors to achieve the desired accuracy
(2DRMS=20 m)

Comparison metric ADMM [147] Gradient descent [148] Proposed Bayesian Technique

Exchanged information [kB] 183 135 24
Number of communication
rounds

1700 65000 90

Energy consumption for Synapse [mJ ] 10 7.6 1.3

4.5 Discussion

Large size of the WSNs deployed in agricultural fields in addition to nature of higher layer

communication algorithms in terms of TDMA-based MAC and multicasting make most

existing distributed localization algorithms ill-suited for use in such environments. More-

over Bayesian distributed techniques suffer from communication overhead required for setup

phase in order to form loop-free graphs. Whereas non-Bayesian techniques are burdened

with excessive communication overhead resulted from coupled variables, remarkable compu-

tational complexity needed to solve optimization problems at each iteration and generally

suffer from slow convergence.

Our scalable RSSI-based localization algorithm overcomes these limitations by: 1) us-

ing only local distance estimates with respect to neighbouring nodes, and 2) using a message

passing schedule which benefits from a fixed size outgoing message that does not grow with

number of neighbouring nodes, and 3) low computational complexity per node at each itera-

tion which only grows with grid size and only involves summations and multiplications. The

algorithm uses a Bayesian model for information aggregation to achieve scalable communi-

cation and computational complexity with respect to the number of nodes at the expense

of accuracy.

The main strength of our localization algorithm is its compatibility with realistic de-

ployment scenarios of WSNs and the low communication overhead it adds to the already

deployed routing protocols. Further, the route discovery phase of AODV routing protocols,

e.g., ZigBee and similar schemes, work based on flooding and multicasting RREQ pack-

ets; therefore our proposed localization algorithm can be integrated in a convenient and

inexpensive manner. Shadowing independence over the links in the apple orchard is an im-

portant feature that leads towards the proposed iterative update to the localization problem.

However, there are real world scenarios such as urban area where there might be a large

correlation among shadowing observed over links.

The main limitation of the proposed algorithm in this chapter is its incapability in
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terms of achieving high precision localization. Further, as a remedy the proposed algorithm

can be used as the initialization step for algorithms such as gradient descent which suffer

from high sensitivity to initialization. Moreover the proposed Bayesian model for informa-

tion aggregation can be used to accelerate convergence of slowly converging gradient descent

algorithms in addition to providing them with the initialized location for the scenarios with

few number of landmarks and high number of nodes. As a future work, a WSN compatible

localization algorithm that overcomes such impairments and eliminate the message depen-

dence and error propagation with low communication and computation complexity would

increase applicability domain of this algorithm to a huge extent.
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Chapter 5

Directional Path Loss and Its

Implications for Node Placement and

Network Performance

5.1 Introduction

Existence of radio irregularity and its effects on the performance metrics of routing protocols

has been long recognized and studied in the literature [25, 26, 185]. The most dominant

features of radio irregularity which have been studied are attributed to shadow and flat

fading [25]. Moreover, effect of different radio wave propagation models such as shadowing,

two-ray-ground and free space model on the performance of classic routing protocols such

as AODV, DSR, OLSR and DSDV routing for fixed and mobile WSNs has been investi-

gated with simulations [86–89, 186, 187]. Zhou et al. introduce different causes of radio

irregularity [25] and show that link asymmetry caused by fading does not have a remarkable

impact on performance of the AODV routing protocol. This is associated with multi-round

discovery phase nature of the protocol, i.e., a new route is found during the next round of

route discovery phase. Effect of shadowing on end-to-end connectivity has also been stud-

ied [188, 189]. Further, in link level studies, Rajagopalan et al. [188] concluded that higher

shadowing variance increases link connectivity, however this is attributed to shadowing in-

dependence assumption between links. Whereas Bestseller and Hartmann [189] have taken

shadowing correlation into account and studied impact of shadowing on connectivity of

multi-hop randomly deployed WSNs showing that higher shadowing variance still increases

the link connectivity. There is also a large number of works analytically evaluating the effect

of fading, shadowing and different communication coverage models on network throughput,

or end-to-end connectivity [188–191].

Our work is similar to [189, 191] in the sense that it is based on connectivity for

WSNs in lognormal shadowing environment however directional path loss component is the
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dominant feature in our study. Further, in previous works, connectivity of sensor nodes

is derived based on assumptions which may not be valid for particular environments, e.g.,

orchards, warehouse or libraries. Moreover in these works, either power-law (disk-shape

coverage model) or isotropic log-distance attenuation models have been deployed to study

connectivity in WSNs. However in artificial man-made row-like environments, path loss may

have directional components. Directional component of path loss in these environments has

not been characterized and its impact on routing protocols has not been studied.

In this work, first we show directional path loss is a real phenomenon by measuring

it in a realistic environment. Further, we show existence of directional path loss in the

farm environments and particularly apple orchards. We proceed to show that its impact

on performance metrics of AODV routing protocol such as network lifetime, and average

number of hops packets travel is remarkable. Note that average number of hops is an

indication of latency and energy consumption in the network. This is a different approach

from works in precision agriculture context that have studied node placement and its effect

on connectivity [75, 76]. In [75], Liu et al. have compared connectivity of deterministic

deployment patterns inside a wheat field during different growing seasons. Even though

path loss exponent is characterized for seeding, booting, and jointing stages, both shadowing

effect and path loss directionality have been dismissed. Ndzi et al. [76] have characterized

path loss inside a mixed crop farmland based on measurements conducted along the rows in

different sections of the farm and have derived components of power-law attenuation model

for each crop type. Dependence of connectivity on crop type is mentioned however more

measurements for each specific crop type and land geometry is required prior to crop-based

evaluation of higher communication layers.

We use simulations to show that directional path loss limits the number of nodes

each node connects to, so-called mean node connectivity in the network. Afterwards we

show that decreased mean connectivity results in increased hop count and shorter network

lifetime. As a mitigation strategy, we suggest alternative node placements by narrowing

down and widening the inter-node distances along the directions which experience higher

and lower impairment respectively as a result of directional path loss. Contribution of this

work is twofold:

• Firstly, we choose an apple orchard as an example of realistic environments which are

made up of rows of similar aligned objects to show existence of directional path loss by

our measurement campaigns. Further we show that its impact on the performance of

AODV routing protocols, e.g., network lifetime and latency under conventional node
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placements is real and measurable.

• Secondly, we generalize the path loss model derived from our measurements in agricul-

tural fields to directional path loss associated with the environments which are similar

to apple orchards in terms of geometry and study its effect on AODV routing proto-

cols. Further, we show that directional path loss decreases network lifetime in addition

to increasing mean hop count by decreasing mean connectivity in the network.

The remainder of this chapter is organized as follows: In Section 5.2, we explain network

performance metrics, conventional deterministic node placements, AODV routing protocols

and how their performance is affected by directional path loss. In Section 5.3, we explain our

measurement campaign in the Dawson apple orchard, general directional path loss models

corresponding to similar environments followed by results and conclusion in Sections 5.4 and

5.5 respectively.

5.2 Concepts

As mentioned in Section 5.1 and as we will show in Sections 5.3 and 5.4 directional path loss

is likely to be encountered in many practical scenarios including precision agriculture. In this

section, we first explain basic definitions regarding performance of routing protocols then

will proceed to explain basics of AODV protocols and how directional path loss affects the

established routes. Finally we will explain how this translates to energy efficiency, network

lifetime and latency in the network.

5.2.1 Review of Conventional Node Placement Strategies for WSNs

Regular deterministic node placement is the most common technique used for precision

agriculture applications [75, 76] and similar man-made environments. Further, even though

random deployment strategies are well-suited for applications such as reconnaissance mis-

sion during combat or forest fire detection, deterministic node placements are well-poised

to address man-made symmetric environments. The most popular deterministic node ar-

rangements are square, triangular and hexagonal tessellations depicted in Figure 5.1. The

internode distance d0 and number of nodes for a specific internode distance and field

area A are tabulated in Table 5.1. Precision agriculture applications are diverse in terms

of node density requirements since different sampling distances are demanded by each ap-

plication. For instance, as stated in Chapter 4, applications such as soil moisture mon-
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itoring for irrigation or electrical conductivity require high density deployment (≈ 50-

100 nodes/ha) [176, 177], whereas pest management or pH monitoring require much sparser

deployments (≈ 3-8 nodes/ha) [178, 179].

Figure 5.1: Different regular topologies; square, triangular and hexagonal networks

Table 5.1: Parameters for different tessellations corresponding to a WSN with N nodes and
inter-node distance d0 deployed in a field with Area A

Tiling Triangle Square Hexagon

d0 ≈ 1.07
√

A
N
≈

√
A
N
≈ 0.88

√
A
N

Ne ≈ 1.15 A
d20

≈ A
d20

≈ 0.77 A
d20

5.2.2 Basic Definitions

In this section, we define network lifetime and mean hop count as two important performance

metrics of routing protocol. As stated in Section 5.1, mean hop count is a measure for energy

consumption and latency in the network due to the linear relationship between them. We

also define link connectivity and end-to-end route connectivity since they form the basis for

route discovery phase and communication phase of AODV routing protocols.

Network Lifetime: As mentioned in Chapter 2, various network lifetime definitions are

proposed in the WSN context [102] with each network lifetime fitting best for a different

application. In this work since we do not make any specific assumption regarding the

application and due to structure of the network which consists of a gateway in the corner
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of the field, percentage of nodes that have a path to BS is defined as the network lifetime

measure. To be more specific, we define network lifetime as the duration after which there

is no path between any node and the gateway.

Mean Hopcount: We define this metric as the average number of hops a packet takes

in order to reach the destination given that transmission is successful [192]. This is an

important metric since it provides a measure to identify length of the reliable routes in the

network. Besides, it is linearly related to end-to-end delay and aggregate energy consumption

in the network.

Link Connectivity: Link connectivity is the probability of signal power remaining above

a detectable threshold γ over the link between a transmitting and receiving node. For

log-distance ettenuation model, path loss βLD(dB) is expressed by

βLD(dB) = β0 + 10α log10(
d

d0
) +Xσ, (5.1)

where α denotes path loss exponent, β0 represents path loss at reference distance d0 and

Xσ accounts for shadowing which is a zero-mean Gaussian random variable with standard

deviation σ, N(0, σ). Let Li represent the event that i-th link exists with di denoting length

of the link. Let us assume β1 and β2 are deterministic and stochastic parts of the path loss

respectively, i.e., β1 is the path loss mean and β2 accounts for shadowing and is a zero-mean

Gaussian random variable with standard deviation σ. Link connectivity for i-th link Li is

denoted by

P
(
Li

∣∣di
)
= P (β(i) ≤ βth

∣∣di)

=

∫ βth−β1

−∞
fβ2(β2)dβ2,

(5.2)

where f(·) denotes probability distribution function (PDF). Consequently (5.2) yields

P
(
Li

∣∣di
)
=

1

2
− 1

2
erf

( 10α√
2σ

log10
di
dref

)
, (5.3)

where

r0 = 10
βth

α10dB m, (5.4)
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is the maximum distance which guarantees availability of i-th link when σ = 0 or for a

channel with power-law attenuation function Pr(j) = Pt(i)d
−α and erf(·) represents the

error function.

End-to-end Route Connectivity: End-to-end route connectivity is the probability that

a specific route between source and gateway nodes is up [188]. This definition is useful in the

sense that there is usually one gateway in the corner of the farm which collects packets sent

by sensing source nodes scattered inside the field. Let us assume there are n hops between

a source node and the sink. In case link connectivity over the link arriving at j-th hop is

denoted by P
(j)
h , end-to-end route connectivity for i-th route, CRi

, is calculated by

CRi
=

n∏

j=1

P
(j)
h . (5.5)

Note that link connectivity P
(j)
h is a function of path loss model.

Mean Node Connectivity: Mean node connectivity, Ci is average number of nodes each

node can connect to. Let P
(i)
j denote link connectivity between j-th and i-th nodes. Node

connectivity for i-th node is then calculated by Ci =
∑

j∈S P
(i)
j , where S represents set of

all sensors in the network.

5.2.3 AODV Routing and Its Performance Under Directional Path Loss

In this part, first we briefly explain how AODV routing protocol performs and then based

on the metrics defined in previous section we will use an example to clarify how directional

path loss may affect the resulted routes in addition to energy efficiency and network lifetime

thereof.

AODV Routing Protocol: AODV-based protocols are important since they form ba-

sis for multi-hop networking deployed on IEEE802.15.4 COTS modules in WSNs. In the

following we explain the three main phases in AODV [193]:

Route Discovery Phase: Source node originates a RREQ packet which floods through

the entire network via multi-hop routing to reach the gateway. Each node adds its own ID

to the path list in RREQ and forwards it to its neighbours, while RREQ is discarded in case

its travelled path is longer than that of the previous received RREQ packet. Gateway will
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subsequently send a RREP packet over the shortest hop route and makes each node aware

of its next hop node.

Communication Phase: Nodes start to send data based on the assigned routes.

Route Maintenance Phase: Hello message is broadcast by node A so that a neighbour-

ing node B would update its entries for which, node B is the next hop to node A. In case,

Hello message or regular messages from node A are not received for a specific period of time,

route discovery phase will start again so that new reliable routes are established.

Effect of Path Loss Model on Performance Metrics of WSNs

As explained in Section 5.2.2, link and route connectivity are functions of path loss model.

As stated in Section 5.2.3, for a certain route between a source and the gateway to be

chosen, a RREQ packets is required to travel the route up to the gateway and RREP packet

is required to return back to the source.

In the following, through a simple example we explain how end-to-end route connec-

tivities and consequently performance metrics of AODV protocols change under directional

path loss assumptions,

Example: We clarify the problem with a very simple example. Consider the simple net-

work illustrated in Figure 5.2 with two routes R1 and R2 being available between source

node (S) and gateway (G). Assume that end-to-end route connectivities C1 and C2 are

derived based on two different path loss models in terms of directivity degrees so called

scenarios 1 and 2. For instance, scenario 1 may represent a situation where directivity is

more severe than in scenario 2. This is because even though end-to-end route is longer both

in terms of physical length and hop count, end-to-end connectivity is the same on routes R1

and R2 whereas in scenario 2, R1 benefits from a much better connectivity.

As explained in the beginning of this section, these metrics are important since in

order for a specific route to be assigned during the route discovery phase, RREQ and RREP

packets need to traverse the route successfully. Furthermore, as explained in Section 5.2.2,

in fact C1 and C2 represent the end-to-end connectivity of routes R1 and R2 respectively

and represent the probability of signal remaining above a threshold once transmitted from

one end of the route and received at the other end.
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Figure 5.2: Connectivity graph of a simple network with two paths between source and the gateway

For Synapse transceiver modules with amplifier efficiency η=0.2, electrical circuitry

power consumption Pelec=100 mW, reception power PRx=80 mW, packet length of 44 bytes,

l1=3, l2=5 and assumption of nodes transmitting at full transmit power 15 dBm, network

performance metrics are tabulated in Table 5.2. As seen in this table and as it is easily

calculable, around 30% saving in terms of energy consumption is achieved.

Table 5.2: Performance of the AODV protocol under two different scenarios for the simple network
connectivity graph illustrated in Figure 5.2

❵
❵
❵
❵
❵
❵
❵
❵
❵
❵
❵
❵
❵
❵

Scenarios
Performance

Average energy (µJ
bit

) PDR (%) Average number of hops

Scenario 1 5.37 65 3.37

Scenario 2 3.83 94 3

5.2.4 Alternative Node Placement Strategies

As explained in Section 5.2.1, deterministic regular patterns are the most common node

placements used for WSNs in man-made environments such as precision agriculture. How-

ever depending on different design objectives such as coverage, connectivity, network lifetime

and data fidelity and constraints such as number of nodes, transmit power among others,

alternative node placement techniques have been proposed [8, 194]. In this work, in order
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to increase node connectivity along directions of interest under directional path loss cir-

cumstances, we introduce elongated grid placement technique which includes increasing and

decreasing internode distance along least and most impaired directions while keeping node

density fixed. Further, we introduce a measure called elongation index, ωd0 , as a multiplica-

tive factor for changing internode distance d0. Introduction of elongation index ωd0 to the

regular square pattern demonstrated in Figure 5.1, multiplies internode distance along one

direction by ωd0 and the perpendicular direction by 1
ωd0

so that node density, i.e., number

of nodes is kept intact. Similarly for triangular and hexagonal patterns, this translates to

scaling the internode distances so that the area of the newly formed triangle and hexagon

is kept fixed. In this work we only study grid square deployment however its extension to

other regular patterns is straightforward. Our purpose from this technique is to make node

connectivity along different directions more uniform, therefore increase node connectivity

along directions that result in lower hop count towards gateway. The effect of such a scheme

on realistic directional path loss scenarios will be simulated in Section 5.4.3.

5.3 Methodology

In this part, first in Section 5.3.1 we explain our measurement campaign in the Dawson

orchard, Keremeos, BC which helps us observe directional path loss in agricultural environ-

ments, particularly apple orchards. In Section 5.3.2, we explain how node connectivity is

affected by path loss model observed in agricultural environments since this model serves

as a representative case study for similar man-made environments. Afterwards, inspired by

the directional path loss observed in this specific environment, in Section 5.3.1 we generalize

this model to encompass similar environments which are made up of similar objects aligned

on side-by-side rows. We also introduce a metric so called directivity degree to represent the

general model introduced in this section. Finally in Section 5.3.3, we explain the deployment

scenarios and simulation assumptions which underlie the results explained in Section 5.4.

5.3.1 Observations of Directional Path Loss in Precision Agriculture

In this section, we first explain management of high density apple orchards in terms of

rootstock type, tree density and between-row-spacing. We proceed with path loss models

for vegetated environments and measurement campaign.
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Management of High Density Apple Orchards: Any orchard with more than 150 trees/acre

is considered high density. There are various ways high density apple orchards are managed

in terms of rootstocks and training system [195–197]. Rootstock type determines tree height,

while training system is decisive in terms of number of trees per acre defined by in-row and

between-row-spacing. The majority of rootstocks used in Similkameen valley, BC are M9

and B9 which are medium in terms of height, 2.5-3 m. Training systems, on the other hand,

are categorized into vertical axis (550-900 trees/acre), slender spindle (700-1500 trees/acre),

and super spindle (2000-5000 trees/acre). Vertical axis, and slender spindle with between-

row-spacing of 13 ft-15 ft and 10 ft-12 ft respectively, are very popular in the region. In-row

spacing for vertical axis is 4-6 ft, whereas 3-5 ft is required for slender spindle management.

Path Loss Models for Vegetated Environments: As explained in Chapter 4, draw-

back of existing models for vegetated environments is that they only account for the veg-

etation path loss. Further, there are more factors such as ground and canopy reflection

contributing to path loss which make the aforementioned models unable to make a good

prediction of path loss in realistic environments. Besides, modified models that take ground

and canopy reflection into account have been proposed however are more complex since they

include summation of multiple terms to take ground and canopy reflection into account [166].

In order to address this issue, log-distance model is proposed since it encompasses effects of

all contributing factors and propagation mechanisms [75, 167–169].

Measurement Campaign: We carried out our measurements in Dawson orchards at

Keremeos, Similkameen valley, BC, the majority of which is under vertical axis training

system. Measurements were done in two 15 acre (ac) orchards consisting of apple tree rows

which are considered high density in terms of vegetation with tree rows being approximately

4.5 m/15 ft apart from each other. We did our measurements along five directions of along,

across, 30◦, 45◦, and 60◦ with respect to tree rows, using different transmitter and receiver

antenna heights. The measurements were conducted throughout three different measurement

campaigns, seven days combined and spread across two summer seasons.

We did the measurements in approximate range of 0-100 m at points which are ap-

proximately 10 m apart from each other in 9 different parts of the orchard with scenarios

having been illustrated in Figure 5.3. Our equipment on the transmitter side, are an Agilent

E8267D VSG feeding a 2.45 GHz omnidirectional dipole antenna with 5 multi-tones (5 MHz

apart from each other) through a ZVA-213 power amplifier which provides +23 dBm as

the antenna input. On the receiver side, a Toshiba laptop which runs MATLAB and Agi-
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lent connection expert, specialized proprietary software for connecting computer to Agilent

spectrum analyzer, is connected to a N9342C HSA via a LAN cable. Extra losses and gains

resulted from cables, connectors and antennas at both Tx and Rx sides are taken into ac-

count for calibration. Using the explained setup, we were able to capture path loss up to

(a) (b)

Figure 5.3: 9 measurement scenarios inside the orchard is illustrated; Transmitter antenna was
moved 50 m across the rows to form a new scenario whereas Rx was moved along five different
directions of along, cross, 30◦, 45◦ and 60◦ for each scenario, with path loss samples being collected
from 0-100 m range and at ≈10 m apart points

≈ 115 dB which is suitable for our study case since attenuation is fairly high for through

vegetation propagation and the amount of path loss IEEE802.15.4 compliant modules such

as synapse transceivers tolerate is limited to at most 115 dB [183] based on their maximum

transmit power level and sensitivity. Path loss samples collected during our measurement

campaigns are illustrated in Figure 5.6. Path loss along the crass track link, appears to be

higher than other directions, whereas rotation of links towards the along track lowers path

loss. Path loss behaviour characteristics along different directions is tabulated in Table 5.4.

Note that path loss exponent α is maximum for cross track links where signal propagates

through the most number of tree rows, while along track link shows the minimum path loss

exponent which could intuitively be associated with waveguide characteristics of along track

rows. In Section 5.4, we will show log-distance path loss mode provides a good fit to data

compared to popular existing path loss models. Coefficient of determination, R2, indicates
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how well observed outcomes are replicated by the model. The closer R2 gets to one, the

better the variability in data is captured by the model.

5.3.2 Representative Path Loss Model and Directivity Degree

Based on our measurement campaign results, path loss exponent increases as number of tree

rows through which the signal propagates rises. Further our extensive measurements show

that path loss inside apple orchards is directional, i.e., signal attenuation is higher over the

paths which are oriented diagonally or cross-wise with respect to tree rows compared to

links that are extended along these rows. Moreover, path loss exponent in the log-normal

shadowing model increases as angle between the tree rows and wireless link gets closer to 90◦.

As a generalization to the path loss model observed in the farm and in order to represent

similar environments, we define a parameter so-called directivity degree, Dα as the ratio of

transmission range along the least to the most impaired direction when there is no shadowing

present. This is a suitable measure since shadowing is not a dominant feature in agricultural

fields and large static WSNs with similar structure. A new path loss model is created by

multiplying path loss exponents α corresponding to different directions derived from our

measurement campaign with a fixed number, ωα, which is greater than one while only along

track path loss exponent is kept fixed. Obviously Dα would increase as this multiplicative

constant increases. Note that in order to be focused on the impact of directional path loss,

i.e., not shadowing, we calibrate shadowing effect so that it is the same along all directions

and in all scenarios.

As discussed in management of high density apple orchards in Section 5.3.1, between-

tree-row spacing varies from 10 ft to 15 ft depending on the adopted type of training system.

As mentioned in Section 5.3.1, our measurement campaign was conducted in a high density

apple orchard where the spacing was relatively high, i.e., 15 ft. Therefore, we refer to

directivity associated with Dawson orchard as low directivity degree (LDD), Dα ≈ 2, while

the directivity corresponding to smaller between-row-spacing as in slender spindle training

system is referred to as high directivity degree (HDD) with Dα ≈ 3. In Figure 5.4, we

have illustrated a schematic view of no shadowing transmission range, r0, along different

directions in the orchard. In Section 5.4, we will study effects of the representative path loss

models with 1 < Dα < 5.

Effect of Directional Path Loss on Node Connectivity: As discussed in Section 5.2.2,

node connectivity results from adding up connectivity of links that emanate the node. There-
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Figure 5.4: No shadowing transmission range, r0, for different scenarios is illustrated; Along track
transmission range is the same for all directional path loss scenarios scenarios since in-row path
loss is assumed to be kept intact for different scenarios. Dα = 1 represents directional path loss
and other scenarios correspond to ωα = 1, ωα = 1.2, ωα = 1.4 and ωα = 1.6.

fore, directional path loss that is resulted from degradation of links in different directions,

i.e., increasing path loss exponent in log-distance path loss model, would decrease connec-

tivity of nodes. In Figure 5.5, a schematic view of directional path loss impact on node

connectivity is illustrated, however we are going to simulate this in Section 5.4. Conse-

quently the effect of node connectivity on hop count and WSN lifetime for AODV-based

routing protocol will also be studied.

5.3.3 Deployment Scenarios and Performance Metrics

As discussed in Section 5.2.4, deterministic grid deployment is the most common node place-

ment strategy used in precision agriculture. Therefore, we choose square grid pattern as our

chosen deployment scheme. Mean hop count is a measure for average energy consumption

and latency in the network, while network lifetime as defined in Section 5.2.2, i.e., the dura-

tion after which all nodes get disconnected from gateway, serve as the performance metrics.

MAC Layer: As frequent for precision agriculture applications, TDMA MAC underlies

the deployed networking protocol. Further, we assume no retransmission occurs due to
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Figure 5.5: Effect of path loss directivity degree on node connectivity is illustrated; Coverage along
all directions except for along track has got limited as a result of increased path loss exponent and
decreased r0 in (5.4) which results in decreased node connectivity for S

collision or congestion in the network. Therefore, retransmissions happen because of link

failures as a result of shadowing or signal falling below a specific threshold level. In this

work, we neglect MAC layer energy consumption since our study is focused on the routing

protocol performance. Simulation setup parameters are included in Table 5.3.

Simulation Setup: We tabulated the simulation parameters in Table 5.3. We use MAT-

LAB to simulate the effects of directional path loss on square grid deployment and elongated

grid with elongation indices applied. At each time instance a new connectivity graph is made

based on path loss models discussed in Section 5.3.2, tabulated in Table 5.3 and the packet is

assumed to go through a single link in case the received power is above the reception thresh-

old. For the route discovery phase, as soon as a source node is decided, all the alternative

routes from the node to gateway are simulated accordingly in order to select those along

which RREQ and RREP packets have traversed successfully. Consequently the route with

the shortest hop count is selected from these routes which is the AODV routing protocol

characteristics.

Communication then starts between the designated node and the gateway along this

selected route which is held unless a packet drops. In the event of packet drops, source node
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Table 5.3: Simulation Parameters

Parameter Value

Topology
square with different
elongation indices ωd0

Topological area 700 × 700 m2

Node density (node/ha) 4

Wireless channel
log-normal shadowing
with 1 < Dalpha < 6
and σ = 2 dB

Transmit power +15 dBm

Radio model Synapse RF 200

Center frequency 2.45 GHz

Data rate 250 kbit/s

Data delivery model query-based

Initial sensors energy 40 µJ

Gateway location Far right end of the field

would be notified and route maintenance phase will start as discussed in Section 5.2.3.

5.4 Results

In this section we first show the outcome of our measurement campaigns in the apple orchards

at Keremeos, BC which shows directional path loss is a real phenomenon. Afterwards we

go on with studying the effect of such directivity on node connectivity and network lifetime

thereof.

5.4.1 Observation of Directional Path Loss in Precision Agriculture

In Section 5.3.1, we elaborated our measurement campaign in the Dawson orchards as an

example for row-like environments, i.e., man-made environments made up of similar objects

aligned in side by side rows. We also explained representative path loss models for vegetated

environments in Section 5.3.1. In Table 5.5, we show that log-distance path loss model

provides a good fit to collected data in the Dawson orchard, while Table 5.4 shows path loss

characteristics along different directions. In Figure 5.7, link connectivity for different types

of links in terms of direction is illustrated. Link connectivity decreases as the wireless link

passes through more number of tree rows.
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Table 5.4: Path loss characteristics along different directions in the Dawson apple orchards

Direction β0 α σ 95% CI for β0 95% CI for α

Along 74 3.12 3.65 70-76 2.94-3.3
Cross 73 4.25 4.45 67-77 3.91-4.59
30◦ 76 3.92 2.58 73-81 3.62-4.21
45◦ 76 3.70 3.15 72-82 3.34-4.06
60◦ 75 3.49 2.79 71-81 3.17-3.81

Isotropic path loss model 75 3.61 5.67 71-79 3.36-3.86

Table 5.5: (R2,RMSE) for different variants of MED models, modified MED models based on [166]
to take the canopy and ground reflection into account as well.

❤
❤
❤
❤
❤
❤
❤
❤
❤
❤
❤
❤
❤❤

Model
Track direction

Along Cross 30◦ 45◦ 60◦ Isotropic path loss model

Weissberger (0.67,6.85) (0.41,9.74) (-4.17,21.95) (-2.32,16.47) (-1.23,12.2) (-0.3,14.01)
ITU-R (0.43,9.04) (0.72,6.76) (-2.65,18.43) (-1.02,12.83) (-0.02,8.25) (0.03,12.08)
FITU-R (0.81,5.16) (0.73,6.57) (-1.8,16.14) (-0.5,11.06) (0.12,7.67) (0.3,10.29)

COST235 (-2.15,21.25) (-0.38,14.93) (0.92,2.71) (0.4,7) (-0.91,11.27) (-0.58,15.43)
Log-distance model (0.9,3.65) (0.87,4.45) (0.92,3.92) (0.4,3.7) (0.9,3.49) (0.75,5.67)
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Figure 5.8: Behaviour of mean hop count with respect to mean node connectivity is illustrated;
4 simulations have been run for each directivity degree scenario

5.4.2 Effect of Directional Path Loss on Node Connectivity

In Section 5.3.2, we used a schematic figure to discuss how directional path loss affects node

connectivity in the network. In this section, we use simulations to show effect of directional
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Figure 5.9: Behaviour of network lifetime with respect to mean node connectivity resulted from
various path loss directivity degrees is shown.

path loss on mean node connectivity and the manner in which network lifetime and mean

hop count are affected by directional path loss for the simulation scenario shown in Table 5.3.

In Figure 5.10, effect of directivity degree Dα, i.e., measure of directional path loss, on mean

node connectivity. Figures 5.8 and 5.9 show effect of node connectivity on mean hop count

and lifetime respectively. As illustrated in Figure 5.8, mean hop count for a packet travelling

between a source and gateway drops linearly as mean node connectivity grows. In Figure 5.9,

lifetime in terms of rounds with respect to mean node connectivity is depicted. As can be

seen, the relationship between these two performance metrics is close to linear.

5.4.3 Mitigation Strategies

As explained in Section 5.2.4, different alternative node placement schemes have been pro-

posed to meet various design objectives for WSNs. In this work we opt for a simple alter-

native node placement identified by elongation index ωd0 to combat impairments caused by

directional path loss in row like man-made environments. Our purpose is to mimic the be-

haviour of non-directional path loss in the sense that neighbouring nodes surround each node

in a more uniform manner along different directions. In Figure 5.11, behaviour of mean hop

count and network lifetime for different elongation indices and for three different directivity

degrees, Dα, is illustrated. These Dα values correspond to three realistic scenarios explained
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Figure 5.10: Behaviour of mean node connectivity with respect to directivity degree is illustrated;
4 simulations have been run for each directivity degree.
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Figure 5.11: Behaviour of network performance metrics with respect to elongation index, ωd0
, for

isotropic and two directional path loss scenarios which are common in high density apple orchards
is illustrated
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in Section 5.3.2, where Dα = 1 corresponds to isotropic path loss, while Dα ≈ 2 and Dα ≈ 3

correspond to high density apple orchards with larger and smaller between-tree-row spacing

as explained in Section 5.3.1. As could be seen effect of elongated grid on higher directivity

degree scenarios is higher since node connectivity along cross track and diagonal directions

is very limited. The proposed alternative node placement technique, increases number of

neighbouring nodes along other directions apart from along track which results in lower hop

count and also network lifetime since it takes longer for network graph node groups to be-

come disconnected. As seen in Figure 5.11b, elongated grid with ωd0 = 0.8 results in ≈ 5%

Figure 5.12: Approximate applicability range of the proposed mitigation strategy; Shaded region
shows the range where elongated grid outperforms square grid for different directivity degrees in

the studied scenario

lifetime improvement for Dα ≈ 2, while ωd0 = 0.6 yields ≈ 15% lifetime improvement for

Dα ≈ 3. In Figure 5.12, applicability range of the proposed mitigation strategy is illustrated

with the shaded region. The shaded region shows the approximate area where elongated

grid outperforms square grid in terms of network lifetime. Figures 5.11b, and 5.12 show

that higher range of elongation indices are applicable to higher directivity degrees, whereas

more lifetime improvement compared to square grid is possible given that elongation index

is appropriately chosen.

5.5 Discussion

In this work, we first showed that directional path loss is a real phenomenon which happens

in realistic man-made environments such as warehouses, libraries or agricultural environ-

ments. Further, we characterized directional path loss with a measure called directivity

degree and showed that effect of this phenomenon on performance metrics of WSNs such
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as network lifetime and mean hop count which translates to latency and energy efficiency

is measurable. Our simulations showed that directional path loss decreases network lifetime

and increases mean packet hop count by decreasing node connectivity. As a mitigation

strategy we suggested elongated grid deployment, i.e., decreasing internode distances along

impaired directions, to increase node connectivity along various directions, therefore im-

proving network lifetime. This technique in fact mimics behaviour of isotropic path loss

by distributing neighbouring nodes in a more uniform way along different directions which

helps network achieve higher lifetime as a result of higher time it takes network graph to

become disconnected.

The limitation of this node placement technique is its sub-optimality since pattern

of the grid, i.e., square in addition to its density is kept intact. Further, more complex

node placement techniques with irregular patterns, increasing node density surrounding the

gateway or adding gateways to other corners of the field may result in better enhancements

in network performance. In addition to node placement strategies, geographical routing, i.e.,

forwarding packets along certain directions, and transmit power control would help achieve

more energy efficiency.

It is noteworthy that the mitigation strategy proposed in this chapter, is suitable for

low shadowing environments with organized geometrical structure. As a practice for future

research, characterizing directional path loss in the environments that experience heavy

shadow fading and proposing mitigation strategies to combat such impairments in order to

increase network lifetime is fundamental.
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Chapter 6

Conclusions and Recommendations

In this chapter, we conclude the thesis with: 1) Conclusions regarding the effectiveness of our

proposed schemes, the limitations of our algorithm and the implications for current research

practice, and 2) recommendations for future research that could overcome the limitations of

our work.

6.1 Conclusions

Few previous studies have sought to assess the impact of propagation impairments on higher

layer protocols and algorithms and have devised schemes for mitigating such impacts. Here,

we have presented four case studies that demonstrate how higher layer protocols and algo-

rithms can be devised to achieve greater energy efficiency by accounting for the nature of

the propagation impairments experienced in two radically different environments; WBANs

and PAWSNs. In this chapter, first we review the effectiveness of our proposed schemes, the

relationships between the design and performance parameters that we investigated, and the

implications for current practice or future research. In Section 6.2, we discuss limitations of

the work reported in our work and possible methods for overcoming them.

In Chapter 2, we proposed a routing protocol that uses linear programming techniques

to ensure that all nodes in a WBAN expend energy at a similar rate and thereby maxi-

mize network lifetime. Moreover, in the existing protocols, communication overhead caused

by frequent link assessments and computation burden imposed by routing table calculation

make existing link-state routing protocols unsuitable for dynamic WBANs. We overcome

these by: 1) monitoring RSSI in a dynamic and distributed manner on data packets com-

municated over links, therefore changing the transmit power levels only when large RSSI

variations is observed 2) only having limb-torso links participate in link assessment process

since RSSI variations over limb-limb or torso-torso links is not remarkable in terms of the

required transmit power level, 3) using linear programming to derive link likelihoods.

The algorithm is well-suited to maximize WBAN lifetime, and address connectivity
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for monitoring applications and mobility model which involves stationary postures and ac-

tions in the context of routine daily activities. Even though the algorithm is proposed for

WBANs, the LP-based link likelihood assignment proposed in this chapter can be used in

conjunction with other transmit power adjustment techniques to maximize IEEE802.15.4

network lifetime for other types of WSNs. The algorithm is particularly useful in future im-

plementations of WBANs, as low listening power COTS are emerging, therefore multi-hop

networking in WBANs will become more beneficial in terms of energy conservation. As far

as lifetime maximization is concerned, the work in Chapter 2 applies to WBANs which are

built upon IEEE802.15.4 MAC layer. As a future practice, deriving lifetime maximization

LP for other standards, e.g., IEEE802.15.6, would be very useful because as opposed to

IEEE802.15.4, IEEE802.15.6 only supports one and two hop star networks.

In Chapter 3, we proposed a scheduling algorithm that accounts for the periodic shad-

owing observed over many WBAN links and thereby reduce the transmit power required to

transfer information and thereby increase energy efficiency. This technique helps us achieve

single hop communication by adopting low transmit power levels over some limb-torso links

that experience severe shadowing, however show periodic connectivity as opposed to sta-

tionary actions studied in Chapter 2. Further, periodic prolonged actions such as fitness

activities cause on-body links to undergo periodic predictable connectivity sessions that can

be exploited for low power single hop communications at the expense of latency. The en-

ergy efficiency is achieved by avoiding multi hop nature of store and forward scheduling

techniques and excessive energy expenditure caused by idle listening and channel sensing

in opportunistic scheduling algorithms. Furthermore, the periodicity and predictability ob-

served in on-body links can be exploited in opportunistic scheduling techniques to reduce

beacon transfers required for channel sensing. The proposed technique is particularly suited

to increase energy efficiency for delay tolerant applications such as ambient assisted living

that can tolerate latency because data can be logged and analyzed in an offline manner.

Beside periodicity which can be used for energy efficient communication, diversity of RSSI

samples over such links provides us with mean and standard deviation features which makes

simple real-time action recognition based on naive Bayes classification possible.

One of the most important implications of this work in terms of node placement is that

sensors with looser placement and latency requirements can be mounted on extremities, e.g.,

ankles and wrists, so that energy efficiency is achieved by single hop communication and

low transmit power levels. The most fundamental future research subjects is to devise node

placement and scheduling techniques in order to maximize throughput with low transmit
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power levels for scenarios, where several periodic links are available. Moreover in this work

as a case study, we studied energy efficiency and achievable bandwidth for a single link.

However, in real world scenarios many nodes with looser placement requirements may be

available.

In Chapter 4, we proposed an efficient localization algorithm based on the Bayesian

model for information aggregation. Moreover, existing Bayesian distributed techniques suf-

fer from communication overhead required for setup phase in order to form loop-free graphs.

While, non-Bayesian techniques are burdened with excessive communication overhead re-

sulted from coupled variables, remarkable computational complexity needed to solve opti-

mization problems at each iteration and generally suffer from slow convergence. Our scalable

RSSI-based localization algorithm overcomes these limitations by: 1) using only local dis-

tance estimates with respect to neighbouring nodes, and 2) using a message passing schedule

which benefits from a fixed size outgoing message that does not grow with number of neigh-

bouring nodes, and 3) low computational complexity per node at each iteration which only

grows with grid size and only involves summations and multiplications.

The algorithm uses a Bayesian model for information aggregation to achieve scalable

communication and computational complexity with respect to the number of nodes at the

expense of accuracy. The proposed technique plays an important role in reducing energy

expenditure of PAWSNs, because the amount of data required to be exchanged for local-

ization is comparable to the actual data exchanged in the network since in these types of

networks, sensors may only transmit very small amount of data, e.g., one byte per day.

The main strength of our localization algorithm is its compatibility with realistic de-

ployment scenarios of WSNs and the low communication overhead it adds to the already

deployed routing protocols. Further, the route discovery phase of AODV routing protocols,

e.g., ZigBee and similar schemes, work based on flooding and multicasting RREQ packets.

Therefore, our proposed localization algorithm can be integrated in a convenient and in-

expensive manner, while remarkable amount of communication overhead is needed in case

state-of-the-art localization techniques are to be deployed. In this work, we exploited shad-

owing independence over the links in the agricultural field to propose an algorithm with

low communication and computation complexity. However, there are real world scenarios

such as urban area where there might be a large correlation among shadowing observed

over links. As a future work, a WSN compatible localization algorithm that could overcome

such impairments and eliminate the message dependence and error propagation with low

communication and computation complexity would be very beneficial.
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In Chapter 5, we demonstrated that directional path loss is a real phenomenon which

happens in realistic man-made and row-like environments such as warehouses, libraries or

agricultural environments. Further, we showed that increase of directional path loss de-

creases network lifetime and increases mean packet hop count by decreasing node con-

nectivity along specific directions. As a mitigation strategy, we suggested elongated grid

deployment, i.e., decreasing internode distances along impaired directions, to increase node

connectivity along various directions, therefore improving network lifetime.

This technique in fact simulates the behaviour of non-directional path loss by dis-

tributing neighbouring nodes in a more uniform way along different directions which helps

network achieve higher lifetime as a result of higher time it takes network graph to become

disconnected. The mitigation strategy proposed in Chapter 5, is well-suited to low shadow-

ing environments with organized geometrical structure. As a future research, characterizing

directional path loss in the environments that experience heavy shadow fading and propos-

ing mitigation strategies to combat such impairments in order to increase network lifetime

is of huge interest.

6.2 Recommendations

In this section, we discuss the limitations of our work in the four research chapters in

addition to suggesting methods to overcome them. As a general recommendation, even

though different techniques in PHY, MAC, and network layers have been proposed to make

WSNs more energy efficient, cross layer integration and design techniques help towards more

energy consumption when dealing with application-based deployment of WSNs. A great deal

of attention has been paid to integration of higher layers such as transport and application

layers into routing, scheduling and node placement techniques, however the impact of channel

propagation on these techniques is not much explored.

In the routing technique proposed in Chapter 2, due to the limitations of TDMA-based

IEEE802.15.4 MAC which mandates all time slots to have equal duration, the proposed

algorithm may not be efficient in terms of bandwidth utilization. Therefore design of MAC

protocols with dynamic time slot duration and variable time slots throughout a transfer

round helps towards more efficient utilization of bandwidth with higher number of sensors

having been deployed. Data compression techniques can be used to reduce the time slot

duration that is a fixed parameter of our algorithm, therefore cut down the idle listening

and electric circuit power consumption. It is beneficial to design a routing protocol that
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can work based on contention-based IEEE802.15.4 MAC layer. Another limitation of this

work is limited number of actions that have been used to evaluate the algorithm. Further,

the action variation recognition technique proposed in this work needs to be tested on more

various activities.

In the scheduling technique proposed in Chapter 3, fixed pace and limited number of

actions is the main limitation of the work. Moreover, the work only serves as a proof of

concept to achieved energy efficiency by using periodic limb-torso links. Action recognition

may not work when actions pool gets bigger. As a remedy to this, periodic links and their

period should be recognized with link assessment techniques in the beginning of the action

rather than assuming that these links and their period is known once action is recognized.

In the localization technique proposed in Chapter 4, the main limitation of the proposed

algorithm is its incapability in terms of achieving high precision localization. Further, as a

remedy the proposed algorithm can be used as the initialization step for algorithms such as

gradient descent which suffer from high sensitivity to initialization. Moreover the proposed

Bayesian model for information aggregation can be used to accelerate convergence of slowly

converging gradient descent algorithms in addition to providing them with the initialized

location for the scenarios with few number of landmarks and high number of nodes.

In the directional path loss study and mitigation strategies conducted in Chapter 5,

the limitation of this node placement technique is its sub-optimality since pattern of the

grid, i.e., square in addition to its density is kept intact. Further, more complex node place-

ment techniques with irregular patterns, increasing node density surrounding the gateway

or adding gateways to other corners of the field result in better enhancements in network

performance. In addition to node placement strategies, geographical routing, i.e., forward-

ing packets along certain directions, and transmit power control would help achieve more

energy efficiency.
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