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Abstract

This dissertation uses three different studies to explore the impact of household finance on elderly house-

holds’ labour market activities. Chapter 1 provides an introduction. Chapter 2 uses the eligibility require-

ments of the Canadian Old Age Security (OAS) program as a novel approach to estimate a causal effect

of public pensions on elderly immigrants’ labour supply decisions. I also evaluate the extent to which

these individuals may adjust their labour supply behaviour prior to the receipt of public pension entitle-

ments. The findings in this chapter illustrate that seniors only respond to the OAS benefits with a decrease

in labour force participation rates. A combination of estimates implies that elderly immigrants may exhibit

behavioural response in anticipation for OAS benefits. Chapter 3 investigates the effect of immigration on

mobility decisions of native-born near-retirees. The research findings in this chapter push this area of litera-

ture forward by suggesting an alternative perspective for explaining native out-migration. The heterogeneity

in mobility preferences across dwelling tenure groups is an important result because it may explain why

Card (2001) fails to find any significant effect from immigration on aggregate native relocation decisions.

Finally, Chapter 4 explores how the recent house price shock in the U.S. affected the labour supply decisions

of near-retirees. This is the first study to use the national lending conditions for residential mortgage series

as part of an instrumental variable strategy to explore this context. The final chapter sheds light by showing

that housing exerts insignificant impact on the near-retirees’ work and retirement decisions.
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Chapter 1

Introduction

This dissertation uses three different studies to explore the impact of household finance on elderly house-

holds’ labour market activities. Chapter 2 adapts an alternative strategy to explore how the eligibility re-

quirements of the Canadian public pension system affect elderly immigrants’ labour supply decisions. I

also evaluate the extent to which these individuals may adjust their labour supply behaviour a few years

prior to the receipt of public pension entitlements. In Chapter 3, I introduce net housing wealth effects into

the prevailing model to explain native out-migration decisions in response to an immigration shock. This

deviates from the existing academic framework, which suggests that distaste for immigrants of low socioe-

conomic status and of visible minority groups is the primary reason behind native outflow (Sá, 2014; Saiz

and Wachter, 2011). Finally, Chapter 4 investigates how the recent house price shock in the U.S. affected

the labour supply decisions of near-retirees. This is the first study to use the national lending conditions for

residential mortgage series as part of an instrumental variable strategy to look into this context.

In Chapter 2, I use the eligibility requirements of the Canadian Old Age Security (OAS) program as a

novel approach to estimate a causal effect of public pensions on elderly immigrants’ labour supply decisions.

In contrast to previous studies, this study can directly compare the labour market responses from public

pension entitlements of newly-arrived immigrants and of early-arrived immigrants. The senior sub-group

responds to the OAS benefits with a decrease in labour force participation rates. The OAS benefits do not

exert any large influence on work intensity. A combination of estimates suggests that elderly immigrants

may exhibit anticipatory behaviour in response to public pension entitlements.

Chapter 3 examines the impact immigration exerts on mobility decisions of Canadian near-retirees.

Some of the media as well as policymakers have associated immigration with house price appreciation and

labour out-migration. However, existing academic literature has attributed distaste towards immigration

as the primary driver behind native flight. The elderly group represents an interesting economic case for

examining the linkages between housing, mobility, and immigration because this subpopulation tends to

be asset-rich, and the older household’s labour supply and housing decisions may be more responsive to

overall economic conditions. To examine this mechanism, I unbundle the analysis by dwelling tenure types

and use an instrumental variable strategy that is based on historical ethnic distributions. A combination

of results points to the possibility that in addition to a taste channel, housing affordability and household

finance could influence mobility decisions. In addition, synthetic cohort analysis shows that in response

to an immigration shock, the elderly homeowners who stay in the same neighbourhood do not exhibit any

form of housing asset downsizing (i.e. sell high and then buy low). Therefore, there is insufficient evidence

to conclude that the near-retirees extract housing equity by relocating. This study makes several important

contributions. To the best of my knowledge, this is the first paper to separate the analysis by dwelling

1



tenure types and by age groups when investigating the impact immigration exerts on older native mobility

decisions. The research findings in this study push this area of literature forward by suggesting an alternative

perspective for explaining native out-migration. The heterogeneity in mobility preferences across dwelling

tenure groups is an important result because it may explain why Card (2001) fails to find any significant

effect from immigration on aggregate native relocation decisions.

Finally, in Chapter 4, this study evaluates how the recent house price shock affected the labour supply

decisions of U.S. older households. The common impression is that housing market fluctuations and house-

hold wealth are closely linked, and any changes to household wealth should alter labour supply behaviour.

I first utilize a quasi-experimental approach by comparing the labour supply responses of near-retirees who

are more and less exposed to housing market variations. I then use the instrumental variable approach by

applying the interaction of the housing supply elasticity and the national lending conditions as an instru-

ment for housing value growth to examine this linkage. Overall, this study cannot find evidence of a strong

linkage between housing and labour markets due to large standard errors. The results from Chapters 3 and

4 are aligned with Skinner’s (1996), which suggests that only a small fraction of elderly households would

tap into their housing equity.

2



Chapter 2

Public pensions and elderly immigrants’
labour supply decisions

2.1 Introduction

To date, most of the literature that examines the relationship between social assistance and labour supply

behaviour of immigrants has focused on the working-age population. Relatively few papers have explored

the same context for the elderly immigrants. The elderly immigrant is an important research focus. First,

Baker et al. (2009) mention that the income-based poverty rate tends to be driven by senior immigrants, since

newly-arrived migrants tend to show low employment rate and are more likely to rely on social assistance

programs. However, 77% of the Canadian elderly immigrants are homeowners, whereas only 67% of the

non-immigrants own a house1. This implies that many older migrants are asset-rich and income-poor. Veall

(2013, 2014) suggest that low-income taxfilers could avoid GIS clawbacks by skillful tax planning. There-

fore, their labour supply decisions could either be more vulnerable to economic conditions or be strategic in

order to qualify for public pension benefits.

One of the key policy concerns is to find ways to encourage efficient work decisions by seniors beyond

retirement age in order to reduce the burden on public finances. High clawback rates that accompany di-

rect transfers discourage any labour market participation among recipients (see for example, Saez (2002)).

However, not all immigrants receive full public pension benefits, since these transfers are based on the years

of residence. This implies that the labour supply decisions of early-arrived immigrants who qualify for the

public pension benefits could differ from those of newly-arrived immigrants who do not meet the eligibility

requirements. Therefore, this paper exploits the discontinuity from the Canadian Old Age Security (OAS)

and the Guaranteed Income Supplement (GIS) residency requirement as a quasi-experiment to examine the

magnitude of the extensive and the intensive responses of labour supply to public pension policies for el-

derly immigrant households. Specifically, I investigate whether labour market responses for the recipient,

the spouse, and the working-age children exhibit any heterogeneities across different family composition

types.

In contrast to previous studies, this paper uses a novel approach to estimate a causal effect of public

pensions on family labour supply decisions of elderly immigrants. I also evaluate the extent to which these

individuals may exhibit anticipatory behaviour prior to receipt of public pension entitlements. Existing

academic literature suggests that anticipation effect may exist in response to public pension benefits, at

1These numbers are based on the Statistics Canada’s Survey of Labour and Income Dynamics data for years 2002 onwards. Note
that the dwelling-related variables contain coding errors for years 1999 to 2001.
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least for the Canadian context. For example, Veall (2013, 2014) mention that the dominant strategy for

near-retirees is to withdraw RRSPs immediately before reaching the GIS-eligible age and such withdrawals

can precede the actual GIS reduction by as much as 18 months. These two papers also show using the

Longitudinal Administrative Database that significant RRSP withdrawals happen during ages 60 to 64. For

Canada, the spouse can qualify for Spousal Allowance if he/she is between ages 60 to 64 and Baker (2002)

illustrates that individuals in eligible couples respond to the Spousal Allowance through a reduction in labour

force participation rate. Furthermore, Finnie et al. (2016) note that changes in marital status could influence

the take-up rate of GIS benefits. Given these findings, estimating for anticipation effects is necessary in this

paper in order to better understand whether elderly individuals make efficient labour supply choices as they

become eligible for OAS/GIS benefits. This also provides an indirect answer as to why the income-based

poverty rates are high for this sub-population group.

My paper is more closely related to Danzer (2013) and to Baker (2002), which also exploit pension

eligibility rules to examine the impact of public pensions on labour supply decisions. My study differs

from theirs in several important ways. First, I examine labour supply effects of elderly immigrant families,

where relatively few papers have investigated this context. This group tends to show low incomes and

high homeownership rates. I build off Danzer (2013) and Baker’s (2002) work by evaluating the extent

to which these families may exhibit anticipatory behaviour in response to public pension entitlements. In

Danzer’s (2013) work, he uses an unanticipated and exogenous increase of the legal minimum pension in

Ukraine as a quasi-experiment to investigate the pure income effect on elderly labour supply. In this case,

his estimation does not allow respondents to adjust their labour supply behaviour in anticipation for any

increases in old-age pension benefits. I relax this restriction by applying the Canadian pension system into

this study. Furthermore, I compare the labour supply behaviour of low-income households with high housing

asset holdings and those with low housing asset holdings to further address the question of anticipatory

labour supply behaviour. This is the first study to examine this issue.

This study improves the estimation in Borjas (2011). My paper uses a regression discontinuity design to

directly compare the labour supply behaviour of newly-arrived immigrants and of early-arrived counterparts.

This cannot be computed in Borjas (2011). Baker et al. (2009) and Borjas (2011) note that this type of

estimation has not been done in existing literature due to small sample size and data limitations. Borjas

(2011) mentions that the 1980 and 1990 U.S. Census data only provide five-year intervals for the year

of immigration. Therefore, Borjas (2011) cannot precisely compare the work and retirement decisions of

immigrants who just qualify for public pension entitlements versus those who don’t. My paper can carry

out this estimation using the 2006 Census dataset with sufficient size and accuracy because the income data

in the 2006 Census are linked to tax information. Moreover, the Census data also provide the actual years

of arrival to Canada with detailed place of birth information.

Unlike previous literature, I examine the labour market attachment of different family members, includ-

ing the working-age children’s in response to the parent’s receipt of OAS/GIS benefits. Blundell et al. (2016)

suggest that family labour supply plays a particularly important role in response to a permanent wage shock.

This study assesses whether these findings hold under the elderly immigrant family context. Moreover, the

regression discontinuity design in this paper provides a more transparent indication of the changes in the
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elderly immigrants’ labour supply decisions when they transition from having no or limited amounts of re-

tirement benefits to having a positive, large amounts of public pension benefits (mainly from GIS). Unlike

the U.S., Canadian immigrants do not need to work at least 40 quarters in order to qualify for the Old Age

Security. Therefore, the data sample is less likely to be confounded by recollection bias on employment

periods.

My results indicate that elderly immigrants aged 65 and over respond to the Canadian Old Age Security

pension benefits with a decrease in labour force participation rates. The effect of OAS/GIS benefits is

heterogeneous across family types. The household maintainer and the working-age children’s labour market

attachment depends on whether Spousal Allowance is available in the family. The OAS benefits do not seem

to exert any major influence to work intensity for all family members.

A combination of datasets suggests that elderly immigrants exhibit anticipation effect towards OAS/GIS

benefits. Relative to the working-age population, time use data indicates that seniors who remain in the

labour force first reduce working hours by replacing market production with home production. Both the

regression discontinuity design and the difference-in-difference frameworks do not find any evidence of

strong linkages between public pension eligibility and work intensity once I include the households with

low labour effort into the estimations. Referring back to the static labour supply framework, the miniscule

change in work intensity for these families suggests that the original utility curve would have already been

located near the kink for not working. This implies that working hours would have already been reduced

some time prior to the OAS/GIS eligibility date.

2.2 The economics of immigrants’ labour supply decisions and social
assistance

Recent literature has suggested that various forms of social assistance programs (including public pension

benefits) influence labour supply decisions. These findings are not country-specific. For example, Börsch-

Supan (2000) shows using German data and the option value analysis that an actuarial fair retirement system

will lower retirement before age 60 by more than a third. For the U.S., both Liebman et al. (2009) and Vere

(2011) find that Social Security benefits do influence labour supply responses. By exploiting the 1977

amendments to the Social Security Act, where seniors born after January 1, 1917 are subject to lower

Social Security benefits, Vere’s (2011) results suggest that reductions in benefits induce recipients to work

longer hours during retirement even in their 70s and 80s. The effect from the reduction in benefits is

stronger for singles, spouses of beneficiaries, and the less-educated individuals. Liebman et al. (2009) use

the discontinuities in five provisions of the Social Security benefit rules and find that individuals are more

likely to retire when the effective marginal Social Security tax is high. Furthermore, Borjas (2003) finds that

immigrants tend to increase labour supply in order to increase the probability of being covered by employer-

sponsored health insurance. For Canada, Baker (2002) finds that the introduction of the Spousal Allowance,

which is intended to be for wives of younger age, is associated with a six to seven percentage point relative

decrease in labour force participation among males in eligible couples. Finally, for developing and emerging

markets like Ukraine, Danzer (2013) demonstrates that labour supply reductions are disproportionally large
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for the less-educated, because the opportunity costs of foregone earnings from immediate retirement is much

smaller for the least-educated.

Previous work has also illustrated that immigrants’ working hours are lower than natives’. Immigrants’

labour supply decisions could be distorted by credit constraints and by human capital accumulations (Blau et

al., 2003; Baker and Benjamin, 1997; Worswick, 1999). Similarly, the impact of social assistance programs

on working-age natives and on immigrants is also different (Borjas and Hilton, 1996). Yet, the evidence

on whether immigrants rely more on social assistance programs is mixed. Generally, existing literature

shows that less-skilled immigrants are heavy users of social assistance and welfare programs. For example,

Borjas (1999) and Bratsberg et al. (2014) find that less-skilled immigrants cluster in high-benefit locations

and immigrants from low-income source countries tend to show rising participation in disability insurance

programs. Similarly, Dustmann et al. (2010) show that A8 immigrants in U.K. (immigrants from the Central

and Eastern European countries that joined the European Union in 2004) are less likely to use welfare

services and receive state benefits because these in-migrants tend to be younger and better educated and

also tend to have fewer children than natives. Using a more general model specification, Crossley et al.

(2001) also do not find immigrants of any cohorts at any number of years-since-migration to rely more on

social assistance programs relative to Canadian-born men. However, Swedish data show that immigrants

tend to stay on welfare and are less likely to remain employed than natives (Hansen and Lofstrom, 2003,

2009). Baker et al. (2009) also mention that recent elderly immigrants who do not qualify for public pension

benefits in Canada show low employment rate and rely on social assistance programs.

To date, relatively few papers have specifically explored the impact of retirement benefits on labour

supply decisions of elderly immigrants. Two recent papers have examined this context. First, Borjas (2011)

uses the U.S. Census data from the 1960-2000 to compare how the eligibility requirements for Social Se-

curity benefits affect the immigrant and native men’s decisions to exit the labour force as they approach

retirement. Immigrants are required to work at least 10 years before they can qualify for Social Security

benefits, which motivate the immigrants who arrived in their 50s and 60s to work longer relative to the

natives. Consistent with this conjecture, Borjas’s (2011) results do show that the probability of employment

for older immigrant men drops by seven to eleven percentage points once they qualify for Social Security

benefits. Second, Kaushal (2010) applies the change in the 1996 Personal Responsibility and Work Oppor-

tunity Reconciliation Act (PRWORA), which banned the receipt of Supplemental Security Income (SSI)

for the majority of elderly immigrants, to examine the effect on immigrants’ employment, retirement, and

family incomes. This policy change is associated with an increase in employment and in delayed retirement

for elderly male immigrants, but not for female immigrants.

Yet, little is known about the effect of public pensions on the joint family labour supply decisions of

elderly immigrants and whether these individuals alter their behaviour a few years prior to the receipt of

these benefits. This study adds to this area of literature by examining the causal impact of public pensions

on the labour supply decisions of the household maintainer, the spouse, and the working-age children.
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2.3 Application of the Canadian Old Age Security benefits to the static
labour supply model

This section first presents a description of the Canadian Old Age Security (OAS) program. I then apply the

Canadian OAS program to the static labour supply model to predict the elderly immigrants’ labour market

attachment from this public pension entitlement.

2.3.1 The Canadian Old Age Security program

The Canadian Old Age Security (OAS) program is the Government of Canada’s largest pension program,

which is a monthly benefit paid to seniors who have either a Canadian citizenship or permanent residence

status. Unlike the U.S., Canadian applicants do not need to work at least 40 quarters in order to qualify for

this public pension entitlement. For those who live in Canada, they are eligible for the OAS pension if they

are at least 65 years of age and have resided in Canada for at least ten years after age 18. Conversely, for

seniors who live outside of Canada, they must present proof that they previously lived in Canada for at least

20 years after age 18 in order to qualify for this public pension entitlement. If neither of the above scenarios

apply, the applicant could still meet the residence requirement under the terms of an international social

security agreement. A social security agreement (SSA) allows the periods of contributions and/or residence

in Canada and in an agreement country to be added together to meet the residence requirements for the OAS

benefits. In other words, an individual can still apply for OAS if they live in Canada for less than 10 years

as long as they have previously worked in and/or lived in a country that has an SSA with Canada. Starting

in April 2013, the government implemented a process to automatically enroll a subset of seniors who are

eligible to receive the Old Age Security pension. For those without automatic enrolment, they will need to

apply in writing to receive OAS benefits.

The residency period in Canada determines the amount of Old Age Security pension that the elderly

person receives. Generally, the full OAS pension amount is payable if the individual has resided in Canada

for at least 40 years since the age of 18.2 The person can also qualify for the OAS benefit if he/she was

born on or before July 1, 1952 and: (1) on July 1, 1977, he/she resided in Canada; or (2) on July 1, 1977,

he/she did not reside in Canada but after turning 18, he/she resided in Canada for a period of time prior to

July 1, 1977; or (3) on July 1, 1977, he/she possessed a valid Canadian immigration visa. In the two latter

cases, the respondent must have resided in Canada continuously for the ten years immediately before the

approval of the OAS pension. Otherwise, if the person does not satisfy this ten-year period restriction, the

applicant could have made up for partial absences by having periods of prior residence in Canada that were

equal to at least three times the period of absence during the ten-year period. For example, three years of

residence in Canada between ages 19 and 22 could offset the one year absence between ages 63 and 64.

Alternatively, the applicant must reside in Canada for at least one year immediately before the approval of

the OAS pension.

On the other hand, the OAS pension amount is prorated by the number of years of residence if the

2For the October to December 2015 period, the maximum OAS pension amount was $569.95 (source:
http://www.esdc.gc.ca/en/cpp/oas/payments.page)
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respondent has a minimum of ten years of residence, but has lived for less than forty years in Canada. For

example, the senior receives 10/40th of the full OAS pension if he/she has lived in Canada for ten years after

age 18, and is entitled to the same pension amount for life (prior to any inflation adjustments). The OAS

benefits are inflation-adjusted on a quarterly-basis.

Within the Old Age Security program, there are three other types of benefits: (1) Guaranteed Income

Supplement (GIS); (2) Spousal Allowance (Allowance); and (3) Allowance for the Survivor. The GIS is an

income-tested program that is based on previous year’s family income excluding OAS and GIS benefits.3

The family annual income must be lower than the maximum annual threshold. The senior can only apply

for this income-tested benefit if the individual is eligible for the OAS. The GIS benefits are clawed back,

where the benefits are reduced by $1 for every $2 of income for single-person families; and by $1 for every

$4 for married couples. The GIS clawback only applies to combined yearly income of couples, and does not

include income of working-age children. Starting on July 1, 2008, the GIS earnings exemption was raised

from $500 to $3,500. This means that for a single pensioner earning $3,500 or more, the clawback starts

from $3,501 to the maximum annual threshold amount. Unlike the OAS, the GIS benefit amounts are not

prorated by the years of residence. Therefore, immigrants who have landed for 10-19 years or those who sat-

isfy the residence requirement through social security agreements can benefit from the full GIS amount even

though the OAS benefit is a partial amount. Between years 2001 and 2006, the legislation allowed spon-

sored immigrants from SSA countries to be eligible for income-tested benefits when they became citizens.

However, the legislation was amended in 2007, where seniors from social security agreement countries who

become Canadian citizens while under sponsorship cannot receive GIS until they have resided in Canada for

ten years.

The Spousal Allowance is a benefit available to the spouses or common-law partners of Guaranteed

Income Supplement recipients.4 The spouse or the common-law partner must be between ages 60 and 64,

be a Canadian citizen or a legal resident, have resided in Canada for at least ten years since age 18, and the

family income must be less than the maximum allowable annual threshold. The spouse could still qualify for

partial allowance benefit if he/she has previously worked in a country that has a social security agreement

with Canada. Conversely, the Allowance for the Survivor is a benefit available to Canadian citizens or

legal residents of ages 60-64 whose spouse or common-law partner is deceased, who have met the 10-year

residency requirement, and whose annual income is less than the maximum annual threshold.5 Clawback

provisions apply to both the Spousal Allowance and the Allowance for the Survivor, and the clawback rates

vary across different income ranges.

Effective in July 2013, the applicant could defer the receipt of Old Age Security benefits by up to five

years in exchange for a higher monthly amount. However, the increase only applies to the OAS pensions, and

not to the Guaranteed Income Supplement, the Spousal Allowance, or the Allowance for the Survivor. If the

3For the October to December 2015 period, the maximum monthly GIS amount was $772.83 for single-
person household; and $512.44 if the spouse/common-law partner receives the full OAS pension (source:
http://www.esdc.gc.ca/en/cpp/oas/payments.page).

4For the October to December 2015 period, the maximum Allowance amount was $1,082.39 (source:
http://www.esdc.gc.ca/en/cpp/oas/payments.page)

5For the October to December 2015 period, the maximum amount for the Allowance for the Survivor benefit was $1,211.79
(source: http://www.esdc.gc.ca/en/cpp/oas/payments.page)
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senior chooses to defer receipt of the OAS pension, he/she cannot receive the GIS and his/her spouse cannot

receive the Spousal Allowance. Furthermore, although the Old Age Security pension is not an income-tested

benefit, the applicant must pay a recovery tax on OAS benefits if the individual’s net annual world income

is more than $71,592 in 2014 and/or if he/she lives in a country where the non-resident tax on Canadian

pensions is 25 percent or more.

Figure 2.1 shows the OAS take-up rate and the combined OAS and GIS mean amounts for years 2001,

2006, and 2011, using data retrieved from the Canadian Censuses and the 2011 National Household Survey

(NHS).6 The top panel shows the raw data for the two series, which shows a discrete jump in the OAS/GIS

take-up rate and the public pension benefit amounts at around year 10-11 of immigration.7 I exploit this

variation by comparing the labour supply decisions of the elderly who landed for just more than 10 years in

Canada versus those with less than 10 years since arrival. The raw data series in Figure 2.1 show an upward

spike in the OAS take-up rate at the fourth year of arrival for years 2001 and 2006 data, which coincides with

the 2001 legislation that allowed sponsored immigrants from SSA countries to be eligible for GIS when they

became citizens. As noted in the Data Description section below, Statistics Canada excluded the respondents

who reported a positive Old Age Security amount and fewer than eleven years of arrival to Canada for the

2011 National Household Survey dataset. To be consistent with Statistics Canada’s imputation procedures

for the 2011 NHS dataset, the bottom panel also shows the case where I apply the same process to the 2001

and 2006 data.

Generally, the raw data shows that the residence requirement for OAS/GIS pension benefits can strongly

predict public pension entitlements using years 2006 and 2011 data. However, the validity of the 2001 data

could be confounded by the start of the above-noted legislation regarding sponsored immigration, as well

as by potential misakes from self-reported income. The Data Description section highlights that most of the

respondents’ income data are linked to tax information starting from year 2006 Census. This implies that

data accuracy for year 2006 Census is higher than year 2001’s. In light of these potential issues with using

the 2001 data, the rest of the analysis is based primarily on year 2006 data. I use 2011 NHS data as part of

the robustness checks.

2.3.2 Theoretical framework

Following Baker (2002), I apply a simple neoclassical model to predict the effects of Old Age Security

(OAS) and Guaranteed Income Supplement (GIS) benefits on family labour supply decisions. Figures 2.2

and 2.3 present a static labour supply model incorporating the features of the OAS and GIS benefits for

households without working-age children and for those with working-age children, respectively. The vertical

axis gives the total annual after-tax family income and the horizontal axis illustrates the total family non-

6A few potential reasons could explain why the OAS take-up rate does not reach 100% in Figure 2.1. First, respondents could
perceive the OAS/GIS application to be a costly process and may refuse to apply for this public pension benefits (see for example
Veall (2008)). Second, OAS/GIS is not paid to individuals who have left Canada for more than six months. For the 2006 Census,
residences for senior citizens were self-enumerated using Forms 2A and 2B, and they are not considered as institutionalized.
Therefore, the 10% gap may also account for the non-responses from seniors who had difficulty filling out the Census forms.

7Note that the Census and the 2011 National Household Survey are conducted in mid-year, and neither datasets provides the
actual date of immigration. Therefore, just taking the year of the dataset and subtracting by the year of immigration may cause at
least a half-year lag. In this case, the figures show the discontinuity point to be around year 11 instead of year 10.
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market production time spent per day. The daily maximum allocation to non-market production is 24 hours,

which is denoted by “T=24”. Non-market production time includes leisure and home production activities.

For both cases, the thin grey line shows the after-tax income for immigrant families with less than ten years

of residence in Canada, which means that they do not qualify for the OAS/GIS benefits. The thick grey

and black lines reflect the after-tax income for households without working-age children and those with

working-age children who qualify for partial amounts of the public pension benefits in Canada, respectively.

With no work, new immigrants (i.e. those who lived in Canada for less than 10 years) receive the amount

AA’. Without OAS/GIS benefits, newly-arrived in-migrants work at the wage rate denoted by the segment

A’G.8 On the other hand, earlier immigrants (i.e. those who lived in Canada for more than 10 years) receive

the amount AC or AC’, which includes OAS and GIS benefits and other sources of non-employment income.

For simplicity, I exclude the GIS exemption from the static labour supply model.9

For families without working-age children, which is illustrated by the thick grey line of Figure 2.2, GIS

benefits are clawed back between points C and D. Benefits are reduced by $1 for every $2 of income for

person living alone; and by $1 for every $4 for married couples. At point D, the GIS benefit is exhausted

and the household increases consumption by working more. Segment EF shows that the OAS recipient will

need to repay part of or the entire OAS pension if he/she has a net world income of approximately $71,000

or more. On the other hand, for families with working-age children, the clawback rate for GIS benefits

would implicitly be smaller. This is denoted by the black line in Figure 2.3. As noted, the GIS clawback

is applicable to combined yearly income of couples. Therefore, any source of earnings from working-age

children would not be subject to clawback in the GIS computation. This implies that the slope of segment

C’D’ (black line) must be larger than that of segment CD (thick grey line). Therefore, point D’ is located

to the right of point D to illustrate the possibility that family members work fewer hours with the presence

of working-age children. Families with working-age children also face the OAS clawback at segment EF in

Figure 2.3.

The impact of OAS/GIS benefits on labour supply decisions varies across income groups. I include

two different preference sets into one static labour supply diagram to illustrate this heterogeneity. The first

preference set is for low-income households, which is denoted by the utility curves U0 and U1. The optimal

allocations for these two utility curves are X0 and X1, respectively. In the absence of OAS/GIS benefits,

a low-income household with the utility preference of U0 will work and will prefer the bundle X0. With

the OAS/GIS benefits, the same type of household will choose not to work because the utility curve U1

is now higher than U0. For families with and without working-age children, OAS/GIS benefits encourage

low-income recipients to exit the labour force.

The second preference set is for middle-income recipients. I use utility curves U2, U3, and U4 to

illustrate the point that the effect of OAS/GIS benefits on middle income households is ambiguous. X2,

X3, and X4 reflect the optimal allocations for utility curves U2, U3, and U4, respectively. Based on the

static labour supply model, the decision to withdraw from the labour force depends on the curvature of the

utility function. Regardless of family composition types, by income effect, the middle income household

8 I follow a similar assumption as Baker’s (2002), where the relative wage rate reflects the main income earner’s comparative
advantage in market production.

9The overall result does not change with and without the GIS exemption in the model.
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will reduce working hours by moving from bundle X2 (without social assistance) to bundle X3 (with social

assistance). The same type of household will also choose to reduce working hours at segment DE (or D’E)

due to both income and substitution effects, if the utility for bundle X3 exceeds that for bundle X4. However,

if the utility preference for X3 is lower than the utility at point C (the point for exiting the labour force), then

the middle-income group will retire. In order for the major income earner(s) in the household to exit the

labour market, the model predicts that family members reduce working hours sequentially. In other words,

the total family market production time must fall in response to OAS/GIS benefits, but the rate at which

market production time declines should be faster for families with working-age children.

Finally, this type of social assistance has no impact on the high-income group, (denoted by segment

FG) because the public pension benefit for this type of household is zero. The subsequent sections will

use econometric techniques to explore the exact magnitude of the impact from OAS/GIS onto the elderly

immigrants’ and their family members’ labour supply decisions.

2.4 Data description

This paper uses a combination of datasets produced by Statistics Canada to investigate a causal effect of

public pension benefits on family labour supply decisions of elderly immigrants.10 First, I apply the 2006

Census data as part of the main estimation. The voluntary nature of the 2011 National Household Survey

(NHS) dataset raises concerns over the validity of the immigration and place of birth numbers.11 Therefore,

I estimate the regression model using 2011 NHS data as part of robustness checks. Starting from the 2006

Census, most of the respondents’ income data are linked to tax information. This change improves the

income data’s accuracy. Both datasets contain variables on family composition, income sources, actual

years of immigration, country of residence from five years ago, detailed place of birth information, property

value, and labour force status.

However, the Census does not identify the main income earner in the family. Therefore, I assume the

reference person in the Census corresponds to the household maintainer. As part of the supplementary

analysis, I use the longitudinal version of the Survey of Labour and Income Dynamics dataset to further

identify how the OAS/GIS benefits affect the main income earner’s and his/her spouse’s labour supply

decisions. The SLID data only provides labour force status information for employed individuals of ages

16-69. Therefore, for this part of the supplementary analysis, I use wage data, which includes the whole

universe of respondents, to create a binary variable for the labour force participation decision.12

To gather more evidence on the effect of OAS/GIS benefits on the intensive margins of labour supply,

this study also uses the 1998, 2005, and 2010 General Social Survey (GSS) datasets to compare time use

10The research and analysis in this chapter are based on data from Statistics Canada and the opinions expressed do not represent
the views of Statistics Canada.

11See for example, Grant (2015).
12I also use the variable “person’s major activity at end of reference year” to construct a binary variable for labour force partic-

ipation when using the SLID data. The results are similar to those where I apply wages to construct the same measure. However,
the major activity variable faces problems in the collection of data for year 1999 SLID. Respondents aged 70 and older were not
asked about their major activity that year. To compensate for this problem, an imputation program was developed, based on data
for years 1998 and 2000. The number of “retired” responses is high in 1999 as compared to other years. In light of this problem,
this study uses wage data to construct the 0/1 labour force participation variable.
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of elderly immigrants and of working-age immigrants.13 The GSS dataset contains information on the year

of arrival to Canada in 5 or 10-year groups, as well as detailed time use and demographic information.

However, small sample size is one of the major drawbacks to using the GSS data, especially for immigrant

families. To address this problem, I include all respondents into the empirical strategy in order to preserve

as much information as possible. I also compare the estimates generated by the GSS against those produced

by the Census to test robustness of results.

One of the shortcomings with the Census and the NHS data is that both datasets do not report the actual

years of residence in Canada. As noted above, the eligibility requirement for OAS depends on the years of

residence. Yet, the years of residence could be different from the number of years since immigration. For

example, years of residence would be a non-zero number for a person who lives in Canada under student

visa; but the number of years since immigration would be zero in this case because the individual is a non-

permanent resident. Given data limitations, I use the number of years since immigration to proxy for the

years of residence in Canada. The estimation with the number of years since immigration is expected to

provide a lower bound answer since this measure carries a lag.

Although the percentage of immigrants with less than ten years of landing who reported a non-zero

OAS/GIS amount is roughly a quarter for year 2006 data, a few stylized facts suggest that the estimation with

the years of residence is not expected to be substantially different from that with the number of years since

immigration.14 In Section 2.6, I show that the labour supply decisions are very similar whether I include or

exclude the individuals who reported receiving OAS/GIS benefits for less than 10 years of landing.15 Based

on the OAS numbers from the Employment and Social Development Canada (ESDC), roughly 6.3% of the

seniors of ages 65 and above with less than ten years of immigration would qualify for the OAS through

social security agreements.16 Furthermore, the longitudinal version of the Survey of Labour and Income

Dynamics dataset also shows that a very small proportion of respondents with less than ten years of landing

would have received the OAS benefits.

Yet, there are three potential factors that could explain the discrepancy between the overall OAS take-up

rate and the OAS take-up rate through social security agreements (6.3%). First, imputation procedures could

be one possibility. Statistics Canada confirmed that only a small proportion of respondents with less than

ten years of landing would have reported an OAS amount in the raw data (prior to any imputations), and

the difference in results between using their imputed data and the raw data is roughly 10%. Second, for the

2006 Census, senior citizens in residences were self-enumerated using Forms 2A and 2B, and they are not

considered as institutionalized. The gap could account for some of these seniors who made a mistake in

13This paper uses the aggregate time use categories compiled by Statistics Canada for years 1998, 2005, and 2010. I do not
include data from the 1986 and 1992 GSS because the categories for these two years are different.

14According to the 2006 Census PUMF file, roughly 23% of the respondents with less than ten years since immigration receive
OAS/GIS benefits (which would also include allowances).

15See also Figures A.1 and A.2 in the Supplementary Appendix.
16This value gives an upper bound answer and is computed as follows using the data provided by the Employment and Social

Development Canada: I take the number of OAS recipients applied through social security agreements (SSA) and divided by the
total number of OAS immigrant recipients of ages 65 and above for year 2006. I assume that the number of OAS applied through
SSA, which is 80,770 in year 2006, applies to all immigrants who landed for less than ten years. For individuals of ages 65 and
over, the share of immigrants over total population is 29.9%. Therefore, the number of OAS immigrant recipients is approximately
equal to 30% of the total number of OAS recipients in Canada (4,261,262), which is 1,278,379. Therefore, the percentage of seniors
of ages 65 who qualify through SSA is roughly 80,770 / 1,278,379 or 6.3%.
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recalling the year of immigration information. Finally, the years that an immigrant have spent as a student

or as as temporary foreign worker would also count towards the 10-year benefit eligibility rule. Using the

2006 Census, I find that roughly one-third of the elderly immigrants who landed for less than five years in

Canada have previously lived in Canada five years ago.

Another shortcoming with using the Census and National Household Survey data is that Statistics

Canada did not impose consistent imputation procedures to both datasets for determining the respondents

with a non-missing OAS/GIS amount in the field. For the NHS data, Statistics Canada moved the OAS

amounts to the “other government transfer” category for any observations with less than eleven years of

landing to Canada. However, this imputation procedure was not done to the naturalized Canadian citizens

for the 2001 and 2006 Censuses. Given this shortcoming, as part of the robustness checks, I first exclude the

respondents with a non-missing OAS amount and with less than eleven years of immigration from the 2006

Census for the regression discontinuity analyses. I also conduct a similar set of regression analyses using

the tax-linked data from the longitudinal version of the Survey of Labour and Income Dynamics (SLID) as

a second robustness check. Statistics Canada confirmed that they did not impose any imputation procedures

to tax-linked respondents in the SLID data. However, small sample is a major concern with the SLID; and

thus, I estimate the full sample using this dataset for most of the analyses. Despite these data limitations, to

date, these datasets are the best sources available for studying the linkages between public pension benefits,

labour supply responses, and living arrangements.

2.5 Empirical strategy

The main empirical approach exploits the discontinuity in the Canadian Old Age Security (OAS) benefits at

the tenth year of residence, by using a regression discontinuity (RD) design. One of the advantages of using

the RD design over the difference-in-difference (DD) method is that the labour supply comparisons can be

placed in more closely similar markets. In this study, I can directly compare the labour supply decisions of

the elderly population (ages 65 and over) who landed for less than 10 years versus those who arrived for

more than 10 years as of year 2006. The RD strategy is more transparent and the results are also less likely

to be confounded by the selection of discontinuity points. Conversely, the DD estimates are sensitive to the

choice of the control groups (see for example Appendix Table A.1).17 Finding an appropriate control group

that has the same pre-existing trends under the difference-in-difference framework can be challenging in

this paper’s context. As discussed below, for certain labour supply variables, the trends for the working-age

population (ages 25-54) are different from those for the elderly population (ages 65 and over). This implies

that the common trends assumption could be violated under the DD method. In addition, the comparison

across years can be tricky since Statistics Canada imposed inconsistent imputation procedures for different

years of the Census. As such, the estimates from the difference-in-difference technique could be confounded

by other external factors that cannot be easily eliminated from the regressions.

Furthermore, one of the questions of interest in this paper is whether individuals show any anticipation

effect in response to public pension entitlements. Technically, for a valid RD design, there should be no

17See also Lemieux and Milligan (2008).
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jumps in the dependent variable at non-discontinuity points (see for example, Imbens and Lemieux (2007)).

However, estimating for anticipation effects is necessary in this paper from a policy standpoint, in order to

better understand whether elderly immigrants are making efficient labour supply choices. This also provides

an indirect answer as to why the income-based poverty rates are high for this sub-population group. The RD

setup is more suitable in this context to quantify the anticipation effect resulting from the OAS/GIS benefits

because the treatment variable in this framework gives a discrete answer. Conversely, the difference-in-

difference estimation is less direct, as the treatment variable only reflects the impact coming from the change

in eligibility for a range of points on years of residence.

I start the econometric analysis by examining the impact of OAS/GIS on the extensive margins of labour

supply. As noted in the Data Description section, I set the number of years since immigration to be the

same as the year of residence in this paper. Furthermore, this study assumes that the reference person in the

census family taken from the 2006 Census corresponds to the household maintainer. Therefore, this paper

uses the terms “reference person”, “household maintainer”, and “main respondent” interchangeably. I first

extract the raw data series using the 2006 Census dataset, which also include the applicants with less than ten

years of residence in Canada and who are able to meet the residence requirement through a social security

agreement (SSA). I then run various robustness checks to address the potential concern that immigrants who

are from a country with an SSA with Canada could be self-selecting themselves into Canada to benefit from

the OAS/GIS benefits. These robustness checks include incorporating an SSA dummy to account for this

variation as well as eliminating the respondents with less than ten years of arrival to Canada and reported a

positive OAS benefit amount. To estimate the intensity of anticipation effect, I apply two different strategies.

First, I use a donut hole by excluding the respondents with 9 to 12 years of immigration from the analysis.

In another estimation, I move the threshold point to earlier dates to explicitly test for anticipation effects.

In addition, I unbundle the estimation by different family composition types in order to estimate the

effect from public pension entitlements on the main respondent, on the spouse, and on the working-age chil-

dren. The 2006 Census does not provide information on the primary and secondary income earners within

a family. Therefore, I use the longitudinal version of the Survey of Labour and Income Dynamics (SLID)

dataset to find a causal relationship between OAS/GIS and labour force exit rate for the main income earner

and for his/her spouse for years 1993-2010. The voluntary nature of the 2011 National Household Survey

(NHS) raises concerns over the validity of the immigration and place of origin numbers.18 Therefore, I com-

pare the results obtained using 2006 Census against those from the 2011 NHS for broad family composition

types as part of robustness checks.

This paper then investigates the effect of public pension entitlements on the intensive margins of labour

supply by applying the 2006 Census data and the time use information obtained from the General Social

Survey (GSS). For the 2006 Census data, I regress the hours worked per week and the weeks worked per

year variables, as well as the binary variable for zero hours spent on unpaid housework onto the point of

discontinuity for various types of family structures. Given small sample size problems, for the GSS data, I

utilize a difference-in-difference approach to compare the number of minutes spent on market production,

home production, and leisure-related activities for immigrants of ages 65 and over and the number of minutes

18See for example, Grant (2015).
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spent on the same set of activities for immigrants of ages 25-54.

2.5.1 Extensive margins of labour supply

This paper begins the econometric analysis with a regression discontinuity (RD) design, where I exploit the

discontinuity in the OAS/GIS benefits at the tenth year of residence to explore the effect of public pension

entitlements on the extensive margins of labour supply. I estimate three different sets of regression models

using the 2006 Census data as part of my main analysis. The first set examines the impact of the OAS/GIS

benefits on the main respondent’s labour supply outcomes; the second set explores the effect from this policy

on the spouse’s; and finally, the last set focuses on the working-age children’s work decisions.19 I define

working-age children as those of ages 25 and above, who are no longer considered as dependents while living

together with their parents. This paper examines the labour market attachments for the following family

compositions: single-person families; married and common law couples with working age children; and

married and common law couples without children. The goal of the latter two estimations is to investigate

whether family members would exhibit weak labour market attachment with the presence of working-age

children. This links back to the static labour supply model, which shows that the presence of working-age

children could help accelerate the family labour force exit rate. Any sources of earnings from the child are

not subject to clawback in the GIS computation, and this provides a bigger cushion for senior couples to

work less. I also compute the case where the spouse’s age is less than 60 and greater than 60 in order to

determine whether Spousal Allowance may be driving labour supply behaviour. The main purpose of having

these estimations is to determine whether family members exhibit any form of joint labour supply decisions.

This study estimates the following main regression model for respondent i using Ordinary Least Squares

(OLS):

Yirt = β0 +β1Xirt +β2 provr +δ1{t ≥ 11}︸ ︷︷ ︸
=T REATirt

+γ11{t ≥ 11} · (t−11)+ γ21{t < 11} · (t−11)+ εirt (2.1)

where r indexes the province of residence and t indexes the number of years since immigrated to Canada.

Respondent i refers to the main respondent, the main respondent’s spouse, or the respondent’s working-age

children.20 I include province fixed effects provr in order to account for other provincial-based supplemental

programs that may drive labour supply behaviours as the household maintainer turns age 65. εirt could be

correlated across the number of years since immigration. Therefore, I address this problem by clustering

the standard error with number of years since immigrated to Canada. Yirt is a measure of labour supply

behaviour for respondent i in province r with t years of immigration to Canada. I use four measures to

capture labour market attachment (Yirt) at the extensive margins of labour supply: (1) employment rate; (2)

labour force participation rate; (3) an indicator for having an annual wage of less than $500; and (4) an

19The estimations in this paper only include spouses and working-age children who are also immigrants. The results are similar
when I include non-immigrant spouses and children into the computations. These results are available upon request.

20I use OLS for these estimations in order to be consistent across all of the strategies in this chapter. The estimates using OLS
are similar to those produced by the probit model. See Appendix Table A.2 for the probit results.
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indicator for having an annual wage of less than $3,500.21 For measures (3) and (4), the threshold points

refer to the exemption levels for GIS benefits pre- and post-2008, respectively.

I plot various household demographic control variables by the forcing variable to detect whether any

possible factors unrelated to the OAS/GIS benefits could be confounding the estimates (see Figures 2.4 and

2.5). First, Figure 2.4 shows a discrete jump at around year 7 of immigration for the share of respondents

with private pensions. This gap could possibly reflect retirees’ adjustment to RRSP and/or RRIF holdings

in anticipation for OAS/GIS benefits. Early-arrived immigrants could also have greater access to better paid

jobs than newly-arrived immigrants, which could be a potential explanation behind the sharp run-up in the

share of individuals with private pension holdings after the eleventh year since immigrated to Canada.22

For both senior and working-age respondents, Figures 2.4 and 2.5 show that most of the control vari-

ables exhibit a smooth pattern around the point of discontinuity, except for the share of respondents with a

Bachelor’s degree. As shown in Figure 2.6, the discontinuity for the education plot at around year 11 is only

applicable to year 2006. The same pattern can be observed in the 2001 series at around years 3-5 of immi-

gration, but not for the other series. Therefore, the gap in the education series at around the discontinuity

point for the 2006 data most likely reflects cohort effects. These trends also coincide with the time pe-

riod when the Canadian government made changes to the selection system for skilled immigrants, business

immigrants, and self-employed immigrants, with a greater emphasis on higher levels of education, official

language ability, decision-making skills, and motivation and initiative (Canada, 1994; Canada, 1995). Con-

sistent with the timing of the reform, Table 2.1 shows a sharp jump in the share of immigrants (permanent

residents) in natural sciences, engineering, and mathematics occupations between years 1994 and 1996.

In light of these potential estimation concerns, I include several demographic control variables in Xirt

to correct for these possible confounding factors and to increase the estimates’ precision.23 The Xirt vector

also addresses the potential concern that immigrants who are eligible for OAS/GIS benefits could differ from

those who do not. In particular, immigrants could be changing their characteristics over time. The vector

of observable characteristics for individual i is denoted by Xirt , which includes dummy variables controlling

for age, gender, disability, education, ethnicity, language, dwelling tenure status, and other private pension

sources. The inclusion of the private pension dummy accounts for the possibility that immigrants may be

adjusting their pension holdings in anticipation for public pension entitlements. The education dummies and

the language indicator variable absorb the variation that results from the change in the immigration selection

system, with a tilt towards higher education levels and official language abilities. Generally, the results with

and without the X vector are similar (see Appendix Table A.5 for the results without the X vector). As a

supplementary analysis, I also present results with an additional control variable – the interaction of high

education dummy and cohort groups – in order to further test whether the gap in the education control

21The Canadian Census does not provide any variables specifically on retirement.
22As an extra test, I also include a dummy variable for Canada Pension Plan (CPP) into the estimation. The results are similar

with and without the CPP dummy variable, which suggest that CPP exerts a minimal impact on labour supply choices. This finding
also holds when the discontinuity is set at year 9 (i.e. two years prior to the OAS/GIS eligibility date). These findings are consistent
with the findings from Baker and Benjamin (1999), who do not find any huge impact on labour supply choices through the early
retirement provisions of the CPP. See Appendix Tables A.3 and A.4 for the results with the CPP dummy variable.

23Bui et al. (2014) also apply a similar technique to an education context. They find a discontinuity in one of their covariates and
correct for this problem by providing results both with and without controls.
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variable could drive the estimations (see Appendix Table A.6). Overall, the gap in the education variable

and in the private pension holdings does not seem to be driving the results in the dependent variable.

δ is the main coefficient of interest. This gives the effect of the household maintainer’s receipt of the

Canadian Old Age Security benefit at ages 65 and over starting at the tenth year of immigration. The Census

and the 2011 National Household Survey are conducted in mid-year, and both datasets do not provide the

actual date of immigration. As such, just taking the year of the dataset and subtracting by the year of

immigration may cause at least a half-year lag in the regression discontinuity design. A potential problem

by setting the threshold point at year 10 instead of year 11 is that some of the individuals who are ineligible

for the OAS/GIS benefits may be included into the treatment group.24 Furthermore, the income data in

the Census are based on year 2005 tax year and the application process for the OAS/GIS benefits is not

automatic. Therefore, to address these issues, for the main estimation with the 2006 Census data, I set the

threshold point to be at year 11 instead of at year 10 for the RD estimations.25 In other words,

T REATirt =

0 if t < 11 and age of maintainer ≥ 65

1 if t ≥ 11 and age of maintainer ≥ 65

I restrict the analysis to immigrants who landed for 5 to 20 years. As noted in Section 2.3.1, individuals

who do not live in Canada at the time of OAS application will need to show proof of residence for 20 years

since age 18. This implies that the type of immigrants who have lived for 20 years or more could be different

from those who have lived for 20 years or less. On the other hand, I exclude the respondents who landed

for less than 5 years as immigrants take 4-5 years to fully settle in one location.26 Moreover, some of the

immigrants may immediately apply for non-residents and return to their home country once they obtain

Canadian citizenship at the fourth year of immigration. This also suggests that the labour supply decisions

of new immigrants may not be fully representative of those who landed for more than 5 years. As part of

the robustness checks, this paper re-estimates expression (2.1) using different time windows to determine

whether the results are sensitive to the choice of the bandwidth. I use the full sample for this sensitivity test

in order to preserve as many observations as possible. I assume that the findings from this robustness check

are applicable to all family composition types.

In addition, I re-estimate expression (2.1) using the 2011 National Household Survey (NHS) data to

examine whether the results are time-specific. As noted in the Data Description section, although the NHS

data are linked to income tax information, the voluntary nature of this dataset leads to low response rates

from certain types of respondents. Statistics Canada also did not implement consistent imputation proce-

dures across the Census years. In light of the shortcomings as discussed in the Data Description section, I

first exclude the respondents with a non-missing OAS amount and with less than eleven years since immi-

gration from the 2006 Census.27 Then, I compare the results produced by the modified 2006 data against

24For example, individuals who arrived in Canada in December 1996 would be coded as having 10 years since immigration
instead of 9.5. On the other hand, individuals who landed in December 1995 would be coded as having 11 years since immigration
instead of 10.

25The results are similar if I set the threshold point at year 10 instead of year 11 for the full sample. However, the results are
weaker for finer family breakdowns.

26See for example, Haan (2012).
27Figure 2.1 shows the imputation procedure for 2011 NHS data goes up to the eleventh year since immigrated to Canada.
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those generated by the 2011 National Household Survey (NHS) data for broad family compositions in order

to increase precision and to preserve as many observations as possible.

As an extra check, I also compare the results produced by the 2006 Census data against those generated

by the longitudinal version of the Survey of Labour and Income Dynamics (SLID) dataset using expression

(2.1). This supplementary analysis is necessary for three reasons. First, the SLID data contains a variable

for the actual number of years since immigrated to Canada, which eliminates the half-year lag problem

in constructing the discontinuity point when using the 2006 Census. Second, Statistics Canada does not

impose any imputation procedures to tax-linked SLID data. Therefore, unlike the first comparison with the

NHS data, I can keep all of the tax-linked observations including those who reported a non-zero OAS/GIS

value with less than ten years of immigration to Canada with the SLID data. This helps preserve as much

information as possible. Finally, the SLID data contains an indicator variable that identifies the main income

earner in the census family, which helps distinguish the effect of the OAS/GIS benefits from the primary

and secondary earners. This cannot be done using the Census data because it only provides information on

the “reference person” in the census family. Yet, the “reference person” does not necessarily correspond to

the main income earner.

For the supplementary analyses with the SLID data, the X vector is different from the one when using

the Census data. First, I include year effects. Second, the SLID does not provide any information on

language usage and on visible minority (ethnicity) groups. Also, the non-response rate for the dwelling

tenure variable was high for reference years 1999 and 2000 due to an error in collection. Statistics Canada

also replaced many “don’t know” responses with the value for the household from a preceding or subsequent

year (if from the same dwelling) for year 2001. The screening questions for the disability status variable

were significantly modified starting in year 1999. In light of these data issues, I exclude language, visible

minority group, disability, and homeownership control variables from the X vector for this extra analysis.

The estimation using the SLID data is from years 1993 to 2010.

One of the key identification assumptions that underlies the regression discontinuity design is that f (t)

is a smooth continuous function. This means that changes in the OAS/GIS benefits are the only source of

discontinuity in outcomes around year 10 of landing and for household maintainers of over age 64. I run

various falsification tests to verify this. First, I examine the labour supply responses of main respondents of

ages 25-54, both graphically and econometrically. I then restrict the sample to households with a spouse of

less than age 60 and a household maintainer of ages 25-54 and estimate both maintainer and spouse’s labour

supply behaviour. I select ages 25-54 for the placebo tests because this age group reflects the working-

age population and the labour supply decisions of this group of individuals should be less likely to be

confounded by pension benefits. This falsification test should thus provide a cleaner comparison of labour

market attachments between the treatment and control groups. If δ only captures the effect from the receipt

of OAS/GIS benefits, then δ should converge to zero or be insignificant for any of these falsification tests.

Yet, a few additional factors could threaten the identification strategy. For example, some applicants

could lie on the application form regarding their year of residence. If this were possible, then people with

nine years of residence and with a higher propensity to receive social assistance could claim to have lived for

Therefore, I set the threshold point to be at year 12 instead of year 11 for this comparison.
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ten years in Canada. Since the OAS partial benefits depend on the number of years of residence at the time

of application, a person who landed for ten years could also falsify the year of immigration with a higher

value in order to receive more benefits. This problem is unlikely to occur. The Income Security and Social

Development Branch confirms in writing that their Integrity Services Branch undertakes strict measures,

including collaborating with other government departments, to detect client error, fraud and abuse; and the

appropriate actions would be taken immediately if any anomalies or discrepancies were identified.

Moreover, the choice to defer the public pension benefits generates a non-random selection in the main

analysis sample. The partial OAS benefit amounts are pro-rated by the number of years resided in Canada at

the time of application, and the recipient receives the same monthly amount (prior to adjusting for inflation)

for life. Therefore, this policy creates an incentive for immigrants to choose the timing of receipt. This

problem is also not likely to affect the validity of the estimation results. As noted above, the deferral program

started in July 2013, which does not directly affect the time period of analysis in this paper. Moreover, the

recipient would not be eligible for the GIS if he/she chooses to defer receipt of the OAS pension. The loss

in GIS benefits is greater than the gain from waiting for a bigger OAS amount. Therefore, it is unlikely that

the elderly immigrants will pursue this action.

A related concern is that respondents may misreport the year of immigration in the Census data. As

noted above, for the 2006 Census, senior citizens in residences were self-enumerated using Forms 2A and

2B. This implies that some of these seniors could provide an incorrect answer to the year of immigration

question. However, this possibility is expected to be small. First, the Census form is not linked to any

official OAS/GIS applications and the respondents do not gain from lying on the Census form. Second, the

2006 Census is linked to tax information, which could implicitly encourage respondents to be careful on

the Census questionnaire. In addition, Figure 2.7 shows that the density of the forcing variable is smooth

and continuous around the point of discontinuity. The escalation in the density of the forcing variable that

happens around years 8 to 14 of immigration does not seem to be related to any “manipulation” effects or to

any coding mistakes. This trend coincides with the increase in the number of parent/grandparent immigrants

during the early to mid 1990s, which matches with the period when a mass number of Chinese immigrants

arrived in Canada due to the transfer of sovereignty over Hong Kong.28

Furthermore, the estimation could face self-selection problems if immigrants choose to migrate to

Canada based on their eligibility for public pension entitlements. For the Canadian context, this threat

depends on whether the immigrant’s place of origin is one of the 55 countries that has a social security

agreement (SSA) with Canada. This means that some immigrants could apply for Old Age Security pension

benefits with less than ten years of residence in Canada. This could also cause a non-random selection in

the main estimation sample. Naturalization decisions may also confound the OAS take-up rate. ESDC sug-

gests that at the time of the 2001 Census, the legislation allowed sponsored immigrants from social security

agreement countries to be eligible for income-tested benefits when they became citizens. Therefore, some

elderly immigrants could apply for and start to receive the OAS pension between three and four years of

residence in Canada. The data provided by ESDC shows that at most only 10% of the elderly immigrants

28Using the 2006 Census data, Figure A.3 shows that only the immigration shares for Chinese immigrants rose between years
1992-1998.
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would receive OAS pension benefits via the social security agreement. Therefore, it is expected that the

implementation of SSA would cause minimal impact on non-random selection. As part of the robustness

checks, I include a new dummy variable into the estimation to account for the effect from SSA, which equals

one if the respondent’s place of birth is from a country with social security agreements with Canada and zero

otherwise.29 If non-random selection from SSA were to be negligible, then the impact from this new dummy

variable should pose a miniscule influence on the estimation results. In addition, I run another regression

where I limit the analysis to those who never receive OAS for the first ten years of landing to verify whether

SSA plays any role.

Finally, anticipation effects could also affect the results. Immigrants could gradually adjust their labour

supply as they approach year 10 of immigration. In particular, the GIS is means-tested, which may encour-

age households to adjust their labour supply decisions a few years prior to the OAS/GIS eligibility date in

order to maximize the amount of public pension entitlements. To evaluate the extent of this effect, I conduct

three different estimations using the 2006 Census data.

In the first test, I widen the threshold, by setting the treatment to equal 1 if the number of years since

immigration is greater than 9 instead of greater than 11. I set the new threshold point to be at year 9 to test for

anticipation effect because as noted above, an RRSP/RRIF withdrawal can precede the actual GIS reduction

by as much as 18 months. This implies that respondents could start re-adjusting their work decisions as early

as two years prior to the receipt of OAS/GIS benefits. If an anticipation effect were to hold, then δ would

show a significant effect.30 Next, I create a donut hole by excluding the respondents with 9 to 12 years of

immigration. The construction of the donut hole compares the labour supply decisions of immigrants who

landed for 5-8 years versus those who landed for 13-20 years. Similar to the first estimation, if respondents

exhibit any anticipation effect, the results from the donut hole estimation should exhibit a larger coefficient

in absolute magnitude than those with a discrete discontinuity at year 11. Finally, I compare the outcome

responses of households with low housing assets and low income against those with high housing asset and

low income in order to investigate whether asset-rich families also exhibit anticipation effects. I use 0.5 of

median income (low income measure) for identifying low income households and use a similar technique to

define households with low and high housing asset values. The Census does not provide any information on

non-housing wealth. Therefore, I assume that families with high housing asset value are asset-rich.

2.5.2 Intensive margins of labour supply and time use

This study uses a combination of Census and Statistics Canada’s General Social Survey (GSS) data to

estimate the effect of OAS/GIS pension benefits onto intensive margins of labour supply. I present the

results for all respondents and for employed individuals only. The findings for employed workers are a

proxy for families that are situated in the middle of the static labour supply model.31 I use the results

29The Census does not report the place of residence 10 years ago. It only provides the place of birth and the country of residence
five years ago.

30One of the concerns with this estimation is whether the coefficients reflect self-selection bias due to social security agreements
or anticipation effects. To differentiate these two effects, I repeat this computation by eliminating the OAS recipients with less than
10 years of immigration in order to extract out self-selection bias. The results are similar between the two cases, which implies that
the coefficients reflect anticipation effect instead of self-selection bias. See Appendix Table A.7 for details.

31See Figure 2.2 for details.
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for all respondents, which include the immigrants who have already exited the labour force at the time of

survey, to proxy for households that are near the kink point in the same graphical framework. The sample

of all observations also accounts for the individuals who are only in or out of the labour force for partial

years. I run two different estimations to gather more information on elderly immigrants’ time use. First, this

paper applies the 2006 Census data to expression (2.1), where I replace the dependent variable Yirt with the

following three measures: (1) number of hours worked per week; (2) a binary variable for zero hours spent

on unpaid housework; and (3) number of weeks during which persons worked for pay. Similar to the labour

supply estimations, I unbundle the time use analysis by various family composition types to investigate the

extent to which elderly immigrant families exhibit joint labour supply behaviour.32

The theoretical model predicts that lower income households will choose to reduce market production

time once they are eligible for OAS/GIS benefits. Therefore, a question of interest is whether these individ-

uals substitute market production hours with home production and/or with leisure, and which categories of

leisure increase once the individual qualifies for public pension entitlements. To answer this question, this

paper uses the GSS data as a supplementary analysis to better understand how elderly immigrants allocate

their time in response to public pension entitlements.33 Given small sample size problem with the GSS,

it is technically infeasible to construct a regression discontinuity design for individuals aged 65 and over

and with 0-20 years of arrival to Canada with 72 observations.34 Although imperfect, this paper utilizes the

following difference-in-difference estimation to explore elderly immigrants’ time use:

T IME j
it = α

j +X ′itβ
j +θDDELIGit ·AGE65PLit + γ1ELIGit + γ2AGE65PLit + ε

j
it (2.2)

where T IME j
it is the number of minutes spent on activity j per day for respondent i at time t. Xit contains

year and provincial effects; indicator variables for male, for speaking bilingual language at home, for home-

ownership, and for disability; as well as dummy variables for education levels. ELIGit equals one if the

respondent has arrived for more than ten years to Canada and zero otherwise. AGE65PLit equals one if the

individual’s age is 65 and over; and zero if the respondent’s age is between 25 and 54 (i.e. working-age

population).

The key coefficient of interest is θDD, which captures the difference-in-difference measure and approxi-

mates the average treatment effect on the treated (ATT). In order for θDD to converge to the ATT, the common

trends assumption is a necessary condition for identification. The validity of θDD requires the underlying

trends in the time use variable to be the same for respondents of ages 65 and over (treatment group) and

for individuals of ages 25-54 (control group). However, it is graphically infeasible to plot the labour market

variables by each year of immigration using the GSS data to check for common trends assumption. In light

of this issue, I rely on the Census data to graphically illustrate this condition, where I assume the Census

data is representative and is comparable to the GSS Time Use data. Figure 2.8 shows the measures for the

32I cannot perform similar computations using the SLID data due to small sample problems because the SLID only provides
information on hours worked for employed individuals of ages 16-69.

33This additional estimation follows from Aguiar and Hurst’s (2005) work on the retirement-consumption puzzle, and Aguiar et
al.’s (2013) research on time use during the Great Recession.

34I use the PUMF version of the GSS dataset for this part of the analysis. The number of observations is the same between the
PUMF and the restricted versions of the dataset, and thus, there is no additional gain from using the restricted version of the GSS.
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intensive margins of labour supply – (1) number of hours worked per week; (2) number of weeks during

which person worked for pay; and (3) share of workers with part-time jobs – which captures the market

production time. To summarize, Figure 2.8 suggests that the common trends assumption may hold for the

working individuals for certain labour supply variables. I assume that the trend before year 11 of immi-

gration captures the path that the treatment group (immigrants of ages 65 and over) would have undergone

if it had not been treated. For employed respondents, all panels of Figure 2.8 show that the trends for the

treatment group (ages 65 and over) prior to the threshold point are somewhat aligned to the trends for the

control group (ages 25-54) for market production. This implies that similar patterns would have held for

leisure and/or home production, as these components form the residual time. However, the last panel in

Figure 2.8 reveals that the trends for the treatment and control groups prior to the point of discontinuity are

different if the sample includes all respondents (i.e. including those not in labour force).

Under usual circumstances, the difference-in-difference method would not be the best choice to compare

the time usage for these two sub-groups. Although the GSS Time Use and the Census data might not

provide a comprehensive analysis of time usage within the family, these two supplementary estimations

provide some insights as to where in the static labour supply model the elderly immigrants locate. This is an

important starting point in understanding whether these individuals respond to the OAS/GIS benefits with

anticipation.

2.6 Results

Overall, the eligibility requirement for OAS/GIS pension benefits can strongly predict public pension en-

titlements. Table 2.2 presents the regression analogs of Figure 2.1. The dependent variable equals one if

the respondent receives OAS/GIS benefits and zero otherwise. The T REAT variable from expression (2.1)

is the main explanatory variable of interest, which denotes the point of discontinuity based on residency

requirements. Each column reports results from a separate regression. Columns (1) and (2) give the results

with a linear spline. Columns (3) and (4) provide the estimations with a quadratic spline. The regression

includes demographic controls for the even-numbered columns. For example, column (1) and row (1) sug-

gests that OAS/GIS take-up rate increases by 47% for each additional eligible respondent. Table 2.2 shows

that the first-stage regressions are insensitive to the addition of demographic controls, which implies that

public pension entitlements are not confounded by specific household characteristics. The general results

are similar with and without a quadratic spline.

To summarize, elderly immigrants tend to be responsive to public pension entitlements for the extensive

margins of labour supply. However, there is not enough evidence to conclude that this senior sub-group

responds to the OAS/GIS benefits at the intensive margins of labour supply. The time use data indicates

the possibility of anticipation effect, since the total additional time spent on leisure and home production

activities only changes slightly relative to the working-age population.

Sections 2.6.1 and 2.6.2 present the results for the extensive margins of labour supply and the intensive

margins of labour supply, respectively. Note that all regression models are estimated by OLS. The advantage

of using the OLS over the IV is that the OLS estimations provide a more explicit answer to the research
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question of interest, especially when the threshold point moves away from the point of discontinuity to test

for anticipation effects.

2.6.1 Extensive margins of labour supply

Elderly immigrant families respond to public pension policies at the point of discontinuity for the extensive

margins of labour supply. Figure 2.9 illustrates graphically the relationship between the extensive margins

of labour supply and the number of years since immigrated to Canada for individuals of ages 65 and over

and for those of ages 25-54. The figure uses the restricted version of the 2006 Census data to present four

different labour market attachment measures, which include the employment rate, the share of respondents

not in labour force, the share of respondents with less than $500 annual wage, and the share of individuals

with less than $3,500 annual wage. As mentioned in the Empirical Strategy section, the elderly immigrants

make up the treatment group. As such, the plot for the working-age population represents the results of

the falsification tests. The graphs clearly show that only the senior population is responsive to the Old

Age Security entitlement at the point of discontinuity, with a sharp decline in the employment rate, a steep

increase in the labour force exit rate, and an abrupt rise in the share of respondents with less than $500 and

$3,500 annual wage for the aging group. On the other hand, labour supply responses of the working-age

population do not exhibit any discontinuity around the threshold point.35

Table 2.3 presents the main regression results for the parameter on T REAT from expression (2.1), using

the 2006 Census data. Each row reports the results for different family compositions. Rows (2), (3), (6),

(7), and (10) provide the cases where the spouse is ineligible for Spousal Allowance, whereas rows (4),

(5), (8), (9), and (11) exhibit the contrary cases. The first panel provides the labour supply responses

for household maintainers; the second panel lists the findings for spouses; and the last panel presents the

findings for working-age children. Consistent with the results from Figure 2.9, the effect of OAS/GIS public

pension benefits applies to the extensive margins of labour supply. The impact of public pensions on labour

supply decisions is heterogeneous across family types. For example, column (1), row (1) shows that the

employment rate will decline by 4 percentage points (12 percent) when the household maintainer of single-

person families reaches age 65 and has arrived in Canada more than ten years ago. In contrast, rows (2) to

(5) of column (1) illustrate that employment rate will drop by approximately 2-42 percentage points (4-137

percent) as the household maintainer of multi-person households qualifies for OAS/GIS benefits.36

The results from Table 2.3 provide a few additional insights. First, the estimates for the household

maintainer are similar across the four labour market attachment measures for single-person households,

which imply that movements in or out of unemployment do not play any role. However, this finding does

not seem to hold for multi-person families. One possible explanation for this is that the timing of the labour

force status and the income questions does not match in the Census. Specifically, the employment rate and

35Overall, the findings are robust to the inclusion of recipients who may qualify for OAS/GIS through social security agree-
ments. See Figures A.1 and A.2 in the Supplementary Appendix for a comparison of the labour supply responses with and without
recipients who received OAS/GIS payments and with less than ten years of immigration to Canada.

36The results are similar using the probit model. See Appendix A for details. The numbers in bracket provide the average
treatment on the treated computed using the fuzzy regression discontinuity (RD) approach, which is based on a two-stage least
squares regression with the residence requirement as the instrument. Appendix Table A.8 provides the coefficients for the fuzzy
regression discontinuity (RD) approach.
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the labour force exit dependent variables are derived from the “Labour Market Activities: Labour Force

Activity” question, which refers to the labour market activity in the week prior to Census Day (May 16,

2006). On the other hand, the wage-based dependent variable refers to income earned in the 2005 calendar

year. The discrepancy in results for the multi-person families indicates that certain family members did not

work the full year.

In other words, household members may exhibit joint labour supply decisions in response to public

pension entitlements. The presence of working-age children appears to speed up the overall labour force

exit rate of elderly couples. This matches the predictions of the static labor supply model. For families

with spouses who are ineligible for Spousal Allowance and with working-age children, row (2) shows that

the labour force participation rate declines by nearly 40 percentage points for the household maintainer. In

addition, the chance of receiving a wage of less than $500 increases by roughly 25 percentage points for the

main respondent. On the other hand, there is insufficient evidence to suggest that the spouse adjusts his/her

behaviour as the household maintainer qualifies for public pensions. Yet, within this family structure, the

working-age child reduces the probability of earning low income by roughly 15 percentage points as one

of the parents becomes eligible for OAS/GIS benefits. These estimates point to the possibility that the

children’s labour supply may be substituting for the parents’ work reductions in order to maximize public

pension entitlements for the maintainer.

In contrast, for the same type of spouse with no kids, row (3) shows that the drop in labour force

participation rate for the household maintainer is approximately 20 percentage points. This magnitude is

roughly half of that for the households with working-age kids. Unlike the previous case, the spouse shows

a reduction in the employment rate of 17 percentage points, but the same trend cannot be observed for the

other labour market attachment variables. Therefore, it is unclear that the spouse fully adjusts his/her labour

supply behaviour in response to public pension entitlements. Nonetheless, the reduced probability of labour

force exit for the main respondent implies that the presence of working-age kids provides a cushion for the

maintainer to earn low wages.

When the spouse is eligible for Spousal Allowance, the decline in the employment rate and the increase

in the labour force exit rate for the household maintainer and the spouse are roughly similar between the

families with and without working-age kids. The drop in the employment rate is also much less in these

two types of family structures. The spouse shows insignificant effects on the labour force participation rate

in response to the receipt of OAS/GIS benefits. On the other hand, row (11) from Table 2.3 shows that the

labour force participation rate will decline by nearly 7 percentage points for the working-age children as both

parents qualify for OAS/GIS benefits and the Spousal Allowance. Unlike the previous case, the working-age

children do not show any increase in probability of earning high income. Instead, the coefficients for earning

low wages are small. By first glance, the OAS/GIS benefits seem to discourage the working-age children

from working, which is a puzzling and an unintended consequence. The timing of the Census questions

could be one potential factor in explaining the discrepancy between the results produced by the labour force

status question and by the income-based question. Moreover, this result somewhat matches the predictions

from the static labour supply model, where the entire family reduces market production time as the married

couples qualify for public pension entitlements. To summarize, labour supply smoothing does not seem to
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exist in families where both spouses qualify for public pension benefits.

I conduct several robustness checks to test the validity of the estimation results. First, I use different

bandwidth windows to test the sensitivity of the results. Table 2.4 shows the regression results using the full

sample for different time windows, ranging from 5-20 years of immigration to 5-16 years of immigration

(i.e. roughly 6 years away from the point of discontinuity). I also test the case with bandwidth of 2-20 years,

which accounts for 9 years away from the point of discontinuity. The estimates using the wide bandwidth

are nearly double those from the main estimations. On the other hand, the optimal bandwidth that minimizes

the asymptotic mean square error of the joint estimator gives the range of 8-14 years of immigration. Table

2.4 shows that the results using the income-based dependent variables are roughly halved of those from the

main estimations. Yet, the effect of OAS/GIS on the employment rate and labour force exit rate seems to

be negligible with small bandwidth. As noted above, the labour force status-based variables are based on

Census day, which creates a half-year lag in the estimation. Therefore, the drop in the employment rate is

expected to have occurred at year 10 rather than at year 11 of immigration. As such, it is reasonable that

the employment rate and the labour force exit rate variables show insignificant effects when the point of

discontinuity is set at year 11. Generally, the results are aligned with expectations.

In Tables 2.5 and 2.6, I compare the results produced by the 2006 Census data with those from the 2011

National Household Survey and from the longitudinal Survey of Labour and Income Dynamics datasets,

respectively. The overall message is similar between the datasets. The magnitude of the results generated by

the 2011 NHS tends to be smaller than those computed using the 2006 Census data, whereas those produced

by the SLID are larger than the Census’s. Nonetheless, the magnitude of the coefficients for the full sample

specification is similar to Baker’s (2002) and Borjas’s (2011). Given small sample problems, the estimations

for the main income earner and for the spouse using the SLID data yields insignificant coefficients. Despite

this, the magnitude of the results suggests that only the main income earner chooses to reduce labour effort

in response to OAS/GIS benefits.

Table 2.7 presents the regression analog for the falsification tests. The first panel reports the results for

all respondents of ages 25-54. The second panel shows the findings for respondents of ages 25-54 in single-

person families. The third and fourth panels illustrate the coefficients for household maintainers aged 25-54

and with a spouse of less than 60 years of age in multi-person families, respectively. In all cases, most of the

coefficients are either statistically insignificant or are small. While there is a positive correlation between

the OAS eligibility and the dependent variable for earning a wage amount of less than $500 in single-person

households, this correlation is not robust across different measures of labour market attachment. These

falsification test results are consistent with the graphical illustrations from Figure 2.9, which further confirm

that changes in the OAS/GIS benefits are the only source of discontinuity in outcomes around the point of

discontinuity for individuals of ages 65 and over.

To test whether immigrants could be self-selecting to migrate to Canada for OAS/GIS benefits, Table

2.8 reports regression results that account for social security agreements. Columns (1) to (4) show the case

where I incorporate the SSA dummy variable, and columns (5) to (8) illustrate the scenario where I exclude

the households with OAS/GIS benefits for less than 11 years of immigration to Canada. The coefficients

for the main explanatory variable T REAT under the case with the SSA dummy variable and for the set with
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excluded observations are similar to those presented in Table 2.3. This implies that non-random selection

does not seem to play any influential role in the estimations.

Table 2.9 reveals whether any anticipation effect exists. Columns (1) to (8) report the estimates of the

parameter on T REAT . Columns (1) to (4) provide the estimates with the point of discontinuity located

at year 9 of immigration to Canada; and columns (5) to (8) illustrate the results for the donut hole using

2006 Census data. The estimates in the first panel include all observations. The Census data suggests

that elderly immigrants of ages 65 and over may exhibit anticipation effects in response to public pension

entitlements. The results are significant for the case when the point of discontinuity is moved back by two

years, where respondents show a labour force exit rate of roughly 6-7 percentage points. The estimates from

the donut hole show a decline in labour force participation rate of 7-10 percentage points. These numbers

are larger than the case with a discrete point of discontinuity at year 11 of immigration, which suggests that

respondents may be smoothing their behaviour in response to OAS/GIS benefits.

The Census data also confirms that anticipation effects do exist for some family structures. Single-

person households do exhibit different behaviour starting at year 9 of immigration. Row (2) shows that the

labour force exit rate decreases by 6 percentage points when the respondent enters year 9 of immigration.

The donut hole also demonstrates similar findings. For families with spouse greater than age 60 and with

no kids, both respondent and spouse seems to exit the labour force at year 9 of immigration, if the labour

market attachment variable is based on annual wages. The results with the donut hole also shows somewhat

similar findings. On the other hand, for families with spouses who do not qualify for Spousal Allowances,

the household maintainer reduces earnings prior to the OAS/GIS eligibility date. This holds regardless of

the presence of working-age children in the family. Conversely, the spouse seems to reduce labour effort

only if the working-age child is present. The working-age child shows a greater reduction in the proba-

bility of earning low wages only for families with a parent who does not qualify for Spousal Allowances.

These results point to the possibility that the parents may be adjusting labour supply behaviour prior to the

OAS/GIS eligibility date, in order to maximize the amount of public pension entitlements through reporting

a lower household income on tax returns.

Finally, Table 2.10 compares the labour supply responses of low income households with high and low

amounts of housing assets. Generally, the decline in the labour force participation rate is stronger for families

with low income and low housing asset values. However, the magnitude of the exit rate for households with

high housing asset holdings is roughly 2 to 7 percentage points when the discontinuity point is at year 11.

For both household types, the exit rate doubles as the point of discontinuity is pushed back by two years.

These results suggest that certain asset-rich households may exhibit anticipation effect a few years prior to

the receipt of OAS/GIS benefits.

2.6.2 Intensive margins of labour supply and time use

The regression results reveal that the receipt of the OAS/GIS benefits does not affect the intensive margins

of labour supply, which is consistent with the graphical results.37 Table 2.11 presents the estimates of the

parameter on T REAT for the intensive margins of labour supply using the 2006 Census data. Using hours

37See Figure 2.8.
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worked per week as the dependent variable, Columns (1) and (2) list the coefficients for the regressions

with only working seniors and with all respondents as the sample, respectively. Column (3) shows the

results where the binary variable for zero hours of unpaid housework is the dependent variable. Column (4)

displays the estimates for the number of weeks worked as the outcome variable. Each of the rows gives the

family composition types.

The first panel provides the responses for the main respondent. For seniors who are working, only the

single-person households seem to reduce labour effort by 15 hours per week, which translates to roughly

two days off per week. However, the results are insignificant, with a potential small sample problem.

As discussed, one of the issues with the Census is that the labour force status questions only focus at a

specific point in time. Therefore, the individual could be in the labour force for part of the year. To account

for this possibility, I also report the results for all observations under columns (2) and (3), which would also

include the individuals who were not in the labour force at the time of the Census week. On net, the results

tend to show a reduction in hours worked per week by 2-4 hours. The time spent on housework does not

seem to respond to public pension entitlements, except for single-person families. To further address the

potential concern that the time use variable may only capture the partial year of labour market activities, I

also present the estimates for the number of weeks during which elderly respondents worked for the full year.

Generally, the effect of public pension entitlement on the number of weeks worked per year is insignificant.

Overall, the receipt of the OAS/GIS benefits does not significantly affect the intensive margins of labour

supply for the main respondent. Consistent with the static labour supply model, the main respondent seems

to gradually decline working hours prior to withdrawal from the labour market. Other family members,

such as the spouse and the working-age children, do not seem to exhibit joint labour supply decisions by

adjusting market production time, as the household maintainer qualifies for OAS/GIS benefits.

Table 2.12 presents estimates of the main coefficient θDD from expression (2.2) using the General Social

Survey (GSS) data.38 The unit for the estimates is minutes per day. Given the small sample, this paper shows

the results for the elderly respondents who arrived to Canada for 0-20 years in column (1); and for all years

of immigration in columns (2) and (3). For most of the categories, the results are similar between the two

types of immigrants (columns (1) and (2)), when we include all observations into the analysis. This implies

that the findings are generally robust to the choice of the year of arrival to Canada. Based on this finding, I

only report the regression results for employed immigrants of all years of landing, where I assume that the

average time usage of all immigrants is representative.39

For market production activities (“paid work” and “activities related to paid work”), θDD is insignificant

when I include respondents who have already been out of the labour force. Nonetheless, in column (1) of

row (1), Table 2.12 shows that the magnitude of the estimate for the “paid work” category is 73 minutes

per day. This value translates to a reduction of roughly 7 hours of paid work per week as compared to the

working-age population. This estimate is consistent with the results from Table 2.11, which shows that on

average elderly respondents tend to reduce work effort by up to 2 working days in response to public pension

entitlements. On the other hand, relative to the control group, column (3) shows that employed respondents

38See Appendix A for a detailed description of the time use categories.
39The GSS data (years 1998, 2005, and 2010 combined) only contains 7 observations for employed immigrants of ages 65 and

over with 0-20 years of landing; and 149 observations for employed immigrants of the same age range for all years of landing.
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tend to respond to OAS/GIS benefits by decreasing the number of minutes worked per day by 350 minutes,

which translates to taking 1 week off. This seems to be consistent with the static labour supply model, which

predicts that overall family market production time would gradually decline to the kink point.

Given that elderly respondents do respond to OAS/GIS benefits through decreases in their labour force

participation rates, the ultimate question of interest is where do these immigrants devote the extra non-market

production time. Although incomplete, the GSS data suggests that relative to the working-age population

(control group), the elderly immigrants (both in labour force and retirees) who landed for 0-20 years in

Canada tend to devote roughly an extra 45 minutes per day to meals eaten at non-restaurant locations.

However, this sub-population group does not respond to public pension entitlements through an increase

in other home production activities. Conversely, the employed individuals replace market production with

home production, such as housekeeping, shopping, and other household work.

Immigrants who continue working beyond retirement age seem to increase their time on leisure activities

such as reading and watching TV in response to OAS/GIS benefits. However, the effect of OAS/GIS on

leisure time is mixed once I include non-working individuals into the sample. On one hand, the elderly

immigrants show an increase of 30 minutes per day on education-related activity and 25 minutes per day

on certain active leisure activities (i.e. hobbies, games, pleasure drives). On the other hand, relative to the

working-age population, this sub-population group shows a reduction of approximately 1 hour in socializing

time at home. Yet, for activities such as night sleep/essential sleep, θDD is significant only under column (2)

because these categories show large standard errors for more restricted samples. Despite this, relative to the

control group, the estimates under column (2) for all years of immigration suggest that elderly immigrants

(both in labour force and retired) generally spend about an extra 15 minutes per day on child care; at least

an extra hour per day on night sleep/essential sleep; and at least 30 minutes more per day on other active

leisure activities.

These findings suggest that the elderly immigrants may have responded to OAS/GIS benefits with an-

ticipation. Those who are employed first reduce working hours by replacing market production with home

production. Referring back to the static labour supply model, this implies that working families first re-

adjust to a location near the kink point. By including individuals who have already exited the labour force,

relative to the working-age population, the total additional time spent on leisure and on non-restaurant meal-

related activities changes slightly before and after the receipt of OAS/GIS benefits. The Census data also

reveals that other family members do not respond to public pension entitlements by adjusting their market

and home production time. Therefore, for households with low labour efforts, the original utility curve is

expected to have already located near the kink point for not working (i.e. point C), and households would

make an upward (near) parallel move to the utility curve with OAS+GIS benefits. In order for this finding to

hold theoretically, working hours would have been reduced some time prior to the OAS/GIS eligibility date.

Therefore, a combination of results points to the possibility of anticipation effects.
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2.7 Conclusion

This paper uses the eligibility requirements of the Canadian Old Age Security program to estimate a pure

causal effect of public pensions on elderly immigrants’ labour supply decisions. Specifically, I investigate

whether labour market responses for the recipient, the spouse, and the working-age children exhibit any

heterogeneities across different family composition types and housing wealth. I also apply time use data to

provide a more comprehensive analysis on work intensity decisions. This paper improves Borjas’s (2011)

estimation by using a regression discontinuity design to directly compare the labour market responses from

public pension entitlements of newly-arrived immigrants and of early-arrived immigrants. This estimation

cannot be computed in the previous literature. This study also evaluates the extent to which these immigrant

families may exhibit anticipatory behaviour in response to OAS benefits.

My results reveal that elderly immigrants aged 65 and over respond to the OAS benefits with a decrease

in labour force participation rates. The effect of OAS/GIS benefits is heterogeneous across family types. The

spouse’s and the working-age children’s labour supply decisions depend on whether Spousal Allowance is

available in the family.

The results of this study raise a key concern of whether elderly immigrants are making efficient work

choices. The implementation of OAS/GIS benefits seems to encourage weak labour market attachment a

few years prior to the eligibility date. Several pieces of evidence point to the possibility of an anticipation

effect. For example, elderly immigrants including those with high asset holdings tend to show a decline in

labour force participation rates even when the point of discontinuity is moved back by 2 years. Relative to

the working-age population, time use data also reveals that employed individuals replace market production

with home production. Both the regression discontinuity design and the difference-in-difference frameworks

do not find any evidence of strong linkages between public pension eligibility and work intensity once I

include the households with low labour effort into the estimations.

My results, which show a strong impact only on the extensive margins of labour supply, are consistent

with expectations. First, these estimates are consistent with Danzer’s (2013), which also does not find any

strong labour supply effects at the intensive margins for an Ukrainian context. He argues that reducing

working hours is possible only for a few service occupations and/or for low-skilled workers. Baker and

Benjamin (1999) also illustrate using the introduction of early retirement provisions to Canada’s public

pension plan that the reform only led to an increase in pension receipt, but had a minimal effect on labour

supply behaviour. They suggest that men who took advantage of the early retirement provisions tend to

exhibit weak labour market attachment. Furthermore, my findings imply that the predictions from the static

labour supply model are valid. The model suggests that family members as a whole will first react to public

pension entitlements by gradually declining labour hours; and the main income earner will be the last to

leave the labour market. Referring back to the theoretical framework, the small reaction in labour hours

to the OAS for a majority of main recipients points to the possibility that the household’s utility curve is

located near the kink point for not working. This implies that immigrant families may have already reduced

labour effort in anticipation for public pension entitlements.
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2.8 Figures

Figure 2.1: Relationship between the number of years since immigrated to Canada and the OAS take-up rate

Plots constructed using raw data [1]

Plots constructed using imputed data [2]

Notes:
[1] At the time of the 2001 Census, the legislation allowed sponsored immigrants from social security agreement
countries to be eligible for income-tested benefits when they became citizens. Therefore, both the 2001 and 2006
Censuses show an upward spike in the OAS take-up rates between the third and fourth year of residence in Canada.

[2] Statistics Canada imposed an imputation procedure to the 2011 National Household Survey data, by moving the
OAS amounts to the “other government transfer” category for any observations with less than eleven years of landing
to Canada. However, this imputation procedure was not done to the naturalized Canadian citizens for the 2001 and
2006 Censuses. For a better comparison, I imposed the legislation that respondents can only receive OAS benefits
after year 10 of immigration to the 2001 and 2006 Census datasets. The Census and the National Household Survey
are conducted in mid-year, and both datasets do not provide the actual date of immigration. Therefore, just taking
the year of the dataset and subtracting by the year of immigration may cause at least a half-year lag in the regression
discontinuity (RD) design. In this case, I set the threshold point to be at year 11 instead of at year 10 for the RD
estimations.

Sources: Statistics Canada’s 2001 and 2006 Censuses and 2011 National Household Survey; and author’s calculations
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Figure 2.2: Static labour supply model for households without working-age children
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Figure 2.3: Static labour supply model for households with working-age children
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Figure 2.4: Relationship between the number of years since immigrated to Canada and demographic controls
- Immigrants of ages 65 and over
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Sources: Statistics Canada’s 2006 Census; and author’s calculations
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Figure 2.5: Relationship between the number of years since immigrated to Canada and demographic controls
- Immigrants of ages 25-54
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Figure 2.6: Share of respondents with at least a Bachelor’s degree, for years 1986-2006
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Figure 2.7: Number of parent/grandparent immigrants and density, by forcing variable
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Figure 2.8: Intensive margins of labour supply - Immigrants of ages 65 and over versus those of ages 25-54

10

11

12

13

14

15

In
 p

er
ce

nt

20

30

40

50

60

70

In
 p

er
ce

nt

5 10 15 20
Number of years since immigration

Age 65 plus (left axis)
Age 25-54 (right axis)

Share of workers with part-time jobs

35

40

45

50

35

40

45

50

5 10 15 20
Number of years since immigration

Age 65 plus (left axis)
Age 25-54 (right axis)

during which persons worked for pay [1]
Average number of weeks per year

30

35

40

45

50

20

25

30

35

40

5 10 15 20
Number of years since immigration

Age 65 plus (left axis)
Age 25-54 (right axis)

during which persons worked for pay
Average number of hours per week

5

10

15

20

25

30

35

1

2

3

4

5

6

5 10 15 20
Number of years since immigration

Age 65 plus (left axis)
Age 25-54 (right axis)

for all respondents
Average number of hours worked per week

Note:
[1] This variable is intended for employed individuals and refers to the number of weeks in 2005 during which the
respondent worked for pay or in self-employment.

Sources: Statistics Canada’s 2006 Census; and author’s calculations

37



Figure 2.9: Extensive margins of labour supply - Immigrants of ages 65 and over versus those of ages 25-54
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2.9 Tables

Table 2.1: Share of permanent residents per selected occupational groups

1992 1993 1994 1995 1996

Managerial, Administrative 3.1% 3.3% 4.8% 5.6% 7.2%

Natural Sciences, Engineering and Mathematics 4.5% 7.1% 10.9% 14.1% 17.0%

Teaching 1.5% 1.7% 1.7% 1.6% 1.5%

Medicine and Health 2.2% 2.4% 2.7% 2.6% 2.3%

Clerical 4.7% 5.0% 6.2% 6.8% 6.8%

Sales 2.1% 2.2% 2.5% 2.4% 2.4%

Services 6.6% 6.6% 4.6% 5.1% 4.3%

Farming, Horticultural and Animal-Husbandry 1.2% 1.6% 1.1% 0.7% 0.8%

Fabricating, Assembling and Repairing 4.6% 4.7% 4.2% 4.0% 3.9%

Construction 2.1% 1.6% 1.3% 1.2% 0.9%

Machining and Related Occupations 1.1% 1.0% 0.9% 0.8% 0.7%

Sources: Citizenship and Immigration Statistics 1996, Service Canada; and author’s calculations
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Table 2.2: Effect of residency requirements on OAS/GIS take-up

Dependent variable: Binary variable for receiving OAS/GIS benefits

Independent variable: (1) (2) (3) (4)

Full sample:

(1) T REAT : discontinuity at year 11 0.469***
(0.030)

0.471***
(0.030)

0.482***
(0.030)

0.481***
(0.029)

Number of observations 26,640 26,635 26,640 26,635

Living alone:

(2) T REAT : discontinuity at year 11 0.359***
(0.049)

0.353***
(0.043)

0.250***
(0.038)

0.256***
(0.033)

Number of observations 2,950 2,945 2,950 2,945

With spouse < age 60, with kids ≥ age 25

(3) T REAT : discontinuity at year 11 0.263
(0.151)

0.305**
(0.137)

0.394***
(0.131)

0.448***
(0.120)

Number of observations 385 385 385 385

With spouse < age 60, with no kids

(4) T REAT : discontinuity at year 11 0.429***
(0.042)

0.447***
(0.041)

0.324***
(0.059)

0.326***
(0.046)

Number of observations 525 525 525 525

With spouse ≥ age 60, with kids ≥ age 25

(5) T REAT : discontinuity at year 11 0.564***
(0.045)

0.566***
(0.044)

0.749***
(0.069)

0.744***
(0.063)

Number of observations 1,655 1,655 1,655 1,655

With spouse ≥ age 60, with no kids

(5) T REAT : discontinuity at year 11 0.526***
(0.032)

0.524***
(0.031)

0.534***
(0.037)

0.532***
(0.036)

Number of observations 5,390 5,390 5,390 5,390

Linear spline? Yes Yes No No

Quadratic spline? No No Yes Yes

Controls? No Yes No Yes

This table shows the regression results for year 2006 using expression (2.1). All regression models contain province
dummies. The demographic controls include dummy variables controlling for age, gender, disability, education, eth-
nicity, dwelling tenure status, language, and other private pension sources. These models are weighted by individual
Census weights. Standard errors are clustered by the number of years since immigration and are in parentheses. ***
Significant at 1%; ** significant at 5%; * significant at 10%.

Sources: Statistics Canada’s 2006 Census; and author’s calculations.
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Table 2.3: Effect of OAS/GIS on family members’ labour supply decisions

This table reports the coefficients for the main explanatory variable T REAT , with the discontinuity at year 11.

Dependent variables Indicator for
employment

Indicator for
not in labour

force

Indicator for
annual wage

< $500

Indicator for
annual wage

< $3,500

Family types (1) (2) (3) (4)

Household maintainer’s labour supply decision in response to OAS/GIS benefits

(1) Live alone -0.042*
(0.022)

0.044**
(0.019)

0.041
(0.036)

0.045
(0.035)

Number of observations 2,945 2,945 2,945 2,945

(2) Multi-person family:
Spouse < age 60 + kids ≥ age 25

-0.417**
(0.195)

0.395*
(0.188)

0.246**
(0.112)

0.247***
(0.070)

Number of observations 385 385 385 385

(3) Multi-person family:
Spouse < age 60 + No kids

-0.163***
(0.041)

0.219***
(0.065)

0.262***
(0.046)

0.238***
(0.041)

Number of observations 525 525 525 525

(4) Multi-person family:
Spouse ≥ age 60 + kids ≥ age 25

-0.057
(0.077)

0.062
(0.067)

0.092***
(0.028)

0.069
(0.045)

Number of observations 1,655 1,655 1,655 1,655

(5) Multi-person family:
Spouse ≥ age 60 + No kids

-0.022
(0.016)

0.032*
(0.016)

0.099***
(0.014)

0.096***
(0.014)

Number of observations 5,390 5,390 5,390 5,390

Spouse’s labour supply decision in response to household maintainer’s receipt of OAS/GIS benefits
(6) Multi-person family:
Spouse < age 60 + kids ≥ age 25

-0.040
(0.077)

0.044
(0.110)

0.133
(0.095)

0.100
(0.081)

Number of observations 385 385 385 385

(7) Multi-person family:
Spouse < age 60 + No kids

-0.171**
(0.067)

0.136
(0.082)

-0.055
(0.087)

-0.138
(0.086)

Number of observations 525 525 525 525

(8) Multi-person family:
Spouse ≥ age 60 + kids ≥ age 25

0.014
(0.053)

-0.029
(0.052)

0.085**
(0.034)

0.074**
(0.031)

Number of observations 1,655 1,655 1,655 1,655

(9) Multi-person family:
Spouse ≥ age 60 + No kids

0.033*
(0.016)

-0.018
(0.014)

0.047***
(0.013)

0.047***
(0.014)

Number of observations 5,390 5,390 5,390 5,390

(continued on next page...)
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Table 2.3: Effect of OAS/GIS on family members’ labour supply decisions (continued)

This table reports the coefficients for the main explanatory variable T REAT , with the discontinuity at year 11.

Dependent variables Indicator for
employment

Indicator for
not in labour

force

Indicator for
annual wage

< $500

Indicator for
annual wage

< $3,500

Family types (1) (2) (3) (4)

Working-age child’s labour supply decisions in response to household maintainer’s receipt
of OAS/GIS benefits

(10) Multi-person family:
Spouse < age 60 + kids ≥ age 25

0.085
(0.093)

0.053
(0.074)

-0.132**
(0.060)

-0.147*
(0.082)

Number of observations 645 645 645 645

(11) Multi-person family:
Spouse ≥ age 60 + kids ≥ age 25

-0.072
(0.042)

0.075*
(0.036)

-0.016
(0.040)

-0.005
(0.056)

Number of observations 2,255 2,255 2,255 2,255

This table shows the OLS regression results for year 2006 using expression (2.1). All regression models contain
province dummies and demographic controls. Each row denotes the type of family composition. The demographic
controls include dummy variables controlling for age, gender, disability, education, ethnicity, language, dwelling
tenure status, and other private pension sources. These models are weighted by individual Census weights. Standard
errors are clustered by the number of years since immigration and are in parentheses. *** Significant at 1%; **
significant at 5%; * significant at 10%.

Sources: Statistics Canada’s 2006 Census; and author’s calculations.
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Table 2.4: Effect of OAS/GIS on labour supply decisions of elderly immigrants using different bandwidths

Full sample: All respondents of ages 65 and over

Dependent variables Indicator for
employment

Indicator for
not in labour

force

Indicator for
annual wages

< $500

Indicator for
annual wages

< $3,500

Independent variables: (1) (2) (3) (4)

Time window: 5-20 years since immigration

(1) T REAT : discontinuity at year 11 -0.026*
(0.015)

0.031**
(0.011)

0.059***
(0.014)

0.051***
(0.016)

Number of observations 26.635 26,635 26,635 26,635

Time window: 5-18 years since immigration

(3) T REAT : discontinuity at year 11 -0.024***
(0.015)

0.029**
(0.012)

0.059***
(0.015)

0.050**
(0.017)

Number of observations 23,825 23,825 23,825 23,825

Time window: 5-16 years since immigration

(4) T REAT : discontinuity at year 11 -0.024
(0.016)

0.030**
(0.012)

0.058***
(0.016)

0.048**
(0.018)

Number of observations 20,250 20,250 20,250 20,250

Time window: 2-20 years since immigration

(4) T REAT : discontinuity at year 11 -0.054**
(0.021)

0.064***
(0.021)

0.089***
(0.021)

0.079***
(0.022)

Number of observations 29,725 29,725 29,725 29,725

Time window: 8-14 years since immigration

(4) T REAT : discontinuity at year 11 0.006
(0.009)

0.007
(0.008)

0.032*
(0.014)

0.025
(0.017)

Number of observations 12,755 12,755 12,755 12,755

This table shows the OLS regression results for year 2006, for all respondents of ages 65 and over. See expression
(2.1) for the construction of the regression discontinuity design. All regression models contain province dummies
and demographic controls. The demographic controls include dummy variables controlling for age, gender, disability,
education, ethnicity, language, dwelling tenure status, and other private pension sources. These models are weighted
by individual Census weights. Standard errors are clustered by the number of years since immigration and are in
parentheses. *** Significant at 1%; ** significant at 5%; * significant at 10%.

Sources: Statistics Canada’s 2006 Census; and author’s calculations.
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Table 2.5: Effect of OAS/GIS on extensive margins of labour supply - 2006 Census versus 2011 National
Household Survey (NHS)

This table reports the coefficients for the main explanatory variable T REAT , with the
discontinuity at year 12.

Dependent variables: Indicator for
employment

Indicator for
not in labour

force

Indicator for
annual wages <

$500

Indicator for
annual wages <

$3,500

(1) (2) (3) (4)

Full sample (all respondents aged 65 and over)
(1) 2006 Census data: -0.041*

(0.023)
0.042**
(0.018)

0.087***
(0.019)

0.086***
(0.023)

Number of observations 23,320 23,320 23,320 23,320

(2) 2011 NHS data: -0.018
(0.012)

0.020
(0.015)

0.050***
(0.013)

0.041***
(0.013)

Number of observations 23,905 23,905 23,905 23,905

Single-person households
(3) 2006 Census data: -0.089***

(0.027)
0.075**
(0.028)

0.068
(0.043)

0.062*
(0.035)

Number of observations 2,535 2,535 2,535 2,535

(4) 2011 NHS data: 0.030
(0.030)

-0.025
(0.023)

0.022
(0.031)

-0.006
(0.030)

Number of observations 2,525 2,525 2,525 2,525

Spouse ≥ age 60
(5) 2006 Census data: -0.050

(0.033)
0.058*
(0.028)

0.128***
(0.009)

0.134***
(0.019)

Number of observations 6,315 6,315 6,315 6,315

(6) 2011 NHS data: -0.030
(0.028)

0.033
(0.032)

0.094***
(0.028)

0.084**
(0.032)

Number of observations 7,045 7,045 7,045 7,045

(continued on next page...)
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Table 2.5: Effect of OAS/GIS on extensive margins of labour supply - 2006 Census versus 2011 National
Household Survey (NHS) (continued)

This table reports the coefficients for the main explanatory variable T REAT , with the
discontinuity at year 12.

Dependent variables: Indicator for
employment

Indicator for
not in labour

force

Indicator for
annual wages <

$500

Indicator for
annual wages <

$3,500

(1) (2) (3) (4)

Spouse < age 60
(7) 2006 Census data: -0.225***

(0.073)
0.199***
(0.057)

0.105
(0.081)

0.147*
(0.081)

Number of observations 1,140 1,140 1,140 1,140

(8) 2011 NHS data: -0.080
(0.050)

0.121**
(0.055)

0.063
(0.093)

0.051
(0.115)

Number of observations 860 860 860 860

This table shows the OLS regression results using expression (2.1) for respondents of ages 65 and over. In order for the
regression results produced by the 2006 Census to be comparable to those generated by the 2011 National Household
Survey (NHS), I exclude the respondents who reported receiving OAS/GIS payments and with less than 11 years of
immigration from the 2006 Census. To account for the half-year lag in the Census and in the NHS data, I set the point
of discontinuity at year 12. All regression models contain province dummies and demographic controls. See text for
a description of the demographic controls. These models are weighted by person-level weights. Standard errors are
clustered by the number of years since immigration and are in parentheses. *** Significant at 1%; ** significant at
5%; * significant at 10%.

Sources: Statistics Canada’s 2006 Census and 2011 National Household Survey; and author’s calculations.
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Table 2.6: Effect of OAS/GIS on extensive margins of labour supply - 2006 Census versus Survey of Labour
and Income Dynamics (SLID)

Dependent variable: Indicator for earning a wage amount of less than $500 [1]

Datasets (1) 2006 Census data
[2]

(2) 2006 Census data
[2]

(3) 1993-2010 SLID
data [3]

Independent variables: T REAT Discontinuity at
year 11

Discontinuity at
year 10

Discontinuity at
year 10

(1) (2) (3)

All respondents (ages 65 and above) 0.059***
(0.014)

0.077***
(0.016)

0.088*
(0.044)

Number of observations 26,635 26,635 1,878

Main income earner in
multi-person households
(ages 65 and above)

N/A N/A 0.046
(0.030)

Number of observations N/A N/A 1,034

Spouse (all ages) in
multi-person households

N/A N/A -0.075
(0.048)

Number of observations N/A N/A 630

This table shows the OLS regression results using expression (2.1). All regression models contain province dummies
and demographic controls. These models are weighted by individual weights. Standard errors are clustered by the
number of years since immigration and are in parentheses. *** Significant at 1%; ** significant at 5%; * significant at
10%.
[1] The SLID dataset only provides labour force status for respondents of ages 16-69. Therefore, I define respondents
who exited the labour market as those who reported a wage amount of less than $500.
[2] This regression contains the following demographic control variables: age, gender, disability, education, ethnicity,
language, dwelling tenure status, and other private pension sources.
[3] This regression contains the following demographic control variables: age, gender, education, and other private
pension sources.

Sources: Statistics Canada’s 2006 Census and Survey of Labour and Income Dynamics; and author’s calculations.
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Table 2.7: Effect of OAS/GIS on extensive margins of labour supply - A falsification test

Dependent variables Indicator for
employment

Indicator for
not in labour

force

Indicator for
annual wages <

$500

Indicator for
annual wages <

$3,500

Independent variables: (1) (2) (3) (4)

Full sample: labour supply decisions of respondents of ages 25-54

(1) T REAT : discontinuity at year 11 -0.001
(0.004)

0.000
(0.004)

-0.008**
(0.003)

-0.008***
(0.002)

Number of observations 243,050 243,050 243,050 243,050

Single-person families: Labour supply decisions of respondents of ages 25-54

(2) T REAT : discontinuity at year 11 0.014
(0.024)

-0.015
(0.017)

-0.041***
(0.017)

-0.027
(0.023)

Number of observations 13,960 13,960 13,960 13,960

Multi-person families with a spouse of ages < 60:
Labour supply decisions of household maintainers of ages 25-54

(3) T REAT : discontinuity at year 11 -0.009
(0.009)

0.009
(0.005)

-0.006
(0.008)

-0.009
(0.010)

Number of observations 76,215 76,215 76,215 76,215

Multi-person families with a household maintainer of ages 25-54:
Labour supply decisions of spouses of ages < 60

(4) T REAT : discontinuity at year 11 0.019*
(0.010)

-0.011
(0.010)

-0.020*
(0.011)

-0.018*
(0.010)

Number of observations 76,215 76,215 76,215 76,215

This table shows the regression results for year 2006 using expression (2.1). All regression models contain province
dummies and demographic controls. The demographic controls include dummy variables controlling for age, gender,
disability, education, ethnicity, language, dwelling tenure status, and other private pension sources. These models are
weighted by individual Census weights. Standard errors are clustered by the number of years since immigration and
are in parentheses. *** Significant at 1%; ** significant at 5%; * significant at 10%.
Sources: Statistics Canada’s 2006 Census; and author’s calculations.
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Table 2.8: Effect of OAS/GIS on extensive margins of labour supply - Social Security Agreement

This table reports the coefficients for the main explanatory variable T REAT , with the discontinuity at year 11.

With SSA dummy Exclude respondents with OAS & with less
than 11 years of immigration

Dependent variables Indicator
for em-

ployment

Indicator
for not in

labour
force

Indicator
for annual

wage <
$500

Indicator
for annual

wage <
$3,500

Indicator
for em-

ployment

Indicator
for not in

labour
force

Indicator
for annual

wage <
$500

Indicator
for annual

wage <
$3,500

Family types (1) (2) (3) (4) (5) (6) (7) (8)

Household maintainer’s labour supply decision in response to OAS/GIS benefits.

(1) Live alone -0.042*
(0.022)

0.044**
(0.019)

0.041
(0.036)

0.045**
(0.035)

-0.069**
(0.036)

0.065*
(0.036)

0.050
(0.053)

0.062
(0.049)

Number of observations 2,945 2,945 2,945 2,945 2,680 2,680 2,680 2,680

(2) Multi-person family:
Spouse < age 60 + kids ≥ age 25

-0.413*
(0.196)

0.392*
(0.189)

0.234*
(0.112)

0.242***
(0.070)

-0.434**
(0.197)

0.400**
(0.182)

0.246**
(0.105)

0.262***
(0.066)

Number of observations 385 385 385 385 370 370 370 370

(3) Multi-person family:
Spouse < age 60 + No kids

-0.166***
(0.043)

0.222***
(0.063)

0.263***
(0.047)

0.240***
(0.043)

-0.286***
(0.047)

0.349***
(0.085)

0.347***
(0.064)

0.343***
(0.055)

Number of observations 525 525 525 525 495 495 495 495

(4) Multi-person family:
Spouse ≥ age 60 + kids ≥ age 25

-0.058
(0.076)

0.062
(0.066)

0.093***
(0.027)

0.070
(0.044)

-0.076**
(0.095)

0.083
(0.076)

0.118**
(0.054)

0.110
(0.065)

Number of observations 1,655 1,655 1,655 1,655 1,555 1,555 1,555 1,555

(5) Multi-person family:
Spouse ≥ age 60 + No kids

-0.022
(0.016)

0.032*
(0.016)

0.099***
(0.014)

0.096***
(0.014)

-0.032**
(0.012)

0.048***
(0.013)

0.138***
(0.014)

0.132***
(0.013)

Number of observations 5,390 5,390 5,390 5,390 5,095 5,095 5,095 5,095

(continued on next page...)
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Table 2.8: Effect of OAS/GIS on extensive margins of labour supply - Social Security Agreement (continued)

This table reports the coefficients for the main explanatory variable T REAT , with the discontinuity at year 11.

With SSA dummy Exclude respondents with OAS & with less
than 11 years of immigration

Dependent variables Indicator
for em-

ployment

Indicator
for not in

labour
force

Indicator
for annual

wage <
$500

Indicator
for annual

wage <
$3,500

Indicator
for em-

ployment

Indicator
for not in

labour
force

Indicator
for annual

wage <
$500

Indicator
for annual

wage <
$3,500

Family types (1) (2) (3) (4) (5) (6) (7) (8)

Spouse’s labour supply decision in response to household maintainer’s receipt of OAS/GIS benefits
(6) Multi-person family:
Spouse < age 60 + kids ≥ age 25

-0.052
(0.074)

0.051
(0.109)

0.130
(0.096)

0.097
(0.081)

-0.078
(0.086)

0.074
(0.117)

0.163
(0.093)

0.128
(0.081)

Number of observations 385 385 385 385 370 370 370 370

(7) Multi-person family:
Spouse < age 60 + No kids

-0.170**
(0.063)

0.135**
(0.081)

-0.056
(0.087)

-0.138
(0.087)

-0.155**
(0.068)

0.146
(0.084)

-0.060
(0.092)

-0.183*
(0.091)

Number of observations 525 525 525 525 495 495 495 495

(8) Multi-person family:
Spouse ≥ age 60 + kids ≥ age 25

0.013
(0.053)

-0.028
(0.051)

0.087**
(0.033)

0.075**
(0.030)

0.002
(0.048)

-0.019
(0.050)

0.093**
(0.042)

0.081**
(0.036)

Number of observations 1,655 1,655 1,655 1,655 1,555 1,555 1,555 1,555

(9) Multi-person family:
Spouse ≥ age 60 + No kids

0.033*
(0.016)

-0.018
(0.013)

0.047***
(0.013)

0.047***
(0.014)

0.029
(0.022)

-0.009
(0.017)

0.079***
(0.015)

0.082***
(0.017)

Number of observations 5,390 5,390 5,390 5,390 5,095 5,095 5,095 5,095
(continued on next page...)
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Table 2.8: Effect of OAS/GIS on extensive margins of labour supply - Social Security Agreement (continued)

This table reports the coefficients for the main explanatory variable T REAT , with the discontinuity at year 11.

With SSA dummy Exclude respondents with OAS & with less
than 11 years of immigration

Dependent variables Indicator
for em-

ployment

Indicator
for not in

labour
force

Indicator
for annual

wage <
$500

Indicator
for annual

wage <
$3,500

Indicator
for em-

ployment

Indicator
for not in

labour
force

Indicator
for annual

wage <
$500

Indicator
for annual

wage <
$3,500

Family types (1) (2) (3) (4) (5) (6) (7) (8)

Working-age child’s labour supply decisions in response to household maintainer’s receipt of OAS/GIS benefits

(10) Multi-person family:
Spouse < age 60 + kids ≥ age 25

0.103
(0.093)

0.039
(0.074)

-0.144**
(0.066)

-0.164*
(0.085)

-0.053
(0.080)

0.131*
(0.068)

-0.092
(0.063)

-0.115
(0.074)

Number of observations 645 645 645 645 620 620 620 620

(11) Multi-person family:
Spouse ≥ age 60 + kids ≥ age 25

-0.073
(0.042)

0.075*
(0.036)

-0.015
(0.040)

-0.005
(0.055)

-0.057
(0.044)

0.067*
(0.033)

0.000
(0.053)

0.009
(0.078)

Number of observations 2,255 2,255 2,255 2,255 2,120 2,120 2,120 2,120

This table shows the OLS regression results for year 2006 using expression (2.1). All regression models contain province dummies and demographic controls.
Each row denotes the type of family composition. The demographic controls include dummy variables controlling for age, gender, disability, education, ethnicity,
language, dwelling tenure status, and other private pension sources. These models are weighted by individual Census weights. Standard errors are clustered by the
number of years since immigration and are in parentheses. *** Significant at 1%; ** significant at 5%; * significant at 10%.
Sources: Statistics Canada’s 2006 Census; and author’s calculations.
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Table 2.9: Effect of OAS/GIS on extensive margins of labour supply - Anticipation effect

Main explanatory variable:
Discontinuity at year 9

Main explanatory variable:
Donut hole at years 9-12

Dependent variables: Indicator
for em-

ployment

Indicator
for not in

labour
force

Indicator
for annual

wage <
$500

Indicator
for annual

wage <
$3,500

Indicator
for em-

ployment

Indicator
for not in

labour
force

Indicator
for annual

wage <
$500

Indicator
for annual

wage <
$3,500

Family types (1) (2) (3) (4) (5) (6) (7) (8)

All respondents of ages 65+

(1) Full sample -0.062***
(0.015)

0.061***
(0.016)

0.074***
(0.021)

0.065**
(0.023)

-0.077***
(0.025)

0.081**
(0.027)

0.101**
(0.035)

0.102**
(0.034)

Number of observations 26,635 26,635 26,635 26,635 21,925 21,925 21,925 21,925

Household maintainer’s labour supply decision in response to OAS/GIS benefits.

(2) Live alone 0.032
(0.019)

-0.064***
(0.020)

0.030
(0.027)

0.022
(0.025)

0.006
(0.021)

-0.035***
(0.009)

0.085***
(0.020)

0.073***
(0.014)

Number of observations 2,945 2,945 2,945 2,945 2,475 2,475 2,475 2,475

(3) Multi-person family:
Spouse < age 60 + kids ≥ age 25

-0.238
(0.182)

0.252
(0.165)

0.294***
(0.104)

0.193**
(0.078)

-0.113
(0.341)

0.200
(0.269)

-0.042
(0.148)

0.051
(0.113)

Number of observations 385 385 385 385 330 330 330 330

(4) Multi-person family:
Spouse < age 60 + No kids

-0.105
(0.095)

0.153
(0.102)

0.231***
(0.072)

0.174**
(0.079)

-0.168
(0.209)

0.125
(0.253)

0.172
(0.144)

0.199
(0.144)

Number of observations 525 525 525 525 435 435 435 435

(5) Multi-person family:
Spouse ≥ age 60 + kids ≥ age 25

-0.030
(0.048)

0.022
(0.062)

0.051
(0.037)

0.057
(0.046)

-0.101
(0.073)

0.127
(0.119)

0.078
(0.061)

0.028
(0.069)

Number of observations 1,655 1,655 1,655 1,655 1,380 1,380 1,380 1,380

(6) Multi-person family:
Spouse ≥ age 60 + No kids

-0.114***
(0.023)

0.117***
(0.026)

0.092***
(0.032)

0.108***
(0.028)

-0.055
(0.048)

0.060
(0.050)

0.091*
(0.048)

0.138**
(0.046)

Number of observations 5,390 5,390 5,390 5,390 4,440 4,440 4,440 4,440

(continued on next page...)
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Table 2.9: Effect of OAS/GIS on extensive margins of labour supply - Anticipation effect (continued)

Main explanatory variable:
Discontinuity at year 9

Main explanatory variable:
Donut hole at years 9-12

Dependent variables: Indicator
for em-

ployment

Indicator
for not in

labour
force

Indicator
for annual

wage <
$500

Indicator
for annual

wage <
$3,500

Indicator
for em-

ployment

Indicator
for not in

labour
force

Indicator
for annual

wage <
$500

Indicator
for annual

wage <
$3,500

Family types (1) (2) (3) (4) (5) (6) (7) (8)

Spouse’s labour supply decision in response to household maintainer’s receipt of OAS/GIS benefits

(7) Multi-person family:
Spouse < age 60 + kids ≥ age 25

0.017
(0.067)

0.066
(0.126)

0.099
(0.078)

0.138*
(0.066)

-0.179
(0.158)

0.451**
(0.204)

0.309***
(0.091)

0.317***
(0.086)

Number of observations 385 385 385 385 330 330 330 330

(8) Multi-person family:
Spouse < age 60 + No kids

-0.099
(0.113)

0.112
(0.122)

-0.099
(0.121)

-0.043
(0.118)

-0.033
(0.298)

-0.027
(0.291)

0.147
(0.245)

0.201
(0.213)

Number of observations 525 525 525 525 435 435 435 435

(9) Multi-person family:
Spouse ≥ age 60 + kids ≥ age 25

-0.146
(0.117)

0.099
(0.103)

0.044
(0.048)

0.019
(0.044)

-0.372***
(0.035)

0.313***
(0.044)

0.183***
(0.038)

0.151***
(0.041)

Number of observations 1,655 1,655 1,655 1,655 1,380 1,380 1,380 1,380

(10) Multi-person family:
Spouse ≥ age 60 + No kids

-0.026
(0.045)

0.033
(0.039)

0.075***
(0.024)

0.093***
(0.025)

0.044
(0.025)

-0.026
(0.028)

0.053
(0.041)

0.046
(0.045)

Number of observations 5,390 5,390 5,390 5,390 4,440 4,440 4,440 4,440

(continued on next page...)
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Table 2.9: Effect of OAS/GIS on extensive margins of labour supply - Anticipation effect (continued)

Main explanatory variable:
Discontinuity at year 9

Main explanatory variable:
Donut hole at years 9-12

Dependent variables: Indicator
for em-

ployment

Indicator
for not in

labour
force

Indicator
for annual

wage <
$500

Indicator
for annual

wage <
$3,500

Indicator
for em-

ployment

Indicator
for not in

labour
force

Indicator
for annual

wage <
$500

Indicator
for annual

wage <
$3,500

Family types (1) (2) (3) (4) (5) (6) (7) (8)

Working-age child’s labour supply decisions in response to household maintainer’s receipt of OAS/GIS benefits

(11) Multi-person family:
Spouse < age 60 + kids ≥ age 25

0.068
(0.080)

0.116
(0.103)

-0.095
(0.110)

-0.023
(0.090)

0.243
(0.235)

-0.261**
(0.092)

-0.249*
(0.125)

-0.187**
(0.083)

Number of observations 645 645 645 645 550 550 550 550

(12) Multi-person family:
Spouse ≥ age 60 + kids ≥ age 25

-0.120*
(0.057)

0.097**
(0.033)

0.062
(0.038)

0.012
(0.037)

0.050
(0.069)

0.084
(0.052)

-0.013
(0.087)

-0.022
(0.092)

Number of observations 2,255 2,255 2,255 2,255 1,845 1,845 1,845 1,845

This table shows the OLS regression results for year 2006. All regression models contain province dummies and demographic controls. Each row denotes the type
of family composition. The demographic controls include dummy variables controlling for age, gender, disability, education, ethnicity, language, dwelling tenure
status, and other private pension sources. These models are weighted by individual Census weights. Standard errors are clustered by the number of years since
immigration and are in parentheses. *** Significant at 1%; ** significant at 5%; * significant at 10%.

Sources: Statistics Canada’s 2006 Census; and author’s calculations.
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Table 2.10: Effect of OAS/GIS on extensive margins of labour supply - High housing asset versus low housing asset

Dependent variables: Indicator for
employment

Indicator for not in
labour force

Indicator for annual
wages < $500

Indicator for annual
wages < $3,500

Independent variables: (1) (2) (3) (4) (5) (6) (7) (8)

(1) T REAT : discontinuity at year 11 -0.021
(0.012)

-0.129
(0.123)

0.022*
(0.012)

0.140
(0.094)

0.074***
(0.021)

0.218**
(0.097)

0.061*
(0.024)

0.237*
(0.118)

Low asset? [1] No Yes No Yes No Yes No Yes

Number of observations 6,880 305 6,880 305 6,880 305 6,880 305

(2) T REAT : discontinuity at year 9 -0.068*
(0.036)

-0.296***
(0.068)

0.073
(0.043)

0.259***
(0.060)

0.133***
(0.026)

0.305***
(0.046)

0.132***
(0.022)

0.383***
(0.030)

Low asset? [1] No Yes No Yes No Yes No Yes

Number of observations 6,880 305 6,880 305 6,880 305 6,880 305

This table shows the regression results for year 2006 using expression (2.1). The estimation includes all household maintainers of ages 65 and above. All regression
models contain province dummies and demographic controls. The demographic controls include dummy variables controlling for age, gender, disability, education,
ethnicity, language, dwelling tenure status, and other private pension sources. These models are weighted by individual Census weights. Standard errors are
clustered by the number of years since immigration and are in parentheses. *** Significant at 1%; ** significant at 5%; * significant at 10%.
[1] I use 0.5 of median housing value to identify the households with low housing asset.

Sources: Statistics Canada’s 2006 Census; and author’s calculations.
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Table 2.11: Effect of OAS/GIS on intensive margins of labour supply - Census data

This table reports the coefficients for the main explanatory variable T REAT , with the discontinuity at year 11.

Dependent variables: Hours worked
for pay,

employed only

Hours worked
for pay, all
respondents

Indicator for 0
hours on unpaid
housework [1]

Number of
weeks worked

for pay

Family types (1) (2) (3) (4)

Household maintainer’s labour supply decision in response to OAS/GIS benefits.

(1) Live alone -15.052
(11.526)

-2.543***
(0.708)

-0.054**
(0.021)

1.620
(2.924)

Number of observations 185 2,945 2,945 180

(2) Multi-person family:
Spouse < age 60 + kids ≥ age 25

0.212
(12.641)

-14.363*
(6.819)

-0.129
(0.117)

8.205
(8.281)

Number of observations 85 385 385 80

(3) Multi-person family:
Spouse < age 60 + No kids

3.676
(6.041)

-3.994*
(1.967)

0.030
(0.082)

3.279
(6.033)

Number of observations 130 525 525 125

(4) Multi-person family:
Spouse ≥ age 60 + kids ≥ age 25

4.482
(6.254)

-1.312
(2.125)

0.031
(0.030)

6.182
(6.294)

Number of observations 180 1,655 1,655 170

(5) Multi-person family:
Spouse ≥ age 60 + No kids

-0.143
(5.778)

-0.857
(0.962)

0.030
(0.024)

0.383
(2.522)

Number of observations 495 5,390 5,390 470

Spouse’s labour supply decision in response to household maintainer’s receipt of OAS/GIS benefits
(6) Multi-person family:
Spouse < age 60 + kids ≥ age 25

-3.558
(9.712)

-2.458
(3.530)

0.029
(0.076)

9.767
(11.953)

Number of observations 125 385 385 125

(7) Multi-person family:
Spouse < age 60 + No kids

0.325
(6.153)

-5.137
(3.275)

-0.021
(0.036)

-3.043
(4.972)

Number of observations 220 525 525 210

(8) Multi-person family:
Spouse ≥ age 60 + kids ≥ age 25

4.351
(7.543)

0.970
(1.800)

0.040
(0.046)

-6.269
(4.094)

Number of observations 185 1,655 1,655 175

(9) Multi-person family:
Spouse ≥ age 60 + No kids

-6.864
(4.118)

0.242
(0.495)

-0.003
(0.015)

-1.067
(2.235)

Number of observations 425 5,390 5,390 400

(continued on next page...)
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Table 2.11: Effect of OAS/GIS on intensive margins of labour supply - Census data (continued)

This table reports the coefficients for the main explanatory variable T REAT , with the discontinuity at year 11.

Dependent variables: Hours worked
for pay,

employed only

Hours worked
for pay, all
respondents

Indicator for 0
hours on unpaid
housework [1]

Number of
weeks worked

for pay

Family types (1) (2) (3) (4)

Working-age child’s labour supply decisions in response to household maintainer’s receipt of
OAS/GIS benefits

(10) Multi-person family:
Spouse < age 60 + kids ≥ age 25

-2.136
(3.242)

1.796
(1.981)

-0.045
(0.064)

-3.771*
(1.942)

Number of observations 455 645 645 430

(11) Multi-person family:
Spouse ≥ age 60 + kids ≥ age 25

2.337
(1.831)

-1.077
(1.280)

0.005
(0.017)

0.380
(2.097)

Number of observations 1,705 2,255 2,255 1,660

This table shows the OLS regression results for year 2006 using expression (2.1). All regression models contain
province dummies and demographic controls. Each row denotes the type of family composition. The demographic
controls include dummy variables controlling for age, gender, disability, education, ethnicity, language, dwelling
tenure status, and other private pension sources. These models are weighted by individual Census weights. Standard
errors are clustered by the number of years since immigration and are in parentheses. *** Significant at 1%; **
significant at 5%; * significant at 10%.

[1]: Includes all respondents.

Sources: Statistics Canada’s 2006 Census; and author’s calculations.
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Table 2.12: Effect of OAS/GIS on intensive margins of labour supply - GSS data

This table reports the coefficient θDD.

Samples: 0-20 years of
immigration

All years of
immigration

All years of
immigration

All respondents All respondents Employed
individuals only

Dependent variables:
Activities (total duration in minutes)

(1) (2) (3)

(1) Paid work -73.040**
(36.365)

-33.469
(23.826)

-349.950***
(69.392)

(2) Activities related to paid work 0.302
(3.590)

0.568
(2.138)

-0.506
(2.271)

(3) Cooking and washing up 5.326
(30.350)

-5.673
(28.996)

10.456
(7.488)

(4) Housekeeping -2.180
(20.181)

6.903
(18.476)

47.827***
(14.089)

(5) Maintenance and repair 7.188
(9.448)

5.499
(3.959)

5.754
(9.333)

(6) Other household work -19.716
(17.383)

-1.211
(15.442)

24.419***
(7.906)

(7) Shopping for goods and services -12.378
(26.824)

6.864
(23.676)

47.678***
(15.272)

(8) Child care 15.224*
(8.748)

12.574**
(5.942)

-4.354
(9.934)

(9) Civic and voluntary activity 1.502
(10.877)

8.262
(5.626)

16.614
(11.105)

(10) Education-related activity 27.022**
(12.070)

30.417***
(8.268)

14.429**
(6.808)

(11) Meals (excluding restaurants) 44.627***
(13.632)

34.251***
(11.446)

17.724*
(9.983)

(12) Other personal activities -9.702
(34.341)

-29.492
(27.996)

-33.134
(26.942)

(13) Restaurant meals 18.984
(15.534)

3.764
(4.719)

9.241
(6.819)

(14) Socializing in homes -70.019*
(39.895)

-69.240*
(35.881)

-10.308
(16.045)

(15) Other socializing activities -10.922
(9.477)

-2.264
(9.166)

8.000
(7.974)

(continued on next page...)
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Table 2.12: Effect of OAS/GIS on intensive margins of labour supply - GSS data (continued)

This table reports the coefficient θDD.

Samples: 0-20 years of
immigration

All years of
immigration

All years of
immigration

All respondents All respondents Employed
individuals only

Dependent variables:
Activities (total duration in minutes)

(1) (2) (3)

(16) Watching TV 33.921
(36.362)

4.718
(17.119)

48.476*
(26.644)

(17) Reading books, newspaper -30.746
(20.164)

-15.755
(15.576)

28.502***
(8.103)

(18) Other passive leisure 12.847
(8.890)

6.456
(4.061)

1.537
(3.073)

(19) Sports, movies & other 8.565
(5.757)

1.489
(2.868)

-3.977
(6.567)

(20) Active sports -17.527
(16.055)

-21.485
(14.101)

1.210
(11.120)

(21) Other active leisure 11.830
(16.100)

25.929**
(12.296)

59.441*
(30.436)

(22) Night sleep / essential sleep 91.346
(66.239)

61.113***
(22.988)

150.741
(105.701)

Number of observations 1,658 5,177 2,990

This table shows the OLS regression results for years 1998, 2005, and 2010, where the number of minutes spent per
activity is the dependent variable. See expression (2.2) for the construction of these regressions. The main coefficient
of interest is θDD, which compares the time use of immigrants of ages 65 and over who landed for more than 10 years
versus those who don’t in year 2006, and then compare the result to the same difference for immigrants of ages 25-
54. All regression models contain province and year dummies. The demographic controls include dummy variables
controlling for gender, disability, education, language, and dwelling tenure status. These models are weighted by
person-level weights. Standard errors are in parentheses and are corrected for heteroskedasticity. *** Significant at
1%; ** significant at 5%; * significant at 10%. See Appendix A for the components that make up the above-listed time
use categories.

Sources: Statistics Canada’s 1998, 2005, and 2010 General Social Survey; and author’s calculations.
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Chapter 3

Immigration and housing for the
near-retirees

3.1 Introduction

In recent years, the major Canadian cities have experienced unprecedented housing cost growth. Some of the

media as well as policymakers have associated the Canadian housing boom with the increasing number of

rich immigrants who arrived with foreign money under the now-terminated Federal Immigrant Investor and

Entrepreneurs Program and the still-running Quebec Immigrant Investor Program.40 Economic reports by

financial institutions have highlighted the chance of major labour out-migration as housing in metropolitan

areas becomes less affordable.41 Academic research, such as Saiz and Wachter (2011), has instead suggested

that the distaste for immigrants of low socioeconomic status and of visible minority groups is associated with

native flight.42

To date, most academic research on this topic has focused on general populations and has not accounted

for other possibilities to explain native out-migration. None of the past studies on native mobility has

separated out the estimation by dwelling tenure types and by age groups. By first impression, the renters’

relocation decisions are expected to be different from the homeowners’. The amount of housing wealth a

family owns could be a potential determinant in predicting native out-migration decisions in response to an

immigration shock. On one hand, renters’ mobility preferences would be more directly related to housing

affordability as they do not own any housing asset. On the other hand, for families with large amounts of

housing wealth, capital gains made from selling the current property in the original place of residence could

motivate them to relocate to less expensive communities. Yet, native homeowners could instead choose to

stay in the same dwelling by extracting the extra housing equity obtained from an immigration shock through

borrowing against their housing collateral. Therefore, the net effect of immigration on native out-migration

is ambiguous.

In this case, the near-retirees represent an interesting economic case for examining the interactions

between the labour and housing markets. This subpopulation tends to be asset-rich and more vulnerable to

negative health shocks. Between the years 1997-2009, approximately 75 percent of the near-retirees owned a

dwelling.43 Relative to the whole working age population, Canadian near-retirees’ labour force participation

rate seems to be much more sensitive to immigration shocks (see Figures 3.1 and 3.2). Although the average

40See for example, Conservative Party of Canada (2015), Gold (2015), Lee (2015), and Young (2015).
41See Vancity (2015) for details.
42See also Accetturo et al. (2014) for Italy, Akbari and Aydede (2012) for Canada, and Sá (2014) for the U.K.
43This number is derived from Statistics Canada’s Survey of Financial Security and Survey of Household Spending datasets.
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mortgage debt for primary residence is lower for the elderly households, their holdings on other mortgages

and on lines of credit are greater than that for the younger families.44 In fact, the proportion of home equity

loans held by near-retirees has risen significantly since the late 1990s and tends to be positively correlated

with the share of immigrant settlement. These findings point to the possibility that older households may

turn to mortgage refinancing or home equity lines of credit instead of selling off their primary residences to

extract housing equity that arises from immigration shocks. Therefore, incorporating the near-retirees into

the immigration and housing context provides additional insights to how older native households use their

housing assets and indicates alternative causes behind native out-migration. This is the first paper to explore

this mechanism.

This study compares the short-term impact of immigration on housing cost growth and on mobility

decisions for the rental and owner-occupied dwelling markets using data from the 1986-2006 Canadian

Censuses and from the Statistics Canada’s 2011 National Household Survey. I extend Saiz’s (2007) and Sá’s

(2014) theoretical framework and apply various econometric techniques to explore this research question.

In this study, I also compare the relocation preferences of near-retirees (ages 55-64) and of the working-

age population (ages 25-54) to explore whether mobility proclivities vary across the age groups. I use

the near-retirees to proxy the homeowners with low amounts of residential mortgage debt (i.e. sum of all

mortgages) and with high amounts of home equity lines of credit; and the working-age population to proxy

the homeowners with high amounts of outstanding mortgage balance and with low amounts of home equity

lines of credit. Furthermore, this paper uses an ordered logistic regression with moving distance categories

as the dependent variable to determine where native households move to in response to an immigration

shock. Finally, I conduct a synthetic panel analysis to examine whether the elderly homeowners who stay

in the same municipality exhibit any housing asset downsizing in response to an immigration shock. These

comparisons help identify whether net housing wealth could influence overall mobility decisions.

Theoretically, I extend Saiz’s (2007) and Sá’s (2014) model to include net housing wealth into the

homeowner’s budget constraint. Both the original model and my extended model suggest that immigration

leads to a rise in all types of housing cost growth as long as immigration exerts a positive effect on native

wages and the city experiences inelastic housing supply. In Sá’s (2014) model, native flight is positively

associated with an increase in housing cost growth, native’s distaste towards immigration, and a negative

effect from immigration on native wages. However, my extended model shows that net housing wealth

also drives native homeowners’ mobility decisions. This implies that renters and homeowners’ relocation

preferences would differ only if the homeowners hold a low amount of residential mortgage debt. Therefore,

the net effect remains an empirical question.

To examine this mechanism empirically at the municipality level within metropolitan areas, I use an

44The 1999 and 2005 Statistics Canada Survey of Financial Security datasets present the following average debt holding figures,
which show that younger families tend to hold higher amounts of mortgage debt on primary residence relative to near-retirees.
The average value of mortgage debt on primary residence was $81,210.52 in 1999 and $93,324.41 in 2005 for respondents of ages
55-64; and $103,226.00 in 1999 and $129,613.70 in 2005 for respondents of ages 25-54. The mean amount for other mortgage
debt holdings was $114,210.60 in 1999 and $166,202.20 in 2005 for respondents of ages 55-64; and $108,777.80 in 1999 and
$165,939.30 in 2005 for respondents of ages 25-54. The average value of lines of credit was $21,591.70 in 1999 and $27,901.57 in
2005 for respondents of ages 55-64; and $16,207.54 in 1999 and $23,374.09 in 2005 for respondents of ages 25-54. These holdings
exclude the respondents who reported zero debt amounts.
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instrumental variable (IV) strategy that is based on historical ethnic distributions (enclave approach). This

IV technique predicts the immigration flow value based on the initial geographical settlement patterns of

immigrants, which exploits the fact that immigrants tend to move to locations with strong social networks.

As part of the robustness checks, I include two additional instrumental variables to test the validity of the

results through two different over-identification tests. The first over-identification set includes the enclave

IV and the Gravity IV. The Gravity IV follows from Saiz and Wachter’s (2011) approach, which assumes

that neighbourhoods that are geographically close to existing immigrant enclaves have a higher probability

of becoming immigrant areas in the future. The second over-identification set includes the enclave IV and

the Airport IV. The Airport IV makes use of the pattern that immigrant density tends to be high in census

subdivisions that are near the international airport.

To summarize my findings, both new and established immigrants lead to rises in both average rental cost

and property value in all markets. However, housing cost growth is slower in smaller markets and/or less

immigrant-dense municipalities. These findings coincide with the model predictions that show locations

with inelastic housing supply experience the largest increase in housing cost in response to an immigra-

tion shock. A combination of results points to the possibility that in addition to a taste channel, housing

affordability and household finance could influence mobility decisions. Various stylized facts suggest that

a growing number of older American and Canadian households has accessed home equity borrowing. In-

creasing holdings of home equity borrowing could possibly explain the overall slow rate of out-migration by

elderly native homeowners. In addition, synthetic cohort analysis shows that in response to an immigration

shock, the elderly homeowners who stay in the same neighbourhood do not exhibit any form of housing

asset downsizing (i.e. sell high and then buy low). Therefore, there is insufficient evidence to conclude that

near-retirees extract housing equity by relocating.

This study makes several important contributions. To the best of my knowledge, this is the first paper to

separate the analysis by dwelling tenure types and by age groups when investigating the impacts immigra-

tion exerts on older native mobility decisions. The research findings in this paper push this area of literature

forward by suggesting an alternative perspective for explaining native out-migration. The mobility regres-

sions illustrate that relative to renters, homeowners are more likely to show distaste towards immigration.

This implies that distaste may not completely address the reasons behind native out-migration, at least for

the Canadian context. The heterogeneity in mobility preferences across dwelling tenure groups is an impor-

tant finding because it may explain why Card (2001) fails to find any significant effect from immigration on

aggregate native relocation decisions.

Moreover, this paper focuses on short-term effects from immigration, which deviates from existing

research. U.S. literature, such as Card and DiNardo (2000), Saiz (2007), and Saiz and Wachter (2011), has

used the decennial census to explore the linkages between immigration, housing, and native flight, which

tends to miss the more immediate impacts. Conversely, European papers, such as Accetturo et al. (2014) and

Sá (2014), have used annual data for their analyses. However, annual data may not fully capture the gradual

impact immigration exerts on the housing market, since international migrants take roughly four years to

transition from being a renter to homeowner and not all immigrants stay in the province to which they were

initially destined (Haan, 2012; Pandey and Townsend, 2011). Therefore, this study uses the quinquennial
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Canadian Census and 2011 National Household Survey data to better identify the shorter-term effects arising

from immigration.

Section 3.2 reviews the literature that examines the effect of immigration on housing and on native

mobility. In Section 3.3, I present the theoretical framework and in Section 3.4, I discuss the data. I describe

the econometric analyses in Section 3.5 and discuss the main results in Section 3.6. Finally, Section 3.7

concludes.

3.2 Contexts and contributions

Previous research has explored the effect of immigration on housing costs. For the U.S. housing market,

Ottaviano and Peri (2006) and Saiz (2003, 2007) find a strong, positive association between immigration and

housing costs. A further investigation on local residential dynamics in Saiz and Wachter (2011) shows that

housing values grow slowly in neighborhoods with an increasing immigrant density, with stronger impact in

neighborhoods where the population was initially, predominantly occupied by wealthy caucasions. Some of

the reasons behind the negative impact include (1) natives moving out in response to the immigration flow;

and (2) immigrants tend to be of low socioeconomic status. On the other hand, Card (2001) and Card and

DiNardo (2000) do not find any significant relationship between immigration and native mobility. There is

insufficient evidence to conclude that immigration made the native-born population worse.

For other countries, Gonzalez and Ortega (2013) show that immigration between the years 2000-2010

led to an increase in house prices and the number of housing units in Spain. However, Aldén et al. (2015) and

Sá’s (2014) findings for Sweden and for the U.K., respectively, are in line with Saiz and Wachter’s (2011).

Both European papers illustrate that natives with high educational attainment and high wages are more

likely to out-migrate in response to an immigration shock. Specifically, low-skilled immigrants exert the

strongest negative impact on U.K. housing prices (Sá, 2014). For Italy, Accetturo et al. (2014) and Mocetti

and Porello’s (2010) results are opposite to Sá’s (2014). Accetturo et al. (2014) find that native flight is more

pronounced in poorer communities. Mocetti and Porello (2010) show that immigration displaces low-skilled

native workers and encourages inflows of highly-educated natives. Stillman and Maré (2007) also find skill

complementarities in New Zealand, where on net, immigration does not seem to displace the native-born.

Therefore, the overall effect of immigration on housing and native mobility remains unclear.

For Canada, relatively little research has examined the relationship between housing, native mobility,

and immigration. More recent work includes Akbari and Aydede (2012), Latif (2015), and Li (2014). Latif

(2015) and Li (2014) find a positive relationship between housing cost and immigration. On the other hand,

Akbari and Aydede (2012) show a small effect of immigration on Canadian house prices. They argue that

native out-migration may exert downward pressure on house prices. However, their estimation technique

also raises some questions. These include potential endogeneity problems with using a mobility variable as

part of the control, collinearity issues with both the unemployment rate and labour force participation rate

in the same regression model, and omitted variables relating to amenities. Other research also shows that

new immigrants generally impose greater demand for housing. Mendez et al. (2006) and Haan (2012) find

most immigrant groups transitioned from being a renter to homeowners within four years time. Yet, roughly
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a quarter of the newcomer tenants face financial stress and overcrowding problems.

To summarize, existing work has not painted a very clear picture of the effect of immigration on the

housing market and on native relocation preferences. Specifically, none of these studies on native mobility

separates out the estimation by dwelling tenure types, where native homeowners and renters are expected to

respond differently to an immigration shock. Therefore, home equity extraction-related activities could have

confounded the impact of immigration on native homeowners’ mobility intentions. Previous work could

inaccurately over-attribute amenity effects as the primary cause for native out-migration. For example, Sá

(2014), Saiz and Wachter (2011), and Accetturo et al. (2014) suggest that reduced desirability of the city

due to growing immigrant density leads to native flight.

Moreover, to date, most research on immigration has focused on general populations. Borjas (2008) is

an exception, where he finds immigration to exert a depressing effect on the elderly native workers’ wages

and to lead to increases in retirement. However, Borjas (2008) does not account for the possibility that the

newcomers may drive housing costs, thereby could influence labour mobility decisions and wages. These

interactions have implications on the linkages between the labour and housing markets, which have been

overlooked in the existing literature.

3.3 Theoretical model

I extend Saiz’s (2007) and Sá’s (2014) theoretical models by introducing housing wealth effects to examine

the linkages between immigration, native mobility, and housing cost. This extension is necessary because the

amount of housing wealth a family owns could be a key factor in predicting native out-migration decisions.

For households with large amounts of housing wealth, capital gains made from selling the current property

in the original place of residence could motivate them to relocate to less expensive communities. Yet, these

households could also choose to stay in the same dwelling by extracting the extra housing equity obtained

from an immigration shock through mortgage refinancing and/or via home equity lines of credit. On the

contrary, native renters’ relocation decisions are not confounded by housing wealth effects and may choose

to out-migrate if housing in the original place of residence becomes unaffordable. Therefore, mobility

preferences in response to an immigration shock should be different across dwelling tenure groups.

I begin with the model for renters, by considering Saiz (2007) and Sá’s (2014) frameworks without any

housing wealth effect. I then extend their models for homeowners by including a housing wealth effect in

the budget constraint. By applying this extension, I show that increases in net housing equity do speed up

the rate of native out-migration.

3.3.1 Model for renters

I start by considering Saiz (2007) and Sá’s (2014) frameworks with two types of workers in city c: natives

(N) and immigrants (I). Unlike Sá (2014), I assume for simplicity that all native workers are homogeneous.

Immigrants prefer city c and the supply of immigrants I is assumed to be exogenous.

The preference for native renter i is:
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Uic = Vic︸︷︷︸
=Aic−γN

+hαx(1−α)−δ I (3.1)

Vic is the value of local amenities in city c for individual i; h is the amount of housing units consumed by

the renter; α is the elasticity of the demand for housing; x is the amount of non-housing consumption; and

δ I captures the preference of natives for immigration. Natives show distaste towards immigrants if δ > 0.

Following Saiz (2007) and Sá (2014), I set Vic = Aic− γN, where the preferences for local amenities will

decline at the rate of γ as more natives N are in city c.

Similarly, the preference for immigrant renter i is:

Uic = Vic︸︷︷︸
=Aic−γI

+hα
i x(1−α)

i (3.2)

With R as the rental cost, w as the individual labour income, and y as the individual non-labour income,

renters maximize the utility function subject to the following budget constraint:

Rhi + xi = wi + yi (3.3)

The utility maximization problem provides the following demand functions for housing consumption:

hi = α
wi + yi

R
(3.4)

The total housing demand for city c equals the sum of the housing consumption for the native and

immigrant households:

HD =
α

R

[
W N +W I +Y N +Y I] (3.5)

Let W i and Y i be the aggregate labour and non-labour income, respectively, for agent of type i. I

assume that W N 6=W I because the skill sets for immigrants and natives are different. Specifically, wages for

native-born can be expressed as W N = Ŵ −ρI, where ρ > 0 means that immigrants are substitutes to native

workers.

Therefore, the total housing demand after taking logarithms is:

ln(HD) = ln(α)− ln(R)+ ln
(
N · [Ŵ −ρI]+ I ·W I +NY N + IY I) (3.6)

I follow Saiz (2007) and Sá (2014) and adopt the following specification for housing supply in city c:

ln(Hs) = β0 +β1ln(R) (3.7)

where R is the rental cost; β0 captures the construction cost; and Hs is the number of rental units available in

city c. Each city has a distinct housing supply due to geographical and regulatory constraints and the term,
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β1 characterizes this elasticity.45 A low β1 term implies that city c faces geographical and/or land regulation

constraints, which create challenges to supplying more rental units. Therefore, rental cost will rise with few

vacancies. On the other hand, a city faces high rental vacancy rate if β1 is large (elastic).

In equilibrium, housing supply equals housing demand. Therefore, expressions (3.6) and (3.7) provide

the following expression for rental cost:

ln(R) =
(

1
1+β1

)
·
[
ln(α)−β0 + ln

(
N · [Ŵ −ρI]+ I ·W I +NY N + IY I)] (3.8)

Therefore, the rental cost growth as a function of immigration can be expressed as:

dR
dI

= R ·
(

1
1+β1

)
·
(

1
N · [W N +Y N ]+ I · [W I +Y I]

)
·
[

dN
dI
· (W N +Y N)+(W I +Y I)−Nρ

]
(3.9)

The key point of expression (3.9) is that rental cost will rise in response to an immigration shock if city

c experiences: (1) a positive inflow of natives (i.e. dN
dI > 0) and (2) a positive effect from immigration on

native wages or labour complementarity (i.e. ρ < 0). Furthermore, an elastic housing supply (i.e. high β1)

will slow the impact of immigration on rental cost growth. Therefore, it is expected that major markets with

inelastic housing supplies, such as Vancouver and Toronto metropolitan areas, will experience the biggest

jump in housing cost growth in response to immigration shocks.

In order to find dN
dI , I assume that the marginal native renter is indifferent between staying and leaving

city c. The overall utility outside of city c is Ū . Therefore, by combining expressions (3.1) and (3.4), the

indirect utility function can be set as follows for the marginal native renter:

Aic− γN +α
α(1−α)(1−α)(W N +Y N)R−α −δ I = Ū (3.10)

By re-arranging expression (3.10), the number of native renters in city c is:

N =
1
γ
·
[
A−Ū +α

α(1−α)(1−α)(W N +Y N)R−α −δ I
]

(3.11)

Therefore, the mobility response of native renters in response to an immigration shock is:

dN
dI

=−1
γ

[
α

α(1−α)(1−α)R−α
ρ +α

(1+α)(1−α)(1−α)(W N +Y N)R−1−α · dR
dI

+δ

]
(3.12)

Expression (3.12) illustrates the critical point that native renters will out-migrate to another location in

response to an immigration shock if rental costs ( dR
dI ) rise as an influx of immigrants enters city c, in addition

to reasons relating to discontent towards immigrants. The rate of out-migration will slow if total income

is low. However, the effect of labour substitution (ρ) on native mobility is ambiguous. On one hand, the

effect of immigration on rental cost growth is negative if ρ > 0, which would lower the rate of native out-

migration. On the other hand, based on expression (3.12), dN
dI < 0 if ρ > 0, holding everything else constant.

45See for example, Saiz (2010)
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Therefore, the net effect remains an empirical question.

3.3.2 Model for homeowners

The frameworks presented in Saiz (2007) and Sá (2014) do not consider the possibility that housing wealth

could influence native out-migration decisions. To account for this dynamic, I extend the basic framework

for homeowners by introducing a new budget constraint, where I assume that households choose to first sell

the current property and then acquire a new house:

ψPhi +(µ +φb)Pκhi + xi = wi + yi +(1−φs)Phi−mPhi (3.13)

On the left-hand side of the new budget constraint (expression (3.13)), the term ψPhi represents the

maintenance cost for the current residence hi. The term (µ +φb)Pκhi denotes the total initial expenditure

arising from purchasing a new home of size κhi. The newly purchased unit is a fraction κ of the current

property hi, where κ can hold any rational values. For example, if the homeowner decides to downsize the

housing asset by selling a single-detached home and moving to an apartment unit, then 0 < κ < 1. On the

other hand, κ > 1 if the household purchases a bigger house. The initial expenditure consists of two parts:

(1) µPκhi covers the downpayment; and (2) φbPκhi is the proportional transaction cost associated with

purchasing the new home. Relative to the renter’s model, the right-hand side budget constraint in this case

includes an extra term, (1− φs)Phi−mPhi. This covers the net revenue from selling the current property,

where φsPhi is the proportional transaction cost and mPhi is the outstanding mortgage balance at the time of

selling the house.

The utility maximization problem yields the following housing demand equation for the native home-

owners’ current residence:

hi = α
wi + yi

P[ψ +µ +φb +m− (1−φs)]
(3.14)

Unlike the renter’s expression, in addition to income (wi + yi), the homeowners’ housing demand for

the current residence also relies on the term, P[ψ + µ +φb +m− (1−φs)]. For simplicity, I set ζ = [ψ +

µ +φb +m− (1−φs)], where Pζ equals the sum of the unit cost from maintaining and purchasing a house,

plus mortgages, less the revenue from selling the current property. In other words, −Pζ represents the net

housing wealth component. The main point of expression (3.14) is that homeowners will reduce the amount

of current housing consumption if net housing wealth is high (i.e. Pζ →−∞). This implies that homeowners

will sell off their existing property if they could extract housing equity, which means that h < 0 and Pζ < 0.

For the homeowners’ model, the total housing demand is:

ln(HD) = ln(α)− ln(P)− ln(ζ )+ ln
(
N · [Ŵ −ρI]+ I ·W I +N ·Y N + I ·Y I) (3.15)

The total housing supply is:

ln(Hs) = β0 +β1ln(P), (3.16)
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In this case, P is the value of dwelling; β0 captures the construction cost; β1 reflects the housing supply

elasticity in the owned-dwelling market; and Hs is the number of owned-dwelling units available in city c.

Setting expressions (3.15) and (3.16) equal and totally differentiating gives:

dP
dI

= P ·
(

1
1+β1

)
·
(

1
N · [W N +Y N ]+ I · [W I +Y I]

)
·
[

dN
dI
· (W N +Y N)+(W I +Y I)−Nρ

]
(3.17)

Expression (3.17) shows that the factors contributing to the growth of property value in response to

an immigration shock is the same as those pushing rental cost growth. However, Expression (3.18) illus-

trates that native homeowners’ mobility decisions are different from native renters’, where homeowners’

preferences now depend on net housing wealth (−Pζ ):

dN
dI

=−1
γ

[
α

α(1−α)(1−α)(Pζ )−α
ρ +α

(1+α)(1−α)(1−α)(W N +Y N)(Pζ )−1−α · dP
dI

+δ

]
(3.18)

By taking the partial derivative of dN
dI with respect to Pζ :

∂
dN
dI

∂Pζ
=

1
γ

[
α

1+α(1−α)(1−α)(Pζ )−α−1
ρ +α

(1+α)(1−α)(1−α)(1+α)(W N +Y N)(Pζ )−2−α · dP
dI

]
(3.19)

As noted above, Pζ < 0 if the homeowner can profit from an extra housing windfall due to an immigra-

tion shock (i.e. sell high and then buy low). Therefore, holding all other variables constant, expression (3.19)

suggests that ∂
dN
dI

∂Pζ
> 0. This means that the rate of out-migration by native homeowners will accelerate if

the amount of housing equity grows. Yet, Pζ is positively-associated with mortgage debt m. This means

that homeowners with large amounts of mortgage debt will lower their intention to out-migrate. There-

fore, expression (3.19) implies that mortgage refinancing and/or home equity lines of credit could act as a

counter-force towards native relocation.

To summarize, the theoretical model results show that native homeowners’ mobility proclivities could

be different from native renters’ due to net housing wealth impacts. Therefore, it is essential empirically to

unbundle the analysis by dwelling tenure groups in order to accurately narrow down the reason behind native

flight. This approach implicitly assumes that the selection to be in or out of the owner-occupied dwelling

market is exogenous. This assumption may not necessarily hold if the switch in dwelling tenure status

is driven by overall local market conditions. In subsequent sections, I describe an instrumental variable

strategy that I apply to address this potential selection bias.

3.4 Data description

This paper uses the restricted version of the 1986 - 2006 Canadian Census datasets and the 2011 Statistics

Canada’s National Household Survey (NHS) to examine the linkages between immigration, housing, and
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native mobility at the municipality level.46 By setting the analysis at this geographical level, the results are

less likely to be confounded by job search and wage bargaining costs, since native workers could keep the

same job within the same metropolitan area (commuting zone). Statistics Canada applies the term, “census

subdivision (CSD)” to define a municipality, which is the finest geographical level available for analyzing

households’ mobility decisions between the Census years. The census subdivision geographic definitions

change quinquennially. I utilize a combination of information retrieved from the Postal Code Conversion

File (PCCF) datasets; from Statistics Canada’s Standard Geographical Classification Concordance Tables;

from Commission de toponymie du Québec; and from land area information obtained from the University

of Toronto’s Census Analyzer database to form consistent CSD categories across the years. Unlike Saiz and

Wachter (2011), who only concentrate on neighborhoods with more than five percent change in foreign-born

population, I focus on all census subdivisions within a census metropolitan area for my analysis. The target

population for the native mobility estimations includes all households living in private dwellings.

To estimate immigration’s impact on housing decisions, the immigration rate variable is computed as

the difference in the weighted count of immigrants between the consecutive Census years normalized by

the current population. For the enclave instrumental variable approach (described in detail below), I use

place of birth information taken from the 1986 Census to construct the historical ethnic distributions.47

Except for the province of Alberta, housing cost data taken from the Canadian Census and the National

Household Survey are generally comparable to those published by Teranet-National Bank and by Canada

Mortgage and Housing Corporation (CMHC).48,49 For the housing cost regressions, which are estimated at

the municipality level, this paper normalizes the housing rent and housing value variables by the number of

rooms to determine whether immigration exerts differential impact on the Canadian housing market.50 This

study uses the provincial Consumer Price Index for all items to convert the housing cost numbers to real

terms.51 Furthermore, I create binary and categorical variables for out-migration based on the household’s

46The research and analysis in this chapter are based on data from Statistics Canada and the opinions expressed do not represent
the views of Statistics Canada. The public use microdata file version (PUMF version) of the Census and the NHS do not provide
any information at the municipality level. Starting from the 1986 Census, the value of dwelling and the gross rent variables do not
include reserve dwellings. Therefore, to ensure that the housing-related variables are comparable across time, I exclude the 1981
Census from this study (see Statistics Canada (2010) for more details).

47This study uses the “Immigrant Status” and the “Year of Immigration” variables to construct the immigration rates; and the
“Country of Birth” variable from the year 1986 Census to construct the ethnic distributions.

48See the Online Supplementary Appendix. The Teranet-National Bank House Price Index and CMHC’s average rental values
may under-estimate Alberta’s housing cost growth, as the province experienced strong interprovincial and international migration
flows starting in the 2000’s. In particular, international migration flows are concentrated in Calgary and Edmonton, with low rental
vacancies and housing inventories around the 2005-2007 period (Government of Alberta, 2006, 2007, 2009). The Teranet-National
Bank House Price Index (HPI) is estimated using the repeated sales methodology, which tracks properties with at least two sales.
However, the estimation process for this HPI does not account for the physical characteristics of the property (i.e. renovations),
non-arms-length transactions, and high turnover frequency; and cannot account for new residential constructions and housing starts
in response to a large influx of in-migrants (Teranet-National Bank, 2015). The average rent data are based on the CMHC’s
Rental Market Survey, which only targets privately initiated structures with at least three rental units. This methodology overlooks
rentals made through sub-leases and from single-detached residential structures, which are alternative leasing choices especially in
response to low rental vacancies and housing inventories (Canada Mortgage and Housing Corporation, 2014).

49I use the “Value of Dwelling” and “Gross Rent” variables to define housing costs. Statistics Canada describes the “Value of
Dwelling” variable as the dollar amount expected by the owner if the dwelling were to be sold during the reference year; and the
“Gross Rent” variable as the tenant’s total average monthly payment to secure shelter. The tenant’s total average monthly payment
covers payments for electricity, oil, gas, coal, wood, or other fuels, water and other municipal services, and cash rent.

50Census data do not provide any information on the square footage of the dwelling unit.
51The estimation results are very similar if I use the provincial Consumer Price Index for shelter to deflate the housing cost
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place of residence information for five years ago and for the contemporaneous period in order to estimate

the native mobility regressions at the household level.52 For constructing the instrumental variables for the

robustness checks, I use the “geosphere” package from the program R and the geocodes retrieved from the

Postal Code Conversion File datasets to compute the air distances between the centres of the origin and

destination municipalities.

3.5 Methodology

This study uses various econometric techniques to explore the linkages between immigration, housing cost,

and native mobility within metropolitan areas. I define metropolitan areas as locations with a population of

at least 10,000. For the Canadian context, in this study, I include both census agglomerations and census

metropolitan areas into the analysis, and I use the acronym “MA” to broadly cover all metropolitan areas.

Existing literature has attributed distaste towards immigration as the primary force behind native flight.

As illustrated by the extended theoretical framework, other reasons, such as total household income, housing

affordability, and labour substitution, could drive relocation decisions. The model predicts that housing cost

growth is positively related to native renters and homeowners’ mobility preferences. Therefore, I start the

econometric analysis by comparing the impact immigration exerts on housing value growth and gross rent

growth within metropolitan areas. I also unbundle the immigration rate term by place of birth categories to

determine which ethnic group drives up housing cost growth.

This paper then investigates native out-migration by separating the estimation by dwelling tenure groups.

I focus on two main econometric specifications for the mobility regressions. For the first specification, I

regress the binary variable for change in municipality of residence onto the immigration rate. For the sec-

ond mobility specification, I replace the binary variable for mobility with a categorical variable for moving

distance to investigate whether natives prefer to move to adjacent census subdivisions with lower hous-

ing costs. Unlike the housing cost regressions, the two native out-migration models are indexed to the

household-municipality-time level. This chapter also conducts additional estimations to gather more evi-

dence on the potential contributors behind native flight. These estimations include restricting the sample to

high income households to strip out the effects from financial and spatial constraints; and unbundling the

immigration rate term by source country groups to explore whether native households show any distaste

towards immigration. Furthermore, this study estimates the relationship between native wage growth and

immigration to explore whether labour substitution drives native flight. Finally, I construct a synthetic panel

for household maintainers born between the years 1924 and 1953 to examine whether households who re-

ported staying in the same municipality with a different dwelling downsized their house in response to an

immigration shock.53 I index the synthetic cohort estimation to be at the municipality-year-cohort level.

The main econometric analyses apply the historical ethnic distributions (enclave approach) to instrument

variables.
52I use the “Mobility 5: Census subdivision of residence 5 years ago” and the “Census subdivision of current residence” variables

taken from the Census and from the NHS.
53The Health and Retirement Study, which is a longitudinal survey for the elderly in the United States, also focuses on the cohorts

born between years 1924 and 1953 (except for Versions M and onward, which start to add Mid Baby Boomers born between years
1954 and 1959).
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for the immigration rate terms. This technique predicts the immigration rate based on the initial geographical

settlement patterns of immigrants, which exploits the fact that newcomers tend to reside in locations with

strong social networks. To test the robustness of the estimates, I run three checks. The first robustness

check involves including census subdivision dummies instead of metropolitan area dummies to capture

local amenity effects. I then use two different over-identification specifications as the second and third

robustness checks to test the validity of results. The first IV set includes the enclave and the Gravity IV; and

the second IV set includes the enclave and the Airport IV. The Gravity IV follows from Saiz and Wachter’s

(2011) approach, which assumes that neighbourhoods that are geographically close to existing immigrant

enclaves have a higher probability of becoming immigrant areas in the future. The Airport IV makes use

of the pattern that immigrant density tends to be strong in municipalities (census subdivisions) that are near

the major international airports (see for example, Figures 3.3 to 3.5). I describe these three instrumental

variables in detail in Section 3.5.4.

For all regression specifications estimated at the municipality level, I present the results for: (1) first-tier

immigration markets, which include the census subdivisions within the Vancouver, Montreal, and Toronto

census metropolitan areas; and (2) all census subdivisions within metropolitan areas.54 This breakdown

provides a clearer indication on whether international migration flows only influence certain markets. I also

decompose the immigration rate variable by the timing of arrival (i.e. by year since immigration), in order to

examine which type of in-migrants exerts the biggest impact on the Canadian housing and labour markets.

The empirical analyses exclude the municipalities with more than 50% of the population living in Indian

reserves and with a population less than 100.

This paper sets years 1991-2006 as the main estimation period, where I use the Canadian Census data

for the main analysis. The voluntary nature of the 2011 National Household Survey raises concerns over the

validity of the immigration and place of origin numbers.55 Therefore, I extend the regression model to year

2011 using the National Household Survey as part of the robustness analysis.

3.5.1 Econometric specification for housing cost

As noted in Section 3.4, I use the percentage change in gross rent and the percentage change in housing value

as the dependent variable for two different sets of regression models. Both sets of findings provide insightful

perspectives about the rental and housing sale markets. The model with the gross rent numbers better reflects

activities of local residents and newly-arrived immigrants who may not choose to purchase a dwelling unit

immediately upon arrival. On the other hand, the housing value specification gives some additional insights

into how native households may be using their housing assets in response to an immigration shock.

I use expression (3.20) to estimate the overall effect of immigration on housing cost growth; and Ex-

pression (3.21) to compute the impact of immigration by different place of origins.

54The classification of first-tier markets is taken from Citizenship and Immigration Canada (2005).
55See for example, Grant (2015).
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∆pc,t = β0 +β1timet +β2cmac +β3Xc,t +

θ
IMM ·

∆immigrantsIMM
c,t

populationc,t
+ εc,t (3.20)

∆pc,t = β0 +β1timet +β2cmac +β3Xc,t +

∑
m

θm ·
∆immigrantsm,c,t

populationc,t
+ εc,t (3.21)

Subscripts m, c and t are for place of origin, CSD, and year, respectively. Superscript IMM denotes

the timing of immigration and can take two different sets of values for two separate regressions – (1) 0 -

5 years; and (2) all years. ∆pc,t denotes the percentage change in housing cost normalized by the number

of rooms; timet contains year effects; ∆immigrantsIMM
c,t

populationc,t
is the change in immigration between the consecutive

Census years (i.e. between time t− 5 and time t) for different years of landing, normalized by the current

population; and εc,t is the error term. The first-difference controls for any time-invariant omitted variables

related to the quality of the municipality. The cmac vector contains MA dummies to capture the effects

within metropolitan areas.56 Xc,t is a vector of CSD attributes. These CSD attributes include the employment

rate; the share of population with at least a Bachelor’s degree, in the construction industry, and in the

manufacturing industry, which may affect future city development; the share of dwelling units built prior to

year 1980 and in year 1980, to account for local housing quality; and the share of single-detached homes,

apartments with at least five storeys, and movable dwellings to capture housing supply.57 The regressions

with housing value growth are weighted by the number of owned-dwelling units, whereas the models with

gross rent growth are weighted by the number of rental units. The coefficient of interest is θ IMM, which

provides the causal impact immigrants of specific year of landing exert on housing cost growth in CSD c at

time t. Since θ captures CSD and time variations, I cluster the standard errors at the census subdivision level.

This follows from one of the suggested strategies in Bertrand et al. (2004) for a conventional difference-in-

difference framework with state and time effects, where they adjust the standard errors by clustering at the

state-level.

3.5.2 Econometric specification for native mobility

Accetturo et al. (2014), Sá (2014), and Saiz and Wachter (2011) note that neighborhoods of growing im-

migrant settlement are becoming less attractive to natives, which contribute to native flight. However, the

theoretical framework also shows that other factors, such as household income, housing cost, and labour

56I incorporate MA effects instead of CSD effects into the regression models for two reasons. First, certain public policies are
conducted at the metropolitan area level. For example, Translink provides the transportation network for the Metro Vancouver
area. Second, I use MA effects in order to prevent running into variance singularity issues for the first-stage regressions. Results
are similar if I use CSD effects instead of MA effects. Similarly, Saiz and Wachter (2011) apply metropolitan statistical area
(MSA)-year effects for housing value estimations made at the census tract level.

57The regression results remain very similar if land area information as of year 1986 are included into the regression models.
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substitutability, could drive mobility decisions. In order to narrow down the reason for native out-migration,

unlike the existing literature’s approach, I first separate the native mobility estimation by dwelling tenure

types. Net housing wealth effects could be influencing homeowners’ relocation intentions if the coefficients

for the immigration rate term are different between the homeowners’ and renters’ specifications.58

This study also compares the mobility decisions of the younger and older native households. I use the

near-retirees to proxy the homeowners with low amounts of residential mortgage debt (i.e. sum of all mort-

gages) and with high amounts of lines of credit; and the working-age population to proxy the homeowners

with high amounts of outstanding mortgage balance and with low amounts of lines of credit. Although I

incorporate a disability dummy into the estimation to control for activity limitation, other unobserved fac-

tors specific to the near-retirees could influence their taste for relocation. For the older group, I restrict the

sample to families with household maintainer within ages 60-69 at time t, which means that the decision to

move was made when the household head was near retirement five years ago (i.e. ages 55-64 at time t−5).

The younger set is limited to households with the maintainer of ages 30-59 at time t.

I first use expression (3.22) to investigate whether immigration causes native household i to out-migrate

from origin r at time t:59

Mobilityirt = β0 +β1timet +β2cmar +β3 ·ageirt +β4ageirt · timet

+ψ1Xrt +ψ2Hirt +θ
IMM · ∆immigrantsIMM

rt

populationrt
+ εirt (3.22)

Mobilityirt is a binary variable, which equals one if the respondent has relocated to another census

subdivision between times t−5 and t. I report the linear probability model results in Section 3.6, but probit

and logit techniques also produce similar findings as OLS.60 In addition to incorporating the CSD attributes

of the original city into the model, the mobility analysis adds an extra household attribute vector Hirt .61 This

vector includes dummy variables for gender, disability status, education, number of children, household

income, and marital status. The Census only provides the demographic variables at time t. Therefore, I

assume that these household characteristics are invariant between consecutive Census years. Moreover, timet

58For the mobility regressions, I assume that households who out-migrate to another municipality will need to sell their primary
residence. This is a reasonable assumption as roughly three-quarters of the Canadian near-retiree households did not own secondary
residences or other forms of real estate investments between years 1999 and 2005. Statistics Canada’s Survey of Financial Security
datasets show that the proportion of Canadians of ages 55-64 who owned secondary residences or other forms of real estate invest-
ments is 26% in 1999 and 22% in 2005. Between years 1998-2010, the RAND Health and Retirement Study dataset also illustrates
similar findings for U.S. households of the same age group.

59The year of immigration variable is based on the year landed immigrant status was first obtained in Canada. The construction
of the immigration rate variable by various year of arrivals should be precise. For simplicity, I only focus on the impact of external
migrants on local residents. Internal migrants (i.e. movements to/from another province) could also influence mobility decisions,
but this is beyond the scope of this paper.

60See Appendix B for the probit and logit results.
61I do not include crime data into the native mobility estimations due to data limitations. The Uniform Crime Reporting Incident-

Based Survey provides Canadian crime data. However, the crime data are not available for all census subdivisions for all years. Saiz
and Wachter (2011) and Sá (2014) also show that crime does not seem to play any role in explaining native out-migration for the
U.S. and the U.K., respectively. Furthermore, Zhang (2014) chooses to use larger geographical areas (census divisions) to examine
the relationship between crime and immigration to account for the fact that crimes tend to be committed by residents of nearby
neighbourhood or community. Therefore, I assume that the MA effects in the regression models can absorb the impact from crime.
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contains year dummies for the contemporaneous period; cmar includes Metropolitan Area effects for the

original municipality; and ageirt are age dummies for the contemporaneous period.62 ageirt · timet controls

for age composition changes (cohort effects) across time. The standard errors continue to be clustered at the

census subdivision level, and the regressions are weighted using household weights. The main explanatory

variable of interest is θ IMM, which provides the probability that households choose to relocate in response

to an immigration shock between time t−5 and time t.63 Table B.4 in Appendix B presents the mean values

of the dependent and the main independent variables.

The Census and the National Household Survey datasets do not provide housing tenure status informa-

tion for the previous residence. Therefore, for the mobility regressions, I assume that the native residents

who self-reported as homeowners (renters) in the current period were also homeowners (renters) five years

ago. This is a reasonable assumption because the longitudinal version of the Survey of Labour and Income

Dynamics (SLID) dataset shows that, for all age groups, a large percentage of households keeps the same

dwelling tenure types for at least five years.64 Canada Mortgage and Housing Corporation (CMHC) also

suggests that elderly homeowners are more likely to stay as homeowners even if they choose to downsize

their house before age 65 (Canada Mortgage and Housing Corporation, 2012).

This paper conducts several additional estimations in order to gather more evidence on the driving forces

behind native out-migration. First, I run two additional estimations using expression (3.22). The first set of

estimations focuses on natives who self-reported as out of the labour force for at least two years and self-

reported their income to be greater than $70,000, in order to strip out any impacts from employment-related

and/or household finance-related factors.65 As illustrated by the theoretical model (expressions (3.12) and

(3.18)), both household income and labour market trends can influence native relocation preferences. An

empirical challenge with the original mobility estimation is that renters may not be directly comparable to

homeowners because renters tend to show lower household income. Therefore, the sub-group in this first

additional set of regression models provides a proxy for households who are less likely to be financially and

spatially-constrained, which helps address the concern that renters and homeowners are not fully compara-

ble.

Next, similar to the housing cost regressions, I unbundle the immigration flow term by the place of birth

categories in order to evaluate whether native households show any distaste towards immigration. This set

of estimations examines whether δ > 0 in the theoretical model. If distaste towards immigration were to

be the primary force driving native out-migration, then the coefficients for the immigration rate of visible

minority groups should be positive for both dwelling tenure groups.

In addition, I follow Sá’s (2014) wage regression model specification to explore whether labour substi-

tution exists between natives and immigrants in Canada. Given that renters and homeowners may exhibit

62These estimations capture the changes in households’ location preferences over a five-year period. Therefore, by construction,
the time invariant omitted variables specific to the households’ original place of residence have already been controlled. Also, the
regression should produce the same results if I use the year and age dummies from five years ago instead of the contemporaneous
period’s (i.e. subtract five for all year and age values to shift the time period by five years ago).

63The regression results give similar findings if I lag the immigration rate term by one Census period (i.e. back by five years).
64See Appendix B for the dwelling tenure transition matrix.
65The Canadian Old Age Security starts to claw back the pension benefits when the respondent’s gross income exceeds $71,592

in 2014. Therefore, I use $70,000 as the benchmark for defining higher income families. Regression results are similar if I focus
on households with income greater than $100,000.
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different mobility intentions, I split the estimation by dwelling tenure types to investigate if immigration

exerts differential impact on the average wage growth of the two sub-population groups. Specifically, I use

expression (3.23) to investigate whether ρ > 0 in the theoretical model:

∆wd
c,t = β0 +β1timet +β2regionc +θ

IMM ·
∆immigrantsIMM

c,t

populationc,t
+ εc,t (3.23)

Subscripts c and t denote CSD and time, respectively; and superscript d denotes the dwelling tenure

group. ∆wc,t is the percentage change in average wage for native workers between the consecutive Census

years. regionc denotes regional effects. I run two specifications, where one of them includes MA effects

and another includes CSD effects. The coefficient of interest θ IMM would be negative if labour substitution

were to exist (i.e. ρ > 0 in the theoretical model).

Finally, I estimate expression (3.24) using an ordered logistic model in order to evaluate the intensity of

out-migration:

distirt = β0 +β1timet +β2cmar +β3 ·ageirt +β4ageirt · timet

+ψ1Xrt +ψ2Hirt +θ
IMM · ∆immigrantsIMM

rt

populationrt
+ εirt (3.24)

dist contains four categories:

• = 1 if households stayed in the same census subdivision, but moved to another dwelling.

• =2 if households moved to a neighbouring census subdivision within the same metropolitan area.

• =3 if households out-migrated to another metropolitan area within the same province.

• =4 if households made an inter-provincial move.

I present the weighted average predicted probabilities in order to determine where native households are

more likely to out-migrate to in response to an immigration shock, taking into account household character-

istics and CSD attributes. The predicted probabilities are computed as follows, where distirt = ζ B+ εirt :

p j = Pr(distirt = j) = Pr (k j−1 < ζ B+ εirt ≤ k j)

=
1

1+ exp(−k j +ζ B)
− 1

1+ exp(−k j−1 +ζ B)
(3.25)

To summarize, I benchmark the empirical results against the theoretical model as a starting point to

narrow down the possible driving forces behind native relocation decisions and to explore whether net

housing wealth could be playing any role. This is an important innovation to the recent literature, which has

primarily focused on the taste channel.
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3.5.3 Synthetic panel analysis

Another question of interest is how elderly native homeowners who stay in the same municipality use their

housing asset in immigrant-dense locations. Asset downsizing, such as moving from a single-detached home

to an apartment, could be one possibility. As illustrated in the theoretical model, large mortgage debt balance

is one of the possible reasons holding back native homeowners’ out-migration intentions at times of rising

housing value. Given data limitations, I cannot directly estimate the impact of mortgage debt on native

out-migration decisions using the Canadian Census data. Therefore, I use the results from the synthetic

cohort analysis to indirectly determine whether native homeowners who are reluctant to move out to another

municipality because of attachment cost may instead choose to extract housing equity by selling their house

in the current CSD at high price and purchase another residence at a lower value.

Since the Census does not provide the value of the previous residence, I use expression (3.26) to con-

struct a synthetic panel analysis for household maintainers who were born between the years 1924 and 1953

and who reported a change in residence within the same census subdivision to examine this mechanism.66

∆hpc,t,h = β0 +β1yeart +β2cohorth +β3cmac +β4H̄c,t,h

+ψ1Xc,t +θ
IMM · ∆immigrantsIMM

ct

populationct
+νc,t,h (3.26)

Subscript h denotes cohort. ∆hpc,t,h denotes the percentage change in mean property value for CSD c,

cohort h at time t. The vector cohorth contains the dummies for the following cohort groups – (1) 1924-

1930; (2) 1931-1941; (3) 1942-1947; and (4) 1948-1953. H̄ contains the mean household characteristics

for specific cohort group, municipality, and year. The household characteristics vector includes the follow-

ing variables: age, age-squared, education (no certificate; high school; some college or trade certificate;

and university), household composition (married with children; married without children; single with chil-

dren; single without children), household income (<30000; 30000-100000; >100000), male indicator, and

disability flag. Similar to all other regression specifications, X depicts the CSD traits.

The main explanatory variable of interest is θ IMM, which shows the relationship between immigration

flow and the percentage change in the native elderly’s mean property value over time. A negative value

for θ IMM signals the possibility that elderly native households may choose to downsize their residence in

response to a large influx of in-migrants.

3.5.4 Instrumental variable for immigration flow

The empirical concern in expressions (3.20), (3.22), and (3.26) is that certain metropolitan areas may be

subject to differential external policies that are demand-driven (such as zoning regulations); and these poli-

cies could be correlated with the immigration flow variable, ∆immigrationct
populationct

and thus could drive housing cost

and native mobility. Location preferences, as well as households’ selection to be in or out of the housing

66The Health and Retirement Study, which is a longitudinal survey for the elderly in the United States, also focuses on the cohorts
born between years 1924 and 1953 (except for Version M, which starts to add Mid Baby Boomers born between years 1954 and
1959).
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rental markets, are generally unobserved but are correlated with the immigration flow term. Immigrants may

choose locations that are more prosperous and/or more affordable, which could cause upward bias in the re-

lationship between immigration, housing cost, and native out-migration. All of these endogeneity concerns

point towards finding an exogenous measure to instrument for immigration flow.

The enclaves IV, which follows a shift-share approach, is a natural candidate for instrumenting the

immigration flow variables in expressions (3.20), (3.22), and (3.26). Previous authors have computed the

enclaves IV using expression (3.27) by interacting the initial share of immigrants from country m who landed

in city c with the total national number of immigrants from country m at time t, summed over the country of

origin (m):

Enclave IVc,t =
M

∑
m=1

( immigrantsm,c,1986

immigrantsm,1986

)
·∆immigrantsm,Canada,t (3.27)

where,

• immigrantsm,c,t0
immigrantsm,t0

is the initial share of immigrants from country m who first landed in CSD c at time t0. I

set the initial time period to be year 1986, which is when the Census starts to use consistent categories

for the dwelling-related variables.

• ∆immigrantsm,Canada,t is the total number of immigrants from country m to Canada at time t.

Under the conventional design, this technique predicts the immigration flow value based on the initial

geographical settlement patterns of immigrants, which exploits the fact that new immigrants with imperfect

information tend to move to locations with strong social networks. Findings from the Canadian Census data

and the Longitudinal Survey of Immigrants to Canada dataset also confirm this settlement pattern, where im-

migrants have relied on geographical closeness of friendship to improve employment opportunities (Qadeer

et al., 2010; Xue, 2008). Therefore, the predicted immigration flow values based on the enclaves approach

should be strongly correlated with the actual numbers for the Canadian data. Many earlier economics pa-

pers have used similar strategies to instrument for immigration flows under various research contexts and

have generally shown strong first stage regression results using this technique.67 This IV makes an implicit

assumption that the initial immigrant settlement pattern is uncorrelated with the future prosperity of the

municipality.

Although most of my results go through under the standard enclave IV design, this study refines the

existing IV strategy by using Expression (3.28):

Refined Enclave IVc,t =
M

∑
m=1

(
immigrants0−5 years

m,c,1986

immigrants0−5 years
m,1986

)
·∆immigrants0−5 years

m,Canada,t (3.28)

where,
67See for example, Saiz (2007) and Ottaviano and Peri (2006) for American housing cost; Cortés (2008) for prices of non-traded

goods and services; Cortés and Tessada (2011) for time use decisions of high-skilled women; and Peri and Sparber (2009) for task
specialization and wages.
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• immigrants0−5 years
m,c,t0

immigrants0−5 years
m,t0

is the initial share of newly-arrived immigrants from country m who first landed in

CSD c at time t0. I set the initial time period to be year 1986, which is when the Census starts to

use consistent categories for the dwelling-related variables. I define the newly-arrived immigrants as

those with 0-5 years of landing.

• ∆immigrants0−5 years
m,Canada,t is the total number of new immigrants from country m to Canada with 0-5 years

of landing at time t.

The refined enclave IV takes the stock and the flow of newly-arrived immigrants to impute the immi-

gration rate at the CSD-time level. This refinement can more precisely capture inflow dynamics, where

new immigrants tend to settle in locations that are more accommodative to newcomers of their own ethnic

origin.68 In fact, the robust F-statistics for the first-stage regression is stronger with the refined version than

with the standard enclave IV. This suggests that the refinement is necessary to more accurately predict new

immigrants’ settlement patterns.

The exclusion restriction requirement for the refined enclave IV depends on two assumptions. First, the

total flow of immigrants from country m to Canada
(

∆immigrants0−5 years
m,Canada,t

)
is uncorrelated with the error

term. Generally, almost all of the census subdivisions represent a small share of national total number of

immigrants in Canada. This implies that the national immigration term should not be correlated with any

CSD-specific productivity or amenity effects. Immigration policies are usually implemented at the national

or provincial level, and not at the CSD-level. Therefore, the national term should not reflect any CSD-

specific factors. Furthermore, the Canadian immigration flow trends could be driven by exogenous political

factors from the source country, such as the transfer of sovereignty over Hong Kong, and these political

decisions should be independent from any unobserved CSD-trends.

The second assumption for the exclusion restriction requirement relies on the initial share of newly-

arrived immigrants
(

immigrants0−5 years
m,c,t0

immigrants0−5 years
m,t0

)
not directly influencing the current housing market and native mobil-

ity at the CSD level. However, one of the empirical challenges is that the geographical settlement patterns

of immigrants in 1986 could influence the current amenities within a CSD, which would be priced into the

current and future housing market. Qadeer et al. (2010) also show that in Toronto, enclaves tend to expand

to suburban areas with high homeownership rates and with growing number of residential constructions.

These demand-driven expansions could alter current zoning regulations in CSD c and therefore, may have

spill-over effects on current and future housing costs and native mobility preferences for the same munici-

pality.

Using data from the 1986 Canadian Census, I find that ethnic groups are generally not concentrated in

one specific metropolitan area. Specifically, none of the groups have over 65% of their migrants settled in

the major immigration hubs, such as Toronto, Vancouver, or Montreal census metropolitan areas.69 This

implies that no particular settlement should exert dominant influence on any non-quantifiable CSD-specific
68See for example, Saunders (2015).
69See Appendix B for details, which shows the percentage of immigrant population from place of origin m who moved into

metropolitan area c. For example, the first cell shows that 9.13% of the U.S.-born migrants moved into Montreal. This table
suggests that ethnic groups are generally not concentrated in one specific metropolitan area.
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attributes, providing confidence that the enclave instrumental variable approach satisfies the exclusion re-

striction requirement. First-differencing the regression models also helps control for any time invariant

factors that may be correlated with the initial geographical settlement patterns of immigrants.

Transforming the instrumental variable to a “Bartik-like” construction should technically solve this em-

pirical problem. The Bartik construction similarly follows a “shift-share” approach, but unlike the enclave

measure, it excludes the own city’s variation from the national flow term. This means that the predicted

immigration rate based on this modified technique is equal to the initial share of immigrants from country

m who first landed in city c multiplied by the total change in national immigration at time t, excluding the

own city’s. The exclusion of the own-city’s immigration flow from the national term means that the varia-

tion in the predicted value should be uncorrelated to any current fluctuations specific to the own-city over

time. Therefore, any unobserved components that influence housing cost growth and/or native mobility in

municipality c should not be correlated with this IV. Autor and Duggan (2003) and Charles et al. (2013)

use similar approaches for disability and manufacturing contexts, respectively. Expression (3.29) shows the

Bartik IV, where “−c” means that city c is excluded from the national measure:

∆ ˆimmigrantsIMM
c,t =

M

∑
m=1

(
immigrantsm,c,t0

immigrantsm,t0

)
·∆immigrantsIMM

m,Canada−c,t (3.29)

Although the Bartik IV is a cleaner approach, the cost of using this method rises dramatically when the

analysis is conducted at more disaggregated geographical levels. The cost is most severe for small cities

or towns with volatile immigration flow values. The Bartik predictions provide a much larger number of

outliers relative to the enclave approach, which weakens the first stage relationship. Unlike municipalities

in the U.S., numerous Canadian census subdivisions have small population numbers. Therefore, the enclave

IV is still a more suitable approach for this study.70

Instead of using the Bartik IV, I run a total of three robustness checks for the instrumental variable

strategy to verify the validity of the estimation results. The first robustness check involves including CSD

effects instead of MA effects into the regression models. The CSD effects should account for any amenity

effects specific to the local markets. However, the cost of including the more disaggregated fixed effects is

that these indicators may absorb all of the variations coming from the enclave instrument.

To account for this estimation concern, I introduce two additional instrumental variables for the second

and third robustness checks in order to construct two different over-identification specifications. Using an

over-identification specification, I can apply the J-test (Hansen test) to explicitly check the moment condition

for the exclusion restriction requirement. Under the null hypothesis for this test, the IV set would satisfy the

exclusion restriction requirement. This test is not feasible under the exactly identified case.

The first overidentification strategy combines the enclave IV with the Gravity IV. This first IV addition

follows from Saiz and Wachter’s (2011) approach and I use the Gravity IV as a benchmark to the existing

70Overall, the regression results with the Bartik IV are generally consistent with those produced using the enclave IV, giving
confidence that the instrumental variable strategy satisfies the exclusion restriction requirement. The robust F-statistics for the first-
stage regressions are generally lower under the Bartik specifications, but still exceed the minimum threshold of 16.38 based on the
Stock and Yogo’s (2005) benchmark in almost all cases. However, the regression results with the Bartik IV show larger standard
errors.
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literature. This gravity pull instrument assumes that neighbourhoods that are geographically close to existing

immigrant enclaves have a higher probability of becoming immigrant areas in the future. In Saiz and Wachter

(2011), a neighbourhood is defined at the census tract level. They argue that the impact of proximity to

an immigrant enclave is heterogeneous across locations, which could help satisfy the exclusion restriction

requirement. However, the validity of the Gravity IV also requires the inclusion of various amenity-related

control variables into the regression model in order to account for factors that could attract immigrants to

locations with characteristics that were becoming relatively less valuable to natives.

Due to data limitations, in this study, I set a neighbourhood to be at the census subdivision level. This

is the geographical level that the Canadian Census provides information on household’s mobility decisions.

Expression (3.30) shows the construction of the Gravity IV in this paper for CSD c at time t.

Gravity IVc,t =

 J

∑
j=1
c6= j

(
immigrants0−5years

j,1986

population j,1986

)
·

(
landarea j,1986

distance2
c, j,1986

) · immigrants0−5years
Canada,t

populationCanada,t
(3.30)

The first term of the instrument is a weighted average of immigrant densities in the neighbouring CSDs

for year 1986, where the weights are based on the ratio of the land area of the neighbouring CSD j to

the distance between CSD c and j. This construction is slightly different from Saiz and Wachter’s (2011)

in two ways. First, they utilize the share of total number of immigrants in a census tract in the previous

census period. Applying the same reasoning as that for refining the enclave IV, I modify the gravity factor

(first term of the instrument) to be based on the number of newly-arrived immigrants with 0-5 years of

landing in year 1986 in order to better capture immigration flow dynamics. Second, instead of using the

immigration share from the previous Census period for the gravity factor, I set the share to be at year 1986

in order to minimize the potential concern that more recent immigrant settlement patterns may be spatially

correlated with amenities in a specific location. As noted above, the validity of the gravity instrument relies

on including housing quality attributes into the regression model to control for amenity effects. In Saiz and

Wachter’s (2011) work, these attributes are derived from the American Housing Survey. Although I include

various dwelling-related characteristics into the estimation as controls, it is still empirically challenging to

include a set of amenity factors that are as comprehensive as Saiz and Wachter’s (2011) into this study since

no such dataset exists in the Canadian context. By replacing the gravity factor term with the fixed share

in 1986, I interact the gravity factor by the national share of new immigrants (second term of the IV) to

obtain CSD-time variations for the instrument. The national share of new immigrants is expected to pass

the exclusion restriction requirement by the same argument as for the enclave IV.

As noted above, the Gravity IV could run into the same estimation problem as the enclave IV if in-

sufficient number of amenity-based controls are included into the regression model. I use a different over-

identification strategy to address this potential concern, which combines the enclave IV with the Airport IV.

Expression (3.31) presents this instrument. The Airport IV makes use of the pattern that immigrant density

tends to be strong in municipalities (census subdivisions) that are near the major international airports. For

example, Richmond, Mississauga, and Winnipeg, which are the locations of the international airports for
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Vancouver, Toronto, and Winnipeg metropolitan areas, respectively, have the largest shares of immigrants

within the census metropolitan areas (see for example, Figures 3.3 to 3.5). The Airport IV imputes the

immigration share at the CSD-year level by interacting the national immigration stock each year and the

inverse of the distance between the CSD and the nearest international airport location.71

Airport IVc,t =
1

distance2
c,airport,1986

·
immigrants0−5years

Canada,t

populationCanada,t
(3.31)

The advantage of using the Airport IV is that immigrant settlement patterns are not expected to be cor-

related with the ethnic enclave effect. As such, the mechanism behind the Airport IV is expected to be

different from the enclave IV. For example, “astronaut families” could be one possible reason behind this

trend, where the “Astronaut Dad” or “Astronaut Mom” may need to travel frequently back to the home

country for work-related purposes. In this case, these families may choose to reside near the airport for con-

venience. A potential concern with this instrument is that airport could still be correlated with productivity

shocks. On one hand, airports are perceived to be economic generators for local markets, and immigrants’

location choices may implicitly reflect self-selection into markets that are economically prosperous. On the

other hand, municipalities that are near the major international airports or of where the airport is situated

do not necessarily have the highest productivity. For example, municipalities such as Vancouver city centre

and Burnaby are near the location of the Vancouver International Airport (YVR), and Richmond is home

to YVR. Yet, the unemployment rate is highest in these locations in recent years. A similar pattern is also

observed for Thunder Bay. Although the airport is located at the core of the Thunder Bay metropolitan area,

the 2006 Census data shows this area to be one of the locations with the lowest employment rate in Canada.

Despite the fact that each of the instrument by itself could be flawed, the p-values for the over-identification

test (J-test) are greater than 0.10 in most of the specifications. In other words, there is insufficient evidence

in most cases to reject the null hypothesis that the moment condition is valid. The overall results are also

consistent between the exactly identified and the over-identified cases, which imply that the instrument sets

are likely to satisfy the exclusion restriction requirement. Almost all forms of regression display the robust

F-statistics to be greater than 10 based on Stock et al.’s (2002) benchmark. For the exactly-identified cases,

the robust F-statistics exceed the Stock and Yogo’s (2005) critical values of 16.38.72 This suggests that the

enclave IV satisfies the relevance condition for all specifications under the Canadian context. Section 3.6

shows the robust F-statistics for the first-stage regressions and the p-values for the over-identification tests.73

3.6 Main findings

To begin the analysis of results, I present the findings for the housing cost regressions, which provide an

indication of whether immigration exerts significant impact on the housing market and on which market(s).

71Consistent with the construction of the trade gravity model, I use the squared distance for both the Airport IV and the Gravity
IV’s denominator.

72The threshold point of 16.38 is based on a rejection rate of at most 10% at the 5% Wald test significance level.
73See Appendix B for the first-stage coefficients.
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I then report the findings for the native mobility regressions to investigate the extent to which immigration

drives native relocation. The native mobility results for the near-retirees motivate the need for the synthetic

panel analysis to determine whether the households who stay in the same municipality are more likely to

downsize their housing assets in response to an immigration shock. I use the enclave IV and MA effects as

part of the main estimations. The cases with CSD effects, with the Gravity IV, and the Airport IV are a part

of robustness checks.

3.6.1 Housing cost regressions

Table 3.1 presents the coefficients (θ IMM) for the housing cost regressions, using the percentage change in

the average value of the dwelling and the average gross rent as the dependent variables.74 The first part

illustrates the results for property value growth and the second part (on the next page) shows the findings

for rental cost growth. The immigration rate is the main explanatory variable of interest. For the endoge-

nous regressor, rows (1) and (2) use the inflow rate of newly-arrived immigrants (i.e. those who landed for

0-5 years) and rows (3) and (4) apply the total immigration rate. The “First-tier markets” columns provide

the average effects for the census subdivisions within Vancouver, Montreal, and Toronto census metropoli-

tian areas. The remaining columns present the results for all census subdivisions (CSD) within the census

metropolitan areas.

For the OLS and the main IV estimations, I present the findings for two different sets of control variables

to examine the sensitivity of the results. The first set follows from Saiz and Wachter (2011), where I include

the change in employment rate, and the first-differenced and lagged values of socioeconomic and housing

variables as control variables. The second set is similar to Sá’s (2014), where I only include the lagged values

of employment rate, socioeconomic factors, and housing-related variables into the estimation. Columns (1)

- (4) show these results. Generally, the results are insensitive to the choice of the control variables.

For the robustness checks, I focus on the case with the change in employment rate, and first-differenced

and lagged values of socioeconomic and housing-related variables as controls. Column (5) shows the case

with CSD effects only; column (6) illustrates the models with both enclave and gravity instruments; and

column (7) presents the results with both enclave and Airport IV. Except for the owned-occupied dwelling

market in the Vancouver, Toronto, and Montreal census metropolitan areas, which shows a positive insignif-

icant coefficient for the main explanatory variable under the case with CSD effects, the regression results

are similar across all of the specifications.

To summarize, only the immigrant-dense locations (first-tier markets) show strong, positive relation-

ships between property values and immigration. Both the OLS and the IV models show the expected sign.

Without accounting for endogeneity, the OLS results overestimate the impact made by new immigrants and

underestimate the effect from more established immigrants. Looking at column (1), the OLS estimations

suggest that a 1% increase in the share of immigrants who landed for 0-5 years in the first-tier markets

contributes to a 1.90% increase in the housing value, whereas the total immigration rate only leads to a

one-to-one increase for the same dependent variable. On the other hand, the IV model illustrates that new

74Results are similar if the median values are used instead. See Appendix B for the coefficient estimates with the median value
of dwelling and the median gross rent as the dependent variables.
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immigrants only exert slightly more positive impact on the owned-dwelling markets relative to the estab-

lished immigrants. Conversely, immigration and property values exhibit a much weaker relationship when

I include smaller markets and/or less immigrant dense locations in the analysis. Although the OLS results

continue to show new immigrants exerting a strong positive influence on property values for the smaller

markets, the IV models do not show any significant linkages between these two factors. This is in line with

the theoretical model, which shows that property value growth in response to an immigration shock tends to

be strong in local markets with inelastic housing supply.

Conversely, average rental costs are responsive to all forms of immigration in all markets, with the

impact strongest in the first-tier markets. Again, the OLS over-estimates the effects coming from new

immigrants and under-estimates those from older in-migrants. After accounting for endogeneity, IV results

generally show newer immigrants to exert more than one-to-one increase in average rental costs for all

markets. In the first-tier markets, newcomers cause nearly a doubling of rental cost. The estimation that

includes CSD effects illustrates that new immigrants contribute to a more than doubled increase for the

same dependent variable in the immigrant-dense locations. Again, similar to the property value regression

results, the smaller municipalities show a weaker relationship between immigration and average rental cost.

This is consistent with the theoretical model that shows housing cost growth to slow in markets with elastic

housing supply.

I also extend the analysis to include the 2011 National Household Survey (NHS) data (see Table 3.2).

As noted above, researchers have expressed concerns over the validity of the immigration and place of birth

numbers in the NHS. In my estimation, the year dummies should absorb any effect specific to the NHS.

Overall, the findings are robust to the addition of this extra set of data. The OLS specification continues to

show the newer immigrants exert the most impact on property values and rental costs, whereas the IV results

illustrate that both the new and established immigrants contribute nearly equal influence onto the housing

market. Unlike the main estimation results, the smaller markets now show positive and significant effect of

immigration on property value growth if the changes in socioeconomic characteristics were to be included

into the estimation. In this case, including the NHS 2011 data gives slightly larger coefficients than the

main estimation’s. These results coincide with the current popular idea that recent international migrants

are driving up housing markets not only in the major Canadian cities, but also in smaller markets such as

Hamilton.

In terms of the timing of immigration, my results are somewhat consistent with Akbari and Aydede

(2012) and Haan’s (2012). Haan (2012) shows that new immigrants tend to face affordability constraints

upon arrival and take at least four years to transition from renters to homeowners. Akbari and Aydede

(2012) illustrate that only immigrants who landed for more than ten years have an impact on the Canadian

housing market, with the maximum rise in house price to be in the range of 0.10-0.12%. Therefore, it is

reasonable to find in the regression results that more established immigrants also exert a strong impact on the

housing market, especially for the smaller census subdivisions. However, my results deviate from Akbari

and Aydede (2012) and Saiz and Wachter (2011), where both of these papers show immigration to slow the

housing market.

Table 3.3 shows the OLS regression results for housing cost by unbundling the immigration flow term
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by the country of origin. Consistent with common belief, the results suggest that an increase in the number

of Asian immigrants especially those from Hong Kong is correlated with both housing value and gross rent.

On the other hand, non visible minority groups as well as Asians who are not from Hong Kong appear to be

positively-associated with gross rent. Saiz and Wachter (2011) note that local house price growth tends to be

slower in neighbourhoods with high density of immigrants that belong to the visible minority groups, which

implies that native households segregate themselves by ethnicity. My results appear to be different from

Saiz and Wachter’s (2011), where visible minority groups are actually driving up housing value. However,

given that the magnitudes and the direction of the coefficients are not uniform across the place of origins, it

is possible that a subset of native households may show distaste towards certain types of immigrants. The

following sub-section investigates this context in more detail.

3.6.2 Mobility regressions

The housing cost regressions generally show immigration to exert a positive influence on both the housing

sale and rental markets. These results imply that native households may out-migrate to another census

subdivision due to rising housing cost from an immigration shock. The main research question of interest

is whether relocation preferences are different across the dwelling tenure and age groups due to net housing

wealth accumulations.

Tables 3.4 and 3.5 show the native out-migration decisions of homeowners and renters for ages 55-

64 and ages 25-54 at the time of migration, respectively. For both tables, the first section corresponds to

homeowners and the second section (on the next page) is for renters, with the binary variable for change in

municipality over a five-year period as the dependent variable. Again rows (1) and (2) present the findings

for new immigrants who landed for 0-5 years; and rows (3) and (4) use the total immigration rate as the

main explanatory variable. The layout for Tables 3.4 and 3.5 is the same as the ones for the housing cost

regressions. The regression results for the robustness checks are generally consistent with the main estima-

tions’ with the enclave IV as the only instrument. This evidence provides confidence that the IV regression

results are valid and satisfy both the exclusion restriction and the relevance requirements.

Among the elderly native homeowners, the overall effect of immigration on native mobility is relatively

modest. The OLS results show a significant positive relationship between these two factors for all market

types and for all types of immigration. For example, looking at column (1) and row (3) of Table 3.4, a 100%

increase in the total immigration rate is associated with a 24% chance of relocating to another municipality

for native homeowners who live in the Vancouver, Toronto, and Montreal metropolitan areas. After account-

ing for endogeneity, near-retiree homeowners are approximately 35% more likely to out-migrate for every

100% increase in the total share of immigrants in the first-tier markets. The effect of immigration on native

relocation decisions is strongest for immigrant-dense locations. Yet, the IV results show that both the newer

and more established immigrants exert roughly equal impact on the elderly native homeowners’ mobility

decisions. This seems to be consistent with the IV regression results for the housing value specifications.

Conversely, Table 3.5 shows that younger native homeowners have stronger intentions to out-migrate in

response to an immigration shock. The IV specification shows that a 100% increase in the total immigration

rate for the first-tier markets leads to nearly 50% chance that these younger households will relocate to
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another municipality. Similar to the elderly case, immigration exerts differential impact on native mobility

across geographical areas where the impact from immigration is strongest on the first-tier markets.

For all regression forms and for both age groups, renters exhibit an insignificant relationship between

native out-migration and immigration. The magnitude of the coefficients tends to be much smaller than is

the case for homeowners. At most, the elderly shows approximately a 10% chance of out-migration and the

younger families exhibit about a 5% chance. This implies that renters have no intentions of moving out of

their current place of residence in response to an immigration shock. This provides additional insight to why

immigration pushes up average rental cost in all markets. The mobility regression results with the NHS data

are generally consistent with the main estimation’s (see Table 3.6). After accounting for endogeneity, the

younger native homeowners continue to show greater intentions to relocate relative to the elderly families.

Table 3.7 presents the results for native household maintainers who self-reported as out of the labour

force for at least two years and self-reported their income to be greater than $70,000, in order to strip out

the possible confounding effects arising from employment and/or from household finance.75 These effects

are expected to limit relocation decisions, with the impact to be stronger for financially-constrained renters.

The empirical concern is that the negative and insignificant relationship between native out-migration and

immigration for the renters’ regression model may not be reflecting their acceptance to the newcomers.

Instead, the negative linkage may point to the possibility that renters experience high perceived costs of

moving, which discourage them from relocating. Therefore, by focusing on the higher income households

who are less likely to be financially and spatially-constrained, this additional test should provide a clearer

indication of the causal relationships between immigration and mobility decisions for homeowners and for

renters.

Table 3.7 shows that the regression results with this subsample are only consistent with those produced

using the full sample for the elderly homeowners. The results are generally reversed for the renters and for

the younger homeowners, which imply that household finance may play some role for these sub-populations

in general. By stripping out the effect from employment and from financial constraints, the younger native

homeowners show low intentions to out-migrate in immigrant-dense locations and only slightly higher pref-

erence to relocate in the smaller markets. Conversely, for the first-tier markets, the elderly native renters

show high intentions to move out while the younger native renters do not show the same intentions. How-

ever, once the estimation incorporates the smaller municipalities, the effect of immigration on younger

native renters’ mobility preference remains ambiguous because it is sensitive to the type of control variables

included into the model.

To narrow down whether the reversal in the renters’ results relate to distaste for cultural diversity, I un-

bundle the immigration flow term by the country of origins for the mobility regressions (Table 3.8). Saiz and

Wachter (2011) note that local house price growth tends to be slower in neighbourhoods with high density of

immigrants that belong to the visible minority groups, which implies that native households segregate them-

selves by ethnicity. Younger native homeowners appear to show stronger distaste for immigrants. Generally,

homeowners tend to out-migrate in response to the group pushing up property values, such as immigrants

from Hong Kong. However, the younger homeowners also show relocation intentions in response to immi-

75Regression results are similar if I focus on households with income greater than $100,000.

84



grants from Africa. On the other hand, renters do not seem to segregate by ethnic groups.

In addition, Table 3.9 suggests that labour substitution between native and immigrant workers does

not seem to hold for the Canadian context. Except for the younger renters, which illustrates a significant

positive relationship between native wage growth and the immigration rate, all other groups generally show

insignificant coefficients for the immigration rate variable. This implies that, for most cases, ρ ≤ 0 in the

theoretical model and that native flight does not seem to be associated with labour substitution.

Table 3.10 relates the empirical findings to the theoretical model. In addition to distaste towards immi-

gration, housing value growth (affordability), and labour substitution, Table 3.10 suggests that other com-

ponents could be driving elderly native homeowners’ relocation decisions. The empirical findings show that

the taste channel and housing cost growth do drive homeowners to move out, whereas the overall rate of

out-migration is small. Home equity borrowing could be one possible factor in explaining such discrepancy,

which may explain the reason for the modest rate of out-migration among the near-retirees’.

Unfortunately, the Canadian Census data does not provide information on home equity borrowing.76 To

date, no datasets similar to the RAND Health and Retirement Study (HRS) exist for the Canadian context.

Despite this shortcoming, various stylized facts suggest that an increasing number of older American and

Canadian households has accessed home equity borrowing. First, Crawford and Faruqui (2012) show using

the Canadian Financial Monitor dataset that the proportion of secured personal lines of credit debt held

by households of ages 55-64 has risen significantly between years 1999-2010. For the same age group,

the Survey of Financial Security (SFS) datasets also illustrate similar findings, with the mean proportion

of line of credit users to grow from 15% in 1999 to 28% in 2005; and the outstanding balance of average

lines of credit to increase by 30% for the same time period (i.e. from $14,650.99 in 1999 to $19,161.52 in

2005).77 For the U.S., the proportion of near-retirees with home equity loans in inelastic housing supply

markets escalated from 15% to 22% between the years 1998 and 2010.78 Consistent with this finding, Figure

3.6 shows that the share of U.S. near-retirees with home equity loans tends to be high in immigrant-dense

locations. These stylized facts point to the possibility that older Canadians may be turning to home equity

borrowing to extract the extra housing windfall arising from growing immigrant settlement.

The factors that drive the younger homeowners’ relocation decisions are less obvious. On one hand, the

out-migration rate for high-income homeowners is low, especially in the first-tier markets. However, the

distaste for immigration and the property value growth are non-zero. Given that the younger homeowners

tend to show larger mortgage debt holdings, this could be one possible factor in limiting out-migration

intentions in the first-tier markets for these higher income individuals. On the other hand, once the smaller

municipalities are incorporated into the computation, this sub-group shows positive out-migration rate. The

empirical findings cannot identify which factors drive net relocation decisions. This ambiguity also holds

when lower income younger homeowners are included into the computation.

76The Canadian Censuses do not provide any information on outstanding balances of mortgage credit and home equity lines of
credit.

77The SFS data only provides total personal lines of credit data, which also includes non-housing lines of credit. Crawford and
Faruqui (2012) suggest that secured lines of credit are mostly secured by HELOC; therefore I assume that the secured debt series
are driven mainly by mortgage debt and HELOC. These numbers are normalized by the square root of the household size and the
average is taken only among the households with positive HELOC holdings.

78These numbers were computed using the RAND Health and Retirement Study.
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Conversely, financial constraints could be another factor in limiting the elderly native renters’ out-

migration decisions. For the first-tier markets, housing affordability appears to be the primary driver behind

native flight for the elderly native renters who have stopped working and with relatively higher household

income. In other words, only the households that are more financially and spatially-flexible show preference

for out-migration in response to an influx of newcomers. On the other hand, despite that rental cost growth

increases in response to an immigration shock, near-retiree renters who continue to work and with relatively

less income do not show any preference for relocation. The effect of immigration on native wages does

not play any significant role in mobility preferences, which means that employment effects do not seem to

be slowing down native flight. Yet, the residual effects seem to be slowing down the rate of out-migration.

Combining these findings, household financial constraints could be one potential factor limiting relocation

decisions among the renters.

On the contrary, both ethnic diversity and labour complementarity seem to deter the younger native

renters from out-migrating to another census subdivisions. These two factors counteract the positive effect

on relocation from rising rental cost growth. However, in order to sum up the effects, other residual factors

seem to be discouraging the higher income renters from relocating, whereas the opposite trend applies

when the lower income renters are included into the model. Transportation networks could be one possible

explanation behind this finding. Families that are more spatially and financially constrained may need to

move to locations that are more accessible to transit. In any case, a combination of these findings suggests

that other factors aside from distaste affect relocation decisions.

To examine the intensity of out-migration, I use the ordered logistic model to explore where native

renters and homeowners move to and whether renters are more likely to stay in the same CSD relative to

the homeowners. Table 3.11 shows the ordered logistic results. The top panel shows the results for native

homeowners of different age groups and housing markets; and the bottom panel presents the results for

native renters. Consistent with the results above, relative to native homeowners, native renters do tend to

stay in the same census subdivision. For all markets, nearly three-quarters of the renters relocate within the

same municipality, which implies that financial constraints may be pushing them back from out-migrating.

Conversely, about 40-50% of the native homeowners out-migrate to another census subdivision, where a

majority of them move to neighbouring municipalities.

To summarize, the research findings in this paper open up another question of whether a housing wealth

channel could explain mobility decisions in addition to a taste channel. Overall, a combination of results

suggests that housing affordability and household finance could matter. Moreover, mobility preference

seems to be heterogeneous across dwelling tenure groups, which may explain why Card (2001) fails to find

any significant effect from immigration on aggregate native relocation decisions.

3.6.3 Synthetic panel analysis

Given that roughly half of the near-retirees stay in the same municipality, another research question of

interest is whether these elderly households choose to downsize their house over time in response to an

immigration shock (i.e. sell high and then buy low). Table 3.12 presents the results for the synthetic panel

analysis for the cohorts born between years 1924 and 1953 to determine whether the percentage change
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in property value for homeowners who changed residence declines relative to a one-percent increase in

the immigration flow rate. This estimation assumes that households are switching to dwellings of similar

quality, which provides an upper bound answer to the research question of interest.

The OLS specification shows that the newer immigrants in the first-tier markets push up housing values

over time by more than a one-to-one relationship. This implies that the elderly native homeowners switch

to more expensive dwellings in response to an immigration shock. However, after adjusting for location and

selection biases, the IV results do not show any significant relationship between immigration and property

values for the older generation.79 Overall, there is insufficient evidence to suggest that elderly households

extract housing equity by relocating.

3.7 Conclusion

This study compares the short-term impacts of immigration on housing cost growth and on mobility deci-

sions for the rental and owner-occupied dwelling markets. I extend Saiz’s (2007) and Sá’s (2014) theoretical

framework and apply various econometric techniques to explore this research question. In this study, I also

compare the relocation preferences of near-retirees (ages 55-64) and of the working-age population (ages

25-54) to explore whether mobility proclivities vary across the age groups. I use the near-retirees to proxy

the homeowners with low amounts of residential mortgage debt (i.e. sum of all mortgages) and with high

amounts of lines of credit; and the working-age population to proxy the homeowners with high amounts

of outstanding mortgage balance and with low amounts of lines of credit. Furthermore, this paper uses an

ordered logistic regression with moving distance categories as the dependent variable to determine where

native households move to in response to an immigration shock. Finally, I conduct a synthetic panel analysis

to examine whether the elderly homeowners who stay in the same municipality exhibit any housing asset

downsizing in response to an immigration shock. These comparisons help identify whether net housing

wealth could influence overall mobility decisions.

I use the historical ethnic distributions (enclave approach) to construct the instrumental variable, which

exploits the fact that immigrants tend to move to locations with strong social networks. All forms of empiri-

cal analysis show that in the short-run, immigration only influences property values in the major metropoli-

tan areas, such as Vancouver, Montreal, and Toronto. This result is in line with the predictions from my

theoretical framework, which shows that housing cost growth tends to be high in markets with inelastic

housing supplies. A combination of results points to the possibility that in addition to a taste channel, hous-

ing affordability and household finance could influence mobility decisions. The heterogeneity in mobility

preferences across dwelling tenure groups is an important finding because it may explain why Card (2001)

fails to find any significant effect from immigration on aggregate native relocation decisions. The results

from the synthetic panel do not provide sufficient evidence to conclude that near-retirees choose to extract

housing equity by relocating.

This paper faces two major shortcomings. First, the Census data does not provide any information on

property values, dwelling characteristics, and dwelling tenure statuses for the original place of residence.

79The results still holds when I include the NHS 2011 data
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Without this information, this paper cannot fully determine whether the elderly households switched tenure

types in response to an immigration shock and cannot fully control for housing quality in the main regression

analysis. Second, the Census data does not contain any information on mortgage refinancing and on home

equity lines of credit. Various stylized facts have shown that the proportion of home equity loans held by

older households has risen significantly since the 1990s and tends to be positively correlated with immigrant

densities. This study thus misses the linkages between immigration and home equity borrowing, where the

elderly households could choose to use mortgage refinancing or home equity lines of credit instead of selling

off their dwelling units to take advantage of the extra housing windfall arising from an immigration shock.

Despite these shortcomings, the research findings in this paper push this area of literature forward by

suggesting an alternative perspective to explain native mobility decisions. The mobility regressions illustrate

that relative to renters, homeowners are more likely to move. This implies that distaste may not completely

address the reasons behind native out-migration, at least for the Canadian context. Previous studies have

shown that Canadian immigrants tend to have higher levels of English fluency, cognitive ability, education,

and income relative to natives than do U.S. immigrants; and the national-origin mix of the immigrant flows

is one explanation for this difference (Antecol et al., 2003; Borjas, 1993; and Kahn, 2004). A possible future

path for this study is to extend this research question to a U.S. context in order to investigate whether the

same conclusion holds.

This research is key from both public policy and financial stability standpoints. The findings from this

study indicate the extent to which elderly households extract housing equity in response to immigration

shocks and also provide additional insights to the possible consequences from implementing current immi-

gration policy onto the high-priced Canadian housing market.
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3.8 Figures

Figure 3.1: Near-retirees’ labour force participation decisions and immigration inflows
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Figure 3.2: Labour force participation decisions for all workers and immigration inflows
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Figure 3.3: Immigration shares and international airport locations - Vancouver CMA

Note: The major international airport location is denoted by the red box. Dark yellow shade represents the census subdivisions with high immigrant densities.
Sources: Statistics Canada’s 2006 Census geographic boundary files; University of Toronto Canadian Census Analyser (2006 Census / Profile of Census Subdivi-
sions); and author’s calculations. These figures are generated by the following R packages: “maptools”, “rgeos”, and “ggmap”.91



Figure 3.4: Immigration shares and international airport locations - Toronto CMA

Note: The major international airport location is denoted by the red box. Dark yellow shade represents the census subdivisions with high immigrant densities.
Sources: Statistics Canada’s 2006 Census geographic boundary files; University of Toronto Canadian Census Analyser (2006 Census / Profile of Census Subdivi-
sions); and author’s calculations. These figures are generated by the following R packages: “maptools”, “rgeos”, and “ggmap”.92



Figure 3.5: Immigration shares and international airport locations - Winnipeg CMA

Note: The major international airport location is denoted by the red box. Dark yellow shade represents the census subdivisions with high immigrant densities.
Sources: Statistics Canada’s 2006 Census geographic boundary files; University of Toronto Canadian Census Analyser (2006 Census / Profile of Census Subdivi-
sions); and author’s calculations. These figures are generated by the following R packages: “maptools”, “rgeos”, and “ggmap”.93



Figure 3.6: Share of near-retirees with HELOC holdings versus immigration shares

Note: The American Community Survey dataset does not contain any information on outstanding debt balances for all forms of home equity borrowing.

Sources: U.S. Census Bureau’s 2005-2009 5-year American Community Survey; and author’s calculations
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3.9 Tables

Table 3.1: Immigration’s impact on housing market - 2006 Census data

Dependent variable: Percentage change in average value of dwelling

OLS OLS IV1 IV1 IV1 IV2 IV3
Independent variables: (1) (2) (3) (4) (5) (6) (7)

First-tier markets [1]
(1) Immigration rate:
0 - 5 years

1.900***
(0.282)

1.899***
(0.354)

1.578***
(0.404)

1.583***
(0.588)

1.135
(0.776)

1.573***
(0.402)

1.579***
(0.404)

F-test of excluded IV 28.807 48.208 10.948 15.172 22.264
Hansen overidentification test
[p-values for Hansen test]

0.211
[0.646]

1.270
[0.260]

All markets
(2) Immigration rate:
0 - 5 years

1.164***
(0.259)

1.142***
(0.283)

0.762
(0.466)

0.432
(0.688)

0.399
(0.664)

0.760
(0.466)

0.762
(0.466)

F-test of excluded IV 78.660 85.871 39.843 39.389 40.323
Hansen overidentification test
[p-values for Hansen test]

0.697
[0.404]

1.881
[0.170]

First-tier markets [1]
(3) Immigration rate:
All years

1.003***
(0.190)

0.908***
(0.246)

1.387***
(0.290)

1.646**
(0.661)

1.037
(0.700)

1.266***
(0.281)

1.372***
(0.291)

F-test of excluded IV 24.651 68.178 10.130 14.151 12.177
Hansen overidentification test
[p-values for Hansen test]

1.994
[0.158]

4.640
[0.031]

All markets
(4) Immigration rate:
All years

0.332**
(0.141)

0.451***
(0.167)

0.786*
(0.454)

0.473
(0.745)

0.408
(0.676)

0.768*
(0.449)

0.790*
(0.452)

F-test of excluded IV 53.598 76.935 27.801 27.675 28.079
Hansen overidentification test
[p-values for Hansen test]

1.090
[0.297]

0.956
[0.328]

MA effects Yes Yes Yes Yes No Yes Yes
CSD effects No No No No Yes No No
Control set 1 Yes No Yes No Yes Yes Yes
Control set 2 No Yes No Yes No No No

Number of observations for regressions with first-tier markets = 460; for regressions with all markets = 1,915

(continued on next page...)
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Table 3.1: Immigration’s impact on housing market - 2006 Census data (continued)

Dependent variable: Percentage change in gross rent

OLS OLS IV1 IV1 IV1 IV2 IV3
Independent variables: (1) (2) (3) (4) (5) (6) (7)

First-tier markets [1]
(1) Immigration rate:
0 - 5 years

1.493***
(0.285)

1.387***
(0.272)

1.862***
(0.239)

1.594***
(0.254)

2.196***
(0.687)

1.900***
(0.248)

1.861***
(0.240)

F-test of excluded IV 21.522 26.648 5.131 14.599 14.564
Hansen overidentification test
[p-values for Hansen test]

7.748
[0.005]

0.045
[0.832]

All markets
(2) Immigration rate:
0 - 5 years

0.971***
(0.236)

0.842***
(0.208)

1.193***
(0.207)

0.927***
(0.184)

1.371***
(0.360)

1.196***
(0.208)

1.193***
(0.207)

F-test of excluded IV 58.017 73.773 19.433 30.174 30.166
Hansen overidentification test
[p-values for Hansen test]

1.292
[0.256]

0.103
[0.748]

First-tier markets [1]
(3) Immigration rate:
All years

1.269***
(0.232)

1.180***
(0.287)

1.652***
(0.170)

1.695***
(0.292)

1.666***
(0.367)

1.687***
(0.173)

1.650***
(0.170)

F-test of excluded IV 16.426 34.498 7.666 10.198 8.257
Hansen overidentification test
[p-values for Hansen test]

0.852
[0.356]

0.523
[0.470]

All markets
(4) Immigration rate:
All years

0.889***
(0.217)

0.819***
(0.214)

1.260***
(0.199)

1.048***
(0.200)

1.252***
(0.332)

1.262***
(0.201)

1.260***
(0.199)

F-test of excluded IV 35.856 66.161 20.931 19.422 20.464
Hansen overidentification test
[p-values for Hansen test]

0.083
[0.773]

0.036
[0.850]

MA effects Yes Yes Yes Yes No Yes Yes
CSD effects No No No No Yes No No
Control set 1 Yes No Yes No Yes Yes Yes
Control set 2 No Yes No Yes No No No

Number of observations for regressions with first-tier markets = 455; for regressions with all markets = 1,825

This table shows the regression results for the sample period 1991-2006, using expression (3.20). Control set 1
includes the change in employment rate, as well as the first-differenced and lagged values of socioeconomic and
housing variables. Control set 2 includes lagged values of employment rate, socioeconomic factors, and housing-
related variables. See text for details regarding the control variables. These models are weighted by the number of
owned or rental dwellings per census subdivisions. Column “IV1” includes the enclave IV; column “IV2” includes
the enclave IV and the Gravity IV; and column “IV3” includes the enclave IV and the Airport IV. Standard errors are
in parentheses. *** Significant at 1%; ** significant at 5%; * significant at 10%.
[1]: First-tier markets include the census subdivisions within Vancouver, Toronto, and Montreal census metropolitan
areas.
Sources: Statistics Canada’s 1986 - 2006 Censuses and Postal CodeOM Conversion File (various dates), which is based
on data licensed from Canada Post Corporation; and author’s calculations.
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Table 3.2: Immigration’s impact on housing market - 2011 National Household Survey data

Dependent variable: Percentage change in average value of dwelling [1]

First-tier markets [2] All markets

OLS OLS IV IV OLS OLS IV IV
Independent variables: (1) (2) (3) (4) (5) (6) (7) (8)

(1) Immigration rate: 0 - 5 years 1.893***
(0.237)

1.902***
(0.353)

1.390***
(0.260)

1.5908***
(0.5864)

1.410***
(0.310)

1.056***
(0.277)

1.253***
(0.443)

0.373
(0.671)

F-test of excluded IV 48.303 48.375 97.853 85.514

(2) Immigration rate: All years 0.856***
(0.150)

0.908***
(0.246)

1.363***
(0.182)

1.665**
(0.664)

0.542***
(0.163)

0.516***
(0.151)

1.325***
(0.417)

0.405
(0.723)

F-test of excluded IV 25.520 69.085 54.647 77.645

Control set 1 Yes No Yes No Yes No Yes No

Control set 2 No Yes No Yes No Yes No Yes

Number of observations 580 580 580 580 2,605 2,605 2,605 2,605

(continued on next page...)
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Table 3.2: Immigration’s impact on housing market - 2011 National Household Survey data (continued)

Dependent variable: Percentage change in average gross rent [3]

First-tier markets [2] All markets

OLS OLS IV IV OLS OLS IV IV
Independent variables: (1) (2) (3) (4) (5) (6) (7) (8)

(1) Immigration rate: 0 - 5 years 1.440***
(0.198)

1.399***
(0.262)

1.567***
(0.164)

1.605***
(0.245)

1.002***
(0.187)

0.814***
(0.206)

1.146***
(0.137)

0.887***
(0.175)

F-test of excluded IV 33.321 26.989 73.036 76.033

(2) Immigration rate: All years 1.008***
(0.270)

1.188***
(0.283)

1.542***
(0.204)

1.727***
(0.290)

0.753***
(0.200)

0.793***
(0.210)

1.233***
(0.135)

0.999***
(0.190)

F-test of excluded IV 17.459 35.071 34.856 69.868

Control set 1 Yes No Yes No Yes No Yes No

Control set 2 No Yes No Yes No Yes No Yes

Number of observations 575 575 575 575 2,475 2,475 2,475 2,475

This table shows the regression results for the sample period 1991-2011, using expression (3.20). All regression models contain year and MA effects. Control
set 1 includes the change in employment rate, as well as the first-differenced and lagged values of socioeconomic and housing variables. Control set 2 includes
lagged values of employment rate, socioeconomic factors, and housing-related variables. The IV regressions use the enclave instrument. Standard errors are in
parentheses. *** Significant at 1%; ** significant at 5%; * significant at 10%.
[1]: These models are weighted by the number of owned dwellings per census subdivision.
[2]: First-tier markets include the census subdivisions within Vancouver, Toronto, and Montreal census metropolitan areas.
[3]: These models are weighted by the number of rental units per census subdivision.
Sources: Statistics Canada’s 1986 - 2006 Censuses; 2011 National Household Survey; and Postal CodeOM Conversion File (various dates), which is based on data
licensed from Canada Post Corporation; and author’s calculations.
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Table 3.3: Which ethnic groups drive housing value and rental cost growth?

Dependent variables: Percentage change in average value of dwelling [1] Percentage change in average gross rent [2]

First-tier markets [3] All markets First-tier markets [3] All markets

Independent variables: (1) (2) (3) (4) (5) (6) (7) (8)

(1) Immigration rate:
Europe excluding U.K.

0.953
(0.799)

1.737
(1.080)

0.272
(0.630)

1.277
(0.925)

1.975***
(0.482)

1.838***
(0.619)

0.792*
(0.432)

0.938*
(0.495)

(2) Immigration rate:
Africa

-0.486
(2.085)

-1.310
(2.436)

-0.683
(3.523)

-1.092
(3.890)

0.388
(0.889)

-1.498
(1.251)

-0.312
(2.413)

-1.314
(2.548)

(3) Immigration rate:
Central and South America, including
Caribbean, Bermuda, and Jamaica

2.425**
(1.021)

0.467
(1.139)

3.616**
(1.547)

0.835
(1.489)

0.066
(0.735)

0.303
(1.189)

0.844
(0.829)

0.050
(0.994)

(4) Immigration rate:
Asia excluding Hong Kong

0.132
(0.350)

0.306
(0.615)

-0.972**
(0.404)

-0.404
(0.522)

1.294***
(0.412)

1.106**
(0.453)

0.852**
(0.332)

0.904**
(0.377)

(5) Immigration rate:
Hong Kong

3.502***
(0.786)

2.762***
(0.913)

3.506***
(1.021)

2.953***
(1.016)

0.948*
(0.520)

1.265*
(0.743)

0.810
(0.521)

0.843
(0.568)

(6) Immigration rate:
U.S., U.K., and the Oceania countries

2.244*
(1.239)

2.992*
(1.563)

-0.007
(0.396)

0.051
(0.734)

3.342***
(0.884)

3.813***
(0.795)

2.135***
(0.441)

2.352***
(0.467)

Control set 1 Yes No Yes No Yes No Yes No
Control set 2 No Yes No Yes No Yes No Yes
Number of observations 465 465 2,110 2,110 460 460 2,020 2,020

This table shows the OLS results for expression (3.21), spanning the sample period of 1991-2006. All regression models contain year and MA effects. Control set
1 includes the change in employment rate, as well as the first-differenced and lagged values of socioeconomic and housing variables. Control set 2 includes lagged
values of employment rate, socioeconomic factors, and housing-related variables. Standard errors are in parentheses. *** Significant at 1%; ** significant at 5%; *
significant at 10%.
[1]: These models are weighted by the number of owned dwellings per census subdivision.
[2]: These models are weighted by the number of rental units per census subdivision.
[3]: First-tier markets include the census subdivisions within the Vancouver, Toronto, and Montreal census metropolitan areas.
Sources: Statistics Canada’s 1986 - 2006 Censuses and Postal CodeOM Conversion File (various dates), which is based on data licensed from Canada Post
Corporation; and author’s calculations.
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Table 3.4: Immigration inflows and older native mobility

Native homeowners of ages 55-64 at time of migration:

Dependent variable: Binary variable for mobility (Mobilityirt), which equals one if the respondent has
relocated to another census subdivision between time t−5 and time t.

OLS OLS IV1 IV1 IV1 IV2 IV3
Independent variables: (1) (2) (3) (4) (5) (6) (7)

First-tier markets [1]
(1) Immigration rate:
0 - 5 years

0.330***
(0.107)

0.271***
(0.098)

0.370*
(0.196)

0.270*
(0.151)

0.221
(0.147)

0.372*
(0.195)

0.371*
(0.196)

F-test of excluded IV 42.118 67.879 20.839 22.652 28.281
Hansen overidentification test
[p-values for Hansen test]

0.137
[0.711]

2.686
[0.101]

All markets
(2) Immigration rate:
0 - 5 years

0.206**
(0.084)

0.174**
(0.083)

0.245**
(0.117)

0.179*
(0.108)

0.188**
(0.089)

0.246**
(0.117)

0.245**
(0.117)

F-test of excluded IV 95.994 98.519 68.480 48.098 48.024
Hansen overidentification test
[p-values for Hansen test]

2.758
[0.097]

0.203
[0.653]

First-tier markets [1]
(3) Immigration rate:
All years

0.236***
(0.084)

0.199***
(0.060)

0.360*
(0.204)

0.308*
(0.168)

0.213
(0.149)

0.348*
(0.188)

0.366*
(0.204)

F-test of excluded IV 25.020 63.908 15.832 14.032 13.866
Hansen overidentification test
[p-values for Hansen test]

0.256
[0.613]

2.375
[0.123]

All markets
(4) Immigration rate:
All years

-0.006
(0.065)

-0.001
(0.066)

0.272**
(0.135)

0.217*
(0.130)

0.208*
(0.106)

0.281**
(0.136)

0.271**
(0.135)

F-test of excluded IV 54.994 63.202 35.352 27.859 29.169
Hansen overidentification test
[p-values for Hansen test]

1.916
[0.167]

0.436
[0.509]

MA effects Yes Yes Yes Yes No Yes Yes
CSD effects No No No No Yes No No
Control set 1 Yes No Yes No Yes Yes Yes
Control set 2 No Yes No Yes No No No

Number of observations for regressions with first-tier markets = 123,485
Number of observations for regressions with all markets = 352,175

(continued on next page...)
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Table 3.4: Immigration inflows and older native mobility (continued)

Native renters of ages 55-64 at time of migration:

Dependent variable: Binary variable for mobility (Mobilityirt), which equals one if the respondent has
relocated to another census subdivision between time t−5 and time t.

OLS OLS IV1 IV1 IV1 IV2 IV3
Independent variables: (1) (2) (3) (4) (5) (6) (7)

First-tier markets [1]
(1) Immigration rate:
0 - 5 years

0.014
(0.117)

-0.071
(0.134)

0.124
(0.125)

0.016
(0.151)

0.116
(0.260)

0.107
(0.125)

0.124
(0.125)

F-test of excluded IV 37.959 44.141 14.806 21.274 25.560
Hansen overidentification test
[p-values for Hansen test]

2.206
[0.137]

0.006
[0.939]

All markets
(2) Immigration rate:
0 - 5 years

0.054
(0.097)

-0.107
(0.097)

0.115
(0.102)

-0.080
(0.104)

0.069
(0.128)

0.118
(0.102)

0.114
(0.102)

F-test of excluded IV 83.662 117.548 42.075 42.477 41.847
Hansen overidentification test
[p-values for Hansen test]

1.808
[0.179]

1.424
[0.233]

First-tier markets [1]
(3) Immigration rate:
All years

-0.130
(0.107)

-0.138
(0.101)

0.118
(0.118)

0.017
(0.167)

0.101
(0.222)

0.054
(0.120)

0.117
(0.118)

F-test of excluded IV 22.462 43.155 14.884 12.788 11.176
Hansen overidentification test
[p-values for Hansen test]

2.379
[0.123]

0.020
[0.888]

All markets
(4) Immigration rate:
All years

-0.028
(0.094)

-0.114
(0.095)

0.128
(0.113)

-0.094
(0.124)

0.070
(0.128)

0.142
(0.111)

0.122
(0.114)

F-test of excluded IV 42.937 75.658 33.038 26.451 26.868
Hansen overidentification test
[p-values for Hansen test]

1.642
[0.200]

1.496
[0.221]

MA effects Yes Yes Yes Yes No Yes Yes
CSD effects No No No No Yes No No
Control set 1 Yes No Yes No Yes Yes Yes
Control set 2 No Yes No Yes No No No
Number of observations for regressions with first-tier markets = 68,995
Number of observations for regressions with all markets = 147,790

This table shows the regression results for the sample period 1991-2006, using expression (3.22). Control set 1
includes the change in employment rate, as well as the first-differenced and lagged values of socioeconomic and
housing variables. Control set 2 includes lagged values of employment rate, socioeconomic factors, and housing-
related variables. These models are weighted by Census household weights. Column “IV1” includes the enclave IV;
column “IV2” includes the enclave IV and the Gravity IV; and column “IV3” includes the enclave IV and the Airport
IV. Standard errors are in parentheses. *** Significant at 1%; ** significant at 5%; * significant at 10%. [1]: First-tier
markets include the census subdivisions within Vancouver, Toronto, and Montreal census metropolitan areas.
Sources: Statistics Canada’s 1986 - 2006 Censuses and Postal CodeOM Conversion File (various dates), which is based
on data licensed from Canada Post Corporation; and author’s calculations.
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Table 3.5: Immigration inflows and younger native mobility

Native homeowners of ages 25-54 at time of migration:

Dependent variable: Binary variable for mobility (Mobilityirt), which equals one if the respondent has
relocated to another census subdivision between time t−5 and time t.

OLS OLS IV1 IV1 IV1 IV2 IV3
Independent variables: (1) (2) (3) (4) (5) (6) (7)

First-tier markets [1]
(1) Immigration rate:
0 - 5 years

0.386***
(0.101)

0.478***
(0.080)

0.553***
(0.160)

0.582***
(0.092)

0.427***
(0.129)

0.530***
(0.159)

0.553***
(0.160)

F-test of excluded IV 41.680 65.262 23.022 22.904 30.141
Hansen overidentification test
[p-values for Hansen test]

2.437
[0.118]

0.573
[0.449]

All markets
(2) Immigration rate:
0 - 5 years

0.346***
(0.076)

0.388***
(0.074)

0.382***
(0.096)

0.397***
(0.094)

0.214**
(0.107)

0.383***
(0.096)

0.381***
(0.096)

F-test of excluded IV 86.181 84.914 66.887 43.153 43.057
Hansen overidentification test
[p-values for Hansen test]

0.510
[0.475]

1.432
[0.232]

First-tier markets [1]
(3) Immigration rate:
All years

0.207***
(0.078)

0.229***
(0.067)

0.514***
(0.157)

0.620***
(0.086)

0.410***
(0.136)

0.383***
(0.150)

0.516***
(0.158)

F-test of excluded IV 29.189 81.243 18.308 16.360 15.295
Hansen overidentification test
[p-values for Hansen test]

3.568
[0.059]

0.090
[0.764]

All markets
(4) Immigration rate:
All years

0.052
(0.082)

0.080
(0.092)

0.403***
(0.101)

0.446***
(0.100)

0.231**
(0.117)

0.407***
(0.100)

0.396***
(0.101)

F-test of excluded IV 52.188 59.466 37.275 26.361 27.256
Hansen overidentification test
[p-values for Hansen test]

0.153
[0.696]

1.631
[0.202]

MA effects Yes Yes Yes Yes No Yes Yes
CSD effects No No No No Yes No No
Control set 1 Yes No Yes No Yes Yes Yes
Control set 2 No Yes No Yes No No No

Number of observations for regressions with first-tier markets = 658,950
Number of observations for regressions with all markets = 1,803,360

(continued on next page...)
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Table 3.5: Immigration inflows and younger native mobility (continued)

Native renters of ages 25-54 at time of migration:

Dependent variable: Binary variable for mobility (Mobilityirt), which equals one if the respondent has
relocated to another census subdivision between time t−5 and time t.

OLS OLS IV1 IV1 IV1 IV2 IV3
Independent variables: (1) (2) (3) (4) (5) (6) (7)

First-tier markets [1]
(1) Immigration rate:
0 - 5 years

-0.165*
(0.099)

-0.198
(0.120)

-0.052
(0.112)

-0.037
(0.162)

0.171
(0.187)

-0.071
(0.114)

-0.049
(0.112)

F-test of excluded IV 27.240 32.446 8.847 17.406 17.797
Hansen overidentification test
[p-values for Hansen test]

1.186
[0.276]

2.985
[0.084]

All markets
(2) Immigration rate:
0 - 5 years

-0.030
(0.081)

-0.184**
(0.083)

0.050
(0.095)

-0.109
(0.103)

0.053
(0.120)

0.055
(0.095)

0.049
(0.095)

F-test of excluded IV 65.940 80.485 29.197 33.281 33.144
Hansen overidentification test
[p-values for Hansen test]

2.447
[0.118]

1.461
[0.227]

First-tier markets [1]
(3) Immigration rate:
All years

-0.270***
(0.092)

-0.246***
(0.084)

-0.048
(0.104)

-0.039
(0.173)

0.137
(0.142)

-0.090
(0.109)

-0.052
(0.105)

F-test of excluded IV 19.638 46.773 11.918 11.547 9.735
Hansen overidentification test
[p-values for Hansen test]

1.077
[0.299]

3.024
[0.082]

All markets
(4) Immigration rate:
All years

-0.127***
(0.032)

-0.156***
(0.045)

0.053
(0.101)

-0.125
(0.120)

0.050
(0.114)

0.071
(0.100)

0.042
(0.102)

F-test of excluded IV 42.036 72.620 28.721 23.421 24.451
Hansen overidentification test
[p-values for Hansen test]

2.374
[0.123]

1.471
[0.225]

MA effects Yes Yes Yes Yes No Yes Yes
CSD effects No No No No Yes No No
Control set 1 Yes No Yes No Yes Yes Yes
Control set 2 No Yes No Yes No No No

Number of observations for regressions with first-tier markets = 386,630
Number of observations for regressions with all markets = 842,425

This table shows the regression results for the sample period 1991-2006, using expression (3.22). Control set 1
includes the change in employment rate, as well as the first-differenced and lagged values of socioeconomic and
housing variables. Control set 2 includes lagged values of employment rate, socioeconomic factors, and housing-
related variables. These models are weighted by Census household weights. Column “IV1” includes the enclave IV;
column “IV2” includes the enclave IV and the Gravity IV; and column “IV3” includes the enclave IV and the Airport
IV. Standard errors are in parentheses. *** Significant at 1%; ** significant at 5%; * significant at 10%. [1]: First-tier
markets include the census subdivisions within Vancouver, Toronto, and Montreal census metropolitan areas.
Sources: Statistics Canada’s 1986 - 2006 Censuses and Postal CodeOM Conversion File (various dates), which is based
on data licensed from Canada Post Corporation; and author’s calculations.
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Table 3.6: Immigration inflows and native mobility - 2011 National Household Survey data

Native homeowners:

Dependent variable: Binary variable for mobility (Mobilityirt), which equals one if the
respondent has relocated to another census subdivision between time t−5 and time t.

OLS OLS IV IV
Independent variables: (1) (2) (3) (4)

Age 55-64: First-tier markets [1]
(1) Immigration rate:
All years

0.255***
(0.078)

0.201***
(0.060)

0.294
(0.212)

0.305*
(0.168)

F-test of excluded IV 26.855 64.778

Number of observations 175,630 175,630 175,630 175,630

Age 55-64: All markets
(2) Immigration rate:
All years

0.151***
(0.052)

0.151***
(0.056)

0.257**
(0.128)

0.230*
(0.127)

F-test of excluded IV 61.607 70.243

Number of observations 539,890 539,890 539,890 539,890

Age 25-54: First-tier markets [1]
(3) Immigration rate:
All years

0.179**
(0.072)

0.227***
(0.067)

0.383**
(0.177)

0.604***
(0.087)

F-test of excluded IV 29.880 82.314

Number of observations 884,285 884,285 884,285 884,285

Age 25-54: All markets
(4) Immigration rate:
All years

0.187***
(0.054)

0.248***
(0.063)

0.367***
(0.088)

0.466***
(0.093)

F-test of excluded IV 53.993 63.324

Number of observations 2,557,640 2,557,640 2,557,640 2,557,640

Control set 1 Yes No Yes No
Control set 2 No Yes No Yes

(continued on next page...)
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Table 3.6: Immigration inflows and native mobility - 2011 National Household Survey data (continued)

Native renters:

Dependent variable: Binary variable for mobility (Mobilityirt), which equals one if the
respondent has relocated to another census subdivision between time t−5 and time t.

OLS OLS IV IV
Independent variables: (1) (2) (3) (4)

Age 55-64: First-tier markets [1]
(1) Immigration rate:
All years

-0.112
(0.103)

-0.133
(0.097)

0.154
(0.136)

-0.032
(0.177)

F-test of excluded IV 23.593 44.182

Number of observations 90,015 90,015 90,015 90,015

Age 55-64: All markets
(2) Immigration rate:
All years

-0.085
(0.088)

-0.137
(0.097)

0.011
(0.106)

-0.151
(0.137)

F-test of excluded IV 45.628 88.300

Number of observations 206,400 206,400 206,400 206,400

Age 25-54: First-tier markets [1]
(3) Immigration rate:
All years

-0.275***
(0.104)

-0.248***
(0.083)

0.051
(0.119)

-0.074
(0.181)

F-test of excluded IV 19.165 47.716

Number of observations 479,100 479,100 479,100 479,100

Age 25-54: All markets
(4) Immigration rate:
All years

-0.220**
(0.085)

-0.245***
(0.087)

-0.053
(0.095)

-0.200
(0.134)

F-test of excluded IV 40.801 78.769

Number of observations 1,102,345 1,102,345 1,102,345 1,102,345

Control set 1 Yes No Yes No
Control set 2 No Yes No Yes

This table shows the mobility regression results for the sample period 1991-2011, using expression (3.22). All re-
gression models contain year and MA effects. Control set 1 includes the change in employment rate, as well as the
first-differenced and lagged values of socioeconomic and housing variables. Control set 2 includes lagged values of
employment rate, socioeconomic factors, and housing-related variables. These models are weighted by Census house-
hold weights. The IV regressions use the enclave instrument. Standard errors are in parentheses. *** Significant at
1%; ** significant at 5%; * significant at 10%.
[1]: First-tier markets include the census subdivisions within Vancouver, Toronto, and Montreal census metropolitan
areas.
Sources: Statistics Canada’s 1986 - 2006 Censuses; 2011 National Household Survey; and Postal CodeOM Conversion
File (various dates), which is based on data licensed from Canada Post Corporation; and author’s calculations.
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Table 3.7: Immigration inflows and mobility decisions for higher income natives who have already been out
of the labour force for at least two years

Native homeowners:

Dependent variable: Binary variable for mobility (Mobilityirt), which equals one if the
respondent has relocated to another census subdivision between time t−5 and time t.

OLS OLS IV IV
Independent variables: (1) (2) (3) (4)

Age 55-64: First-tier markets [1]
(1) Immigration rate:
All years

0.188**
(0.087)

0.161**
(0.066)

0.351**
(0.177)

0.254
(0.167)

F-test of excluded IV 18.401 38.251

Number of observations 21,765 21,765 21,765 21,765

Age 55-64: All markets
(2) Immigration rate:
All years

-0.019
(0.055)

-0.015
(0.054)

0.273***
(0.106)

0.190*
(0.101)

F-test of excluded IV 40.410 47.222

Number of observations 63,865 63,865 63,865 63,865

Age 25-54: First-tier markets [1]
(3) Immigration rate:
All years

-0.141
(0.133)

-0.059
(0.099)

0.051
(0.157)

0.195
(0.131)

F-test of excluded IV 23.754 59.334

Number of observations 10,085 10,085 10,085 10,085

Age 25-54: All markets
(4) Immigration rate:
All years

0.046
(0.087)

0.044
(0.081)

0.239**
(0.114)

0.274***
(0.102)

F-test of excluded IV 42.342 47.700

Number of observations 29,615 29,615 29,615 29,615

Control set 1 Yes No Yes No
Control set 2 No Yes No Yes

(continued on next page...)
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Table 3.7: Immigration inflows and mobility decisions for higher income natives who have already been out
of the labour force for at least two years (continued)

Native renters:

Dependent variable: Binary variable for mobility (Mobilityirt), which equals one if the
respondent has relocated to another census subdivision between time t−5 and time t.

OLS OLS IV IV
Independent variables: (1) (2) (3) (4)

Age 55-64: First-tier markets [1]
(1) Immigration rate:
All years

0.264
(0.297)

0.243
(0.315)

0.856**
(0.392)

0.600
(0.521)

F-test of excluded IV 23.170 44.019

Number of observations 3,015 3,015 3,015 3,015

Age 55-64: All markets
(2) Immigration rate:
All years

-0.122
(0.235)

-0.211
(0.218)

0.257
(0.266)

-0.094
(0.257)

F-test of excluded IV 38.452 62.820

Number of observations 6,480 6,480 6,480 6,480

Age 25-54: First-tier markets [1]
(3) Immigration rate:
All years

-0.236
(0.361)

-0.215
(0.381)

0.209
(0.605)

-0.360
(0.762)

F-test of excluded IV 16.752 38.736

Number of observations 2,050 2,050 2,050 2,050

Age 25-54: All markets
(4) Immigration rate:
All years

0.307
(0.239)

0.088
(0.269)

0.765*
(0.395)

-0.017
(0.409)

F-test of excluded IV 38.245 68.510

Number of observations 4,655 4,655 4,655 4,655

Control set 1 Yes No Yes No
Control set 2 No Yes No Yes

This table shows the mobility regression results for the sample period 1991-2006, using expression (3.22). All re-
gression models contain year and MA effects. Control set 1 includes the change in employment rate, as well as the
first-differenced and lagged values of socioeconomic and housing variables. Control set 2 includes lagged values of
employment rate, socioeconomic factors, and housing-related variables. These models are weighted by Census house-
hold weights. The IV regressions use the enclave instrument. Standard errors are in parentheses. *** Significant at
1%; ** significant at 5%; * significant at 10%.
[1]: First-tier markets include the census subdivisions within Vancouver, Toronto, and Montreal census metropolitan
areas.
Sources: Statistics Canada’s 1986 - 2006 Censuses; and Postal CodeOM Conversion File (various dates), which is
based on data licensed from Canada Post Corporation; and author’s calculations.
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Table 3.8: Which ethnic groups drive native out-migration?

Dependent variable: Binary variable for mobility (Mobilityirt), which equals one if the respondent has relocated to another census subdivision
between time t−5 and time t.

Age 55-64 at the time of migration

Native homeowners

First-tier markets [1] All markets

Independent variables:
All sample High-income [2] All sample High-income [2]

(1) (2) (3) (4) (5) (6) (7) (8)

(1) Europe excluding U.K. 0.129
(0.222)

0.143
(0.208)

0.237
(0.367)

0.247
(0.300)

0.042
(0.120)

0.036
(0.121)

0.051
(0.222)

0.040
(0.218)

(2) Africa 0.566
(0.542)

0.773
(0.654)

0.383
(1.197)

1.002
(1.337)

0.578
(0.475)

0.629
(0.480)

1.078
(0.825)

1.162
(0.870)

(3) Central and South America -0.178
(0.361)

-0.616
(0.372)

0.769
(0.613)

-0.023
(0.660)

0.348
(0.231)

0.125
(0.264)

1.230***
(0.450)

0.750*
(0.438)

(4) Asia excluding Hong Kong 0.277**
(0.121)

0.287**
(0.119)

0.192
(0.147)

0.280*
(0.155)

0.002
(0.118)

0.053
(0.118)

-0.043
(0.138)

0.064
(0.124)

(5) Hong Kong 0.746***
(0.255)

0.507**
(0.246)

0.272
(0.308)

-0.045
(0.323)

0.863***
(0.274)

0.738***
(0.267)

0.357
(0.265)

0.144
(0.244)

(6) U.S., U.K., and the Oceania countries -0.752**
(0.340)

-0.583*
(0.311)

-1.388**
(0.635)

-1.346**
(0.567)

-0.250***
(0.076)

-0.231***
(0.078)

-0.292**
(0.141)

-0.258*
(0.138)

Control set 1 Yes No Yes No Yes No Yes No

Control set 2 No Yes No Yes No Yes No Yes

Number of observations 124,605 124,605 21,765 21,765 382,685 382,685 63,865 63,865

(continued on next page...)
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Table 3.8: Which ethnic groups drive native out-migration? (continued)

Dependent variable: Binary variable for mobility (Mobilityirt), which equals one if the respondent has relocated to another census subdivision
between time t−5 and time t.

Age 55-64 at the time of migration

Native renters

First-tier markets [1] All markets

Independent variables:
All sample High-income [2] All sample High-income [2]

(1) (2) (3) (4) (5) (6) (7) (8)

(1) Europe excluding U.K. -0.771
(0.548)

-0.410
(0.469)

-2.265
(1.406)

-1.023
(1.213)

-0.424
(0.379)

-0.242
(0.400)

-1.657*
(0.969)

-1.305
(0.980)

(2) Africa 0.550
(0.744)

0.407
(0.732)

2.509
(2.449)

0.265
(2.620)

0.485
(0.667)

0.099
(0.620)

-1.119
(2.146)

-1.966
(2.195)

(3) Central and South America 1.069
(0.818)

-0.105
(0.849)

2.869
(2.782)

0.355
(2.736)

1.209**
(0.546)

0.235
(0.523)

1.027
(1.893)

0.459
(1.791)

(4) Asia excluding Hong Kong -0.022
(0.226)

-0.024
(0.250)

0.315
(0.739)

0.361
(0.788)

-0.274
(0.193)

-0.232
(0.211)

0.207
(0.569)

0.023
(0.586)

(5) Hong Kong -0.079
(0.415)

-0.251
(0.402)

0.828
(1.696)

0.530
(1.559)

0.335
(0.383)

0.091
(0.375)

0.732
(1.427)

0.628
(1.364)

(6) U.S., U.K., and the Oceania countries -2.574***
(0.797)

-0.824
(0.705)

-2.597
(3.141)

1.233
(2.557)

-0.377
(0.344)

-0.039
(0.329)

-1.849
(1.449)

-0.698
(1.330)

Control set 1 Yes No Yes No Yes No Yes No

Control set 2 No Yes No Yes No Yes No Yes

Number of observations 69,850 69,850 3,015 3,015 158,120 158,120 6,480 6,480

(continued on next page...)
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Table 3.8: Which ethnic groups drive native out-migration? (continued)

Dependent variable: Binary variable for mobility (Mobilityirt), which equals one if the respondent has relocated to another census subdivision
between time t−5 and time t.

Age 25-54 at the time of migration

Native homeowners

First-tier markets [1] All markets

Independent variables:
All sample High-income [2] All sample High-income [2]

(1) (2) (3) (4) (5) (6) (7) (8)

(1) Europe excluding U.K. -0.584*
(0.310)

-0.485
(0.308)

-0.654
(0.471)

-0.422
(0.410)

-0.235
(0.174)

-0.215
(0.174)

-0.193
(0.335)

-0.252
(0.313)

(2) Africa 1.221**
(0.607)

1.493**
(0.718)

2.062
(1.397)

2.004
(1.429)

1.377*
(0.747)

1.504**
(0.732)

1.743
(1.271)

1.651
(1.303)

(3) Central and South America 0.305
(0.420)

0.131
(0.429)

-0.625
(0.676)

-1.226*
(0.653)

0.867**
(0.349)

0.815**
(0.384)

0.340
(0.585)

0.232
(0.606)

(4) Asia excluding Hong Kong 0.193*
(0.111)

0.183*
(0.107)

-0.226
(0.282)

-0.092
(0.283)

-0.133
(0.114)

-0.082
(0.110)

-0.371*
(0.208)

-0.318
(0.210)

(5) Hong Kong 1.064***
(0.264)

1.016***
(0.296)

1.134*
(0.634)

1.113*
(0.628)

1.302***
(0.306)

1.319***
(0.297)

1.443***
(0.550)

1.374***
(0.531)

(6) U.S., U.K., and the Oceania countries -1.009**
(0.446)

-0.926**
(0.405)

-1.963**
(0.831)

-1.488*
(0.816)

-0.077
(0.105)

-0.092
(0.105)

-0.362
(0.311)

-0.320
(0.323)

Control set 1 Yes No Yes No Yes No Yes No

Control set 2 No Yes No Yes No Yes No Yes

Number of observations 665,700 665,700 10,085 10,085 1,949,240 1,949,240 29,615 29,615

(continued on next page...)
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Table 3.8: Which ethnic groups drive native out-migration? (continued)

Dependent variable: Binary variable for mobility (Mobilityirt), which equals one if the respondent has relocated to another census subdivision
between time t−5 and time t.

Age 25-54 at the time of migration

Native renters

First-tier markets [1] All markets

Independent variables:
All sample High-income [2] All sample High-income [2]

(1) (2) (3) (4) (5) (6) (7) (8)

(1) Europe excluding U.K. 0.033
(0.546)

0.116
(0.552)

2.216
(2.004)

1.864
(1.985)

0.628*
(0.368)

0.629
(0.401)

0.884
(1.349)

1.324
(1.460)

(2) Africa 0.013
(0.732)

-0.525
(0.675)

-4.661
(3.462)

-5.636*
(3.387)

-0.555
(0.964)

-1.147
(0.852)

-1.667
(2.956)

-3.119
(3.096)

(3) Central and South America 0.340
(0.733)

-0.415
(0.820)

2.301
(2.159)

2.507
(2.438)

0.775
(0.602)

0.184
(0.617)

2.439
(1.621)

1.914
(1.794)

(4) Asia excluding Hong Kong -0.190
(0.225)

-0.112
(0.253)

-0.633
(0.864)

-0.565
(0.887)

-0.567***
(0.205)

-0.469**
(0.202)

-0.133
(0.703)

-0.309
(0.700)

(5) Hong Kong -0.168
(0.354)

-0.221
(0.348)

0.379
(1.445)

0.449
(1.275)

0.520
(0.350)

0.355
(0.320)

0.702
(1.014)

0.426
(0.934)

(6) U.S., U.K., and the Oceania countries -3.650***
(0.747)

-2.249***
(0.700)

-4.513
(3.693)

-3.581
(3.018)

-0.637***
(0.231)

-0.587**
(0.243)

-0.335
(1.559)

-0.160
(1.542)

Control set 1 Yes No Yes No Yes No Yes No

Control set 2 No Yes No Yes No Yes No Yes

Number of observations 392,715 392,715 2,050 2,050 904,835 904,835 4,660 4,660

This table shows the OLS regressions for the sample period of 1991-2006. The main explanatory variable is the actual immigration rate segregated by the country
of origins. All regression models contain year and MA effects. Control set 1 includes the change in employment rate, as well as the first-differenced and lagged
values of socioeconomic and housing variables. Control set 2 includes lagged values of employment rate, socioeconomic factors, and housing-related variables.
These models are weighted by household weights. Standard errors are in parentheses. *** Significant at 1%; ** significant at 5%; * significant at 10%.
[1]: First-tier markets include the census subdivisions within Vancouver, Toronto, and Montreal census metropolitan areas. [2]: This category includes the
respondents who reported a household income greater than $70,000 and who self-reported to be out of the labour force for at least two years.
Sources: Statistics Canada’s 1986 - 2006 Censuses and Postal CodeOM Conversion File (various dates), which is based on data licensed from Canada Post
Corporation; and author’s calculations.
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Table 3.9: Immigration inflows and native wage growth

Dependent variable: Percentage change in average native wage [1]

First-tier markets [2] All markets

Age 55-64 Age 25-54 Age 55-64 Age 25-54
OLS IV IV OLS IV IV OLS IV IV OLS IV IV

Independent variables: (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12)

Homeowners
(1) Immigration rate:
0 - 5 years

-0.518
(0.314)

-0.659
(0.416)

-0.532
(0.380)

0.088
(0.083)

0.297
(0.198)

0.359*
(0.190)

-0.210
(0.211)

-0.743
(0.473)

-0.594
(0.450)

0.156***
(0.058)

0.081
(0.183)

0.113
(0.182)

F-test of excluded IV 84.750 62.404 84.750 62.404 97.259 77.473 97.319 77.618

(2) Immigration rate:
All years

0.022
(0.506)

-0.613
(0.399)

-0.543
(0.396)

-0.110
(0.092)

0.276
(0.189)

0.366*
(0.199)

0.136
(0.391)

-0.792
(0.520)

-0.658
(0.513)

0.022
(0.094)

0.086
(0.194)

0.125
(0.200)

F-test of excluded IV 68.258 54.138 68.258 54.138 71.763 56.778 71.862 56.880

MA effects Yes Yes No Yes Yes No Yes Yes No Yes Yes No

CSD effects No No Yes No No Yes No No Yes No No Yes

Number of observations 455 455 455 455 455 455 1,980 1,980 1,980 1,990 1,990 1,990

(continued on next page...)
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Table 3.9: Immigration inflows and native wage growth (continued)

Dependent variable: Percentage change in average native wage [1]

First-tier markets [2] All markets

Age 55-64 Age 25-54 Age 55-64 Age 25-54
OLS IV IV OLS IV IV OLS IV IV OLS IV IV

Independent variables: (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12)

Renters

(1) Immigration rate:
0 - 5 years

-0.301
(0.407)

-1.182*
(0.615)

-0.623
(0.488)

0.438**
(0.212)

0.591***
(0.172)

0.651***
(0.156)

3.069
(3.045)

3.522
(4.025)

4.038
(4.346)

0.463***
(0.169)

0.389*
(0.207)

0.449**
(0.183)

F-test of excluded IV 43.290 31.921 44.080 33.193 75.508 59.989 77.737 63.232

(2) Immigration rate:
All years

-0.628
(0.396)

-1.241*
(0.641)

-0.658
(0.518)

0.224
(0.147)

0.614***
(0.179)

0.689***
(0.154)

2.905
(3.270)

3.990
(4.565)

4.565
(4.925)

0.378**
(0.149)

0.441*
(0.228)

0.509**
(0.200)

F-test of excluded IV 40.554 28.696 41.621 29.789 66.793 52.927 68.838 55.385

MA effects Yes Yes No Yes Yes No Yes Yes No Yes Yes No

CSD effects No No Yes No No Yes No No Yes No No Yes

Number of observations 400 400 400 455 455 455 1,375 1,375 1,375 1,965 1,965 1,965

This table shows the regression results for the sample period 1991-2006, using expression (3.23). All regression models contain year dummies. The models are
weighted by the number of owned or rental dwellings per census subdivisions. The instrumental variable regression models apply the enclave IV. See text for details
regarding the instrument. Standard errors are in parentheses. *** Significant at 1%; ** significant at 5%; * significant at 10%. [1]: Zero wages are not included in
the computation. [2]: First-tier markets include the census subdivisions within Vancouver, Toronto, and Montreal census metropolitan areas.
Sources: Statistics Canada’s 1986 - 2006 Censuses and Postal CodeOM Conversion File (various dates), which is based on data licensed from Canada Post
Corporation; and author’s calculations.
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Table 3.10: Linking empirical results to theoretical model

Age 55-64 Age 25-54

All sample
High - income

Not in labour force
All sample

High - income
Not in labour force

First-tier
markets

All
markets

First-tier
markets

All
markets

First-tier
markets

All
markets

First-tier
markets

All
markets

Native homeowners
Distaste
(δ > 0)

↑↑ ↑↑ −− or ↓ ↑↑ ↑↑ ↑↑ ↑↑ ↑↑

Housing cost growth
( dP

dI > 0 or dR
dI > 0)

↑↑ ↑ ↑↑ ↑ ↑↑ ↑ ↑↑ ↑

Labour substitution
(ρ > 0)

−− −− N/A N/A −− −− N/A N/A

Net housing wealth + residual effects ↓ ↓ ↓ ↓ ↑ or ↓ ↑ or ↓ ↓↓ ↑ or ↓
Net out-migration intentions ↑ ↑ ↑ ↑ ↑↑ ↑↑ −− ↑

Native renters
Distaste
(δ > 0)

↓↓ ↑ −− −− ↓↓ ↓↓ −− −−

Housing cost growth
( dP

dI > 0 or dR
dI > 0)

↑↑ ↑↑ ↑↑ ↑↑ ↑↑ ↑↑ ↑↑ ↑↑

Labour substitution
(ρ > 0)

↑ −− N/A N/A ↓↓ ↓↓ N/A N/A

Other residual effects ↓ ↓↓ −− ↓↓ ↑↑ ↑↑ ↓↓ ↓↓
Net out-migration intentions −− −− ↑↑ −− −− −− −− −−

This table summarizes the findings from the mobility regression models for the sample period 1991-2006. “↑” denotes slight intentions to out-migrate, whereas “↓”
represents small preference to stay in the same CSD. “↑↑” denotes large intentions to relocate and “↓↓” gives the opposite effect. “−−” means that the results were
generally insignificant. The blue rows capture the residual effect that cannot be computed empirically. First-tier markets include the census subdivisions within
Vancouver, Toronto, and Montreal census metropolitan areas.
Sources: Statistics Canada’s 1986 - 2006 Censuses and Postal CodeOM Conversion File (various dates), which is based on data licensed from Canada Post
Corporation; and author’s calculations.114



Table 3.11: Weighted average predicted probabilities of out-migration

Native homeowners

First-tier markets [1] All markets

Age groups at the time of
migration:

Age 55-64 Age 25-54 Age 55-64 Age 25-54

Mobility categories: (1) (2) (3) (4) (5) (6) (7) (8)

Native homeowners
Same CSD, but different
dwelling

42.15% 42.15% 50.81% 50.82% 56.64% 56.66% 63.26% 63.26%

Different CSD, but same
MA

31.79% 31.80% 34.07% 34.07% 20.22% 20.21% 20.29% 20.29%

Different MA, same
province

20.66% 20.67% 10.70% 10.70% 16.19% 16.19% 10.51% 10.51%

Different province 5.39% 5.38% 4.42% 4.42% 6.95% 6.94% 5.94% 5.94%

Number of observations 21,170 21,170 261,195 261,195 54,535 54,535 696,860 696,860

Native renters

Same CSD, but different
dwelling

69.57% 69.57% 67.17% 67.17% 75.25% 75.25% 69.17% 69.18%

Different CSD, but same
MA

20.48% 20.48% 21.19% 21.19% 12.50% 12.51% 12.98% 12.98%

Different MA, same
province

6.74% 6.74% 6.42% 6.42% 8.00% 8.00% 10.29% 10.29%

Different province 3.21% 3.21% 5.22% 5.21% 4.25% 4.24% 7.55% 7.55%

Number of observations 26,610 26,610 243,160 243,160 65,940 65,940 591,535 591,535

Control set 1 Yes No Yes No Yes No Yes No

Control set 2 No Yes No Yes No Yes No Yes

This table shows the weighted average predicted probabilities of out-migration for native households, segregated
by mobility categories for the sample period of 1991-2006. These estimates follow from expression (3.25). All
regression models contain year and MA effects. Control set 1 includes the change in employment rate, as well as
the first-differenced and lagged values of socioeconomic and housing variables. Control set 2 includes lagged values
of employment rate, socioeconomic factors, and housing-related variables. These models are weighted by Census
household weights.
[1]: First-tier markets include the census subdivisions within Vancouver, Toronto, and Montreal census metropolitan
areas.
Sources: Statistics Canada’s 1986 - 2006 Censuses; and Postal CodeOM Conversion File (various dates), which is
based on data licensed from Canada Post Corporation; and author’s calculations.

115



Table 3.12: Synthetic panel analysis

Dependent variable: Percentage change in average value of dwelling

First-tier markets [1] All markets

OLS OLS IV IV OLS OLS IV IV
Independent variables: (1) (2) (3) (4) (5) (6) (7) (8)

(1) Immigration rate:
0 - 5 years

1.284***
(0.435)

1.893***
(0.567)

1.071
(0.726)

1.700*
(0.920)

0.698*
(0.383)

0.684*
(0.405)

0.724
(0.543)

0.076
(0.754)

F-test of excluded IV 45.758 70.903 103.078 95.068

(2) Immigration rate:
All years

0.863**
(0.358)

0.866**
(0.433)

1.013
(0.662)

1.955*
(1.077)

0.511*
(0.299)

0.486*
(0.291)

0.780
(0.570)

0.088
(0.867)

F-test of excluded IV 41.469 85.608 66.180 62.158

Control set 1 Yes No Yes No Yes No Yes No

Control set 2 No Yes No Yes No Yes No Yes

Number of observations 1,275 1,275 1,275 1,275 4,715 4,715 4,715 4,715

This table shows the results for the synthetic panel analysis for the sample period 1991-2006, using expression (3.26).
All regression models contain year and MA effects. Control set 1 includes the change in employment rate, as well as
the first-differenced and lagged values of socioeconomic and housing variables. Control set 2 includes lagged values
of employment rate, socioeconomic factors, and housing-related variables. These models are weighted by the number
of households who didn’t move at the CSD-cohort-year level. The IV regressions use the enclave instrument. Standard
errors are in parentheses. *** Significant at 1%; ** significant at 5%; * significant at 10%.
[1]: First-tier markets include the census subdivisions within Vancouver, Toronto, and Montreal census metropolitan
areas.
Sources: Statistics Canada’s 1986 - 2006 Censuses and Postal CodeOM Conversion File (various dates), which is based
on data licensed from Canada Post Corporation; and author’s calculations.
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Chapter 4

Housing supply elasticity and the elderly

4.1 Introduction

As the household debt-to-income ratio skyrocketed during the housing boom period (1998-2006) for all

of the western economies, policymakers and researchers have raised concerns over households’ financial

positions and over the labour supply decisions of individuals who are approaching retirement.80 In particular,

policymakers, researchers, and the media have pointed to the idea that housing value and household wealth

are closely linked, and any changes in household wealth should alter labour supply behaviour.81 The former

Deputy Governor of the Bank of Canada, Jean Boivin mentioned that the high household debt level is one of

the pressure points for the aging group; and older individuals will need to save more and work more in order

to maintain current living standards (Boivin, 2012). The New York Times and the Federal Reserve Bank

of San Francisco’s Economic Letter reported that more people are delaying retirement and the increase in

labour force participation rates for workers aged 55 and over is due to the sharp declines in housing equity

needed to cushion the recent financial devastation (Daly et al., 2009; New York Times, 2012). These speeches

and reports suggest that housing, household wealth, and labour supply decisions are inter-related.

Economic theory predicts that any increase in the present value of lifetime resources via a positive wealth

shock should translate to an increase in consumption. The static first order condition from the household

optimization problem suggests that additional utility derived from this extra consumption is matched with

an additional pain from working more, implying that a positive wealth shock should motivate near-retirees

to retire early. Yet, aggregate data does not show near-retirees to work less during the housing boom period.

Figure 4.1 shows the aggregate U.S. labour force participation rate for individuals aged 55-64 to be increas-

ing along with the debt-to-income ratio during the house price run-up period, which appears to contradict

economic theory. Empirical analysis that focuses on relating house values and labour supply decisions of

near-retirees is still a relatively young area of research. Goodstein (2007) is one of the first to examine how

changes in house prices affect retirement behaviour, which suggests that male labour force participation rate

and household wealth are inversely-related. Conversely, Shan (2008) finds property tax, which is a func-

tion of house value, to exert no effect on labour supply decisions of the near-elderly. Paradoxical findings

from aggregate data and mixed conclusions from empirical work provide motivation for using micro-data to

explore how house value affects the labour supply decisions of older households.

This paper uses both descriptive and econometric analyses to investigate how the recent housing boom

and bust affected the labour supply decisions of U.S. older households. This research deviates from the

80See for example, Chart 21 of Bank of Canada’s Financial System Review (June 2009 edition).
81See for example, Bernanke (2012); Bies (2005, 2006); Ferguson (2005); and Kartashova and Tomlin (2013).
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estimations in Begley and Chan (2015), in Burge and Zhao (forthcoming), in Coile and Levine (2011), and

in Farnham and Sevak (2015) when comparing the labour supply responses of individuals who are more and

less exposed to a house price shock. These papers address endogeneity problems that surround the house

price variable through: (1) using renters as a quasi-control group in order to difference out the change in

retirement decisions due to unobserved variations in local amenities that were capitalized into local housing

values; and/or (2) applying an auto-regressive model to estimate a measure of unanticipated change in

house prices. However, both bullets (1) and (2) are not going to fully solve the endogeneity problems.

First, renters’ labour supply decisions are not fully immune from local house price changes. Local rents

and housing values are expected to move hand-in-hand during economic cycles, which means that renters

could adjust their labour supply behaviour from an affordability perspective. Moreover, overall economic

conditions could encourage homeowners to extract housing equity by selling off their dwellings and then

renting a new home. In this case, retirement behaviour is expected to be confounded by this dwelling tenure

switch. Therefore, renters are not an appropriate comparison group for estimating the effect of housing

wealth on labour supply decisions. For bullet (2), a potential concern is that unobserved changes in local

amenities not only influence current housing value, but will also affect future housing prices. Therefore, the

predicted house price index that is based on past housing prices is still expected to be correlated with the

contemporaneous error term.

To address these potential estimation concerns, I apply the land topology-based measure of housing

supply elasticities introduced by Saiz (2010) as an exogenous source of variation in house price growth,

in order to compare the labour supply decisions of near-retirees who are more and less exposed to housing

market conditions. I also interact the inverse of the regional housing supply elasticities with the U.S. national

lending conditions for residential mortgages as an instrumental variable strategy to estimate the impact

from housing value growth on this sub-population’s labour supply behaviour. This instrument exploits

the differential impact from the housing and the national lending conditions across regions and over time.

The amount of easing or tightening in lending conditions is expected to be magnified in regions with low

housing supply elasticities, as these regions are much more sensitive to house price fluctuations. This paper

uses the following two major micro-datasets to investigate this context: (1) RAND Health and Retirement

Study (RAND HRS), produced by the RAND Center for the Study of Aging; and (2) U.S. Census Bureau’s

(Department of Housing and Urban Development) American Housing Survey (AHS).

This paper contributes to the existing literature in several respects. The empirical analysis provides no

evidence that the recent housing market fluctuations affected the near-retirees’ retirement and work arrange-

ments. Individuals also do not seem to respond asymmetrically to positive and negative wealth shocks. This

research also sheds light on the popular claim by showing that housing value growth does not exert any

significant influence on changes in net total household wealth. The household wealth distribution is skewed.

The amount of net housing wealth for the median person is only half of that for the average person. This

implies that the effect of a house price shock on the median near-retiree is expected to be modest relative to

that for the average person.

To the best of my knowledge, although central banks use the results from the credit condition surveys

as part of the information set for monetary policy and financial stability assessments, this is the first paper
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to apply the national lending conditions for residential mortgage series as part of an instrumental variable

strategy to measure the effect of a house price shock on household’s labour supply decisions.82 Moreover,

I extend Coile and Levine’s (2006) work by expanding the set of households to those with homeownership.

Coile and Levine (2006) argue that the stock market performance had minimal impact on the labour supply

of individuals aged 55-70 because less than half of the individuals had any major stock holdings. On the

other hand, roughly 80% of Americans aged 55-64 have at least one house. Extending their argument further,

the large proportion of homeownership implies that the housing boom and bust should have some impact on

the near-retirees. Begley and Chan (2015) also convey a similar message in their work. Yet, I show in this

paper that this argument does not hold: the proportion of households with homeownership does not convey

any information about the relationship between labour supply behaviour of the near-retirees and house price

growth.

4.2 Background information

The recent housing boom and bust has led to numerous works exploring the effect of house price on house-

hold wealth. These studies generally suggest that the house price run-up and household wealth are inter-

related, and such interactions then influence household consumption and employment figures. For example,

the World Economic Outlook published by the International Monetary Fund shows that housing bust along

with large run-up in gross household debt are associated with a greater reduction in household consumption

and a higher unemployment rate (Leigh et al., 2012). Other papers such as Baker (2015) and Christelis et

al. (2014) also illustrate similar findings and show that liquidity constraints also drive the results.

Other researchers have found that the housing boom contributed to a rise in home equity extraction.

A majority of borrowed funds from this collateral channel was directed towards home renovations and

consumption (Bailliu et al., 2012; Kartashova and Tomlin, 2013; Mian and Sufi, 2011). Adelino et al.

(2015) also find small businesses that are located in areas with larger house price appreciation hire more

workers than large firms, because the housing boom facilitated these small firms to use borrowed funds

from the housing collateral channel for such expenditure. Moreover, using U.K. data, Campbell and Cocco

(2007) show consumption for older households to be more sensitive to house prices.

While numerous works have emphasized the effect of housing on household consumption and aggregate

employment activities, policymakers, researchers, and the media have also noted that the housing boom and

bust also exerted impact on the labour supply decisions of the aging population. Economic theory predicts

that changes in net household wealth are associated with changes in labour supply. Yet, the results from this

area of research are mixed.

Several studies have utilized the Health and Retirement Study (HRS) dataset to investigate the linkages

between housing and elderly labour supply behaviour. Using house price growth and inheritance as instru-

ments, Goodstein (2007) shows that a $20,000 increase in household wealth between years 1996 and 2004

to be linked to a reduction of 1% in the labour force participation rate of men born between years 1931-

1941. Ondrich and Falevich (2016) apply a proportional hazard model to illustrate that declines in housing

82See for example, Faruqui et al. (2008).
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wealth during the Great Recession lowered retirement probabilities of married males by as much as 14 to 17

percent, but the defined benefit or contribution pensions could diminish some of these effects.

In addition, a few papers have shown that female labour supply decisions are more responsive to changes

in housing wealth relative to men. For example, Burge and Zhao (forthcoming) include both housing wealth

and property tax liabilities in regression models and find that this result holds at the extensive margin of

labour participation. Begley and Chan (2015) demonstrate that borrowing and liquidity constraints could

influence labour supply decisions of certain sub-population groups. Specifically, women who experienced

negative house price shocks are 25% less likely to retire relative to those who experienced positive shocks,

but the same effect does not apply to men. They also illustrate that retired homeowners are 50% more likely

to re-enter into the labour force or to increase hours worked in response to a negative housing shock. Fu et

al. (2016) also find similar results using the 2011 China Household Finance Survey, where a 100,000 yuan

increase in housing wealth is associated with a decline in female’s labour force participation rate by 1.37

percentage points and with an increase in the probability of becoming housewives of 1.49 percentage points.

Yet, male’s labour force participation decisions are invariant to house price shocks.

On the contrary, a handful of papers has also illustrated that the relationship between household wealth

and retirement decisions is weak.83 For example, Farnham and Sevak (2015) show using the HRS data that

the annual probability of retirement is statistically unaffected by housing capital gains. They find that a 10%

increase in housing wealth is associated with the expected retirement age to be pushed back earlier by 4

months. Using the HRS data, Shan (2008) illustrates that property tax, which is a function of house value,

exert insignificant impact onto the elderly household’s retirement decisions. Moreover, other researchers

have suggested that the financial crisis has a minimal influence on labour supply decisions of the elderly

(Crawford, 2013; Gustman et al., 2011). In particular, stock market fluctuations and retirement behaviour

are weakly correlated (Coile and Levine, 2006; Goda et al., 2012). Begley and Chan (2015) and Coile and

Levine (2006) argue that the stock market should not affect the median person because fewer than half of

the older households had any major stock investments. Begley and Chan (2015) suggest that homeowners

make up a large fraction of the older adult population and therefore it is more appropriate to explore the

effect of a wealth shock on labour market participation through a housing context. However, other papers

have illustrated that individuals tend to be more responsive to local labour market fluctuations than to wealth

effects (Coile and Levine, 2011; Disney et al., 2015; Goda et al., 2011). Goda et al. (2012) and Goodstein

(2007) suggest that the exclusion of risk aversion-related parameters along with measurement errors may be

the cause for having the estimated wealth effects to be biased towards zero.

Overall, the papers on household finance and house value seem to be providing mixed conclusions. On

one hand, house value and household debt are heavily related to consumption and aggregate employment.

On the other hand, the effect of housing and other forms of household wealth on individual labour supply

decisions is ambiguous. This raises the question of whether the current housing boom is a sideshow, from

an individual household’s perspective.84 Skinner (1996) suggests that housing is not completely a sideshow

83Using the 2012 Survey of Financial Security data, Amedah and Fougère (2016) showed at the 2016 Canadian Economics
Association conference that this finding holds for the Canadian context.

84Skinner (1996) states the following to describe what he means by “sideshow”: “Housing prices may decline by 47%, but if
younger homeowners don’t save more in response to the price decline, and if retired homeowners don’t touch their housing equity,
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due to precautionary savings motive. Under the precautionary savings motive, housing equity serves as

insurance for the household and few households would liquidate real estate assets in response to bad state

of the world. This provides some intuition behind why the median person is not affected by housing market

conditions. Furthermore, Costa (1998) and Munnell (2011) suggest that individuals may choose to work

until the “official” retirement age in order to benefit from Social Security that starts at retirement age and

from the employer’s health coverage that ends by retirement age. This implies that any forms of wealth

shock would exert minimal impact onto the near-retirees’ labour supply decisions.

Given these contradictory findings, it remains an open question of how the recent housing market varia-

tions affected the labour supply decisions and the household wealth of older individuals. This is an important

research given the sizeable number of Baby Boomers entering retirement with improved health and longevity

along with house price booms that are currently happening in other countries around the world.

4.3 Data description

The American Housing Survey (AHS) and the RAND Health and Retirement Study (RAND HRS) are the

primary data sources for this paper.85 The national version of the AHS is a biennial survey on housing

characteristics, such as housing quality and housing cost, that publishes in every odd-number year. The

RAND HRS is a national longitudinal household survey that contains health, demographic, income, asset,

debt, employment, housing, and family structure-related data for households with at least one U.S. individual

aged 51 and over. According to the RAND HRS codebook, “[t]he data include any individual interviewed

at least once. This includes individuals who were age-eligible (born in eligible years) at the time of their

first interview, spouses that were not age-eligible at baseline, and spouses who married an age-eligible

respondent between survey waves” (page 11). RAND HRS allocates zero weights to respondents who live

in nursing homes. The study has 13 waves of data for years 1992, 1993, 1994, 1995, 1996, 1998, 2000, 2002,

2004, 2006, 2008, 2010, and 2012. Overall, the AHS and RAND HRS data are nationally representative.

For example, the value of primary residence series from both datasets follows closely to the aggregate U.S.

FHFA House Price Index series.86

The AHS and RAND HRS datasets complement each other. First, the AHS publishes data at the MSA

level, which can more precisely compare the near-retirees’ labour supply decisions who are more and less

exposed to housing market fluctuations within metropolitan area levels. The AHS also provides a wide

variety of housing quality measures, which can better quantify the amenities that may be priced into housing

value, the explanatory variable of interest. However, the lack of information on households’ labour supply

then the price change will have little impact on overall welfare. In short, trends and fluctuations in house prices and housing equity
would be just a sideshow” (page 242).

85The RAND HRS is developed at RAND with funding from the National Institute on Aging and the Social Security Adminis-
tration (October 2015). This is the user-friendly version of the HRS data

86Wealth-related variables are converted to year 2012 dollars for the RAND HRS dataset and to year 2013 dollars for the AHS
dataset, using the Consumer Price Index series retrieved from the Bureau of Labour Statistics. The series identifier for the Con-
sumer Price Index is CPIAUCSK. I excluded the records that provided incomplete and inconsistent answers for the wealth data.
Incomplete answers include records that provided incomplete bracket answer, reported not knowing ownership, or provided no
financial response. Inconsistent answers include respondents who reported zero value for primary residence (of which I assume no
homeownership), but reported positive outstanding mortgage and/or home equity borrowing balances.
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activities is one of the major drawbacks to using the AHS data for this study. The dataset does not contain

any data on the intensive margins of labour supply. To estimate the effect on the extensive margins of labour

supply, I generate a dummy variable that equals one if the respondent switched from a non-zero to a zero

annual wage amount. I use this measure to proxy labour force exit.

On the other hand, the RAND HRS dataset allows a more comprehensive analysis of labour supply

decisions. The RAND HRS contains various retirement-related measures. In this study, I apply the total

hours worked per week and the total weeks worked per year variables to estimate the effect of housing on

the intensive margins of labour supply.87 For the extensive margins, I rely on the labour force participation

and the self-assessed retired variables from the RAND HRS. As part of the robustness check, I also generate

a dummy that equals one if the annual wage switches from a non-zero to a zero value using the RAND HRS

data to see if the results are comparable to those generated by the AHS and to identify whether the results

could be confounded by household’s mobility decisions. Furthermore, RAND HRS covers health insurance,

pension, and bequest-related variables, and any of these factors could influence labour supply behaviour.

These variables cannot be located in the AHS.

Although RAND HRS seems to be a more preferable choice over the AHS, RAND HRS is also subject

to limitations. First, the data is available at the census division level, so the comparison of labour market

attachments between high and low elasticity regions is less precise. Second, the RAND HRS does not

indicate household’s mobility status, so it is ambiguous whether the respondent stayed in the same residence

through the life of the panel. Finally, this dataset does not contain any information on housing quality.

In addition to the RAND HRS and the AHS, this study also uses a combination of data from Saiz (2010),

from the Federal Reserve’s Senior Loan Officer Opinion Survey on Bank Lending Practices (SLOOS), and

from the U.S. Bureau of Labor Statistics for the econometric analyses. Specifically, I use the housing supply

elasticities from Saiz (2010) to proxy the regions with high and low housing price fluctuations. These

housing supply elasticities are based on geographical and regulatory restrictions to new constructions. In

addition to the difference-in-difference estimation, I also apply these elasticities to the instrumental variable

approach, by interacting the inverse of these elasticities with the SLOOS’s national lending condition for

residential mortgages.88 Currently, the SLOOS surveys up to 60 large domestically chartered commercial

banks and up to 24 large U.S. branches and agencies of foreign banks. The selection of respondents depends

on the size of the financial institution, geographic coverage, and mutual independence (i.e. eliminate a bank

if it is a subsidiary of another bank that is already in the panel). The lending conditions questions focus on

the changes in bank’s credit standards over the past three months. Prior to 2007Q2, the residential mortgage

series include prime mortgages, non-traditional mortgages, and subprime mortgages. The lending condition

series is reported at an aggregate level, and is computed as the percentage of banks reporting tightened

credit conditions minus the percentage reporting eased credit conditions. A positive value for this series

corresponds to a net tightening of credit standards. The data frequencies for the RAND HRS, the AHS, and

87I also remove records that responded working 168 hours per week (24 hours per day, 7 days per week; and misreported
retirement status. For example, individuals reported “retired” in the labour force question, but reported “not retired” in the retirement
plan question or vice versa.

88From the SLOOS, I use “net percentage of domestic respondents tightening standards for mortgage loans” series to capture the
lending conditions for residential mortgages.
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the SLOOS are different, where the RAND HRS and the AHS are biennial and SLOOS is quarterly. Given

this, I first compute the annual average for the SLOOS series and then insert the annual SLOOS data into

the RAND HRS dataset, matched by the corresponding year.

4.4 Empirical strategy

This study uses both difference-in-difference and instrumental variable approaches to explore the effect of a

house price shock on labour supply decisions of near-retirees. I define near-retirees as individuals of ages 55-

64. The impact from the housing market should be greater for agents who reside in the low elasticity regions

than those who live in the high elasticity regions. Regions with low elasticities are generally geographically

and/or regulatory constraint. For example, during the boom period, adding a new construction is expected

to be more challenging in inelastic regions, which should translate to high house prices and collateral values

(Adelino et al., 2015; Mian and Sufi, 2011; Saiz, 2010). This implies that agents who reside in the inelastic

regions should be much more sensitive to house price variations, which theoretically should translate to

greater labour supply responses.

Using the American Housing Survey (AHS) and the RAND Health and Retirement Study (RAND HRS)

datasets, Figures 4.2 and 4.3 also provide evidence that housing supply elasticities and house prices are

strongly correlated. Relative to the high elasticity regions, Figure 4.2 illustrates that the low elasticity regions

experienced much larger volatility in housing value during the boom (2002-2006) and the bust periods (after

year 2007). On the other hand, the RAND HRS data does not reveal any concrete evidence that housing

supply elasticities are associated with fluctuations in non-housing components, such as consumer credit

(Figure 4.3).89 These graphical results imply that the differences between the high and the low elasticity

regions are driven primarily by housing-related factors, which are consistent with the findings from other

empirical work.90

Given this trend, the empirical strategy uses the pre-existing regional housing supply elasticities to

identify the effect of the house price shock on near-retirees’ labour market attachment. The pre-existing

regional housing supply elasticities are taken from Saiz (2010), which exploit the differences in geographical

and regulatory constraints across the regions. I start the analysis with a difference-in-difference method,

where I compare the labour supply decision of individuals who reside in the low elasticity regions for the

before and after periods, and then compare the result to the same time difference for those who reside in

the high elasticity region. This study then extends the estimation to an instrumental variable (IV) approach

in order to account for the intensity of the treatment. The IV reflects the net percentage of tightening in

lending standards for residential mortgages at the regional level and it exploits the differential impact from

the housing and the lending markets across regions and over time.

89The consumer credit data are derived from the RAND HRS dataset, which includes respondents of ages 51 and above. The
reader should be cautious that these graphical illustrations are applicable to the context of this paper, which covers individuals of
ages 55-64.

90For example, Mian and Sufi (2011).
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4.4.1 Binary treatment approach: difference-in-difference estimation

This research applies the difference-in-difference method to compare the labour supply decisions of near-

retirees who are more and less exposed to housing market fluctuations. The binary treatment is the most

basic method. It provides transparency on the source of identification, as well as a direct answer to the

research question of interest. Unlike the continuous treatment approach, this technique facilitates a discrete

comparison across different time regimes. The treatment and control groups are based on the regional

housing supply elasticities from Saiz (2010), where the low elasticity regions belong to the treatment group.

I start the econometric analysis by measuring the impact of housing on the extensive margins of labour

supply, using the American Housing Survey (AHS) dataset. The main regression for respondent i at time t

is:

∆Yit = β0 +∑
r

β1rregionit +∑
t

β2ttimet +β3Xit +

θ1Y 0305it +θ2Y 0305it ·T REATit +

θ3Y 0711it +θ4Y 0711it ·T REATit + εit (4.1)

where respondent i refers to the household head (family respondent) or the head’s spouse. regionit contains

the MSA dummies and timet includes the year effects. I set years 1999-2001 as the “before” period and

define years 2003-2011 as the “after” period. To identify whether the effect of house prices is asymmetric

across the boom and bust periods, I split the after period into two different variables. Therefore, Y 0305it

is a dummy variable that equals one for years 2003-2005 to capture the housing boom period, and Y 0711it

is a dummy variable that equals one for years 2007-2011 to capture the bust period. T REATit is a dummy

variable that equals one for individuals living in MSAs with low housing supply elasticities. The main

coefficients of interest are θ2 and θ4. The coefficient θ2 provides the difference-in-difference estimate for

the housing boom period, while θ4 provides the corresponding measure for the housing bust period. If the

effect from a house price shock were to be symmetric, the absolute magnitude of θ2 should be closely similar

to that of θ4. The signs for θ2 and θ4 should be opposite from each other to reflect the effect from a positive

and a negative wealth shock, respectively.

∆Yit is a labour market attachment measure, which equals one if the respondent transitioned from positive

earnings at time t−1 to zero earnings at time t. I use this indicator to proxy for individuals who exited the

labour force, since the AHS does not provide any information on job characteristics.

Figure 4.4 illustrates that the trends for various household characteristics are similar between the treat-

ment and control groups, implying that the θ ′s are not picking up effects from household characteristics.

Despite this finding, I still incorporate a set of household demographic controls Xit into the regression mod-

els. The vector Xit consists of individual demographic characteristics, which includes dummy variables

for gender, marital status, age, birth cohort, ethnicity, education, and household income. Birth cohorts are

based on the classifications from the RAND HRS dataset.91 Using a similar technique to Kartashova and

91RAND HRS defines the birth cohorts as follows: Cohort 1 refers to individuals born before 1924; Cohort 2 refers to individuals
born between years 1924-1930; Cohort 3 refers to individuals born between years 1931-1941; Cohort 4 refers to individuals born
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Tomlin’s (2013), I include birth cohort dummies to account for potential heterogeneity across the different

generations. I cluster the standard errors at the household level.

Labour and retirement outcomes could be different between households with and without homeowner-

ship. Thus, I use the following triple difference specification to test whether households that own a house

during the before period would exhibit different labour and retirement decisions:

∆Yit = β0 +∑
r

β1rregionit +∑
t

β2ttimet +β3Xit +

γ1HOMEit + γ2HOMEit ·T REATit + γ3T REATit +

λ1Y 0305it +λ2Y 0305it ·T REATit +λ3Y 0711it +λ4Y 0711it ·T REATit +

θ1Y 0305it ·HOMEit +θ2Y 0305it ·HOMEit ·T REATit +

θ3Y 0711it ·HOMEit +θ4Y 0711it ·HOMEit ·T REATit + εit (4.2)

In this case, HOMEit is a dummy variable that equals one if the household reported homeownership in

year 1997, the year just prior to the start of the house price run-up. θ2 and θ4 provide the triple difference

measure, where the changes in the dependent variable are measured relative to the change for the renters in

each MSA.

Since the AHS does not provide a comprehensive set of labour market attachment measures, I utilize the

RAND HRS dataset to gather more evidence on the effect of house prices on labour supply behaviour. I use

the following five measures taken from the RAND HRS dataset for ∆Yit for this additional analysis:

• (1) Labour force exit: I set an indicator variable that equals one if the respondent was in labour force

at time t−1 and exited the labour force at time t.

• (2) Self-assessed retirement: I set an indicator variable that equals one if the respondent was not

retired or was partially retired at time t−1 and was retired at time t.

• (3) Zero earnings: I set an indicator variable that equals one if the respondent earned positive salary

at time t−1 and did not earn any wage at time t. This is used to compare the results against the ones

computed using the AHS dataset.

• (4) Percentage change in total hours worked per week.

• (5) Percentage change in total weeks worked per year.

Unlike the AHS, the RAND HRS is a biennial survey that is published in every even-number year. There-

fore, I modify expressions (4.1) and (4.2) by replacing Y 0305it with Y 0206it ; and Y 0711it with Y 0812it . For

the triple difference specifications, the homeownership dummy depends on the dwelling tenure status from

years 1992-1996. Furthermore, the RAND HRS only provides data at the census division level. As such, the

between years 1942-1947; Cohort 5 refers to the Early Baby Boomers born between years 1948-1953; and Cohort 6 refers to the
Mid Baby Boomers born between years 1954-1959.
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regionit vector contains census division effects rather than MSA effects. In addition, with the RAND HRS

data, I also include dummy variables for disability, for bequest motive, and for health insurance to account

for the possibility that individuals may adjust their retirement plans due to these factors.92

For both binary treatment specifications, the error term is assumed to be uncorrelated with the regressors,

which means that the household’s unobservable characteristics are independent of the treatment and also

independent of the observable characteristics. One of the concerns with this estimation is that households

may move from a high elasticity region to a low elasticity region in order to benefit from the house price run-

up. Conversely, households may out-migrate from a low elasticity region to a high elasticity region during

the bust period. Household’s mobility decisions may influence labour supply behaviour. Row (1), column

(1) of Figure 4.5 shows that households in elastic regions do seem to move more than those in inelastic

regions during the housing boom period. Yet, the reverse trend is not observed during the bust period. As

such, household’s mobility decisions do not seem to be directly related to housing market fluctuations.

The estimations using RAND HRS addresses this concern. Unlike the AHS, where the geographic

variation is at the MSA-level, the RAND HRS provides data at the census division level. Therefore, the

estimation would capture the effect within a census division. Given the large size of each census division,

it is unlikely that households would choose to move from one census division to another to profit from the

housing market. The high cost of mobility, such as relocation cost, cost of adapting to a new environment,

job-search cost, to name a few, deters individuals from doing so at broad geographic levels. Therefore, if

the results between the RAND HRS and the AHS are similar, this implies that household mobility decisions

are not a confounding factor to the difference-in-difference estimations.

Differences in taste for work could also be embedded in the error term and may confound the estimates.

Goodstein (2007) suggests that the assumption of setting the two groups of agents with the same taste for

work during the “before” period is unrealistic, and could be one of the drivers for deriving estimation results

to be biased towards zero. Using the RAND HRS’s income risk aversion measure, I find that the shares of

individuals with certain risk aversion characteristics are similar between the treatment and control groups

for 1998-2006. Therefore, the assumption that the two types of individuals have similar work preference

during the “before” period is reasonable.93

To further address this concern, I also examine how the overall housing quality measures differ between

the high and low elasticity regions. The quality of the house more or less reveals the household’s preference

for lifestyle, which could potentially influence the individual’s taste for work. As Farnham and Sevak

(2015) suggest, unobserved changes in local amenities could also be capitalized into local housing values.

Any changes in local housing prices could influence retirement timing. Figure 4.5 shows that most of the

housing quality measures are similar between the two locations. This further suggests that taste and amenity

effects are not expected to directly influence labour supply decisions.

Most importantly, the common trends assumption is a necessary condition for identification. The validity

of θ2 and θ4 requires the underlying trends in the outcome variable to be the same for both the treatment

and control groups. Specifically, the counterfactual trend of the treatment group is the same as the observed

92I set the bequest motive dummy equals to one if the respondent reported having a non-zero self-assessed probability of leaving
a bequest of over $100,000.

93The income risk aversion variable in the RAND HRS dataset is only available for years 1998-2006.
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trend of the comparison group.

Figures 4.6 to 4.8 illustrate the labour market attachment measures for the household head and his/her

spouse, using the AHS and the RAND HRS data. These figures provide evidence that the common trends

assumption holds in most cases. To show that this condition holds, I first assume that the trend before the

peak of the housing boom period (before year 2001) captures the path that the treatment group (low elasticity

region) would have undergone if it had not been treated. Generally, the trends for the treatment group prior

to year 2001 closely mimic the trends for the control group. Since the trends prior to the peak of the housing

boom period are near identical between the two groups, these figures confirm that the high elasticity region

is a good comparison group for the difference-in-difference method. These observations suggest that the

key assumption required for identification holds.

These figures also suggest that the house price shock has minimal impact on the labour and retirement

decisions of near-retirees. The figure shows miniscule differences between the treatment and control lines

for the boom and bust periods. Splitting the sample by dwelling tenure status also does not illustrate that

housing exerted any significant influence onto the labour and retirement decisions of the near-retirees (see

Figure 4.9). On one hand, this seems to be consistent with the findings in Coile and Levine (2006) and in

Shan (2008). On the other hand, this finding seems counterintuitive to the argument raised by Coile and

Levine (2006). Extending the argument made by Coile and Levine (2006) to my findings, the median near-

retiree should be affected by housing market variations, as approximately 80% of Americans aged 55-64

own at least one house. Yet, the descriptive analysis based on the RAND HRS dataset shows the contrary.

Finally, another major concern with this estimation is whether external policies could confound the es-

timation. This may be a possible explanation behind why a small number of labour market attachment

variables do not fully follow common trends in the before period. For example, legal or fiscal policy in-

troduced for a specific region could distort the comparison between the low and high elasticity regions.

Therefore, this study examines the changes in retirement decisions against the changes in house price, in

order to first-difference out the time-invariant idiosyncratic characteristics.

Figure 4.10 shows the comparison trend plots for various measures to determine if the low and high

elasticity regions are subject to differential impacts that are not related to housing. If no other regional dif-

ferences were present, then the low and high elasticity series would exhibit parallel lines. This also implies

that the control group (high elasticity region) is a good comparison group for the difference-in-difference

approach. If structural breaks were observed in any one of these series, then certain policy changes or dis-

tinct regional differences unrelated to housing may bias the overall result. I plot the unemployment rate,

the employment rate, and the share of population in the construction industry to proxy for regional labour

market activities; gross domestic product per capita series to proxy for income and productivity; annual real

estate tax to proxy for fiscal policies; and the debt delinquency series to proxy for regional credit conditions.

Figure 4.10 suggests that the estimation results are not likely to be affected by permanent income shocks

and by fiscal policies. Generally, measures such as GDP per capita and annual real estate tax show relatively

parallel lines for the inelastic and elastic housing supply regions, suggesting that the difference in macroeco-

nomic environments is constant over time. This gap can be eliminated through first differencing. Moreover,

the employment rate and the unemployment rate for both regions appear to move hand-in-hand.
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However, the same set of figures does show that mortgage delinquency rates and the share of population

in the construction industry seem to move with the housing market. The auto loan delinquency rates tend to

be quite similar between the treatment and control groups. On the other hand, the credit card delinquency

rates show a divergence starting in year 2009, which coincides with the start of the financial crisis period.

Nonetheless, the credit card delinquency rates do not seem to be fully affected by the housing market, since

the rates do not show differential trends prior to the financial turbulence period. Mian and Sufi (2011) also

use similar arguments to show that the housing supply elasticity measure is exogenous to house prices. They

find no difference in income, payroll, and employment growth across the regions; house price appreciation

has no impact on credit card debt; and the results are insensitive to control variables such as individual

income, credit score, age and sex, which could drive changes in credit demand. The plots in Figure 4.10 are

more or less consistent with Mian and Sufi’s (2011) results.

Thus, to further investigate the robustness of the coefficients, I present several estimations with various

sets of control variables as a form of sensitivity test. In the first set, I incorporate year dummies and regional

dummies to control for the effects from overall macroeconomic fluctuations through time and to account

for location-specific factors, respectively. In another set of regressions, I also include the lagged regional

unemployment rate and the share of the population in construction industry to control for local labour market

activities, as the labour market trends in the low elasticity regions could follow more closely to the housing

market fluctuations.94 To account for permanent income shocks, I incorporate the lagged GDP per capita

growth as an additional control variable.

The debt delinquency rates, especially for mortgages, are another set of important controls for numerous

reasons. First, subprime mortgage borrowing nearly tripled during the housing boom period due to loose

underwriting standards, and the increased rate of mortgage delinquency generally affected borrowers with

adjustable-rate mortgages (Bernanke, 2007; Kroszner, 2007; Mian and Sufi, 2009). Brown et al. (2015) find

that both non-housing and housing debt for subprime borrowers move together with house price fluctuations.

This implies that the effect from the subprime mortgage crisis is expected to also drive up the delinquency

rates for non-housing debt. As illustrated in Figure 4.10, the trends of the delinquency rates are different

between the inelastic and elastic housing supply regions during the slowdown period. In addition, as Adelino

et al. (2015) suggests, the number of small business employment depends on the collateral lending channel.

States hit hardest by job cuts coincided with the locations with highest rates of foreclosures (Kroszner,

2007). Markets with poor labour market prospects are expected to severely undermine an individual’s ability

to repay their debt, which would further exacerbate the number of defaults. To account for these potential

confounding factors, I also incorporate the lagged regional level delinquency rates (mortgage, credit card,

and auto loans) as part of another set of control variables.95 Generally, I do not find substantial changes to

the magnitudes of my estimates across these specifications.

94The labour data are retrieved from the Bureau of Labor Statistics. These data are not available for all MSAs. Therefore, I use
the state-level labour market data and assume that these data can proxy for the MSA-level labour market trends.

95The Federal Reserve Bank of New York only publishes state-level debt delinquency rates starting from year 1999. For the
estimations at the MSA level, I assume that the rates at the state-level can proxy for those at the MSA-level. The lagged values start
at year 2001.
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4.4.2 Continuous treatment approach: instrumental variable (IV) estimation

A shortcoming with the binary treatment approach is that this estimation only indicates whether the housing

boom exerts any significant impact on the labour supply decisions of near-retirees aged 55-64, but this

quasi-experiment does not make use of the magnitude of the impact. The binary treatment approach also

implicitly assumes that the characteristics of all the regions within the low or within the high elasticity

regions are homogeneous.

To account for the intensity of the treatment, I explore the relationship between changes in housing value

and changes in labour supply decisions of older individuals using the following regression specification:

∆yirt = β0 +∑
r

β1rregionr +∑
t

β2ttimet +β3∆hprt +β4Xirt + εirt (4.3)

where ∆yirt denotes the outcome variable for respondent i in region r at time t. I use the same set of

outcome variables as in the difference-in-difference methods. ∆hprt is the average percentage change in

house values for region r at time t.96 regionr contains a set of region dummies; and timet includes a set

of year effects. The Xirt vector contains the same set of control variables as in the difference-in-difference

methods. In addition, I include a dummy variable that equals one if the household owns a house prior to

year 1998 (i.e. prior to the boom period) to account for the potential difference in labour supply behaviour

between homeowners and renters. εirt is the error term and I cluster the standard errors at the household

level.

β3 is the key coefficient of interest, which reflects the causal influence of an exogenous increase in

the value of the primary residence on the probability of retirement, on the change in the number of hours

worked per week, or on the change in the number of weeks worked per year. An exogeneity assumption is

required in order for β3 to be identified, and it requires the regressors and the error term to be uncorrelated.

The empirical challenge is that ∆hprt could be correlated with the error term, since unobservable spillover

effects from various external policies could drive house value and labour supply behaviours. For example,

changes in the federal funds rate could affect household’s cost of borrowing for various types of financial

instruments. Lower borrowing cost along with household’s greater desire to borrow could influence overall

household wealth. Households could use the additional financing to invest in real estates, which could

further drive up house value. Any changes in household wealth may motivate older individuals to alter work

arrangements.

For β3 to be valid, the ideal instrumental variable (IV) needs to satisfy both the exclusion restriction re-

quirement and the relevance condition. The exclusion restriction means that the IV needs to be uncorrelated

with the error term, and the relevance condition means that the instrument needs to be correlated with the

endogenous regressor. Identification relies on the idea that instrumental variable only influences household’s

wealth and labour supply decisions via the value of primary residence.

96The results are similar if I use the change in the individual’s self-reported value of primary residence as the main explanatory
variable. The relationship between the instrumental variable and the individual value is weaker. As suggested by Disney et al. (2015)
and Farnham and Sevak (2015), the use of regional-level house price data eliminates the concern that additions or improvements
made to individual homes could cause self-reported house prices to be correlated with other omitted factors, such as individual
unobserved heterogeneity effects that are embedded in the error term. I eliminated the values at the top 1 and bottom 1 percentiles
in order to remove outliers.
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To address the endogeneity issue, this study uses the interaction of the inverse of the regional housing

supply elasticities and the U.S. national lending conditions for residential mortgages, (Elasticityr)
−1 x SLOOSt ,

as the instrumental variable.97 The IV reflects the net percentage of tightening in lending standards for res-

idential mortgages at the regional level and it exploits the differential impact from the housing and the

national lending booms and busts across region and over time. The interaction of the housing supply elastic-

ity and the U.S. national lending conditions is a suitable instrument for the value of the primary residence,

since the housing boom, for example, was manifested by the amount of quantitative easing in lending con-

ditions. The grey lines in Figure 4.11 show that national lending conditions for both business and household

debt eased during the housing boom period, while the black lines in the same figure show house price for

the low elasticity regions to increase at a much larger magnitude relative to the high elasticity regions. In

sum, Figure 4.11 suggests that the amount of easing in lending standards is magnified in the low elasticity

regions, as these regions are much more sensitive to the house price fluctuations. Although my instrumental

variable is similar to Adelino et al. (2015), Chetty and Szeidl (2010), and Mian and Sufi’s (2011), to the best

of my knowledge, this is the first paper to consider using the national lending conditions as a component of

the instrument.98

I use two-stage least squares (2SLS) to conduct the instrumental variable estimation. In this paper’s IV

framework, the second stage regression is given by equation (4.3). The first stage regression is given by:

∆hprt = α0 +∑
r

α1rregionr +∑
t

α2ttimet +α3(Elasticityr)
−1 x SLOOSt +α4Xirt +νirt (4.4)

where νirt denotes the error term in the first stage regression.

The relevance condition is one of the key assumptions for the instrumental variable approach. Having a

weak instrument is another common problem in IV regressions that is related to this condition. The model

exhibits strong IVs if the robust F-statistics for the first stage regressions exceed 10 based on Stock et al.’s

(2002) benchmark; and exceed 16.38 based on Stock and Yogo’s (2005) framework, where 16.38 is based

on a rejection rate of at most 10% at the 5% Wald test significance level. The model is still identified

under a weak instrument, but the relationship between the endogenous regressor and the instrument is weak.

The presence of such a problem generally shows the following symptoms: (1) unstable and inconsistent

estimates; and (2) size distortion under the standard Wald test because the asymptotic distribution of the

estimator depends on a random variable. These symptoms mean that the 2SLS would provide the wrong

inference for β3. The following section shows that the robust F-statistics for all of the regression models

exceed the two above-listed minimum thresholds.

On the other hand, several potential issues arise when assessing the exclusion restriction requirement.

Due to the evaluation problem, one cannot observe the unobservable characteristics, so the exclusion re-

striction requirement cannot be directly tested. By the same argument as for the difference-in-difference

method, one of the concerns is that other external policies may be introduced during the housing boom

97Note that the a high elasticity value corresponds to regions with low house price fluctuations. Therefore, I use the inverse of
the housing supply elasticity to capture the degree of inelasticity for the location.

98Adelino et al. (2015) and Mian and Sufi (2011) use MSA-level housing supply elasticities as IV; and Chetty and Szeidl (2010)
use the interaction of national average of house prices interacted with the state housing supply elasticity as IV in one of their
specifications.
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and/or bust periods that could affect certain geographic regions. Such effect could then affect household’s

labour supply decisions. The Conforming Loan Limit (CLL) could be one example of such policies. Fannie

Mae and Freddie Mac are required to purchase residential mortgages below a specific amount, known as

the Conforming Loan Limit, and loan limits for the high cost areas vary by geographic locations.99 In other

words, if certain external policies affected households of certain geographic division, then the housing sup-

ply elasticities (which are used as proxies for geographic variation) would be correlated with the error term,

and the instrument thus would be invalid.

Another concern is that households may alter their financial and labour supply decisions due to health,

pensions, and bequest-related factors. Individuals who face negative health shock may require more financ-

ing for medical expenses and they may work less as poor health may limit their work abilities. Coile and

Milligan (2009) show that aging and health shocks are related to a household’s ownership of various assets,

where households increase liquid assets and reduce illiquid assets as they age. As Munnell (2011) suggests,

individuals may have an incentive to keep working until retirement age (age 65) in order to benefit from

employer-covered health insurance program. So, health insurance could affect labour supply decisions. By

similar argument, individuals may change labour supply decisions and borrowing trends in response to the

amount and type of pensions he/she is entitled to, as well as to a specific bequest or precautionary savings

motive. Given these possibilities, the exclusion restriction would be violated if the instrumental variable

were to be correlated with any one (or more) of these error components.

Furthermore, the instrument could fail if it is correlated with households’ ability to borrow. On one

hand, by construction, the SLOOS should not convey any information at the individual level, which implies

that the second part of the instrument should not be correlated with the error term. A bank’s decision to

lend or not to lend to a specific individual depends on the client’s credit background. Moreover, using the

fraction of mortgage applications denied by financial institutions as a proportion of the total loan applications

in a county and in a year, Adelino et al. (2015) find that credit conditions actually tightened for the low

housing supply elasticity regions during years 2002-2007 period. This is the opposite of the national lending

conditions’ trend, where credit conditions eased during the same period. In addition, Mian and Sufi (2009)

note that mortgage credit growth in subprime ZIP codes is unlikely to be explained by local housing supply

elasticities, which suggest that the instrument should be uncorrelated with the error term. On the other hand,

as noted above, the delinquency rates exhibit differential trends between the inelastic and elastic housing

supply locations, which could threaten the validity condition.

Following the strategy in Mian and Sufi (2011), I regress a set of macroeconomic variables as well

as various health, pensions, and bequest-related variables retrieved from the RAND HRS dataset onto the

instrumental variable to investigate whether permanent income shock, household characteristics, labour

market, and credit conditions could influence the results (see Table 4.1). Generally, there is not enough

evidence to suggest that the instrument is strongly correlated with factors relating to permanent income

shock and fiscal policies. Nonetheless, I include the lagged real GDP per capita growth as a control variable

in one of the specifications to test the sensitivity of the estimates. With the RAND HRS data, I also compare

the results with and without bequest and health insurance variables as controls.

99See the Federal Housing Finance Agency and Fannie Mae websites for details.
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However, Table 4.1 shows that the effect of the instrument is unstable across the labour market variables.

On one hand, the IV does not appear to be linked to the employment rate and to the share of the population

in construction sector. On the other hand, a percentage change in the instrument is associated with a three-

percentage point increase in the unemployment rate, which means that locations with tightened lending

conditions are positively-related to job losses.100 One of the estimation concerns is that labour market trends

may move more sharply in the low elasticity regions relative to the high elasticity regions. The instrument

may not have accounted for the differential regional labour market trends that also happened simultaneously

with the housing boom or bust. As Adelino et al. (2015) suggest, the housing boom facilitated small firms

to borrow against housing collateral in order to increase employment. This implies that locations with

relatively low housing supply elasticity may hire more individuals. Wages are expected to adjust in response

to the economic boom and individuals may alter their labour supply decisions in light of these regional

fluctuations. Given these variations, the instrument may run into problems if the differences across the

regions are not purely from housing, but are affected by regional labour markets. To address this problem, I

include the lagged regional unemployment rate and the lagged share of population in the construction sector

as another set of control variables.

Table 4.1 also illustrates that the delinquency rates are positively related to the instrumental variable.

The significant relationship between the instrument and the delinquency rates raises a concern of omitted

variable problems in the estimation. Yet, the interpretation of this result should be cautious because the

default rates are expressed at aggregate levels. Brown et al. (2015) show that non-housing and housing

debt allocations are heterogeneous across age groups; and the older sub-population tends to resemble prime

homeowners. Therefore, these aggregate delinquency rates may not fully capture the trends specific to the

near-retirees. To determine whether default rates could be driving individual labour supply decisions, in

another specification, I include the lagged mortgage, credit card, and auto loan delinquency rates as an

additional set of control variables. In the next section, I show that the results are consistent across the

different sets of control variables and that there is insufficient evidence to suggest that debt default rates or

regional labour market trends drive the estimation results.

4.5 Main findings

To begin the analysis of results, I present the findings for the binary treatment approach, which provides

an indication of whether a house price shock exerts any significant impact onto near-retirees’ labour supply

decisions. I first start the analysis with the difference-in-difference (DD) estimations, followed by the results

from the triple difference (DDD) specifications. Then, I conclude the section with the instrumental variable

(IV) estimations. The quasi-experiments motivate the need for the instrumental variable strategy, which

incorporates the intensity of the treatment into the model. The IV analysis also indicates whether house

100The high number of foreclosures in states with large job cuts may partially explain the positive relationship between the IV and
the unemployment rate. Moreover, existing research in the U.S. finds a strong positive linkage between the maximum duration of
benefits and the length of an individual’s spell of unemployment benefits, as well as the possibility that some job losers may turn to
disability insurance benefit as an outside option (Autor and Duggan, 2003; Katz and Meyer, 1990). These findings may address the
discrepancy between the results with the employment rate and with the unemployment rate as the dependent variable in Table 4.1.
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value has any significant influence on household wealth, which provides more information about the linkages

between the housing boom and labour supply decisions.

For both empirical strategies, I first illustrate the findings from the American Housing Survey (AHS),

where the dependent variable equals one if the respondent transitioned from positive to zero earnings. Within

the AHS results, I illustrate the coefficients for a total of six specifications. The specification ranges from

containing only regional and year dummies to including a combination of housing quality, household demo-

graphics, and macroeconomic controls. Next, I present the results using the RAND Health and Retirement

Study dataset. For these data tables, I show the coefficients for two preferred specifications. The first

preferred specification includes regional dummies, lagged unemployment rate, lagged share of the popula-

tion in construction industry, and a set of household demographic controls. The second preferred regression

model includes all of the controls from the former specification plus dummy variables for bequest and health

insurance.

4.5.1 Binary treatment approach

Table 4.2 reports the difference-in-difference (DD) estimates of equation (4.1) for various sets of control

variables, using the American Housing Survey dataset. The key coefficients are θ2 and θ4, which are the DD

coefficients for the variables Y 0305it ·T REATit and Y 0711it ·T REATit , respectively. The binary variable for

switching to zero earnings is the dependent variable for Table 4.2, and I use this measure as one of the prox-

ies for the labour force exit rate. These coefficients provide additional insights to whether housing market

fluctuations contribute to changes in retirement decisions among near-retirees who would have otherwise

continued working. Columns (1) - (4) present the DD results for years 1999-2011; and columns (5)-(6)

present the estimates for years 2001-2011. In all cases, the results are insensitive to the inclusion of housing

quality-related variables (column (4)); lagged GDP per capita growth (column (5)); and debt default rates

(column (6)). These results imply that overall lifestyle does not influence labour supply decisions, which

partially addresses Goodstein’s (2007) concern of whether tastes for work could be driving the results to in-

significance. Permanent income shocks, as well as the financial stability of the location also do not influence

the coefficients.

Generally, I find no evidence that a house price shock exerted significant influence on the labour supply

decisions of older household heads. The first panel presents the findings for the household heads of ages

55-64. Row (1) of Table 4.2 gives the coefficients for the Y 0305it variable, which suggests that household

heads exhibit a three-percentage point increase in exit rate in the elastic MSAs between 1999-2001 and

2003-2005 periods. For the same time period, row (2) implies that the exit rate would rise by another 5-7

percentage points if the household head were to live in the inelastic housing supply MSAs. On the other

hand, both rows (3) and (4) illustrate that the exit rate would barely change between 2003-2005 and 2007-

2011 period for both the elastic and inelastic housing supply regions. In any case, none of the coefficients

for the household head are statistically significant. Consistent with Figures 4.6 to 4.8, the overall effect of

housing on labour market attachment is negligible. There is not enough evidence to conclude that θ2 is

different from θ4. Therefore, the impact from a house price shock seems to be relatively symmetric between

the boom and bust periods.
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The second panel provides the estimates for spouses of ages 55-64. Row (5) of Table 4.2 suggests that

spouses would increase the labour force exit rate by 6-9 percentage points in the elastic regions between

the 1999-2001 and 2003-2005 periods. Relative to the elastic MSAs, spouses in the inelastic MSAs would

reduce the exit rate by 5 percentage points for the same time frame. However, these variables are statisti-

cally insignificant. Rows (7) and (8) show the coefficients for the bust period relative to the boom period.

Compared to the household head, the spouse’s labour supply behaviour is more sensitive to the house price

depreciation. This could be due to labour supply smoothing across family members against a negative wealth

shock. In the elastic MSAs, spouses tend to increase the exit rate by 10-17 percentage points between 2003-

2005 and 2007-2011 periods. However, relative to elastic locations, those in the inelastic MSAs tend to

lower the exit rate by roughly 10 percentage points. On net, spouses do not seem to adjust the labour force

exit rate in response to a house price shock. Similar to the household heads, it is generally inconclusive

whether θ2 is different from θ4 due to large standard errors. This implies that the effect from a house price

shock is not expected to be different between the boom and bust periods.

Table 4.3 presents the results using the RAND HRS for various labour market attachment measures as

the dependent variables. The results using the RAND HRS are generally consistent with those from the

AHS. Columns (1) and (6) of Table 4.3 provide the coefficients for the regressions with the same dependent

variable as Table 4.2 with the AHS data. The results from these two columns are comparable to column (3)

of Table 4.2. To summarize, the RAND HRS data shows that both the spouse and the household head do not

switch from positive to zero earnings in response to a house price shock. As noted above, the RAND HRS

covers broader geographic areas relative to the AHS. Therefore, this finding suggests that the estimates are

not confounded by mobility decisions, which could be embedded in the error term. The coefficients are also

robust to the additions of bequest and health insurance-related control variables, which imply that labour

market activities are not affected by other external non-housing factors.

The other labour market attachment indicators from Table 4.3 also convey a similar story. Columns

(2) and (3) illustrate the effect of the housing market on labour force participation rate and on retirement

rate, respectively. Although the coefficients are generally insignificant, the magnitude of the estimates is

miniscule. This continues to suggest that housing value exerts negligible effect on labour supply decisions

of both household heads and spouses. Columns (7) and (8) show the corresponding results with the bequest

and health insurance control variables. Again, the results are invariant to the choice of the controls.

Similarly, a house price shock is associated with a very small effect on the intensive margins of labour

supply. For example, columns (4) and (5) show the effect from housing on the percentage change in total

hours worked per week and on the percentage change in total weeks worked per year, respectively. The

household heads in the elastic census divisions do not seem to adjust the intensive margins of labour supply

in response to housing market fluctuations. Relative to the elastic locations, the household heads seem to

reduce hours worked by at most 4.4 percentage points during the housing bust period. However, the same

trend does not apply to the weeks worked per year. The coefficients for the spouses are insignificant and

small. Therefore, spouses’ labour supply does not seem to respond to housing market fluctuations.

Table 4.4 shows the triple difference estimates from the AHS data, using the indicator for transitioning to

zero earnings as the dependent variable. Again, the top panel refers to the results for the household heads and
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the bottom panel for the spouses. The effect of a house price shock on work and retirement decisions could

differ between homeowners and renters. The AHS data suggests that this effect could hold within an MSA.

For the household heads, the coefficient on the Y 0305it ·HOMEit variable is approximately 25 percentage

points. Relative to the renters, the household heads who own a dwelling prior to 1997 would increase the

exit rate by 25 percentage points in the elastic MSAs between 1999-2001 and 2003-2005. The numbers are

generally statistically significant at the conventional level. Relative to the elastic locations for the same time

range, the homeowners in the inelastic MSAs tend to reduce the exit rate by 36-38 percentage points more

than renters. The bust period also shows similar trend, which again demonstrates that the effect of a house

price shock on work and retirement decisions is uniform across the periods. Summing up the effects, relative

to the renters, homeowners would reduce exit rate by 5 to 15 percentage points in the inelastic locations for

both the boom and bust periods. Conversely, the coefficients for the spouses are insignificant. It is thus

inconclusive whether the spouse would exhibit differential labour market trends between homeowners and

renters across the MSAs.

Table 4.5 presents the triple difference results using the RAND HRS data. Generally, at broader geo-

graphic levels, homeowners no longer show different labour supply behaviour relative to the renters. Col-

umn (1) of Table 4.5 is comparable to column (3) of Table 4.4, which shows that the coefficients for both

the household heads and the spouses are insignificant and are small. The results are also invariant to the

additions of bequest and health insurance-related variables (see column (6)). This implies that mobility

decisions could influence the comparisons between homeowners and renters. Therefore, in this case, the

results from the RAND HRS would more precisely capture the effect of housing on retirement choices.

Similarly, the estimates for the other labour market attachment measures also do not show housing value to

exert any differential impact on homeowners.

To summarize, the difference-in-difference results show that labour supply decisions are uniform across

the housing boom and bust periods. There is insufficient evidence to conclude that housing wealth and

retirement choices are strongly linked. Most of the results are robust to the various sets of control variables,

which suggest that labour market attachment is not driven by other macroeconomic effects and/or preference

shocks.

4.5.2 Continuous treatment approach:

Table 4.6 presents the instrumental variable estimation using the AHS data. The dependent variable is a

binary variable for transitioning to zero earnings. The first two rows of each panel present the first stage

regression results, which are given by Equation (4.4). As described in the Empirical Strategy section, the

instrument, (Elasticityr)
−1 x SLOOSt reflects the additional exposure to the housing and lending booms (or

busts). The coefficient on the explanatory variable, (Elasticityr)
−1 x SLOOSt for the first stage regression

reflects roughly the percentage increase in house value for each additional unit of lending exposure. For

example, the coefficient “-0.442” in column (1) of row (1) means that house price at the MSA level will

decline by 0.442% for each additional percent of net tightening in lending conditions adjusted by the region’s

housing supply. All of the first stage regressions show the IV to be strongly correlated with the percentage

change in house value, with the robust F-statistics to be over 16.38. By both Stock et al.’s (2002) and Stock
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and Yogo’s (2005) benchmarks, these F-statistics suggest that the IV regression models are not subject to

weak instrument problems.

Each column in Table 4.6 illustrates the results for a specific set of control variables. The second part of

Table 4.6 presents the Ordinary Least Squares (OLS) and Instrumental Variable (IV) estimates for Equation

(4.3) within MSA levels. Rows (3) and (8) show the OLS results for β3 for the household head and the

spouse, respectively. The estimates for β3 reflect the change in the labour outcome variables for every

percentage increase in house value. If the regression models were estimated using the OLS, the β3 coefficient

suggests that a 1 percentage point increase in house value translates to roughly a three- to four-percentage

point increase in the labour force exit rate for both the household head and the spouse. After accounting for

endogeneity, the magnitude of the exit rate doubles for the household head and rises by more than 10 times

for the spouse. However, the AHS data shows that the estimates for the household head are insignificant,

and the coefficients are marginally significant for the spouse. These IV results are generally consistent with

the DD findings.

Table 4.7 presents the effect of house price growth on other labour supply measures within the census

division level using RAND HRS data. Column (1) of Table 4.7 is comparable to column (3) of Table 4.6. The

results at broader geographic level more or less convey similar story as those estimated using finer location

breakdowns. The IV estimates show that household heads continue to show an insignificant relationship

between the probability of switching to zero earnings and housing value growth. Conversely, spouses exhibit

a positive and strong linkage between these two factors. The other regression models demonstrate that

housing value growth exerts a negligible effect on both extensive and intensive margins of labour supply.

This finding applies to both family members.

The labour supply results appear to contradict the findings from Goodstein (2007) and from Begley

and Chan (2015), which show that changes in house price should lead to changes in retirement decisions.

However, a careful look at the IV results in Table 4.8 reveals that the findings on retirement decisions

are in line with expectations. The common impression is that the value of primary residence should be

positively correlated with household wealth, and any change in household wealth should alter labour supply

behaviour. Table 4.8 shows the linkages between the percentage change in housing value and various types

of wealth measures for the near-retirees. Column (1) shows the relationship between net housing wealth

(i.e. value of all residences less residential mortgage credit). For both OLS and IV estimations, net housing

wealth growth and housing value growth move hand-in-hand. This implies that the effect from real asset

value growth dominates over the impact from mortgage debt growth. Column (2) of Table 4.8 suggests that

housing and financial (non-housing) wealth are not strongly related. Finally, Column (3) of the same table

demonstrates that the linkages between housing value and total net household wealth is weak.

This research brings light to the popular claim by showing that the percentage change in housing value

exerts no significant influence on the percentage change in net total household wealth for the near-retirees.

The housing boom contributed to increases in net housing equity, but had no significant impact on net finan-

cial wealth. Table 4.9 shows the wealth distributions for individuals of ages 55-64. The wealth distribution

is skewed and the amount of net housing wealth for the median person is roughly half of that for the average

person. This implies that the effect of a house price shock on the median near-retiree is expected to be
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modest relative to that for the average person. Baker (2015) and Christelis et al. (2014) also suggest that

consumption elasticities are more sensitive to liquid wealth holdings than to illiquid wealth holdings (hous-

ing wealth). For example, Christelis et al. (2014) illustrate using the 2009 Internet Survey of the Health and

Retirement Study data that the marginal propensities to consume with respect to housing and financial wealth

are 1 and 3.3 percentage points, respectively. As such, given these findings, there is insufficient evidence to

conclude a strong linkage between housing, net total household wealth, and labour supply decisions.

4.6 Conclusion

This paper investigates the effect of house value onto labour supply decisions of U.S. older households.

Policymakers, researchers, and the media have indicated that house values and household wealth are closely

related, and any changes in household wealth are expected to alter an individual’s labour supply behaviour.

Given large standard errors, my empirical analysis does not provide sufficient evidence to conclude that

housing value and near-retirees’ work and retirement decisions are strongly-linked. Near-retirees also do not

seem to respond asymmetrically to positive and negative wealth shocks. Using the interaction of housing

supply elasticity and national lending conditions for residential mortgages as an instrument, this research

sheds light on this popular claim by showing that the value of the primary residence does not exert any

significant influence on net total household wealth and labour supply decisions. The wealth distribution is

skewed. The amount of net housing wealth for the median person is roughly half of that for the average

person. This implies that the effect of a house price shock on the median near-retiree is expected to be

modest relative to that for the average person. Furthermore, a house price shock is expected to be transitory

and thus the effect of housing wealth on work decisions is expected to be small.

This paper faces a shortcoming with the estimation of the labour supply response. The RAND HRS

did not accurately compile the data for the risk aversion dummies, and all of the observations over age 65

were coded as missing values from years 2002 to 2006. If the risk aversion dummies were not subject to

compliance issues, this variable could be used in the IV regressions. This could help answer the question of

whether risk tolerance plays any role in explaining the weak relationship between housing and retirement

decisions.

Despite this shortcoming, this paper makes several important contributions to this area of research. To

the best of my knowledge, although central banks use the results from the credit condition surveys as part

of the information set for monetary policy and financial stability assessments, this is the first paper to apply

the national lending conditions for residential mortgage series as part of the instrumental variable strategy

to measure the effect of a house price shock on household’s wealth and labour supply decisions. Moreover,

this paper shows that the proportion of households with homeownership does not explain whether housing

and labour supply are related. This contradicts Coile and Levine (2006), who argue that the insignificance

of their results is due to the small number of households with sizeable stock holdings.

Future research should consider extending this type of work to a cross-country comparison analysis, to

determine if the lack of impact from house value onto labour supply and total net household wealth is only

applicable to the U.S.. Finding the reasons behind the lack of relationship between housing value and net
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household wealth, and how the other non-housing (non-financial return-related) components may be driving

the results could also be another future path for this area of research.
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4.7 Figures

Figure 4.1: U.S. labour force participation rate, debt-to-disposable income ratio, and the aggregate house
price index.

Grey shading denotes housing bubble period. The household debt-to-disposable income measure is the
sum of home mortgages and consumer credit extracted from Table B101, “Balance Sheet of Households
and Nonprofit Organizations” of the U.S. Federal Reserve’s Z1 release. This household debt-to-disposable
income series is smaller than what is reported in the Bank of Canada’s Financial System Review (FSR)
publications. The Bank of Canada’s U.S. household debt-to-disposable income series gives larger values
because it includes the unincorporated business sector, in order for its series to be comparable with the
Canadian data. Canadian household debt-to-disposable income series is from Statistics Canada, and Statis-
tics Canada’s household sector includes unincorporated businesses (See Box 1 of December 2012 version
of the Bank of Canada’s Financial System Review).

Sources: U.S. Bureau of Labor Statistics; U.S. Federal Housing Financing Agency; U.S. Federal Reserve’s
Flow of Funds Account (Z1 Release); and author’s calculations. Last observation: year 2013
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Figure 4.2: Value of primary residence and total net housing wealth for the inelastic and elastic housing
supply regions

Value of primary residence and total net housing wealth, using RAND Health and Retirement Study data:
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(October 2015); Saiz (2010); U.S. Bureau of Labor Statistics (for CPI measure); U.S. Census Bureau’s American
Housing Survey; and author’s calculations.
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Figure 4.3: Housing and non-housing debt for the inelastic and elastic housing supply regions

Home equity loans and non-housing (consumer) debt, using RAND Health and Retirement Study data:
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Housing Survey; and author’s calculations.
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Figure 4.4: Household characteristics - Inelastic versus elastic housing supply regions
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Figure 4.5: Dwelling characteristics - Inelastic versus elastic housing supply regions
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Figure 4.5: Dwelling characteristics - Inelastic versus elastic housing supply regions (continued)
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Sources: Saiz (2010); U.S. Census Bureau’s American Housing Survey; and author’s calculations.
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Figure 4.6: Near-retirees’ labour supply decisions - AHS data
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Sources: Saiz (2010); U.S. Census Bureau’s American Housing Survey; and author’s calculations.
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Figure 4.7: Near-retirees’ labour supply decisions in levels - RAND HRS data
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Figure 4.7: Near-retirees’ labour supply decisions in levels - RAND HRS data (continued)
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Sources: RAND Health and Retirement Study Data, Version O. Produced by the RAND Center for the Study of Aging,
with funding from the National Institute on Aging and the Social Security Administration, Santa Monica, CA (October
2015); Saiz (2010); and author’s calculations.
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Figure 4.8: Changes in near-retirees’ labour supply decisions - RAND HRS data
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Figure 4.8: Changes in near-retirees’ labour supply decisions - RAND HRS data (continued)
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Sources: RAND Health and Retirement Study Data, Version O. Produced by the RAND Center for the Study of Aging,
with funding from the National Institute on Aging and the Social Security Administration, Santa Monica, CA (October
2015); Saiz (2010); and author’s calculations.
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Figure 4.9: Changes in labour supply decisions for household heads, split by dwelling tenure status - RAND
HRS data
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Figure 4.9: Changes in labour supply decisions for household heads, split by dwelling tenure status - RAND
HRS data (continued)
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Sources: RAND Health and Retirement Study Data, Version O. Produced by the RAND Center for the Study of Aging,
with funding from the National Institute on Aging and the Social Security Administration, Santa Monica, CA (October
2015); Saiz (2010); and author’s calculations.
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Figure 4.10: Macroeconomic variables - Inelastic versus elastic housing supply regions
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Figure 4.10: Macroeconomic variables - Inelastic versus elastic housing supply regions (continued)
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Sources: FRBNY Consumer Credit Panel (for delinquency rate series); Saiz (2010); U.S. Bureau of Economic Anal-
ysis (for GDP per capita and employment rate series); U.S. Bureau of Labor Statistics (for construction share, un-
employment rate, and CPI series); U.S. Census Bureau’s American Housing Survey (for real estate tax series); and
author’s calculations.
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Figure 4.11: U.S. house price index and national lending conditions - Inelastic versus elastic housing supply
regions

[1]: Weighted by the number of housing units in each census division.
[2]: Starting from 2007Q2, the U.S. Federal Reserve’s Senior Loan Officer Opinion Survey (SLOOS) does not report
the net percentage of banks tightening standards for all mortgage loans. The SLOOS reports the changes in lending
standards for prime, non-traditional, and subprime mortgages separately starting from 2007Q2. I use the shares of
prime, subprime, and government-insured mortgages that were reported by the Mortgage Bankers Association in its
December 6, 2007 press release to extrapolate the change in lending standard series for all mortgages for 2007Q2 -
2013Q4. The shares of prime, subprime, and government-insured mortgages are 77.6%, 13.1%, and 9.3%, respec-
tively. For the non-traditional and subprime mortgages series, I first average the lending conditions for these two
categories and then multiply by the sum of the subprime and government-insured mortgage shares. I then add this
series to the product of prime mortgage share and changes in lending condition series for prime mortgages to retrieve
the overall lending conditions series for all mortgages for 2007Q2 - 2013Q4.

Sources: U.S. Census Bureau’s Population Division; U.S. Federal Housing Finance Agency; U.S. Federal Reserve;
Mortgage Bankers Association; and author’s calculations. Last observation: year 2013
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4.8 Tables

Table 4.1: A test of the exclusion restriction requirement

(1) (2) (3) (4) (5) (6)

Macroeconomic variables [1]
Dependent
variables:

% change in
real GDP
per capita

% change in
average

wage levels

% change in
average

household
income

Change in
employment

rate

Change in un-
employment

rate

Change in % of
population in
construction

sector
(1) IV -0.024 0.042 0.044 -0.008 0.030*** -0.008**

(0.032) (0.070) (0.071) (0.010) (0.007) (0.003)

Observations 791 791 791 780 794 794

Tax, debt and delinquency rates
Dependent
variables:

% change in
real estate

tax [1]

% change in
mortgage

debt
outstanding

[2]

% change in
consumer

debt
outstanding

[2]

Change in
mortgage

delinquency
rate [3]

Change in
credit card

delinquency
rate [3]

Change in auto
loan

delinquency
rate [3]

(2) IV 0.127 0.170 0.361 0.146*** 0.019** 0.100***
(0.134) (0.171) (0.484) (0.020) (0.008) (0.019)

Observations 791 6,432 3,758 681 681 681

Household characteristics variables [2]
Dependent
variables:

Household
head has

health
insurance

Spouse has
health

insurance

Household
head plans

to leave
bequest

Spouse
plans to

leave
bequest

Household
head has
pensions

Spouse has
pensions

(3) IV -0.004 0.086 -0.027 0.099 -0.025 0.227**
(0.046) (0.060) (0.054) (0.072) (0.071) (0.095)

Observations 31,410 15,856 31,558 16,701 16,863 10,554

This table presents the results for regressing various macroeconomics and household characteristics variables onto
the instrumental variable, (Elasticityr)

−1 x SLOOSt . All regressions contain dummy variables for year and regional
effects. Standard errors are in parentheses and are clustered at the household level. *** Significant at 1%; ** significant
at 5%; * significant at 10%.
Notes [1]: The sample period is 1999-2011. [2]: The sample period is 1998-2012 and covers respondents of ages
55-64. [3]: The sample period is 2001-2011 because the delinquency rate series start in year 1999.

Sources: FRBNY Consumer Credit Panel (for delinquency rate series); RAND Health and Retirement Study Data,
Version O (for outstanding debt amounts, health insurance, bequest, and pension data); Saiz (2010); U.S. Bureau
of Economic Analysis (for GDP per capita and employment rate series); U.S. Bureau of Labor Statistics (for con-
struction share, unemployment rate, and CPI series); U.S. Census Bureau’s American Housing Survey; and author’s
calculations.
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Table 4.2: Difference-in-difference estimations - AHS data

Dependent variable: Binary variable for transitioning to zero earnings

Variables (1) (2) (3) (4) (5) (6)

Household heads’ labour supply decisions
(1) Y 0305it 0.031 0.030 0.026 0.026

(0.035) (0.039) (0.039) (0.039)
(2) Y 0305it ·T REATit 0.067 0.058 0.052 0.053

(0.042) (0.042) (0.042) (0.042)
(3) Y 0711it 0.026 0.002 0.012 0.012 -0.012 -0.026

(0.030) (0.043) (0.044) (0.044) (0.033) (0.035)
(4) Y 0711it ·T REATit 0.032 0.030 0.017 0.018 -0.038 -0.020

(0.036) (0.035) (0.036) (0.037) (0.033) (0.035)

Observations 2,293 2,293 2,293 2,293 2,021 2,021

Spouse’s labour supply decisions
(5) Y 0305it 0.063 0.090* 0.085* 0.085*

(0.047) (0.050) (0.051) (0.051)
(6) Y 0305it ·T REATit -0.054 -0.048 -0.048 -0.049

(0.054) (0.054) (0.054) (0.054)
(7) Y 0711it 0.105** 0.156*** 0.169*** 0.169*** 0.105** 0.118**

(0.045) (0.059) (0.060) (0.060) (0.046) (0.049)
(8) Y 0711it ·T REATit -0.096* -0.102** -0.108** -0.110** -0.089** -0.080*

(0.051) (0.050) (0.051) (0.052) (0.045) (0.047)

Observations 1,848 1,848 1,848 1,848 1,624 1,624

SMSA FE YES YES YES YES YES YES
Demographic controls? NO YES YES YES YES YES
Lagged unemployment rate? NO NO YES YES YES YES
Lagged % construction? NO NO YES YES YES YES
Lagged GDP per capita growth? NO NO NO NO YES NO
Lagged delinquency rates? NO NO NO NO NO YES
Housing Quality? NO NO NO YES NO NO

This table presents the difference-in-difference (DD) regression results for household heads and spouses of ages 55-64.
The sample period for columns (1)-(4) is 1999-2011; and for columns (5)-(6) is 2001-2011, because the delinquency
rates and the GDP per capita growth series start from year 1999. The regressions follow equation (4.1) in text.
Standard errors are in parentheses and are clustered at the household level. *** Significant at 1%; ** significant at
5%; * significant at 10%.

Sources: FRBNY Consumer Credit Panel (for delinquency rate series); Saiz (2010); U.S. Bureau of Economics
Analysis (for GDP per capita series); U.S. Bureau of Labor Statistics (for construction share and unemployment rate
series); U.S. Census Bureau’s American Housing Survey; and author’s calculations.
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Table 4.3: Difference-in-difference estimations - RAND HRS data

Exclude bequest and health insurance variables Include bequest and health insurance variables
Dependent Variables: Transition

to zero
earnings

Labour
force
exit

Complete
retire-
ment

Change in
hours

worked per
week

Change in
weeks

worked per
year

Transition
to zero

earnings

Labour
force
exit

Complete
retire-
ment

Change in
hours

worked per
week

Change in
weeks

worked per
year

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

Household heads’ labour supply decisions
(1) Y 0206it -0.008 -0.003 0.021** -0.005 0.003 -0.006 -0.002 0.021** -0.007 0.004

(0.010) (0.009) (0.009) (0.019) (0.013) (0.010) (0.009) (0.009) (0.019) (0.013)
(2) Y 0206it ·T REATit 0.012 0.013 -0.011 -0.029 0.002 0.011 0.013 -0.011 -0.028 0.002

(0.011) (0.010) (0.010) (0.020) (0.013) (0.011) (0.010) (0.010) (0.020) (0.013)
(3) Y 0812it -0.012 -0.017 0.015 0.000 0.000 -0.010 -0.016 0.014 -0.000 0.001

(0.013) (0.012) (0.012) (0.023) (0.015) (0.013) (0.012) (0.012) (0.023) (0.015)
(4) Y 0812it ·T REATit -0.008 -0.000 -0.015 -0.044** -0.003 -0.008 0.001 -0.014 -0.044** -0.003

(0.011) (0.010) (0.010) (0.019) (0.012) (0.011) (0.010) (0.010) (0.019) (0.012)

Observations 26,735 26,985 26,208 13,152 12,990 26,717 26,962 26,194 13,144 12,984

(continued on next page...)
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Table 4.3: Difference-in-difference estimations - RAND HRS data (continued)

Exclude bequest and health insurance variables Include bequest and health insurance variables
Dependent Variables: Transition

to zero
earnings

Labour
force
exit

Complete
retire-
ment

Change in
hours

worked per
week

Change in
weeks

worked per
year

Transition
to zero

earnings

Labour
force
exit

Complete
retire-
ment

Change in
hours

worked per
week

Change in
weeks

worked per
year

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

Spouse’s labour supply decisions
(5) Y 0206it 0.019 -0.001 0.003 0.023 0.020 0.021* -0.001 0.003 0.022 0.021

(0.012) (0.013) (0.014) (0.035) (0.023) (0.012) (0.013) (0.014) (0.035) (0.023)
(6) Y 0206it ·T REATit -0.015 0.026* -0.001 -0.050 -0.013 -0.014 0.027** -0.001 -0.050 -0.014

(0.014) (0.014) (0.015) (0.034) (0.023) (0.014) (0.014) (0.015) (0.034) (0.023)
(7) Y 0812it 0.025 -0.014 -0.025 0.050 0.001 0.026 -0.014 -0.024 0.049 0.003

(0.017) (0.017) (0.018) (0.039) (0.028) (0.017) (0.017) (0.018) (0.039) (0.027)
(8) Y 0812it ·T REATit -0.028** 0.019 0.006 -0.011 -0.006 -0.026* 0.021 0.006 -0.012 -0.007

(0.014) (0.013) (0.015) (0.030) (0.020) (0.014) (0.013) (0.015) (0.030) (0.020)

Observations 13,684 13,294 11,557 4,984 4,955 13,680 13,290 11,555 4,984 4,955

This table presents the difference-in-difference (DD) regression results for household heads and spouses of ages 55-64. The regressions follow from equation
(4.1) in text. All regression models contain census division, demographic controls including a disability indicator, lagged unemployment rate, and lagged share
of population in construction industry. Standard errors are in parentheses and are clustered at the household level. *** Significant at 1%; ** significant at 5%; *
significant at 10%.

Sources: RAND Health and Retirement Study Data, Version O. Produced by the RAND Center for the Study of Aging, with funding from the National Institute
on Aging and the Social Security Administration, Santa Monica, CA (October 2015); Saiz (2010); U.S. Bureau of Labor Statistics (for construction share and
unemployment rate series); and author’s calculations.
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Table 4.4: Triple difference estimations - AHS data

Dependent variable: Binary variable for transitioning to zero earnings

Variables (1) (2) (3) (4) (5) (6)

Household heads’ labour supply decisions
(1) Y 0305it ·HOMEit 0.225** 0.241** 0.234** 0.231**

(0.114) (0.109) (0.110) (0.109)
(2) Y 0305it ·T REATit ·HOMEit -0.359*** -0.382*** -0.382*** -0.380***

(0.132) (0.129) (0.131) (0.131)
(3) Y 0711it ·HOMEit 0.382** 0.355*** 0.346*** 0.347*** 0.386** 0.391**

(0.154) (0.128) (0.126) (0.126) (0.184) (0.189)
(4) Y 0711it ·T REATit ·HOMEit -0.427*** -0.393*** -0.393*** -0.394*** -0.325* -0.334*

(0.162) (0.139) (0.137) (0.137) (0.194) (0.199)

Observations 2,087 2,087 2,087 2,087 1,815 1,815

Spouse’s labour supply decisions
(5) Y 0305it ·HOMEit 0.061 0.114 0.073 0.075

(0.052) (0.073) (0.076) (0.077)
(6) Y 0305it ·T REATit ·HOMEit -0.037 -0.100 -0.073 -0.072

(0.120) (0.125) (0.125) (0.126)
(7) Y 0711it ·HOMEit -0.113 -0.180 -0.190 -0.182 -0.207 -0.390

(0.154) (0.168) (0.166) (0.174) (0.233) (0.239)
(8) Y 0711it ·T REATit ·HOMEit 0.159 0.217 0.204 0.195 0.195 0.384

(0.183) (0.194) (0.191) (0.198) (0.253) (0.259)

Observations 1,667 1,667 1,667 1,667 1,443 1,443

SMSA FE YES YES YES YES YES YES
Demographic controls? NO YES YES YES YES YES
Lagged unemployment rate? NO NO YES YES YES YES
Lagged % construction? NO NO YES YES YES YES
Lagged GDP per capita growth? NO NO NO NO YES NO
Lagged delinquency rates? NO NO NO NO NO YES
Housing Quality? NO NO NO YES NO NO

This table presents the triple difference (DDD) regression results for household heads and spouses of ages 55-64. The
sample period for columns (1)-(4) is 1999-2011; and for columns (5)-(6) is 2001-2011, because the delinquency rates
and the GDP per capita growth series start in year 1999. The regressions follow equation (4.2) in text. Standard errors
are in parentheses and are clustered at the household level. *** Significant at 1%; ** significant at 5%; * significant
at 10%.

Sources: FRBNY Consumer Credit Panel (for delinquency rates series); Saiz (2010); U.S. Bureau of Economic
Analysis (for GDP per capita series); U.S. Bureau of Labor Statistics (for construction share and unemployment rate
series); U.S. Census Bureau’s American Housing Survey; and author’s calculations.
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Table 4.5: Triple difference estimations - RAND HRS data

Exclude bequest and health insurance variables Include bequest and health insurance variables
Dependent Variables: Transition

to zero
earnings

Labour
force
exit

Complete
retire-
ment

Change in
hours

worked
per week

Change in
weeks
worked
per year

Transition
to zero

earnings

Labour
force
exit

Complete
retire-
ment

Change in
hours

worked
per week

Change in
weeks
worked
per year

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

Household heads’ labour supply decisions
(1) Y 0206it ·HOMEit -0.004 -0.039* -0.025 0.005 -0.042* -0.006 -0.041* -0.024 0.007 -0.043*

(0.021) (0.023) (0.023) (0.043) (0.024) (0.021) (0.023) (0.023) (0.043) (0.024)
(2) Y 0206it ·T REATit ·HOMEit -0.033 0.031 0.054* -0.004 0.044 -0.034 0.029 0.054* -0.006 0.045

(0.027) (0.028) (0.029) (0.056) (0.029) (0.027) (0.028) (0.029) (0.056) (0.029)
(3) Y 0812it ·HOMEit 0.038 -0.038 0.018 0.013 -0.047 0.038 -0.038 0.018 0.015 -0.046

(0.038) (0.039) (0.033) (0.053) (0.033) (0.038) (0.039) (0.033) (0.053) (0.034)
(4) Y 0812it ·T REATit ·HOMEit -0.050 -0.008 -0.040 0.137* 0.045 -0.047 -0.004 -0.040 0.131* 0.044

(0.047) (0.048) (0.043) (0.074) (0.052) (0.047) (0.048) (0.043) (0.073) (0.052)

Observations 14,043 14,136 13,791 6,208 6,182 14,035 14,126 13,784 6,204 6,179

(continued on next page...)
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Table 4.5: Triple difference estimations - RAND HRS data (continued)

Exclude bequest and health insurance variables Include bequest and health insurance variables
Dependent Variables: Transition

to zero
earnings

Labour
force
exit

Complete
retire-
ment

Change in
hours

worked
per week

Change in
weeks
worked
per year

Transition
to zero

earnings

Labour
force
exit

Complete
retire-
ment

Change in
hours

worked
per week

Change in
weeks
worked
per year

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

Spouse’s labour supply decisions
(5) Y 0206it ·HOMEit 0.003 -0.010 -0.098* 0.098 -0.039 0.004 -0.010 -0.097* 0.103 -0.042

(0.041) (0.043) (0.058) (0.071) (0.029) (0.041) (0.043) (0.057) (0.071) (0.029)
(6) Y 0206it ·T REATit ·HOMEit -0.017 -0.023 0.073 -0.083 0.066 -0.021 -0.023 0.073 -0.090 0.071

(0.052) (0.051) (0.067) (0.092) (0.043) (0.052) (0.051) (0.066) (0.092) (0.043)
(7) Y 0812it ·HOMEit -0.077 -0.094 -0.143** 0.108 0.047 -0.073 -0.091 -0.149** 0.114 0.043

(0.083) (0.066) (0.071) (0.094) (0.045) (0.084) (0.066) (0.072) (0.088) (0.047)
(8) Y 0812it ·T REATit ·HOMEit 0.098 0.020 0.101 -0.057 -0.031 0.092 0.017 0.105 -0.056 -0.029

(0.089) (0.087) (0.091) (0.151) (0.052) (0.090) (0.087) (0.092) (0.149) (0.055)

Observations 6,601 6,376 5,407 1,992 1,985 6,600 6,375 5,406 1,992 1,985

This table presents the triple difference (DDD) regression results for household heads and spouses of ages 55-64. The regressions follow from equation (4.2) in text.
All regression models contain census division, demographic controls including a disability indicator, lagged unemployment rate, and lagged share of population in
construction industry. Standard errors are in parentheses and are clustered at the household level. *** Significant at 1%; ** significant at 5%; * significant at 10%.

Sources: RAND Health and Retirement Study Data, Version O. Produced by the RAND Center for the Study of Aging, with funding from the National Institute
on Aging and the Social Security Administration, Santa Monica, CA (October 2015); Saiz (2010); U.S. Bureau of Labor Statistics (for construction share and
unemployment rate series); and author’s calculations.
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Table 4.6: IV estimations for labour supply decisions - AHS data

Dependent variable for second-stage regression: Binary variable for transitioning to zero earnings

Variables (1) (2) (3) (4) (5) (6)

Household heads’ labour supply decisions
First-stage regressions:
(1) (Elasticityr)

−1 ·SLOSt -0.442*** -0.434*** -0.513*** -0.511*** -0.535*** -0.387***
(0.065) (0.065) (0.072) (0.072) (0.076) (0.090)

(2) Robust F-statistics 46.21 44.27 50.28 49.80 50.10 18.56

Second-stage regressions:
(3) OLS: ∆HPrt 0.040 0.029 0.033 0.033 0.035 0.027

(0.050) (0.050) (0.050) (0.050) (0.059) (0.062)
(4) IV: ∆HPrt 0.011 -0.016 0.020 0.018 0.035 0.046

(0.263) (0.269) (0.246) (0.248) (0.243) (0.365)

(5) Observations 2,085 2,085 2,085 2,085 1,813 1,813

Spouse’s labour supply decisions
First-stage regressions:
(6) (Elasticityr)

−1 ·SLOSt -0.397*** -0.399*** -0.485*** -0.483*** -0.501*** -0.381***
(0.070) (0.069) (0.075) (0.075) (0.078) (0.094)

(7) Robust F-statistics 32.22 33.01 41.85 41.34 41.02 16.60

Second-stage regressions:
(8) OLS: ∆HPrt 0.034 0.035 0.041 0.042 0.038 0.020

(0.055) (0.055) (0.054) (0.054) (0.060) (0.063)
(9) IV: ∆HPrt 0.596* 0.623* 0.468* 0.474* 0.417 0.659

(0.333) (0.332) (0.281) (0.283) (0.280) (0.431)

(10) Observations 1,848 1,848 1,848 1,848 1,624 1,624

SMSA FE YES YES YES YES YES YES
Demographic controls? NO YES YES YES YES YES
Lagged unemployment rate? NO NO YES YES YES YES
Lagged % construction? NO NO YES YES YES YES
Lagged GDP per capita
growth?

NO NO NO NO YES NO

Lagged delinquency rates? NO NO NO NO NO YES
Housing Quality? NO NO NO YES NO NO

This table presents the instrumental variable (IV) regression results for household heads and spouses of ages 55-64.
The sample period for columns (1)-(4) is 1999-2011; and for columns (5)-(6) is 2001-2011 because the delinquency
rate and the GDP per capita growth series start from year 1999. The regressions follow equations (4.3) and (4.4) in
text. Standard errors are in parentheses and are clustered at the household level. *** Significant at 1%; ** significant
at 5%; * significant at 10%.
Sources: FRBNY Consumer Credit Panel (for delinquency rate series); Saiz (2010); U.S. Bureau of Economic Analy-
sis (for GDP per capita series); U.S. Bureau of Labor Statistics (for construction share and unemployment rate series);
U.S. Census Bureau’s American Housing Survey; and author’s calculations.
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Table 4.7: IV estimations for labour supply decisions - RAND HRS data

Exclude bequest and health insurance variables Include bequest and health insurance variables
Dependent Variables: Transition

to zero
earnings

Labour
force exit

Complete
retirement

Change in
hours

worked
per week

Change in
weeks
worked
per year

Transition
to zero

earnings

Labour
force exit

Complete
retirement

Change in
hours

worked
per week

Change in
weeks
worked
per year

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

Household heads’ labour supply decisions
First-stage regressions:
(1) (Elasticityr)

−1 ·SLOSt -0.385***

(0.009)

-0.384***

(0.009)

-0.383***

(0.009)

-0.370***

(0.013)

-0.368***

(0.012)

-0.385***

(0.009)

-0.384***

(0.009)

-0.383***

(0.009)

-0.369***

(0.013)

-0.367***

(0.012)

(2) Robust F-statistics 1786.555 1820.387 1786.695 853.981 869.221 1792.371 1823.049 1789.337 854.577 870.699

Second-stage regressions:
(3) OLS: ∆HPrt 0.060 0.001 -0.046 -0.087 0.000 0.061 0.004 -0.043 -0.096 0.004

(0.072) (0.072) (0.078) (0.159) (0.084) (0.071) (0.072) (0.079) (0.159) (0.084)

(4) IV: ∆HPrt -0.003 0.187 0.022 0.653 -0.145 -0.008 0.180 0.022 0.630 -0.139

(0.285) (0.224) (0.243) (0.497) (0.238) (0.285) (0.223) (0.243) (0.496) (0.237)

(5) Observations 14,043 14,136 13,791 6,208 6,182 14,035 14,126 13,784 6,204 6,179

(continued on next page...)
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Table 4.7: IV estimations for labour supply decisions - RAND HRS data (continued)

Exclude bequest and health insurance variables Include bequest and health insurance variables
Dependent Variables: Transition

to zero
earnings

Labour
force exit

Complete
retirement

Change in
hours

worked
per week

Change in
weeks
worked
per year

Transition
to zero

earnings

Labour
force exit

Complete
retirement

Change in
hours

worked
per week

Change in
weeks
worked
per year

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

Spouse’s labour supply decisions
First-stage regressions:
(6) (Elasticityr)

−1 ·SLOSt -0.371***

(0.019)

-0.365***

(0.019)

-0.364***

(0.019)

-0.366***

(0.064)

-0.363***

(0.068)

-0.372***

(0.019)

-0.366***

(0.019)

-0.365***

(0.019)

-0.362***

(0.064)

-0.358***

(0.068)

(7) Robust F-statistics 382.965 356.541 351.895 32.232 28.121 383.153 356.643 355.163 31.609 27.475

Second-stage regressions:
(8) OLS: ∆HPrt -0.171 0.068 0.106 -1.158*** -0.114 -0.179 0.069 0.109 -1.159*** -0.111

(0.127) (0.120) (0.149) (0.346) (0.192) (0.125) (0.120) (0.149) (0.349) (0.190)

(9) IV: ∆HPrt 0.798** 0.153 -0.498 -1.508 0.033 0.682* 0.119 -0.406 -1.438 0.000

(0.374) (0.333) (0.495) (1.860) (0.555) (0.375) (0.334) (0.489) (1.923) (0.574)

(10) Observations 6,601 6,376 5,407 1,992 1,985 6,600 6,375 5,406 1,992 1,985

This table presents the instrumental variable regression results for household heads and spouses of ages 55-64. The regressions follow equations (4.3) and (4.4) in
text. All regression models contain census division, demographic controls including a disability indicator, lagged unemployment rate, and lagged share of population
in construction industry. Standard errors are in parentheses and are clustered at the household level. *** Significant at 1%; ** significant at 5%; * significant at 10%.

Sources: RAND Health and Retirement Study Data, Version O. Produced by the RAND Center for the Study of Aging, with funding from the National Institute on Aging
and the Social Security Administration, Santa Monica, CA (October 2015); Saiz (2010); U.S. Bureau of Labor Statistics (for construction share and unemployment rate
series); and author’s calculations.
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Table 4.8: IV estimations for wealth variables - RAND HRS data

Dependent Variables: Net housing
wealth [1]

Net financial
wealth [2]

Net
household
wealth [3]

(1) (2) (3)
First-stage regressions:
(1) (Elasticityr)

−1 ·SLOSt -0.399*** -0.380*** -0.385***
(0.011) (0.011) (0.010)

(2) Robust F-statistics 1358.698 1160.468 1553.598

Second-stage regressions:
(3) OLS: ∆HPrt 0.613*** -0.134 0.441**

(0.163) (0.528) (0.216)

(4) IV: ∆HPrt 1.041** 0.752 0.102
(0.490) (1.807) (0.797)

(10) Observations 10,638 8,626 12,455

This table presents the instrumental variable regression results for household heads of ages 55-64. The regressions
follow equations (4.3) and (4.4) in text. All regression models contain census division, demographic controls including
a disability indicator, lagged unemployment rate, and lagged share of population in construction industry. Standard
errors are in parentheses and are clustered at the household level. *** Significant at 1%; ** significant at 5%; *
significant at 10%.

[1] The net value of housing wealth equals the value of the primary residence less mortgages and home equity loans.
[2] The net value of financial wealth includes stocks, mutual funds, and investment funds; checking, savings, and
money market accounts; CDs, government savings bonds and T-bills; bonds and bond funds; and other savings assets.
[3] Total household wealth equals the sum of net value of non-housing wealth and housing wealth. The net value of
non-housing wealth includes real estate (not primary residence), vehicles, businesses, IRA, and financial wealth, less
non-mortgage debt.
The computation includes individuals who reported a value of zero.

Sources: RAND Health and Retirement Study Data, Version O. Produced by the RAND Center for the Study of Aging,

with funding from the National Institute on Aging and the Social Security Administration, Santa Monica, CA (October

2015); Saiz (2010); U.S. Bureau of Labor Statistics (for construction share, unemployment rate, and CPI series); and

author’s calculations.
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Table 4.9: Wealth distributions for ages 55-64 - RAND HRS data

In thousands of 2012 dollars

(1) (2) (3) (4) (5) (6)
percentile

10th 25th 50th 75th 90th Average
Net value of housing wealth 0.000 4.254 80.000 176.068 320.000 135.496
Net value of non-housing
wealth

0.000 5.956 59.008 275.189 755.000 316.986

Net value of financial wealth -6.467 0.000 9.116 78.961 281.044 121.921
Total household wealth 0.013 36.247 166.514 475.383 1,034.345 452.483

The net value of housing wealth equals the value of the primary residence less mortgages and home equity loans.
The net value of non-housing wealth includes real estate (not primary residence), vehicles, businesses, IRA, and
financial wealth, less non-mortgage debt.
The net value of financial wealth includes stocks, mutual funds, and investment funds; checking, savings, and money
market accounts; CDs, government savings bonds and T-bills; bonds and bond funds; and other savings assets.
Total household wealth equals the sum of net value of non-housing wealth and housing wealth.
The computation includes individuals who reported a value of zero.

Sources: RAND Health and Retirement Study Data, Version O. Produced by the RAND Center for the Study of Aging,

with funding from the National Institute on Aging and the Social Security Administration, Santa Monica, CA (October

2015); Saiz (2010); U.S. Bureau of Labor Statistics (for CPI series); and author’s calculations.
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Chapter 5

Conclusion

This dissertation contributes to the literature on the economics of aging and housing from various perspec-

tives. Using the eligibility requirements of the Canadian Old Age Security (OAS) program to investigate

elderly labour market attachments, Chapter 2 illustrates that seniors only respond to public pension en-

titlements with a decrease in labour force participation rates. The effect from public pension benefits is

heterogeneous across family types. A combination of estimates suggests that elderly immigrants show weak

labour market attachment a few years prior to the OAS eligibility date. In Chapter 3, the research find-

ings push this area of literature forward by suggesting an alternative perspective for explaining native out-

migration. The heterogeneity in mobility preferences across dwelling tenure groups is an important result

because it may explain why Card (2001) fails to find any significant effect from immigration on aggregate

native relocation decisions. The synthetic cohort analysis does not provide enough evidence to conclude

that near-retirees extract housing equity by relocating. Finally, Chapter 4 sheds light to the popular claim

by showing that housing does not exert any significant influence on elderly labour supply decisions. The

results from Chapters 3 and 4 are aligned with Skinner’s (1996), which suggests that only a small fraction

of elderly households would tap into their housing equity.

To summarize, the findings in all three chapters seem to be linked by the Permanent Income Hypothesis.

In Chapter 2, while the timing of the OAS benefits is anticipated, the benefit amount that is disbursed is un-

known due to clawback provisions and inflationary effects. Although agents could respond to the OAS/GIS

benefits by re-adjusting their labour supply behaviour prior to the receipt of this public pension entitlement,

it is also reasonable to see that elderly immigrants reduce labour efforts as they become eligible for OAS/GIS

benefits. For both Chapters 3 and 4, changes in housing wealth shock are expected to be transitory rather

than permanent. As such, the impact from the housing market should not lead to significant changes in work

and mobility decisions. Therefore, the results in Chapters 3 and 4 are aligned with expectations.
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Appendix A

Additional tables and figures for Chapter 2

This section presents the following supplementary materials:

• Figures A.1 and A.2 present the graphical analog of expression (2.1) using the PUMF data. Figure

A.1 shows the raw data without any imputation processes. Figure A.2 illustrates the results once I

applied imputation procedures that are based on legislation.

• Figure A.3 illustrates the immigration share by place of origins and by forcing variable, using the

2006 Census data.

• Table A.1 illustrates the results for the difference-in-difference estimations.

• Table A.2 lists the probit results for expression (2.1).

• Table A.3 presents the estimates for expression (2.1) by accounting for effects from Canada Pension

Plan.

• Table A.4 illustrates the estimates for expression (2.1) by accounting for effects from Canada Pension

Plan and for anticipation effect.

• Table A.5 reports the estimates for expression (2.1) without any demographic controls.

• Table A.6 presents the estimates for expression (2.1) that include the interaction of high education

dummy and cohort groups as an additional control variable.

• Table A.7 shows the estimates for expression (2.1) that impose legislation to test for anticipation

effect.

• Table A.8 provides the coefficients for the IV analog of expression (2.1).

• Section A.1 lists the components that form the time use categories.
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Figure A.1: Second-stage results - Without imputation processes based on legislation

Sources: Statistics Canada’s public use microdata version of the 2001 and 2006 Censuses and the 2011 National
Household Survey; and author’s calculations.
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Figure A.2: Second-stage results - Imposed imputation processes based on legislation

Sources: Statistics Canada’s public use microdata version of the 2001 and 2006 Censuses and the 2011 National
Household Survey; and author’s calculations.
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Figure A.3: Immigration share by place of origins and by forcing variable
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Table A.1: Effect of OAS/GIS on family members’ labour supply decisions - Difference-in-difference (DD)
and triple difference (DDD) estimations

This table reports the coefficients for the DD and DDD approaches.

Dependent variables: Indicator for
employment

Indicator for
not in labour

force

Indicator for
annual wage

< $500

Indicator for
annual wage

< $3,500

Family types (1) (2) (3) (4)

Difference-in-Difference (DD)

(1) Age 65+ v.s. Age 25-54,
year 2006

-0.104***
(0.005)

0.106***
(0.005)

0.119***
(0.005)

0.115***
(0.005)

Number of observations 336,615 336,615 336,615 336,615

(2) 1991-1996 v.s. 2001-2006,
Age 65+, without impose legislation

-0.021***
(0.004)

0.023***
(0.004)

0.033***
(0.004)

0.035***
(0.004)

Number of observations 117,315 117,315 117,315 117,315

(3) 1991-1996 v.s. 2001-2006,
Age 65+, impose legislation [1]

-0.049***
(0.005)

0.055***
(0.005)

0.084***
(0.006)

0.082***
(0.005)

Number of observations 100,385 100,385 100,385 100,385

(4) 1986-1991 v.s. 1996-2006,
Age 65+, without impose legislation

-0.018***
(0.004)

0.020***
(0.004)

0.034***
(0.004)

0.034***
(0.004)

Number of observations 135,085 135,085 135,085 135,085

(5) 1986-1991 v.s. 1996-2006,
Age 65+, impose legislation [1]

-0.031***
(0.004)

0.034***
(0.005)

0.056***
(0.005)

0.054***
(0.004)

Number of observations 116,860 116,860 116,860 116,860

Notes:
Row (1) compares the labour supply decisions of immigrants of ages 65 and over who landed for more than 10 years
versus those who don’t in year 2006, and then compare the result to the same difference for immigrants of ages 25-54.
I also compare the labour supply decisions of elderly immigrants who landed for more than 10 years versus those who
don’t in years 1991-1996 (for rows 2-3) or in years 1986-1991 (for rows 4-5), and then compare the result to the same
difference for years 2001-2006 (for rows 2-3) or for years 1996-2006 (for rows 4-5).

(continued on next page...)
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Table A.1: Effect of OAS/GIS on family members’ labour supply decisions: Difference-in-difference (DD)
and triple difference (DDD) estimations (continued)

This table reports the coefficients for the DD and DDD approaches.

Dependent variables: Indicator for
employment

Indicator for
not in labour

force

Indicator for
annual wage

< $500

Indicator for
annual wage

< $3,500

Family types (1) (2) (3) (4)

Triple difference (DDD)
(6) 1991-1996 v.s. 2001-2006 &
Age 65+ v.s. Age 25-54, without
impose legislation [a]

-0.010**
(0.004)

0.022***
(0.004)

0.015***
(0.005)

0.017***
(0.005)

Number of observations 1,064,485 1,064,485 1,064,485 1,064,485

(7) 1991-1996 v.s. 2001-2006 &
Age 65+ v.s. Age 25-54, impose
legislation [1]

-0.032***
(0.006)

0.051***
(0.006)

0.063***
(0.006)

0.058***
(0.006)

Number of observations 1,047,550 1,047,550 1,047,550 1,047,550

(8) 1986-1991 v.s. 1996-2006 &
Age 65+ v.s. Age 25-54, without
impose legislation [b]

-0.031***
(0.004)

0.038***
(0.004)

0.049***
(0.005)

0.047***
(0.004)

Number of observations 1,292,840 1,292,840 1,292,840 1,292,840

(9) 1986-1991 v.s. 1996-2006 &
Age 65+ v.s. Age 25-54, impose
legislation [1]

-0.040***
(0.005)

0.050***
(0.005)

0.067***
(0.005)

0.063***
(0.005)

Number of observations 1,274,615 1,274,615 1,274,615 1,274,615

This table shows the coefficients for the difference-in-difference (DD) and triple difference (DDD) estimations. All
regression models contain province dummies and demographic controls. See text for details regarding the demographic
controls. These models are weighted by individual Census weights. Robust standard errors are reported and are in
parentheses. *** Significant at 1%; ** significant at 5%; * significant at 10%.

[1] Statistics Canada impose imputations based on legislative rules for certain Census years. To account for this
inconsistency, I remove observations who reported positive OAS benefit amounts and with less than 11 years of
immigration in order for the data to be more comparable across Census years.
[a] Row (6) compares the estimates from Row (2) for individuals of ages 65+ against those using the same regression
setup for individuals of ages 25-54.
[b] Row (8) compares the estimates from Row (4) for individuals of ages 65+ against those using the same regression
setup for individuals of ages 25-54.

Sources: Statistics Canada’s 1986-2006 Censuses; and author’s calculations.
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Table A.2: Effect of OAS/GIS on family members’ labour supply decisions - Probit

This table reports the coefficients for the main explanatory variable T REAT , with the discontinuity at year 11.

Dependent variables: Indicator for
employment

Indicator for
not in labour

force

Indicator for
annual wage

< $500

Indicator for
annual wage

< $3,500

Family types (1) (2) (3) (4)

Household maintainer’s labour supply decision in response to OAS/GIS benefits.

(1) Live alone -0.024*
(0.013)

0.021*
(0.012)

0.031
(0.025)

0.031
(0.024)

Number of observations 2,650 2,845 2,790 2,700

(2) Multi-person family:
Spouse < age 60 + kids ≥ age 25

-0.521**
(0.195)

0.455**
(0.179)

0.366**
(0.146)

0.364***
(0.098)

Number of observations 345 365 350 350

(3) Multi-person family:
Spouse < age 60 + No kids

-0.173***
(0.049)

0.242***
(0.074)

0.294***
(0.059)

0.256***
(0.054)

Number of observations 490 490 510 510

(4) Multi-person family:
Spouse ≥ age 60 + kids ≥ age 25

-0.081
(0.089)

0.091
(0.078)

0.111***
(0.032)

0.077*
(0.044)

Number of observations 1,465 1,465 1,450 1,450

(5) Multi-person family:
Spouse ≥ age 60 + No kids

-0.033**
(0.015)

0.045***
(0.015)

0.110***
(0.016)

0.103***
(0.017)

Number of observations 5,275 5,275 5,165 5,140

Spouse’s labour supply decision in response to household maintainer’s receipt of OAS/GIS benefits
(6) Multi-person family:
Spouse < age 60 + kids ≥ age 25

-0.037
(0.084)

0.049
(0.122)

0.182*
(0.110)

0.126
(0.091)

Number of observations 350 360 350 350

(7) Multi-person family:
Spouse < age 60 + No kids

-0.218***
(0.079)

0.192*
(0.099)

-0.061
(0.096)

-0.194**
(0.088)

Number of observations 500 495 505 505

(8) Multi-person family:
Spouse ≥ age 60 + kids ≥ age 25

0.002
(0.051)

-0.015
(0.047)

0.091**
(0.046)

0.089**
(0.045)

Number of observations 1,460 1,505 1,500 1,415

(9) Multi-person family:
Spouse ≥ age 60 + No kids

0.011
(0.010)

0.001
(0.009)

0.054***
(0.015)

0.052***
(0.015)

Number of observations 5,325 5,325 5,260 5,260

(continued on next page...)
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Table A.2: Effect of OAS/GIS on family members’ labour supply decisions - Probit (continued)

This table reports the coefficients for the main explanatory variable T REAT , with the discontinuity at year 11.

Dependent variables: Indicator for
employment

Indicator for
not in labour

force

Indicator for
annual wage

< $500

Indicator for
annual wage

< $3,500

Family types (1) (2) (3) (4)

Working-age child’s labour supply decisions in response to household maintainer’s receipt of
OAS/GIS benefits

(10) Multi-person family:
Spouse < age 60 + kids ≥ age 25

0.098
(0.109)

0.055
(0.073)

-0.147**
(0.072)

-0.151*
(0.087)

Number of observations 625 620 630 625

(11) Multi-person family:
Spouse ≥ age 60 + kids ≥ age 25

-0.069*
(0.039)

0.061*
(0.035)

-0.019
(0.042)

-0.008
(0.059)

Number of observations 2,245 2,245 2,220 2,240

This table shows the probit regression results for year 2006. All regression models contain province and demographic
controls. See text for details regarding the demographic controls. Each row denotes the type of family composition.
These models are weighted by individual Census weights. Standard errors are clustered by the number of years since
immigration and are in parentheses. *** Significant at 1%; ** significant at 5%; * significant at 10%.

Sources: Statistics Canada’s 2006 Census; and author’s calculations.
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Table A.3: Effect of OAS/GIS on family members’ labour supply decisions - Accounting for Canada Pension
Plan

This table reports the coefficients for the main explanatory variable T REAT , with the discontinuity at year 11.

Dependent variables: Indicator for
employment

Indicator for
not in labour

force

Indicator for
annual wage

< $500

Indicator for
annual wage

< $3,500

Family types (1) (2) (3) (4)

Household maintainer’s labour supply decision in response to OAS/GIS benefits.

(1) Live alone -0.042*
(0.022)

0.044*
(0.019)

0.040
(0.037)

0.045
(0.035)

Number of observations 2,945 2,945 2,945 2,945

(2) Multi-person family:
Spouse < age 60 + kids ≥ age 25

-0.419**
(0.195)

0.398*
(0.189)

0.255**
(0.113)

0.251***
(0.070)

Number of observations 385 385 385 385

(3) Multi-person family:
Spouse < age 60 + No kids

-0.163***
(0.040)

0.219***
(0.067)

0.262***
(0.048)

0.238***
(0.042)

Number of observations 525 525 525 525

(4) Multi-person family:
Spouse ≥ age 60 + kids ≥ age 25

-0.057
(0.077)

0.062
(0.067)

0.092***
(0.029)

0.069
(0.045)

Number of observations 1,655 1,655 1,655 1,655

(5) Multi-person family:
Spouse ≥ age 60 + No kids

-0.021
(0.016)

0.030*
(0.016)

0.097***
(0.014)

0.095***
(0.014)

Number of observations 5,390 5,390 5,390 5,390

Spouse’s labour supply decision in response to household maintainer’s receipt of OAS/GIS benefits
(6) Multi-person family:
Spouse < age 60 + kids ≥ age 25

-0.066
(0.079)

0.079
(0.110)

0.176
(0.106)

0.136
(0.080)

Number of observations 385 385 385 385

(7) Multi-person family:
Spouse < age 60 + No kids

-0.170**
(0.066)

0.133
(0.084)

-0.056
(0.086)

-0.140
(0.087)

Number of observations 525 525 525 525

(8) Multi-person family:
Spouse ≥ age 60 + kids ≥ age 25

0.014
(0.051)

-0.029
(0.050)

0.086**
(0.033)

0.074**
(0.031)

Number of observations 1,655 1,655 1,655 1,655

(9) Multi-person family:
Spouse ≥ age 60 + No kids

0.034*
(0.016)

-0.019
(0.014)

0.046***
(0.013)

0.046***
(0.014)

Number of observations 5,390 5,390 5,390 5,390

(continued on next page...)
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Table A.3: Effect of OAS/GIS on family members’ labour supply decisions - Accounting for Canada Pension
Plan (continued)

This table reports the coefficients for the main explanatory variable T REAT , with the discontinuity at year 11.

Dependent variables: Indicator for
employment

Indicator for
not in labour

force

Indicator for
annual wage

< $500

Indicator for
annual wage

< $3,500

Family types (1) (2) (3) (4)

Working-age child’s labour supply decisions in response to household maintainer’s receipt of
OAS/GIS benefits

(10) Multi-person family:
Spouse < age 60 + kids ≥ age 25

0.087
(0.096)

0.062
(0.077)

-0.124*
(0.063)

-0.139
(0.084)

Number of observations 645 645 645 645

(11) Multi-person family:
Spouse ≥ age 60 + kids ≥ age 25

-0.075*
(0.042)

0.077*
(0.036)

-0.014
(0.040)

-0.003
(0.056)

Number of observations 2,255 2,255 2,255 2,255

This table shows the OLS regression results for year 2006 that include a dummy variable for Canada Pension Plan.
All regression models contain province and demographic controls. See text for details regarding the demographic
controls. Each row denotes the type of family composition. These models are weighted by individual Census weights.
Standard errors are clustered by the number of years since immigration and are in parentheses. *** Significant at 1%;
** significant at 5%; * significant at 10%.

Sources: Statistics Canada’s 2006 Census; and author’s calculations.
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Table A.4: Effect of OAS/GIS on family members’ labour supply decisions - Accounting for Canada Pension
Plan and for anticipation effect

This table reports the coefficients for the main explanatory variable T REAT , with the discontinuity at year 9.

Dependent variables: Indicator for
employment

Indicator for
not in labour

force

Indicator for
annual wage

< $500

Indicator for
annual wage

< $3,500

Family types (1) (2) (3) (4)

Household maintainer’s labour supply decision in response to OAS/GIS benefits.

(1) Live alone 0.040*
(0.022)

0.075***
(0.024)

0.064
(0.050)

0.041
(0.057)

Number of observations 2,680 2,680 2,680 2,680

(2) Multi-person family:
Spouse < age 60 + kids ≥ age 25

-0.264
(0.199)

0.222
(0.199)

0.278**
(0.099)

0.230**
(0.084)

Number of observations 370 370 370 370

(3) Multi-person family:
Spouse < age 60 + No kids

-0.211*
(0.116)

0.276**
(0.113)

0.350***
(0.068)

0.301***
(0.075)

Number of observations 495 495 495 495

(4) Multi-person family:
Spouse ≥ age 60 + kids ≥ age 25

-0.075
(0.052)

0.085
(0.070)

0.144***
(0.043)

0.133**
(0.062)

Number of observations 1,555 1,555 1,555 1,555

(5) Multi-person family:
Spouse ≥ age 60 + No kids

-0.088***
(0.022)

0.095***
(0.025)

0.110**
(0.050)

0.132***
(0.034)

Number of observations 5,095 5,095 5,095 5,095

Spouse’s labour supply decision in response to household maintainer’s receipt of OAS/GIS benefits
(6) Multi-person family:
Spouse < age 60 + kids ≥ age 25

-0.016
(0.092)

0.002
(0.142)

0.105
(0.088)

0.150*
(0.082)

Number of observations 370 370 370 370

(7) Multi-person family:
Spouse < age 60 + No kids

-0.182*
(0.093)

0.199*
(0.105)

-0.060
(0.150)

-0.008
(0.149)

Number of observations 495 495 495 495

(8) Multi-person family:
Spouse ≥ age 60 + kids ≥ age 25

-0.094
(0.116)

0.036
(0.100)

0.033
(0.064)

0.038
(0.070)

Number of observations 1,555 1,555 1,555 1,555

(9) Multi-person family:
Spouse ≥ age 60 + No kids

-0.025
(0.037)

0.037
(0.033)

0.115***
(0.024)

0.130***
(0.024)

Number of observations 5,095 5,095 5,095 5,095

(continued on next page...)
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Table A.4: Effect of OAS/GIS on family members’ labour supply decisions - Accounting for Canada Pension
Plan and for anticipation effect (continued)

This table reports the coefficients for the main explanatory variable T REAT , with the discontinuity at year 9.

Dependent variables: Indicator for
employment

Indicator for
not in labour

force

Indicator for
annual wage

< $500

Indicator for
annual wage

< $3,500

Family types (1) (2) (3) (4)

Working-age child’s labour supply decisions in response to household maintainer’s receipt of
OAS/GIS benefits

(10) Multi-person family:
Spouse < age 60 + kids ≥ age 25

0.173**
(0.075)

0.061
(0.123)

-0.124
(0.100)

-0.064
(0.084)

Number of observations 620 620 620 620

(11) Multi-person family:
Spouse ≥ age 60 + kids ≥ age 25

-0.082
(0.090)

0.108**
(0.039)

0.059
(0.066)

-0.002
(0.063)

Number of observations 2,120 2,120 2,120 2,120

This table shows the OLS regression results for year 2006 that include a dummy variable for Canada Pension Plan.
All regression models contain province and demographic controls. See text for details regarding the demographic
controls. Each row denotes the type of family composition. I exclude respondents with OAS and with less than 11
years of immigration. These models are weighted by individual Census weights. Standard errors are clustered by the
number of years since immigration and are in parentheses. *** Significant at 1%; ** significant at 5%; * significant at
10%.

Sources: Statistics Canada’s 2006 Census; and author’s calculations.
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Table A.5: Effect of OAS/GIS on family members’ labour supply decisions - Without demographic controls

This table reports the coefficients for the main explanatory variable T REAT , with the discontinuity at year 11.

Dependent variables: Indicator for
employment

Indicator for
not in labour

force

Indicator for
annual wage

< $500

Indicator for
annual wage

< $3,500

Family types (1) (2) (3) (4)

Household maintainer’s labour supply decision in response to OAS/GIS benefits.

(1) Live alone -0.044
(0.027)

0.047*
(0.023)

0.041
(0.038)

0.045
(0.037)

Number of observations 2,950 2,950 2,950 2,950

(2) Multi-person family:
Spouse < age 60 + kids ≥ age 25

-0.393*
(0.208)

0.363*
(0.202)

0.227*
(0.112)

0.227**
(0.078)

Number of observations 385 385 385 385

(3) Multi-person family:
Spouse < age 60 + No kids

-0.170***
(0.035)

0.217***
(0.061)

0.261***
(0.054)

0.235***
(0.042)

Number of observations 525 525 525 525

(4) Multi-person family:
Spouse ≥ age 60 + kids ≥ age 25

-0.051
(0.076)

0.055
(0.066)

0.087***
(0.025)

0.064
(0.042)

Number of observations 1,655 1,655 1,655 1,655

(5) Multi-person family:
Spouse ≥ age 60 + No kids

-0.029
(0.017)

0.039**
(0.016)

0.102***
(0.014)

0.099***
(0.014)

Number of observations 5,390 5,390 5,390 5,390

Spouse’s labour supply decision in response to household maintainer’s receipt of OAS/GIS benefits
(6) Multi-person family:
Spouse < age 60 + kids ≥ age 25

-0.018
(0.081)

-0.027
(0.106)

0.033
(0.095)

0.032
(0.075)

Number of observations 385 385 385 385

(7) Multi-person family:
Spouse < age 60 + No kids

-0.217***
(0.076)

0.179**
(0.074)

-0.020
(0.083)

-0.095
(0.078)

Number of observations 525 525 525 525

(8) Multi-person family:
Spouse ≥ age 60 + kids ≥ age 25

0.020
(0.053)

-0.035
(0.051)

0.083**
(0.032)

0.071**
(0.029)

Number of observations 1,655 1,655 1,655 1,655

(9) Multi-person family:
Spouse ≥ age 60 + No kids

0.031*
(0.016)

-0.017
(0.014)

0.045***
(0.013)

0.045***
(0.014)

Number of observations 5,390 5,390 5,390 5,390

(continued on next page...)
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Table A.5: Effect of OAS/GIS on family members’ labour supply decisions - Without demographic controls
(continued)

This table reports the coefficients for the main explanatory variable T REAT , with the discontinuity at year 11.

Dependent variables: Indicator for
employment

Indicator for
not in labour

force

Indicator for
annual wage

< $500

Indicator for
annual wage

< $3,500

Family types (1) (2) (3) (4)

Working-age child’s labour supply decisions in response to household maintainer’s receipt of
OAS/GIS benefits

(10) Multi-person family:
Spouse < age 60 + kids ≥ age 25

0.121
(0.085)

0.018
(0.065)

-0.176***
(0.054)

-0.200***
(0.057)

Number of observations 645 645 645 645

(11) Multi-person family:
Spouse ≥ age 60 + kids ≥ age 25

-0.068
(0.046)

0.063
(0.040)

-0.009
(0.043)

0.006
(0.059)

Number of observations 2,255 2,255 2,255 2,255

This table shows the OLS regression results for year 2006. All regression models contain province and age dummies.
Each row denotes the type of family composition. These models are weighted by individual Census weights. Standard
errors are clustered by the number of years since immigration and are in parentheses. *** Significant at 1%; **
significant at 5%; * significant at 10%.

Sources: Statistics Canada’s 2006 Census; and author’s calculations.
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Table A.6: Effect of OAS/GIS on family members’ labour supply decisions - With education cohort dum-
mies

This table reports the coefficients for the main explanatory variable T REAT , with the discontinuity at year 11.

Dependent variables: Indicator for
employment

Indicator for
not in labour

force

Indicator for
annual wage

< $500

Indicator for
annual wage

< $3,500

Family types (1) (2) (3) (4)

Full sample (all respondents aged 65 and over)

(1) T REAT : discontinuity at year 11 -0.025
(0.015)

0.030**
(0.012)

0.059***
(0.014)

0.051***
(0.016)

Number of observations 26,635 26,635 26,635 26,635

This table shows the estimates for expression (2.1) that includes the interaction of high education dummy and cohort
groups as an additional control variable. The cohort groups are based on the ones utilized in the RAND Health and
Retirement Study dataset and cover respondents born: (1) before 1924; (2) between years 1924-1930; (3) between
1931-1941; and (4) after 1941. All regression models contain province dummies and demographic controls. See text
for details regarding the demographic controls. Each row denotes the type of family composition. These models are
weighted by individual Census weights. Standard errors are clustered by the number of years since immigration and
are in parentheses. *** Significant at 1%; ** significant at 5%; * significant at 10%.

Sources: Statistics Canada’s 2006 Census; and author’s calculations.
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Table A.7: Effect of OAS/GIS on family members’ labour supply decisions - Imposing legislation to test for
anticipation effect

This table reports the coefficients for the main explanatory variable T REAT , with the discontinuity at year 9.

Dependent variables: Indicator for
employment

Indicator for
not in labour

force

Indicator for
annual wage

< $500

Indicator for
annual wage

< $3,500

Family types (1) (2) (3) (4)

Household maintainer’s labour supply decision in response to OAS/GIS benefits.

(1) Live alone 0.040*
(0.022)

-0.076***
(0.023)

0.059
(0.050)

0.036
(0.057)

Number of observations 2,680 2,680 2,680 2,680

(2) Multi-person family:
Spouse < age 60 + kids ≥ age 25

-0.261
(0.196)

0.219
(0.197)

0.266**
(0.095)

0.224**
(0.082)

Number of observations 370 370 370 370

(3) Multi-person family:
Spouse < age 60 + No kids

-0.214*
(0.115)

0.277**
(0.114)

0.353***
(0.070)

0.304***
(0.076)

Number of observations 495 495 495 495

(4) Multi-person family:
Spouse ≥ age 60 + kids ≥ age 25

-0.077
(0.051)

0.088
(0.070)

0.149***
(0.043)

0.138***
(0.060)

Number of observations 1,555 1,555 1,555 1,555

(5) Multi-person family:
Spouse ≥ age 60 + No kids

-0.087***
(0.021)

0.094***
(0.024)

0.109**
(0.048)

0.132***
(0.034)

Number of observations 5,095 5,095 5,095 5,095

Spouse’s labour supply decision in response to household maintainer’s receipt of OAS/GIS benefits
(6) Multi-person family:
Spouse < age 60 + kids ≥ age 25

0.014
(0.095)

-0.036
(0.142)

0.059
(0.080)

0.111
(0.076)

Number of observations 370 370 370 370

(7) Multi-person family:
Spouse < age 60 + No kids

-0.178*
(0.088)

0.191*
(0.100)

-0.064
(0.149)

-0.015
(0.152)

Number of observations 495 495 495 495

(8) Multi-person family:
Spouse ≥ age 60 + kids ≥ age 25

-0.102
(0.115)

0.044
(0.099)

0.042
(0.063)

0.047
(0.069)

Number of observations 1,555 1,555 1,555 1,555

(9) Multi-person family:
Spouse ≥ age 60 + No kids

-0.025
(0.037)

0.037
(0.033)

0.115***
(0.023)

0.130***
(0.024)

Number of observations 5,095 5,095 5,095 5,095

(continued on next page...)
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Table A.7: Effect of OAS/GIS on family members’ labour supply decisions - Imposing legislation to test for
anticipation effect (continued)

This table reports the coefficients for the main explanatory variable T REAT , with the discontinuity at year 9.

Dependent variables: Indicator for
employment

Indicator for
not in labour

force

Indicator for
annual wage

< $500

Indicator for
annual wage

< $3,500

Family types (1) (2) (3) (4)

Working-age child’s labour supply decisions in response to household maintainer’s receipt of
OAS/GIS benefits

(10) Multi-person family:
Spouse < age 60 + kids ≥ age 25

0.169**
(0.075)

0.056
(0.120)

-0.128
(0.098)

-0.067
(0.082)

Number of observations 620 620 620 620

(11) Multi-person family:
Spouse ≥ age 60 + kids ≥ age 25

-0.092
(0.090)

0.115***
(0.037)

0.067
(0.066)

0.005
(0.064)

Number of observations 2,120 2,120 2,120 2,120

This table shows the OLS regression results for year 2006 using expression (2.1). All regression models contain
province and age dummies. Each row denotes the type of family composition. I exclude respondents with OAS and
with less than 11 years of immigration. These models are weighted by individual Census weights. Standard errors are
clustered by the number of years since immigration and are in parentheses. *** Significant at 1%; ** significant at
5%; * significant at 10%.

Sources: Statistics Canada’s 2006 Census; and author’s calculations.
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Table A.8: Effect of OAS/GIS on family members’ labour supply decisions - IV analog of expression (2.1)

This table reports the coefficients for the main explanatory variable T REAT , with the discontinuity at year 11.

Dependent variables: Indicator for
employment

Indicator for
not in labour

force

Indicator for
annual wage

< $500

Indicator for
annual wage

< $3,500

Family types (1) (2) (3) (4)

Household maintainer’s labour supply decision in response to OAS/GIS benefits.

(1) Live alone -0.119**
(0.052)

0.124**
(0.051)

0.116
(0.093)

0.128
(0.089)

Number of observations 2,945 2,945 2,945 2,945

(2) Multi-person family:
Spouse < age 60 + kids ≥ age 25

-1.369
(1.035)

1.298
(0.997)

0.808
(0.565)

0.811*
(0.465)

Number of observations 385 385 385 385

(3) Multi-person family:
Spouse < age 60 + No kids

-0.364***
(0.087)

0.489***
(0.150)

0.586***
(0.117)

0.533***
(0.105)

Number of observations 525 525 525 525

(4) Multi-person family:
Spouse ≥ age 60 + kids ≥ age 25

-0.101
(0.132)

0.110
(0.114)

0.163***
(0.049)

0.122
(0.077)

Number of observations 1,655 1,655 1,655 1,655

(5) Multi-person family:
Spouse ≥ age 60 + No kids

-0.042
(0.030)

0.061**
(0.030)

0.189***
(0.020)

0.184***
(0.020)

Number of observations 5,390 5,390 5,390 5,390

Spouse’s labour supply decision in response to household maintainer’s receipt of OAS/GIS benefits
(6) Multi-person family:
Spouse < age 60 + kids ≥ age 25

-0.074
(0.126)

0.080
(0.184)

0.246
(0.153)

0.184
(0.134)

Number of observations 385 385 385 385

(7) Multi-person family:
Spouse < age 60 + No kids

-0.348***
(0.112)

0.277**
(0.140)

-0.111
(0.167)

-0.279
(0.175)

Number of observations 525 525 525 525

(8) Multi-person family:
Spouse ≥ age 60 + kids ≥ age 25

0.024
(0.086)

-0.050
(0.084)

0.147***
(0.053)

0.127***
(0.048)

Number of observations 1,655 1,655 1,655 1,655

(9) Multi-person family:
Spouse ≥ age 60 + No kids

0.064*
(0.033)

-0.034
(0.027)

0.092***
(0.022)

0.091***
(0.027)

Number of observations 5,390 5,390 5,390 5,390

(continued on next page...)
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Table A.8: Effect of OAS/GIS on family members’ labour supply decisions - IV analog of expression (2.1)
(continued)

This table reports the coefficients for the main explanatory variable T REAT , with the discontinuity at year 11.

Dependent variables Indicator for
employment

Indicator for
not in labour

force

Indicator for
annual wage

< $500

Indicator for
annual wage

< $3,500

Family types (1) (2) (3) (4)

Working-age child’s labour supply decisions in response to household maintainer’s receipt of OAS/GIS
benefits

(10) Multi-person family:
Spouse < age 60 + kids ≥ age 25

0.199
(0.204)

0.124
(0.163)

-0.310*
(0.182)

-0.345
(0.226)

Number of observations 645 645 645 645

(11) Multi-person family:
Spouse ≥ age 60 + kids ≥ age 25

-0.118*
(0.067)

0.122**
(0.059)

-0.026
(0.062)

-0.009
(0.086)

Number of observations 2,255 2,255 2,255 2,255

This table shows the estimates for the IV (two stage least squares) analog of expression (2.1) using year 2006 data. All
regression models contain province dummies and demographic controls. See text for details regarding the demographic
controls. Each row denotes the type of family composition. These models are weighted by individual Census weights.
Standard errors are clustered by the number of years since immigration and are in parentheses. *** Significant at 1%;
** significant at 5%; * significant at 10%.

Sources: Statistics Canada’s 2006 Census; and author’s calculations.
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A.1 Variable description - components that form GSS aggregate time use
categories

Activities Components

(1) Paid work Work for pay at main job
Work for pay at other jobs
Overtime work
Unpaid work in a family business or farm
Travel during work
Waiting/delays at work during work hours
Coffee/other breaks at work
Selling goods and services on the Internet
Other income-generating activities
Hobbies done for sale or exchange

Domestic home crafts done for sale or exchange

(2) Activities related to paid work Looking for work
Idle time before/after work hours

Travel to/from hobbies or for the sale of crafts

(3) Cooking and washing up Meal preparation
Baking, preserving food, home brewing

Food (or meal) cleanup

(4) Housekeeping Indoor cleaning
Outdoor cleaning (garbage, snow removal, garage)
Laundry, ironing, folding
Mending clothes, shoe care

Dressmaking, sewing (for self or household member)

(5) Maintenance and repair Interior maintenance and repair
Exterior maintenance and repair of home
Vehicle maintenance

Other home improvements

(6) Other household work Gardening
Grounds maintenance
Pet care (walking, grooming, feeding)
Care of house plants
Household management (organizing/planning activities, etc.)
Searching internet for recipe
Financial administration for the household
Stacking and cutting firewood
Other domestic/household work
Unpacking groceries
Packing and unpacking luggage and/or car
Packing and unpacking for a move of the household

Travel to/from unpaid domestic work
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Activities Components

(7) Shopping for goods and services Grocery store, market, convenience store
Shopping for gas
Reading/research for purchasing everyday goods
Purchasing everyday goods and services on the Internet
Shopping for plants/flowers for home landscaping
Shopping for other everyday goods
Take-out food
Renting a video
Shopping for durable household goods
Reading/research for purchasing durable household goods
Purchasing durable household goods on Internet
Personal care services (barbers, beauticians)
Financial services (banking, insurance, loans, taxes, financial consulting)
Government services (post office, police, driver’s license, EI, welfare)
Visiting the library
Adult medical and dental care (outside home), including having prescriptions
filled
Adult medical care (inside home)
Professional service (lawyer, veterinarian)
Dwelling renovation (e.g., contractors, plumbers, architect)
Private mail service (e.g., Fed-Ex)
Other professional service, n.e.c.
Automobile maintenance and repair services (car wash, oil change, tire rotation)
Other repair and cleaning services (dry cleaner, T.V. repair, furnace)
Waiting for purchases or services
Shopping at garage sale, yard sale, flea market, auction
Checking into and out of hotel, motel or B&B
Shopping for hobby equipment or supplies
Security procedures related to shopping activities
Other shopping and services

Travel to/from shopping or obtaining services
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Activities Components

(8) Child care Child care (infant to 4 years old)
Food preparation for child under 5 years of age
Feeding the child (infant to 4 years old)
Putting the children to bed
Getting children ready for school
Personal care for children of the household
Helping/teaching/reprimanding
Reading with children
Talking/conversation with children
Play with children
Medical care of household children
Emotional care of household children
Unpaid babysitting of household children
Visiting child care/school establishments
Associated communication related to child care/school activities
Other educational help for household children
Other non-educational help for household children

Travel to/from personal care activities for household children
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Activities Components

(9) Civic and voluntary activity Personal care, medical care, emotional care, and/or education-related help for
household adult
Looking after household adult as primary activity
Visiting school establishments for household adults
Associated communication related to school activities
Professional, union, general meetings
Political, civic activity (e.g. voting, jury duty, city council, donating blood)
Child, youth, family organizations (e.g. scout leader, school volunteer)
Religious meetings, organizations (e.g. choir practice, church socials)
Fraternal and social organizations (e.g. Lions’ Club)
Support groups (e.g. Al-Alon, AA, Weight Watchers)
Volunteer work (organizations) - examples: organizing and planning;
fundraising; collecting and delivery of goods; building structures,
indoor/outdoor maintenance repair; food presentation, preparation and clean-up.
Housework and cooking assistance; house maintenance or repair assistance
Animal and pet care for non-household pets
Personal care, medical care, and/or education-related help provided to
non-household children
Looking after non-household children as primary activity
Reading/talking with non-household children
Other unpaid help provided to non-household children
Transporting assistance to someone other than a household member
Personal care, medical care, and education related help provided to
non-household adult
Looking after non-household adult as primary activity
Other unpaid help provided to non-household adult
Correspondence assistance (letters, bills, forms)
Unpaid help for a family business or farm
Other unpaid work/help
Other organizational and voluntary activity
Other religious activity
Coaching sports competitively or leisurely (unpaid)

Travel to/from civic or voluntary activity, coaching activities, and/or personal

care activities for household adults

(10) Education-related activity Full-time classes
Other classes (part-time)
Credit courses on television
Special lectures (occasional outside regular work or school)
Homework (course, career, self-development)
Using the Internet for research/homework
Breaks/waiting for class
Leisure and special interest classes
Self-development (e.g. parenting, Lamaze, self-defence)
Security procedures related to educational activities
Other education related activities (e.g. school assembly)

Travel to/from school education activities
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Activities Components

(11) Meals (excluding restaurants) Meals/snacks at work
Meals/snacks/coffee at home (include take-out eaten at home)
Other meals/snacks/coffee (e.g. at cottage, park, picnic, hotel)
Meals/snacks/coffee at school
Meals/snacks/coffee at religious services

Meals/snacks/coffee at place of volunteer work

(12) Other personal activities Washing, dressing
Personal medical care (at home) - by self
Personal medical care (at home) - administered by household member
Personal medical care (at home) - administered by non-household member
(unpaid)
Private prayer, meditation and other informal spiritual activities
Naps/laying down
Relaxing, thinking, resting, smoking
Other personal care or private activities (e.g. washroom activities, sex)
Travel to/from other personal care activities
Religious services/prayer/Bible reading

Travel to/from religious services

(13) Restaurant meals Meals at restaurant

Travel to/from restaurant meals

(14) Socializing in homes Socializing at a private residence (no meal)
Socializing at a private residence (with meal)
Talking, conversation with household member only (face to face)
Talking on the phone (excluding work)
Text messaging using a cell-phone – sending a text message
Text messaging using a cell-phone – receiving a text message

Travel to/from socializing at private residences

(15) Other socializing activities Other socializing (e.g. at malls)
Meals/snacks/coffee at an institutional residence (excluding restaurants)
Socializing at bars, clubs
Casino, bingo, arcade
Sporting and entertainment events, n.e.c.
Other non-sporting and non-entertainment events, n.e.c.

Travel to/from other socializing (to bars, hospitals, weddings)

(16) Watching TV Watching scheduled TV programming
Watching TV recorded programming/time-shifted viewing
Watching rented, purchased or downloaded movies
Watching television on-line (including podcasts)

Other television viewing (video recorded home movies)

(17) Reading books, newspaper Reading books
Reading magazines, pamphlets, bulletins, newsletters
Reading on-line: magazines, pamphlets, bulletins, newsletters
Reading newspapers (actual paper copy)

Reading newspapers (on-line)
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Activities Components

(18) Other passive leisure Listening to radio on-line
Other radio listening
Listening to CD’s, tapes, records
Reading personal mail (including flyers and advertisements)
Writing/typing letters, sending greeting cards (not including use of e-mail)
Downloading and/or ripping music and/or movies to computer for media use
Other media or communication

Travel to/from media and communication activities

(19) Sports, movies & other Professional sports events
Amateur sports events
Pop music concerts
Fairs, circuses, parades, amusement park, ice follies
Zoos, botanical gardens, planetarium, observatory
Movies/films at a theatre/cinema, art films, drive-in movies
Classical music concerts, opera, ballet, theatre
Museums (excluding art museums)
Art galleries (art exhibition)
Heritage sites (archaeological sites)

Travel to/from attending sports, movies, other entertainment events

(20) Active sports Football, soccer
Field hockey, hockey
Baseball or softball
Volleyball
Basketball
Tennis, squash, racquetball, paddleball
Golf, miniature golf
Swimming
Waterskiing
Ice skating, in-line skating, rollerblading
Downhill skiing or snowboarding; other skiing, sledding, curling
Bowling
Pool, ping-pong, pinball
Home exercises, weight-training, exercise class or aerobics, yoga
Judo, boxing, wrestling, fencing
Rowing, canoeing, kayaking, wind surfing, sailing
Other sports (frisbee, catch, track & field, skateboarding)
Hunting (as a sport), Fishing (as a sport)
Boating (motorboats or rowboats)
Camping
Horseback riding, rodeo, jumping, dressage
Other outdoor activities/excursions (picnic, car rally, bird watching)
Walking, jogging, running, and/or hiking, bicycling

Travel to/from participating in active sport/outdoor activities
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Activities Components

(21) Other active leisure Hobbies done mainly for pleasure (painting, sketching, photography)
Home crafts done mainly for pleasure (sewing, needlework)
Singing or playing music, theatre
Popular or social dance
Games, cards, puzzles, board games
Playing video games/computer games
Video games/exercise based games (e.g. Wii, Exertris, Dance Dance
Revolution)
General computer use (excluding games and surfing the Net)
Surfing the net (as a leisure activity)
Using e-mail (writing and reading e-mail)
Participating in chat groups; in social network sites (Facebook, MySpace); in
other Internet communication
Pleasure drives (as the driver or as a passenger in the car)
Other pleasure drives (e.g. on a tour bus)
Other leisure activity

Travel to/from other leisure activities

Source: Statistics Canada’s 1998, 2005, and 2010 General Social Survey
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Appendix B

Additional tables for Chapter 3

This section contains the following supplementary materials:

• Table B.1: A comparison of housing value and rental cost growth measures

• Table B.2: Probit and logit models - Immigration inflows and older native mobility within census

metropolitan areas

• Table B.3: Probit and logit models - Immigration inflows and younger native mobility within census

metropolitan areas

• Table B.4: Mobility regressions - Mean values for dependent and independent variables

• Table B.5: Dwelling tenure transition matrix

• Table B.6: Historical ethnic distributions

• Table B.7: First-stage regression results for “Table 1: Immigration’s impact on housing market”

• Table B.8: First-stage regression results for “Table 4: Immigration inflows and older native house-

holds’ mobility decisions”

• Table B.9: First-stage regression results for “Table 5: Immigration inflows and younger native house-

holds’ mobility decisions”

• Table B.10: Immigration’s impact on median housing value growth and on median rental cost growth
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Table B.1: A comparison of housing value and rental cost growth measures

Average house price [1], [2] Average rental cost [1], [2]

Census Metropolitan
Area

Census and NHS
data [3]

Teranet-National
Bank data

(June 2005 = 100)

Census and NHS
data [4]

Canada Mortgage
and Housing

Corporation data

Victoria 2.7% 2.7% 2.4% 2.6%

Vancouver 4.8% 5.7% 2.3% 2.4%

Calgary 0.1% -0.8% 1.5% -1.3%

Edmonton 4.1% 1.9% 2.8% 1.0%

Winnipeg 7.0% 6.8% 1.4% 1.7%

Toronto 2.4% 3.0% -0.2% -0.2%

Ottawa-Gatineau 3.4% 3.5% 1.0% 1.1%

Montreal 3.6% 4.1% 0.5% 0.4%

Quebec City 7.4% 7.1% 1.1% 0.2%

Halifax 2.1% 2.0% 0.6% 0.4%

[1] I deflated the housing cost variables (average of the “value of dwelling” and “gross rent” variables taken from the
2006 Census and the 2011 National Household Survey; and the Teranet-National Bank House Price Index) using the
Consumer Price Index for Shelter.

[2] Annualized percentage change is computed as follows: annualized % =
[(

Average Housing cost 2011
Average Housing cost 2006

) 1
5 −1

]
x 100%.

[3] I use the “value of dwelling” variable taken from the Statistics Canada’s topic-based tabulations for the 2006
Census and the 2011 National Household Survey.
[4] I use the “gross rent” variable taken from the Statistics Canada’s topic-based tabulations for the 2006 Census and
the 2011 National Household Survey.
Sources: Canada Mortgage and Housing Corporation’s Rental Market Survey; Statistics Canada’s topic-based tabu-
lations for the 2006 Census and the 2011 National Household Survey (Public Version); Teranet-National Bank; and
author’s calculations
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Table B.2: Immigration inflows and older native mobility - Probit and logit results

Ages 55-64 at time of migration

Dependent variable: Binary variable for mobility (Mobilityirt), which equals one if the respondent has
relocated to another census subdivision between time t−5 and time t.

Native homeowners Native renters

Probit Logit Probit Logit Probit Logit Probit Logit
Independent variables: (1) (2) (3) (4) (5) (6) (7) (8)

First-tier markets [1]
(1) Immigration rate:
0 - 5 years

0.301***
(0.084)

0.297***
(0.081)

0.252***
(0.081)

0.251***
(0.078)

0.030
(0.091)

0.023
(0.090)

-0.067
(0.095)

-0.072
(0.092)

(2) Immigration rate:
All years

0.232***
(0.073)

0.237***
(0.074)

0.194***
(0.051)

0.195***
(0.050)

-0.076
(0.076)

-0.085
(0.075)

-0.085
(0.067)

-0.088
(0.066)

Number of observations 124,605 124,605 124,605 124,605 69,850 69,850 69,850 69,850
All markets

(3) Immigration rate:
0 - 5 years

0.147***
(0.051)

0.148***
(0.048)

0.124**
(0.051)

0.123**
(0.049)

0.023
(0.074)

0.017
(0.073)

-0.094
(0.070)

-0.093
(0.070)

(4) Immigration rate:
All years

-0.006
(0.027)

-0.005
(0.051)

-0.003
(0.029)

0.004
(0.077)

-0.016
(0.064)

-0.022
(0.064)

-0.075
(0.062)

-0.075
(0.061)

Number of observations 382,610 382,610 382,610 382,610 158,110 158,110 158,110 158,110

Control set 1 Yes Yes No No Yes Yes No No
Control set 2 No No Yes Yes No No Yes Yes

This table shows the average marginal effects generated by the probit and logit models for the sample period 1991-2006 using expression (3.22). Control set 1
includes the change in employment rate, as well as the first-differenced and lagged values of socioeconomic and housing variables. Control set 2 includes lagged
values of employment rate, socioeconomic factors, and housing-related variables. The models are weighted by Census household weights. Standard errors are in
parentheses. *** Significant at 1%; ** significant at 5%; * significant at 10%.
[1]: First-tier markets include the municipalities within Vancouver, Toronto, and Montreal census metropolitan areas.
Sources: Statistics Canada’s 1986 - 2006 Censuses and Postal CodeOM Conversion File (various dates), which is based on data licensed from Canada Post
Corporation; and author’s calculations.
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Table B.3: Immigration inflows and younger native mobility - Probit and logit results

Ages 25-54 at time of migration

Dependent variable: Binary variable for mobility (Mobilityirt), which equals one if the respondent has
relocated to another census subdivision between time t−5 and time t.

Native homeowners Native renters

Probit Logit Probit Logit Probit Logit Probit Logit
Independent variables: (1) (2) (3) (4) (5) (6) (7) (8)

First-tier markets [1]
(1) Immigration rate:
0 - 5 years

0.337***
(0.090)

0.328***
(0.090)

0.394***
(0.075)

0.389***
(0.076)

-0.124
(0.090)

-0.109
(0.090)

-0.151
(0.096)

-0.134
(0.094)

(2) Immigration rate:
All years

0.199***
(0.072)

0.201***
(0.073)

0.213***
(0.062)

0.215***
(0.063)

-0.219***
(0.069)

-0.210***
(0.068)

-0.179***
(0.062)

-0.164***
(0.062)

Number of observations 665,700 665,700 665,700 665,700 392,715 392,715 392,715 392,715
All markets

(3) Immigration rate:
0 - 5 years

0.188***
(0.050)

0.167***
(0.050)

0.218***
(0.052)

0.195***
(0.050)

-0.027
(0.070)

-0.018
(0.080)

-0.127*
(0.071)

-0.116
(0.074)

(4) Immigration rate:
All years

0.012
(0.048)

0.024
(0.088)

0.030
(0.056)

0.058
(0.089)

-0.115**
(0.053)

-0.111*
(0.057)

-0.151**
(0.067)

-0.146**
(0.069)

Number of observations 1,949,240 1,949,240 1,949,240 1,949,240 904,825 904,825 904,825 904,825

Control set 1 Yes Yes No No Yes Yes No No
Control set 2 No No Yes Yes No No Yes Yes

This table shows the average marginal effects generated by the probit and logit models for the sample period 1991-2006 using expression (3.22). Control set 1
includes the change in employment rate, as well as the first-differenced and lagged values of socioeconomic and housing variables. Control set 2 includes lagged
values of employment rate, socioeconomic factors, and housing-related variables. The models are weighted by Census household weights. Standard errors are in
parentheses. *** Significant at 1%; ** significant at 5%; * significant at 10%.
[1]: First-tier markets include the municipalities within Vancouver, Toronto, and Montreal census metropolitan areas.
Sources: Statistics Canada’s 1986 - 2006 Censuses and Postal CodeOM Conversion File (various dates), which is based on data licensed from Canada Post
Corporation; and author’s calculations.
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Table B.4: Mobility regressions - Mean values for dependent and independent variables

First-tier markets [1] All markets
Dwelling tenure Homeowners Renters Homeowners Renters
Age at time of migration 55-64 25-54 55-64 25-54 55-64 25-54 55-64 25-54
Dependent variable:
Binary variable for mobility
(Mobilityirt) [2]

0.097 0.195 0.116 0.203 0.062 0.134 0.104 0.200

Independent variables: Household characteristics
Binary variable: Male 0.696 0.698 0.484 0.529 0.715 0.724 0.481 0.530

Binary variable: Disabled 0.128 0.048 0.235 0.119 0.161 0.061 0.271 0.143

Binary variable: Married 0.648 0.640 0.249 0.207 0.667 0.669 0.254 0.218

Binary variable: High income 0.475 0.727 0.138 0.276 0.422 0.696 0.121 0.245

Number of children living at home 0.025 0.909 0.012 0.445 0.023 0.932 0.013 0.516

(continued on next page...)
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Table B.4: Mobility regressions - Mean values for dependent and independent variables (continued)

First-tier markets [1] All markets

Independent variables: Socio-economic characteristics
Binary variable: Bachelor’s degree and above? 0.176 0.143

Binary variable: In manufacturing sector? 0.104 0.095

Binary variable: In construction sector? 0.037 0.041

Independent variables: Dwelling-related variables
Binary variable: Structure built prior to 1980s? 0.730 0.737

Binary variable: Structure built in 1980s 0.176 0.172

Binary variable: Single-detached dwelling? 0.323 0.533

Binary variable: Apartment? 0.169 0.104

Binary variable: Movable dwelling? 0.002 0.011

This table shows the mean values of the dependent and independent variables for the sample period 1991-2006, based on expression (3.22). The values are in
decimal format.
[1]: First-tier markets include the census subdivisions within Vancouver, Toronto, and Montreal census metropolitan areas.
[2]: This dependent variable equals one if the respondent has relocated to another census subdivision between time t−5 and time t.

Sources: Statistics Canada’s 1986 - 2006 Censuses and Postal CodeOM Conversion File (various dates), which is based on data licensed from Canada Post
Corporation; and author’s calculations.
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Table B.5: Dwelling tenure transition matrix

Weighted mean percentage of households per dwelling tenure transition

Own-to-own [1]
Not owned-to-
not owned [2]

Switched tenure
types

Year 1996-2001 panel [3]
Ages 25-54 59.03% 19.28% 21.68%

Ages 55-64 70.43% 16.50% 13.07%

Ages 65-79 63.95% 21.92% 14.14%

Year 2002-2007 panel
Ages 25-54 63.21% 17.43% 19.36%

Ages 55-64 72.83% 18.47% 8.70%

Ages 65-79 67.52% 22.88% 9.59%

[1] The “own-to-own” column shows the weighted mean share of major income earners who reported to own a
dwelling for all six years in the SLID panel.
[2] The “not owned” category includes renters (who pay rent) and non-homeowners (who occupy the dwelling rent-
free). The “not owned-to-not owned” column shows the weighted mean share of major income earners who reported
to not own a dwelling for all six years in the SLID panel.
[3] For years 1999-2000, the SLID dataset contains a high non-response rate for the dwelling-related questions due to
collection error.
Sources: Statistics Canada’s longitudinal version of the Survey of Labour and Income Dynamics (SLID) dataset and
author’s calculations.
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Table B.6: Historical ethnic distributions

Mean percentage of immigrants in year 1986, segregated by place of birth and census metropolitan area

Census Metropolitan Area

Place of birth Montreal Toronto Vancouver Calgary Edmonton Winnipeg

United States 9.13% 18.43% 11.36% 5.04% 4.42% 2.90%
Central America 25.93% 28.32% 10.89% 2.83% 3.08% 2.69%
Carribeans and Bermuda [1] 22.84% 56.90% 2.19% 1.77% 2.14% 1.88%
South America 13.61% 55.22% 5.44% 2.93% 3.99% 2.99%
United Kingdom 3.90% 30.90% 13.16% 4.06% 3.65% 2.73%
Germany 6.81% 25.72% 12.16% 5.06% 6.12% 4.53%
Other Northern & Western Europe 14.73% 19.94% 11.87% 4.22% 4.79% 2.48%
Poland 13.74% 31.69% 5.46% 2.74% 7.04% 7.74%
Other Eastern Europe 13.48% 31.33% 8.02% 3.86% 4.00% 5.91%
Italy 22.54% 44.35% 4.18% 1.39% 1.41% 1.21%
Portugal 13.42% 50.86% 4.22% 0.83% 2.28% 3.84%
Other Southern Europe 18.50% 43.83% 5.94% 1.80% 1.76% 1.72%
Eastern Africa 8.91% 38.33% 19.04% 11.12% 6.97% 1.54%
Northern Africa 63.49% 19.30% 2.10% 1.20% 1.44% 0.51%
Other Africa 7.69% 44.69% 12.88% 3.96% 4.66% 2.22%
West Central Asia & Middle East 28.42% 33.93% 5.07% 3.62% 3.98% 0.68%
China 6.55% 32.27% 32.71% 6.16% 5.34% 1.53%
Hong Kong 3.37% 38.81% 30.31% 6.66% 6.27% 2.19%
Other Eastern Asia 4.56% 44.41% 25.69% 4.56% 4.96% 1.55%
Philippines 5.22% 41.03% 16.70% 5.46% 4.22% 15.35%
Other Southeast Asia 19.18% 26.33% 13.04% 7.59% 7.31% 3.77%
India 6.55% 36.99% 19.71% 4.30% 4.62% 2.54%
Pakistan 11.79% 51.95% 4.50% 5.23% 5.27% 2.32%
Other Southern Asia 13.32% 44.67% 7.27% 4.61% 4.30% 3.18%
Oceania and others 4.44% 17.73% 43.75% 5.56% 4.85% 1.43%

The table cells show the weighted mean percentage of immigrants from place of birth m who resided in census
metropolitan area c in year 1986

(
immigrantsm,c,1986
immigrantsm,1986

)
. The place of birth categories are mainly based on the ones used

in the public use microdata version of the year 2006 Census and the 2011 National Household Survey.
Sources: Statistics Canada’s 1986 Census and author’s calculations.
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Table B.7: First-stage regression results for “Table 1: Immigration’s impact on housing market”

Housing value growth specifications:
First-tier markets [1] All markets

IV1 IV1 IV1 IV2 IV3 IV1 IV1 IV1 IV2 IV3
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

Dependent variable: Actual immigration rate for immigrants who landed for 0-5 years

Enclave IV 0.807***
(0.150)

0.867***
(0.125)

0.649***
(0.196)

0.805***
(0.150)

0.807***
(0.151)

0.886***
(0.100)

0.886***
(0.096)

0.735***
(0.117)

0.886***
(0.100)

0.886***
(0.100)

Gravity IV 0.558
(0.750)

0.124
(0.141)

Airport IV -0.314
(1.455)

0.139
(0.401)

F-test of excluded IV 28.807 48.208 10.948 15.172 22.264 78.660 85.871 39.843 39.389 40.323

CMA effects Yes Yes No Yes Yes Yes Yes No Yes Yes
CSD effects No No Yes No No No No Yes No No
Control set 1 Yes No Yes Yes Yes Yes No Yes Yes Yes
Control set 2 No Yes No No No No Yes No No No
Number of observations 460 460 460 460 460 1,915 1,915 1,915 1,915 1,915

(continued on next page...)
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Table B.7: First-stage regression results for “Table 1: Immigration’s impact on housing market” (continued)

Housing value growth specifications:
First-tier markets [1] All markets

IV1 IV1 IV1 IV2 IV3 IV1 IV1 IV1 IV2 IV3
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

Dependent variable: Actual total immigration rate

Enclave IV 0.919***
(0.185)

0.833***
(0.101)

0.710***
(0.223)

0.898***
(0.176)

0.920***
(0.188)

0.859***
(0.117)

0.810***
(0.092)

0.720***
(0.136)

0.854***
(0.116)

0.860***
(0.118)

Gravity IV 5.143**
(2.308)

0.877**
(0.384)

Airport IV 3.027
(2.351)

1.210
(1.079)

F-test of excluded IV 24.651 68.178 10.130 14.151 12.177 53.598 76.935 27.801 27.675 28.079

CMA effects Yes Yes No Yes Yes Yes Yes No Yes Yes
CSD effects No No Yes No No No No Yes No No
Control set 1 Yes No Yes Yes Yes Yes No Yes Yes Yes
Control set 2 No Yes No No No No Yes No No No
Number of observations 460 460 460 460 460 1,915 1,915 1,915 1,915 1,915

(continued on next page...)
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Table B.7: First-stage regression results for “Table 1: Immigration’s impact on housing market” (continued)

Rental cost growth specifications:
First-tier markets [1] All markets

IV1 IV1 IV1 IV2 IV3 IV1 IV1 IV1 IV2 IV3
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

Dependent variable: Actual immigration rate for immigrants who landed for 0-5 years

Enclave IV 0.773***
(0.167)

0.769***
(0.149)

0.521**
(0.230)

0.769***
(0.163)

0.776***
(0.166)

0.847***
(0.111)

0.844***
(0.098)

0.663***
(0.150)

0.846***
(0.111)

0.847***
(0.111)

Gravity IV 1.469
(1.032)

0.349
(0.262)

Airport IV -0.124
(1.905)

-0.062
(0.622)

F-test of excluded IV 21.522 26.648 5.131 14.599 14.564 58.017 73.773 19.433 30.174 30.166

CMA effects Yes Yes No Yes Yes Yes Yes No Yes Yes
CSD effects No No Yes No No No No Yes No No
Control set 1 Yes No Yes Yes Yes Yes No Yes Yes Yes
Control set 2 No Yes No No No No Yes No No No
Number of observations 455 455 455 455 455 1,825 1,825 1,825 1,825 1,825

(continued on next page...)
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Table B.7: First-stage regression results for “Table 1: Immigration’s impact on housing market” (continued)

Rental cost growth specifications:
First-tier markets [1] All markets

IV1 IV1 IV1 IV2 IV3 IV1 IV1 IV1 IV2 IV3
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

Dependent variable: Actual total immigration rate

Enclave IV 0.871***
(0.215)

0.723***
(0.123)

0.686***
(0.248)

0.859***
(0.203)

0.872***
(0.216)

0.802***
(0.134)

0.747***
(0.092)

0.725
(0.159)

0.797***
(0.131)

0.803***
(0.134)

Gravity IV 4.294
(2.986)

1.051*
(0.614)

Airport IV 0.835
(2.424)

0.659
(1.038)

F-test of excluded IV 16.426 34.498 7.666 10.198 8.257 35.856 66.161 20.931 19.422 20.464

CMA effects Yes Yes No Yes Yes Yes Yes No Yes Yes
CSD effects No No Yes No No No No Yes No No
Control set 1 Yes No Yes Yes Yes Yes No Yes Yes Yes
Control set 2 No Yes No No No No Yes No No No
Number of observations 455 455 455 455 455 1,825 1,825 1,825 1,825 1,825

This table shows the first-stage regression results for the sample period 1991-2006, where the actual immigration rate per census subdivision is the dependent
variable. Control set 1 includes the change in employment rate, as well as the first-differenced and lagged values of socioeconomic and housing variables. Control
set 2 includes lagged values of employment rate, socioeconomic factors, and housing-related variables. These models are weighted by the number of owned or
rental dwellings per census subdivisions. Column “IV1” includes the enclave IV; column “IV2” includes the enclave IV and the Gravity IV; and column “IV3”
includes the enclave IV and the Airport IV. Standard errors are in parentheses. *** Significant at 1%; ** significant at 5%; * significant at 10%.
[1]: First-tier markets include the census subdivisions within Vancouver, Toronto, and Montreal census metropolitan areas.
Sources: Statistics Canada’s 1986 - 2006 Censuses and Postal CodeOM Conversion File (various dates), which is based on data licensed from Canada Post
Corporation; and author’s calculations.
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Table B.8: First-stage regression results for “Table 4: Immigration inflows and older native households’ mobility decisions”

Native homeowners’ specifications:
First-tier markets [1] All markets

IV1 IV1 IV1 IV2 IV3 IV1 IV1 IV1 IV2 IV3
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

Dependent variable: Actual immigration rate for immigrants who landed for 0-5 years

Enclave IV 0.845***
(0.130)

0.877***
(0.081)

0.669***
(0.147)

0.842***
(0.130)

0.845***
(0.131)

0.862***
(0.088)

0.859***
(0.063)

0.716***
(0.087)

0.862***
(0.088)

0.863***
(0.088)

Gravity IV 0.667
(0.672)

0.100
(0.106)

Airport IV 0.148***
(0.897)

0.117
(0.320)

F-test of excluded IV 42.118 67.879 20.839 22.652 28.281 95.994 98.519 68.480 48.098 48.024

CMA effects Yes Yes No Yes Yes Yes Yes No Yes Yes
CSD effects No No Yes No No No No Yes No No
Control set 1 Yes No Yes Yes Yes Yes No Yes Yes Yes
Control set 2 No Yes No No No No Yes No No No
Number of observations 123,485 123,485 123,485 123,485 123,485 352,175 352,175 352,175 352,175 352,175

(continued on next page...)
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Table B.8: First-stage regression results for “Table 4: Immigration inflows and older native households’ mobility decisions” (continued)

Native homeowners’ specifications:
First-tier markets [1] All markets

IV1 IV1 IV1 IV2 IV3 IV1 IV1 IV1 IV2 IV3
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

Dependent variable: Actual total immigration rate

Enclave IV 0.869***
(0.174)

0.769***
(0.144)

0.694***
(0.174)

0.851***
(0.166)

0.872***
(0.176)

0.776***
(0.105)

0.711***
(0.138)

0.647***
(0.109)

0.772***
(0.104)

0.776***
(0.105)

Gravity IV 4.644**
(2.116)

0.637**
(0.252)

Airport IV 2.470*
(1.297)

0.628
(0.739)

F-test of excluded IV 25.020 63.908 15.832 14.032 13.866 54.994 63.202 35.352 27.859 29.169

CMA effects Yes Yes No Yes Yes Yes Yes No Yes Yes
CSD effects No No Yes No No No No Yes No No
Control set 1 Yes No Yes Yes Yes Yes No Yes Yes Yes
Control set 2 No Yes No No No No Yes No No No
Number of observations 123,485 123,485 123,485 123,485 123,485 352,175 352,175 352,175 352,175 352,175

(continued on next page...)
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Table B.8: First-stage regression results for “Table 4: Immigration inflows and older native households’ mobility decisions” (continued)

Native renters’ specifications:
First-tier markets [1] All markets

IV1 IV1 IV1 IV2 IV3 IV1 IV1 IV1 IV2 IV3
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

Dependent variable: Actual immigration rate for immigrants who landed for 0-5 years

Enclave IV 0.840***
(0.136)

0.815***
(0.100)

0.633***
(0.164)

0.836***
(0.134)

0.839***
(0.136)

0.845***
(0.092)

0.845***
(0.062)

0.689***
(0.106)

0.844***
(0.092)

0.845***
(0.093)

Gravity IV 1.096
(0.854)

0.232
(0.203)

Airport IV -0.530
(1.235)

0.075
(0.520)

F-test of excluded IV 37.959 44.141 14.806 21.274 25.560 83.662 117.548 42.075 42.477 41.847

CMA effects Yes Yes No Yes Yes Yes Yes No Yes Yes
CSD effects No No Yes No No No No Yes No No
Control set 1 Yes No Yes Yes Yes Yes No Yes Yes Yes
Control set 2 No Yes No No No No Yes No No No
Number of observations 68,995 68,995 68,995 68,995 68,995 147,790 147,790 147,790 147,790 147,790

(continued on next page...)
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Table B.8: First-stage regression results for “Table 4: Immigration inflows and older native households’ mobility decisions” (continued)

Native renters’ specifications:
First-tier markets [1] All markets

IV1 IV1 IV1 IV2 IV3 IV1 IV1 IV1 IV2 IV3
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

Dependent variable: Actual total immigration rate

Enclave IV 0.883***
(0.186)

0.736***
(0.136)

0.729***
(0.189)

0.868***
(0.174)

0.884***
(0.187)

0.759***
(0.116)

0.716***
(0.110)

0.658***
(0.119)

0.753***
(0.113)

0.760***
(0.116)

Gravity IV 4.427*
(2.461)

0.906*
(0.479)

Airport IV 1.111
(1.339)

0.939
(0.944)

F-test of excluded IV 22.462 43.155 14.884 12.788 11.176 42.937 75.658 33.038 26.451 26.868

CMA effects Yes Yes No Yes Yes Yes Yes No Yes Yes
CSD effects No No Yes No No No No Yes No No
Control set 1 Yes No Yes Yes Yes Yes No Yes Yes Yes
Control set 2 No Yes No No No No Yes No No No
Number of observations 68,995 68,995 68,995 68,995 68,995 147,790 147,790 147,790 147,790 147,790

The table shows the first-stage regression results for the sample period 1991-2006, where the actual immigration rate per census subdivision is the dependent
variable. Control set 1 includes the change in employment rate, as well as the first-differenced and lagged values of socioeconomic and housing variables. Control
set 2 includes lagged values of employment rate, socioeconomic factors, and housing-related variables. These models are weighted by Census household weights.
Column “IV1” includes the enclave IV; column “IV2” includes the enclave IV and the Gravity IV; and column “IV3” includes the enclave IV and the Airport IV.
Standard errors are in parentheses. *** Significant at 1%; ** significant at 5%; * significant at 10%.
[1]: First-tier markets include the census subdivisions within Vancouver, Toronto, and Montreal census metropolitan areas.
Sources: Statistics Canada’s 1986 - 2006 Censuses and Postal CodeOM Conversion File (various dates), which is based on data licensed from Canada Post
Corporation; and author’s calculations.
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Table B.9: First-stage regression results for “Table 5: Immigration inflows and younger native households’ mobility decisions”

Native homeowners’ specifications:
First-tier markets [1] All markets

IV1 IV1 IV1 IV2 IV3 IV1 IV1 IV1 IV2 IV3
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

Dependent variable: Actual immigration rate for immigrants who landed for 0-5 years

Enclave IV 0.838***
(0.130)

0.883***
(0.086)

0.694***
(0.145)

0.834***
(0.129)

0.838***
(0.130)

0.858***
(0.092)

0.856***
(0.067)

0.723***
(0.088)

0.857***
(0.092)

0.858***
(0.092)

Gravity IV 0.980
(0.677)

0.097
(0.127)

Airport IV 0.140
(1.059)

0.145
(0.308)

F-test of excluded IV 41.680 65.262 23.022 22.904 30.141 86.181 84.914 66.887 43.153 43.057

CMA effects Yes Yes No Yes Yes Yes Yes No Yes Yes
CSD effects No No Yes No No No No Yes No No
Control set 1 Yes No Yes Yes Yes Yes No Yes Yes Yes
Control set 2 No Yes No No No No Yes No No No
Number of observations 658,950 658,950 658,950 658,950 658,950 1,803,360 1,803,360 1,803,360 1,803,360 1,803,360

(continued on next page...)
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Table B.9: First-stage regression results for “Table 5: Immigration inflows and younger native households’ mobility decisions” (continued)

Native homeowners’ specifications:
First-tier markets [1] All markets

IV1 IV1 IV1 IV2 IV3 IV1 IV1 IV1 IV2 IV3
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

Dependent variable: Actual total immigration rate

Enclave IV 0.902***
(0.167)

0.829***
(0.149)

0.722***
(0.169)

0.880***
(0.159)

0.903***
(0.169)

0.812***
(0.112)

0.763***
(0.143)

0.670***
(0.110)

0.808***
(0.111)

0.813***
(0.113)

Gravity IV 5.278**
(2.182)

0.738**
(0.301)

Airport IV 3.508*
(1.933)

0.856
(0.770)

F-test of excluded IV 29.189 81.243 18.308 16.360 15.295 52.188 59.466 37.275 26.361 27.256

CMA effects Yes Yes No Yes Yes Yes Yes No Yes Yes
CSD effects No No Yes No No No No Yes No No
Control set 1 Yes No Yes Yes Yes Yes No Yes Yes Yes
Control set 2 No Yes No No No No Yes No No No
Number of observations 658,950 658,950 658,950 658,950 658,950 1,803,360 1,803,360 1,803,360 1,803,360 1,803,360

(continued on next page...)
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Table B.9: First-stage regression results for “Table 5: Immigration inflows and younger native households’ mobility decisions” (continued)

Native renters’ specifications:
First-tier markets [1] All markets

IV1 IV1 IV1 IV2 IV3 IV1 IV1 IV1 IV2 IV3
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

Dependent variable: Actual immigration rate for immigrants who landed for 0-5 years

Enclave IV 0.764***
(0.146)

0.764***
(0.108)

0.523***
(0.176)

0.760***
(0.143)

0.764***
(0.146)

0.822***
(0.101)

0.823***
(0.073)

0.634***
(0.117)

0.821***
(0.101)

0.822***
(0.101)

Gravity IV 1.565
(0.976)

0.279
(0.213)

Airport IV -0.750
(1.428)

0.049
(0.510)

F-test of excluded IV 27.240 32.446 8.847 17.406 17.797 65.940 80.485 29.197 33.281 33.144

CMA effects Yes Yes No Yes Yes Yes Yes No Yes Yes
CSD effects No No Yes No No No No Yes No No
Control set 1 Yes No Yes Yes Yes Yes No Yes Yes Yes
Control set 2 No Yes No No No No Yes No No No
Number of observations 386,630 386,630 386,630 386,630 386,630 842.425 842,425 842,425 842,425 842,425

(continued on next page...)
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Table B.9: First-stage regression results for “Table 5: Immigration inflows and younger native households’ mobility decisions” (continued)

Native renters’ specifications:
First-tier markets [1] All markets

IV1 IV1 IV1 IV2 IV3 IV1 IV1 IV1 IV2 IV3
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

Dependent variable: Actual total immigration rate

Enclave IV 0.830***
(0.187)

0.713***
(0.123)

0.649***
(0.188)

0.818***
(0.177)

0.830***
(0.188)

0.777***
(0.120)

0.720***
(0.114)

0.663***
(0.124)

0.773***
(0.117)

0.777***
(0.120)

Gravity IV 4.317
(2.815)

0.861*
(0.487)

Airport IV 1.249
(1.652)

0.890
(0.955)

F-test of excluded IV 19.638 46.773 11.918 11.547 9.735 42.036 72.620 28.721 23.421 24.451

CMA effects Yes Yes No Yes Yes Yes Yes No Yes Yes
CSD effects No No Yes No No No No Yes No No
Control set 1 Yes No Yes Yes Yes Yes No Yes Yes Yes
Control set 2 No Yes No No No No Yes No No No
Number of observations 386,630 386,630 386,630 386,630 386,630 842.425 842,425 842,425 842,425 842,425

The table shows the first-stage regression results for the sample period 1991-2006, where the actual immigration rate per census subdivision is the dependent
variable. Control set 1 includes the change in employment rate, as well as the first-differenced and lagged values of socioeconomic and housing variables. Control
set 2 includes lagged values of employment rate, socioeconomic factors, and housing-related variables. These models are weighted by Census household weights.
Column “IV1” includes the enclave IV; column “IV2” includes the enclave IV and the Gravity IV; and column “IV3” includes the enclave IV and the Airport IV.
Standard errors are in parentheses. *** Significant at 1%; ** significant at 5%; * significant at 10%.
[1]: First-tier markets include the census subdivisions within Vancouver, Toronto, and Montreal census metropolitan areas.
Sources: Statistics Canada’s 1986 - 2006 Censuses and Postal CodeOM Conversion File (various dates), which is based on data licensed from Canada Post
Corporation; and author’s calculations.
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Table B.10: Immigration’s impact on housing market (median values) - 2006 Census data

Dependent variable: Percentage change in median value of dwelling

OLS OLS IV1 IV1 IV1 IV2 IV3
Independent variables: (1) (2) (3) (4) (5) (6) (7)

First-tier markets [1]
(1) Immigration rate:
0 - 5 years

2.065***
(0.322)

2.051***
(0.449)

1.989***
(0.446)

1.937***
(0.670)

1.980***
(0.749)

1.984***
(0.442)

1.990***
(0.445)

F-test of excluded IV 28.807 48.208 10.948 15.172 22.264
Hansen overidentification test
[p-values for Hansen test]

0.165
[0.684]

2.693
[0.101]

All markets
(2) Immigration rate:
0 - 5 years

1.258***
(0.317)

1.219***
(0.357)

0.949*
(0.523)

0.584
(0.756)

0.746
(0.709)

0.947*
(0.523)

0.949*
(0.823)

F-test of excluded IV 78.660 85.871 39.843 39.389 40.323
Hansen overidentification test
[p-values for Hansen test]

1.055
[0.304]

0.865
[0.352]

First-tier markets [1]
(3) Immigration rate:
All years

1.112***
(0.208)

0.982***
(0.303)

1.748***
(0.313)

2.014***
(0.760)

1.808***
(0.664)

1.606***
(0.295)

1.727***
(0.314)

F-test of excluded IV 24.651 68.178 10.130 14.151 12.177
Hansen overidentification test
[p-values for Hansen test]

2.127
[0.145]

3.924
[0.048]

All markets
(4) Immigration rate:
All years

0.354**
(0.169)

0.483**
(0.207)

0.979*
(0.505)

0.639
(0.818)

0.764
(0.716)

0.955*
(0.500)

0.981*
(0.504)

F-test of excluded IV 53.598 76.935 27.801 27.675 28.079
Hansen overidentification test
[p-values for Hansen test]

1.533
[0.216]

0.234
[0.628]

MA effects Yes Yes Yes Yes No Yes Yes
CSD effects No No No No Yes No No
Control set 1 Yes No Yes No Yes Yes Yes
Control set 2 No Yes No Yes No No No

Number of observations for regressions with first-tier markets = 460; for regressions with all markets = 1,915

(continued on next page...)
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Table B.10: Immigration’s impact on housing market (median values) - 2006 Census data (continued)

Dependent variable: Percentage change in median gross rent

OLS OLS IV1 IV1 IV1 IV2 IV3
Independent variables: (1) (2) (3) (4) (5) (6) (7)

First-tier markets [1]
(1) Immigration rate:
0 - 5 years

1.225***
(0.303)

1.093***
(0.253)

1.470***
(0.283)

1.228***
(0.247)

2.094***
(0.679)

1.498***
(0.289)

1.471***
(0.283)

F-test of excluded IV 21.522 26.648 5.131 14.599 14.564
Hansen overidentification test
[p-values for Hansen test]

4.339
[0.037]

0.526
[0.468]

All markets
(2) Immigration rate:
0 - 5 years

0.846***
(0.233)

0.730***
(0.187)

1.021***
(0.223)

0.793***
(0.179)

1.151***
(0.381)

1.023***
(0.224)

1.021***
(0.223)

F-test of excluded IV 58.017 73.773 19.433 30.174 30.166
Hansen overidentification test
[p-values for Hansen test]

0.648
[0.421]

0.640
[0.326]

First-tier markets [1]
(3) Immigration rate:
All years

1.106***
(0.257)

1.043***
(0.287)

1.305***
(0.206)

1.306***
(0.274)

1.588***
(0.370)

1.327***
(0.212)

1.302***
(0.206)

F-test of excluded IV 16.426 34.498 7.666 10.198 8.257
Hansen overidentification test
[p-values for Hansen test]

0.642
[0.423]

1.181
[0.277]

All markets
(4) Immigration rate:
All years

0.771***
(0.216)

0.726***
(0.206)

1.078***
(0.219)

0.897***
(0.204)

1.051***
(0.349)

1.079***
(0.221)

1.076***
(0.219)

F-test of excluded IV 35.856 66.161 20.931 19.422 20.464
Hansen overidentification test
[p-values for Hansen test]

0.008
[0.927]

1.571
[0.210]

MA effects Yes Yes Yes Yes No Yes Yes
CSD effects No No No No Yes No No
Control set 1 Yes No Yes No Yes Yes Yes
Control set 2 No Yes No Yes No No No

Number of observations for regressions with first-tier markets = 455; for regressions with all markets = 1,825

This table shows the regression results for the sample period 1991-2006, using expression (3.20). Control set 1
includes the change in employment rate, as well as the first-differenced and lagged values of socioeconomic and
housing variables. Control set 2 includes lagged values of employment rate, socioeconomic factors, and housing-
related variables. See text for details regarding the control variables. These models are weighted by the number of
owned or rental dwellings per census subdivisions. Column “IV1” includes the enclave IV; column “IV2” includes
the enclave IV and the Gravity IV; and column “IV3” includes the enclave IV and the Airport IV. Standard errors are
in parentheses. *** Significant at 1%; ** significant at 5%; * significant at 10%.
[1]: First-tier markets include the census subdivisions within Vancouver, Toronto, and Montreal census metropolitan
areas.
Sources: Statistics Canada’s 1986 - 2006 Censuses and Postal CodeOM Conversion File (various dates), which is based
on data licensed from Canada Post Corporation; and author’s calculations.
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