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Abstract

We formulate and investigate a relatively new modeling paradigm by which spatially segregated dynamically active units communicate with each other through a signaling molecule that diffuses in the bulk medium between active units. The modeling studies start with a simplified setting in a one-dimensional space, where two dynamically active compartments are located at boundaries of the domain and coupled through the feedback term to the local dynamics together with flux boundary conditions at the two ends. For the symmetric steady state solution, in-phase and anti-phase synchronizations are found and Hopf bifurcation boundaries are studied using a winding number approach as well as parameter continuation methods of bifurcation theory in the case of linear coupling. Numerical studies show the existence of double Hopf points in the parameter space where center manifold and normal form theory are used to reduce the dynamics into a system of amplitude equations, which predicts the configurations of the Hopf bifurcation and stability of the two modes near the double Hopf point. The system with a periodic chain of cells is studied using Floquet theory. For the case of a single active membrane bound component, rigorous spectral results for the onset of oscillatory dynamics are obtained and in the finite domain case, a weakly nonlinear theory is developed to predict the local branching behavior near the Hopf bifurcation point. A previously developed model by Gomez et al.\cite{23} is analyzed in detail, where the phase diagrams and the Hopf frequencies at onset are provided analytically with slow-fast type of local kinetics. A coupled cell-bulk system, with small signaling compartments, is also studied in the case of a two-dimensional bounded domain using the method of asymptotic expansions. In the very large diffusion limit we reduce the PDE cell-bulk system to a finite dimensional dynamical system, which is studied both analytically and numerically. When the diffusion rate is not very large, we show the effect of spatial distribution of cells and find the dependence of the quorum sensing threshold on influx rate.
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Chapter 1

Introduction

1.1 Background and Motivation

Individuals in a large network communicate with each other to engage and coordinate their activities. This happens at almost all levels of the living world ranging from a colony of unicellular amoebae to highly sophisticated social networks of people. For instance, the synchronous rhythmic flashing of fireflies is revealed to be an critical component of the mating process of adult fireflies \[4\]. In neuronal systems, synchrony between different regions of the brain, communicating through synaptic connections, is thought to be the basis of many cognitive activities \[75\]. Among a variety of communication methods, a common scenario is where the communication is carried out through diffusive chemicals. Examples of such kind of systems range from the signalling of the amoebae \textit{Dictyostelium discoideum} through the release of cAMP into the medium \[19\] where it diffuses and act on each individual, to some endocrine neurons that secrete a hormone to the extracellular medium where it influences the secretion of this hormone from a pool of such neurons \[35, 40\], and to girls sharing a dormitory room getting their periods synchronized \[51\] presumably through the secretion of a pheromone \[66, 72\] in the shared space. Further examples where this kind of signalling occurs are related to quorum sensing behavior (cf. \[12, 54, 55, 53, 13\]).

In many of these systems, the individual cells or localized units, can, under appropriate conditions, exhibit sustained temporal oscillations. In this way, signalling through a diffusive chemical often can switch on and/or off the oscillations and to synchronize the oscillations among all the individuals.

Biological rhythms are ubiquitous in living organisms, especially in mammals including human being, with periods ranging from seconds to years. Examples include cardiac and respiratory rhythms, which are crucial for the maintenance of normal function of life, and the ultradian rhythms, which refers to a rhythm with period much shorter than the circadian rhythm, observed in the blood level of most hormones in mammals including human being, which often plays a fundamental role in their physiological function. The creation of those periodic phenomena involve chemical reactions and
cooperations of individuals which might not be directly connected.

The modeling paradigm we are interested in and will be studied in this thesis includes spatially segregated dynamically active compartments, like cells or membranes, and coupling among those local units through diffusive signals. This coupling can induce periodicities to the local compartments, which otherwise would not be present. The biological phenomenon that initially inspired our study is the pulsatile variation in the concentration of gonadotropin-releasing hormone (GnRH) in the portal blood that circulates from the hypothalamus to the pituitary gland. This periodic signal of about one pulse per hour has been shown to be crucial in maintaining the normal reproductive activities in mammals [73]. In order to generate pulsatile GnRH signals observed in the portal blood, synchronization in the secretory activities among the hundreds to thousands GnRH neurons is essential. A synchronization mechanism was proposed in [47], whereby neurons are coupled through GnRH secreted into the extracellular space. Results from this model were shown to be consistent with in vivo experiments. However the key limitation of this model of [47] is that it assumed that extracellular space was continuously stirred so as to average out any spatial effects resulting from any chemical secretions. In the real experimental settings, when the diffusion rate of chemicals in the extracellular space is small, it is unavoidable to introduce spatial ingredients into the model system. In this way, one should consider the diffusion of GnRH in the bulk, which couples localized secretory activity of individual neurons.

In addition to the wide variety of cellular examples, the coupling of local compartments to bulk diffusion arises in many applications, such as surface science, the effect of catalyst particles, etc. It was shown numerically in [23] that a two-component membrane-bulk dynamics on a 1-D spatial domain can trigger synchronous oscillatory dynamics in the two membranes. Models of the multistage adsorption of viral particles trafficking across biological membranes are studied in (cf. [10]). In the modeling of catalytic reactions occurring on solid surfaces, it was shown in [38] that oscillations in the surface kinetics are triggered by the effect of spatial bulk diffusion in the gas phase near the catalytic surface. The models of the effect of the coupling of diffusion to localized chemical reactions are given in [71] and [64]. Other applications include the analysis of Turing patterns arising from coupled bulk and surface diffusion (cf. [44]). In the study of cellular signal transduction, the survey [33] emphasizes the need for developing detailed models of cell signaling that are not strictly ODE based, but that, instead, involve spatial diffusion processes coupled with bio-chemical reactions occurring within localized signaling compartments. A related class of models,
referred to here as quasi-static models, consist of linear bulk diffusion fields that are coupled solely through nonlinear fluxes defined at specific spatial lattice sites. Such systems arise in the modeling of signal cascades in cellular signal transduction (cf. [45], [11]), and in the study of the effect of catalyst particles and defects on chemically active substrates (cf. [59], [56]). In [56] it was shown numerically that one such quasi-static model exhibits an intricate spatial-temporal dynamics consisting of a period-doubling route to chaotic dynamics.

1.2 Thesis Outline

Motivated by the prior studies, the goal of this thesis is to formulate a relatively new modeling paradigm by which spatially segregated dynamically active units, such as cells or localized signalling compartments, communicate with each other through a signalling molecule that diffuses in the bulk medium between the active units. We will give a detailed analysis of the possibility of the triggering of synchronous oscillations for the coupled system. The outline of this thesis is as follows.

In chapter 2, we construct and analyze a coupled compartment-bulk diffusive model with a one-dimensional domain. The coupling between each compartment and the bulk is due to both feedback terms to the compartmental dynamics and flux boundary conditions at the interface between the compartment and the bulk. The coupled model consists of dynamically active compartments located at the two ends \( x = 0 \) and \( x = 2L \) of a 1-D bulk region of spatial extent \( 2L \). The two compartments are assumed to be identical chemical conditional oscillators, which is a term used to refer to a dynamical system that stays at a stable steady state when isolated from others, but is capable of generating sustained oscillations with some other parameter values. The local dynamics is modeled by Sel’kov kinetics, which is originally used to model glycolytic oscillations that occur in yeast and muscle cells. Glycolysis is the metabolic pathway that breaks down glucose to provide the energy for cellular metabolism. However, we emphasize that the particular choice of the local kinetics is not essential. The signalling molecule between the two compartments is assumed to undergo both diffusion, with diffusivity \( D \), and constant bulk degradation. For the resulting PDE-ODE system, we construct a symmetric steady-state solution and analyze the stability of this solution to either synchronous (in-phase mode, where the two compartments oscillate at identical frequencies with no phase difference) or asynchronous (anti-phase mode, where the two compartments oscillate out of phase).
oscillate at identical frequencies with a phase difference of half a period) perturbations about the midline \( x = L \). The conditions for the onset of oscillatory dynamics, as obtained from a linearization of the steady-state solution, are studied using a winding number approach. Global branches of either in-phase or anti-phase periodic solutions, and their associated stability properties, are determined with numerical bifurcation and continuation methods. For the case of a linear coupling between the compartments and the bulk, with coupling strength \( \beta \), a phase diagram showing the Hopf bifurcation boundaries in the parameter space \( D \) versus \( \beta \) is constructed that shows the existence of a rather wide parameter regime where stable synchronized oscillations can occur between the two compartments. It also shows that there are parameter regions where bistability occurs, where both in-phase and anti-phase synchronizations exist and both are stable. In addition, the double Hopf (or Hopf-Hopf) points, parameter values where the Hopf bifurcations of the in-phase and anti-phase modes coincide, are found in the model with certain parameter values, and will be studied in detail in chapter \( \S 3 \). By using a Floquet-based approach, the analysis with linear coupling is then extended to determine Hopf bifurcation thresholds for a periodic chain of evenly-spaced dynamically active units. For one particular case of nonlinear coupling between the compartments and the bulk, stable in-phase or anti-phase oscillations are also shown to occur in certain parameter regimes, but as isolated solution branches that are disconnected from the steady state solution branch.

In chapter \( \S 3 \) we consider the double Hopf bifurcation point that is found through numerical study of the model system in chapter \( \S 2 \) with linear coupling. We use a center manifold approach and normal form theory to reduce the local dynamics of the model system to a system of two amplitude equations, which determines the patterns of Hopf bifurcation and stability of the two modes near the double Hopf point. The normal form also shows the existence of an unstable invariant torus in the dynamics of the model system, and the location of the torus can be approximated from the normal form near the double Hopf point. Numerical simulations and continuation-bifurcation computations with the spatially discretized model are used to verify these predictions.

We extend our study to a general class of coupled membrane-bulk dynamics in the one-dimensional space in chapter \( \S 4 \). Firstly, we formulate a general model system that describes two dynamically active membranes, where \( n \) species are assumed to interact with each other, separated spatially by a distance \( 2L \), that are coupled together through a linear bulk diffusion field, with a fixed bulk decay rate. With this model setting, the algebraic
1.2. Thesis Outline

A system of equations that the steady state solutions should satisfy are derived and the linear stability problem is also formulated. For this class of models, it is shown both analytically and numerically that bulk diffusion can trigger a synchronous oscillatory instability in the temporal dynamics associated with the two active membranes. For the case of a single active component on each membrane, and in the limit $L \to \infty$, rigorous spectral results for the linearization around a steady-state solution, characterizing the possibility of Hopf bifurcations and temporal oscillations in the membranes, are obtained. For finite $L$, a weakly nonlinear theory, accounting for eigenvalue-dependent boundary conditions appearing in the linearization, is developed to predict the local branching behavior near the Hopf bifurcation point. The analytical theory, together with numerical bifurcation results and full numerical simulations of the PDE-ODE system, are undertaken for various coupled membrane-bulk systems, including two specific biologically relevant applications. In addition, in the case of two heterogeneous membranes, numerical simulations show the possibility of two sustained oscillations with distinct amplitudes on the two membranes, which serves as a modeling verification of the phenomenon observed in laboratory experiments where one cell exhibits oscillatory dynamics and the other one is essentially quiescent.

In chapter 5, we consider a coupled membrane-bulk PDE-ODE model proposed by Gomez et al. [23]. A detailed analysis using a combination of asymptotic analysis, linear stability theory, and numerical bifurcation software is given. The mathematical model consists of two dynamically active membranes with Fitzhugh-Nagumo kinetics, which is often used to model spike generation of excitable neurons, separated spatially by a distance $L$, that are coupled together through a diffusion field that occupies the bulk region $0 < x < L$. The flux of the diffusion field on the membranes at $x = 0$ and $x = L$ provides feedback to the local dynamics on the membranes. In the absence of membrane-bulk coupling the membrane kinetics has a stable fixed point. The effect of bulk diffusion is to trigger either synchronous and asynchronous oscillations in the two membranes. In the singular limit of slow-fast membrane dynamics, and with only one diffusing species in the bulk, phase diagrams in parameter space showing where either synchronous or asynchronous oscillations occur, together with the corresponding Hopf frequencies at onset, are provided analytically. When the membrane kinetics is not of slow-fast type, a numerical study of the stability problem together with numerical bifurcation software is used to construct global bifurcation diagrams of steady-states and the bifurcating periodic solution branches for the case of either one or two diffusing species in the bulk. Predictions from the analytical and bifurcation theory are confirmed with full
In chapter 6, we formulate and analyze a class of coupled cell-bulk ODE-PDE models in a two-dimensional domain, which is relevant to studying quorum sensing behavior on thin substrates. In this model, spatially segregated dynamically active signaling cells of a common small radius $\epsilon \ll 1$ are coupled through a passive bulk diffusion field. For this coupled system, the method of matched asymptotic expansions is used to construct steady-state solutions and to formulate a spectral problem that characterizes the linear stability properties of the steady-state solutions, with the aim of predicting whether temporal oscillations can be triggered by the cell-bulk coupling. Phase diagrams in parameter space where such collective oscillations can occur, as obtained from our linear stability analysis, are illustrated for two specific choices of the intracellular kinetics. In the limit of very large bulk diffusion, it is shown that solutions to the ODE-PDE cell-bulk system can be approximated by a finite-dimensional dynamical system. This limiting system is studied both analytically, using a linear stability analysis, and globally, using numerical bifurcation software. For one illustrative example of the theory it is shown that when the number of cells exceeds some critical number, i.e. when a quorum is attained, the passive bulk diffusion field can trigger oscillations that would otherwise not occur without the coupling. Moreover, for two specific models for the intracellular dynamics, we show that there are rather wide regions in parameter space where these triggered oscillations are synchronous in nature. Unless the bulk diffusivity is asymptotically large, it is shown that a clustered spatial configuration of cells inside the domain leads to larger regions in parameter space where synchronous collective oscillations between small cells can occur. Additionally, the linear stability analysis for these cell-bulk models is shown to be qualitatively rather similar to the linear stability analysis of localized spot patterns for activator-inhibitor reaction-diffusion systems in the limit of long-range inhibition and short-range activation.

The chapter 7 is the conclusion chapter, where we summarize the main results and contributions of this thesis. Also we list several open problems for further explorations.
Chapter 2

Two Coupled Sel’kov Oscillators

The goal of this chapter is to formulate and investigate a simple cell-bulk coupled model in a 1-D domain with two types of coupling. The symmetric steady state and its linear stability are studied both analytically and numerically. The remainder of this chapter proceeds as follows.

In §2.1 we formulate a 1-D model on the interval $0 < x < 2L$, which consists of a PDE-ODE system that couples diffusion in the bulk $0 < x < 2L$, with constant diffusivity $D$, to compartmental dynamics with Sel’kov kinetics on the boundaries $x = 0$ and $x = 2L$. The particular choice of Sel’kov kinetics is not essential, as the qualitative behavior of bulk-mediated oscillatory dynamics will also occur for other, more general, compartmental kinetics. In particular, the numerical study of [23] has revealed the possibility of stable synchronous dynamics under Fitzhugh-Nagumo reaction-kinetics in the compartments and an detailed analysis of the model in [23] is provided in §5.

In §2.2 we consider the case where there is a linear coupling between the two compartments at $x = 0$ and $x = 2L$ and the bulk, where $\beta$ represents the strength of this coupling. For this linearly coupled model, we construct a steady-state solution that is symmetric about the midline $x = L$. In §2.2.1 we then derive a transcendental equation for the eigenvalue parameter $\lambda$ associated with the linearization of the coupled compartment-bulk model around the symmetric steady-state solution. In our stability theory, we must allow for perturbations that are either symmetric or anti-symmetric about the midline, which leads to the possibility of either synchronous (in-phase) or asynchronous (out-of-phase) instabilities in the two compartments. To determine unstable eigenvalues of the linearization, in §2.2.2 we use the winding number of complex analysis to determine the number of roots in $Re(\lambda) > 0$ to the transcendental equation for the eigenvalue. Branches of periodic solutions, either in-phase or anti-phase, that bifurcate from the symmetric steady-state solution branch, together with their stability properties, are determined using the numerical bifurcation software package XPPAUT.
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[16] after first spatially discretizing the PDE-ODE system into a relatively large system of ODEs. In this way, a phase-diagram in the $D$ versus $\beta$ parameter space, characterizing the region where stable synchronous and asynchronous oscillations between the two compartments can occur is obtained. Our results show that there is a rather large parameter range where either stable synchronous or asynchronous oscillations occur. Full numerical computations of the PDE-ODE system of coupled compartmental-bulk dynamics, undertaken using a method-of-lines approach, are used to validate the theory.

In §2.3, we extend the simple two-compartment case of §2.2 to allow for a periodic chain of evenly-spaced dynamically active units that are linearly coupled to a bulk diffusion field. By using an approach based on Floquet theory, we analyze the linear stability problem to determine Hopf bifurcation thresholds associated with the various possible modes of oscillation. Comparisons of predictions from the linear stability theory with full numerical simulations are performed.

In §2.4 we illustrate oscillatory compartmental dynamics for a specific type of nonlinear coupling between the bulk and the two compartments. Although this nonlinearly coupled system possesses the same steady-state as that of the uncoupled compartmental dynamics, we show using XPPAUT [16] that it can still generate compartment-bulk oscillations. In particular, our numerical computations show, in contrast to the case of a linear coupling between the compartments and the bulk, that the branches of synchronous and asynchronous periodic solutions are disconnected and do not bifurcate off of the symmetric steady-state solution branch. Our global bifurcation diagram also shows that there is a parameter range of bistability where either stable synchronous oscillations or stable asynchronous oscillations can coexist with the stable symmetric steady-state solution branch. In §2.4.1 we study an extended ODE compartmental dynamics model, closely related to the nonlinear coupled compartment-bulk model, but where bulk diffusion is neglected.

2.1 Formulation of the Coupled Compartment-Bulk Model

We begin by formulating a simple model that describes the diffusion and degradation of a signalling particle in a 1-D spatial domain. The concentration/density of the particle is represented by $C(x, t)$, defined on the bulk $x \in [0, 2L]$ at time $t$. Two identical compartments are introduced at the two
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ends of the interval. These compartments can either be regarded as two cells or two dynamically active membranes, which can interact with the diffusive signalling particle in the bulk. The dynamical process in each compartment, be it biochemical reactions inside a cell or other chemical reactions on the membrane, is described by a system of nonlinear ODEs. However, the dynamical process in each compartment is modulated by the concentration of the diffusive particle near each boundary. Thus, the dynamics in the compartment at the left end depends on $C(0,t)$, while the one at the right end is modulated by $C(2L,t)$. The release of signalling particles from the compartments into the bulk is modeled as a flux boundary condition at each of the two compartments. In the bulk, we model the diffusion process as

$$\frac{\partial C}{\partial t} = DC_{xx} - kC, \quad 0 < x < 2L, \quad t > 0,$$

$$-DC_x(0,t) = \kappa(V_0(t) - C(0,t)), \quad DC_x(2L,t) = \kappa(V_1(t) - C(2L,t)).$$

Here $D > 0$ and $k > 0$ are the constant diffusion and degradation rates, respectively, while $V_i(t)$ ($i = 0, 1$) are the concentrations of the particle in the two compartments. In our model, we assume the efflux of particles out of each compartment is proportional to the difference between the concentration inside each compartment and that outside of it in the bulk. Therefore, the influence of each compartment on the diffusive particles is described by the linear flux boundary condition of (2.1.1a).

The dynamics governing the time evolution of the concentration $V_i(t)$ and another variable $W_i(t)$ inside each compartment is described by the following system of nonlinear ODEs:

$$\frac{dV_i}{dt} = f(V_i, W_i) + \beta P(C(2Li,t), V_i(t)), \quad \frac{dW_i}{dt} = g(V_i, W_i); \quad \text{for} \quad i = 0, 1.$$

For simplicity, we assume that the compartment kinetics $f(V,W)$ and $g(V,W)$, as well as the coupling term $\beta P(C,V(t))$ to the bulk, are identical for the two compartments. We assume that this system, when isolated (i.e. when $\beta = 0$), and given favourable choices of parameter values, is capable of generating sustained oscillations of limit cycle type. In addition, we further assume that, when isolated, the compartmental dynamics has a unique stable steady-state. In Fig. 2.1 we give a schematic plot of the geometry for (2.1.1).

To illustrate the new behavior that can be induced by compartment-bulk...
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Figure 2.1: Schematic plot of the geometry for (2.1.1) showing the bulk region $0 < x < 2L$, where passive diffusion occurs, and the two local compartments at $x = 0$ and $x = 2L$. One of the local species can be exchanged between the compartment and the bulk.

coupling, we will use Sel’kov model, for which the kinetics are

$$f(V, W) = \alpha W + WV^2 - V, \quad g(V, W) = \epsilon \left( \mu - (\alpha W + WV^2) \right),$$

where $0 < \epsilon < 1$ is a parameter. We remark that the qualitative conclusions derived in the present study do not depend on the specific forms of the reaction kinetics, provided that limit cycle type oscillations in the dynamics can occur. In later chapters, we will show modeling studies using other form of local kinetics. In our model, the influence of the concentration of particles near each boundary on the compartment dynamics is described by the coupling term $\beta P(C_i(t), V)$, where $\beta$ represents the coupling strength. Two types of coupling will be considered. In §2.2 we consider a linear coupling term, while in §2.4 we consider a specific form of nonlinear coupling.

For this Sel’kov model, when each compartment is isolated, i.e. when $\beta = 0$, there is a unique steady state solution given by $V_0 = \mu$ and $W_0 = \mu/(\alpha + \mu^2)$, which is stable. In other words, the two compartments are “conditional oscillators” when decoupled from each other. Therefore, when oscillations occur in the present study, they are caused by the coupling between the two compartments induced by the diffusive signalling particles.

2.2 Linear Coupling Between the Compartments and the Bulk

We first consider (2.1.1) with a linear coupling term $P(C(2Li,t), V)$ where $i = 0, 1$. We specify that

$$P(C(2Li,t), V) = C(2Li,t) - V(t), \quad i = 0, 1.$$
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With this choice, all interactions between the compartments and the diffusive particles are linear.

We first determine a steady-state solution to (2.1.1), with (2.2.1), that is symmetric about the midline \( x = L \). To construct this steady-state solution we solve (2.1.1) on \( 0 < x < L \), while imposing a no-flux boundary condition for \( C \) at \( x = L \). Since only the compartment at the left boundary \( x = 0 \) is consider, we drop the subscripts for the compartmental variables \( V \) and \( W \).

We readily calculate that there is a unique symmetric steady-state solution \( C_e(x), V_e, \) and \( W_e \), given by

\[
C_e(x) = C_0^e \frac{\cosh(\omega(L - x))}{\cosh(\omega L)} \quad \text{and} \quad \omega \equiv \sqrt{\frac{k}{D}},
\]

\[
V_e = \frac{\mu}{1 + \beta} + \frac{\beta C_0^e}{1 + \beta}, \quad W_e = \frac{\mu}{\alpha + V_e^2}.
\]

(2.2.2)

We observe that the steady-state solution in the compartment for the coupled system differs from that of the uncoupled problem, and reduces to \( V_e = V_0 \equiv \mu \) and \( W_e = W_0 \equiv \mu / (\alpha + \mu^2) \) in the absence of coupling.

2.2.1 Linear Stability Analysis of the Steady State

To analyze the linear stability of the symmetric steady-state solution, we introduce the perturbation

\[
C(x, t) = C_e(x) + e^{\lambda t} \eta(x), \quad V(t) = V_e + e^{\lambda t} \varphi, \quad W(t) = W_e + e^{\lambda t} \phi,
\]

(2.2.3)

into (2.1.1). Upon linearizing the resulting system, we obtain the following eigenvalue problem for the eigenvalue parameter \( \lambda \):

\[
\lambda \eta = D \eta_{xx} - k \eta, \quad 0 < x < L; \quad -D \eta_x(0) = \kappa(\varphi - \eta_0), \quad \lambda \varphi = f^c V \varphi + f^c W \phi + \beta (P^c C \eta_0 + P^c V \varphi),
\]

\[
\lambda \phi = g^c V \varphi + g^c W \phi.
\]

(2.2.4a, 2.2.4b)

Here we have defined \( \eta_0 \equiv \eta(0), f^c_V \equiv f_V(V_e, W_e), f^c_W \equiv f_W(V_e, W_e), P^c_C \equiv P_C(C_0^e, V_e), \) etc.

The formulation of the linear stability problem is complete after imposing a boundary condition for \( \eta(x) \) on the midline \( x = L \). We will consider two distinct choices. The choice \( \eta(L) = 0 \) corresponds to an asynchronous, or anti-phase, perturbation, while the condition \( \eta_x(L) = 0 \) corresponds to an in-phase synchronization of the two compartments. We will consider both possibilities in our analysis below.
For either choice of the boundary condition, we can readily solve (2.2.4) to derive that \( \lambda \) must be a root of the transcendental equation \( F(\lambda) = 0 \), where \( F(\lambda) \) is defined by

\[
F(\lambda) \equiv \frac{1}{p_{\pm}(\lambda)} - \frac{g_W^e - \lambda}{\det(J_e - \lambda I)},
\]

\[
J_e \equiv \begin{pmatrix} f_V^e & f_W^e \\ g_V^e & g_W^e \end{pmatrix}.
\]

Here \( J_e \) is the Jacobian matrix of the uncoupled compartmental dynamics evaluated at the steady-state (2.2.2) for the coupled system. In (2.2.5a), \( p_{\pm}(\lambda) \) are defined by

\[
p_{+}(\lambda) \equiv \frac{\beta D \Omega_{\lambda} \tanh(\Omega_{\lambda} L)}{\kappa + D \Omega_{\lambda} \tanh(\Omega_{\lambda} L)}, \quad p_{-}(\lambda) \equiv \frac{\beta D \Omega_{\lambda} \coth(\Omega_{\lambda} L)}{\kappa + D \Omega_{\lambda} \coth(\Omega_{\lambda} L)},
\]

\[
\Omega_{\lambda} \equiv \sqrt{\frac{k + \lambda}{D}},
\]

where \( p_{+} \) corresponds to synchronous (in-phase) perturbations, while \( p_{-} \) corresponds to asynchronous (anti-phase) perturbations. In (2.2.5b), we must specify the principal branch of the square root to ensure that \( \eta(x) \) is analytic in \( \text{Re}(\lambda) > 0 \).

To classify any instabilities that can occur with compartment-bulk coupling we need to determine the number of roots of (2.2.5a) and their distribution in the right-half of the complex \( \lambda \)-plane (i.e. \( \text{Re}(\lambda) > 0 \)). We will approach this problem in two ways. One method is to numerically implement a winding number approach, as done below in §2.2.2. The second method, which we discuss here, is to use the bifurcation software XPPAUT [16]. First we spatially discretize (2.1.1) into a relatively large system of ODEs, and then we use XPPAUT to path-follow solution branches that bifurcate off the steady-state solution (2.2.2). In this way, in Fig. 2.3 we show two typical bifurcation diagrams with respect to the diffusivity \( D \) and the coupling strength \( \beta \), for fixed values of the other parameters as shown in the figure caption. As seen from these plots, there are Hopf bifurcation points at which the steady-state solution loses its stability to either synchronous or asynchronous oscillatory instabilities in the two compartments. Moreover, in some regions of the \((\beta, D)\) parameter space only either the synchronous or asynchronous mode is present. In the left panel of Fig. 2.3, where we plot the bifurcation diagram for \( V \) versus \( D \) when \( \beta = 0.8 \), we observe that the synchronous and asynchronous periodic solution branches change stability at \( D \approx 0.25 \) and \( D \approx 0.55 \), respectively. These bifurcation points correspond
to Torus bifurcations. By tuning the parameter $\beta$, these bifurcation points can occur at a common value of $D$, and correspond to the intersection of the black and magenta curves in Fig. 2.2. For this co-dimension-2 case, such double Hopf bifurcations were analyzed in detail using normal form theory in §3. For $\beta = 0.8$, we further observe from the left panel of Fig. 2.3 that both the synchronous and asynchronous oscillations are stable on the range $0.25 < D < 0.55$. A similar bifurcation diagram, but with fixed $D = 0.4$ and $\beta$ a parameter, is shown in the right panel of Fig. 2.3.

By varying the values of $D$ and $\beta$, we can obtain a series of bifurcation diagrams, representing slices through the $(\beta,D)$ phase space. By amalgamating these slices, we generate the phase diagram in the $(\beta,D)$ parameter plane as shown in Fig. 2.2. We remark that the diffusivity $D$ effectively represents the length scale of this system. When $D$ is small, effectively the distance between the two cells is large. However, when $D$ is large, effectively one can consider that the two cells are close together. Therefore, changing $D$ is equivalent to changing the distance between the two cells. Variations in the coupling strength $\beta$ determine the importance of the feedback in the compartment-bulk interactions.

The phase diagram in Fig. 2.2 shows the region of stability of the steady-state solution, and regions where either synchronous or asynchronous oscillations, or both, can occur as the diffusivity $D$ and the coupling strength $\beta$ are varied. From this plot, we observe that when $D$ is relatively small, then as the coupling strength $\beta$ is increased it is the anti-phase mode that becomes unstable first. This phenomenon is also plausible biologically, since when $D$ and $\beta$ are both small the communication between the two cells is not very efficient, and so it is hard to synchronize their dynamics with a common phase.

From Fig. 2.2, we also observe that when $D$ is relatively large, only the in-phase synchronized oscillation can occur. In the region of Fig. 2.2 bounded by the blue solid curve, the steady-state solution is unstable to the in-phase mode, but it is only above the black solid curve where a stable synchronized oscillation between the two compartments can occur. Similarly, inside the red dashed curve, the steady-state solution is unstable to the anti-phase mode, but it is only under the magenta dashed curve where the asynchronous mode is stable. Therefore, in the region of Fig. 2.2 bounded by the black and magenta curves, stable synchronous and stable asynchronous periodic oscillations can co-exist. The determination which mode would result from numerical computations of the initial value problem (2.1.1) should depend on the initial conditions at time $t = 0$.

To confirm predictions obtained from the bifurcation analysis, full time-
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Figure 2.2: Phase diagram in the $D$ versus $\beta$ parameter plane, for the Sel’kov model (2.1.1) with linear coupling (2.2.1) for both the synchronous (in-phase) and asynchronous (anti-phase) modes. The other fixed parameters in (2.1.1) are $\mu = 2$, $\alpha = 0.9$, $\epsilon = 0.15$, $\kappa = 1$, $k = 1$, and $L = 1$. The parameter regime where compartment oscillations occur is within the blue solid curve (in-phase synchronization) and the red dashed curve (anti-phase synchronization). Above the black solid line, the in-phase periodic solution is stable, while below the dashed magenta curve the anti-phase periodic solution is stable. The horizontal and vertical slices at $D = 0.4$ and $\beta = 0.8$, respectively, through the phase diagram are discussed in Fig. 2.3.
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Figure 2.3: Bifurcation diagram of $V$ corresponding to the vertical and horizontal slices through the phase diagram of Fig. 2.2, as computed using XPPAUT [16]. Left panel: $V$ versus $D$ for $\beta = 0.8$ (vertical slice). Right panel: $V$ versus $\beta$ for $D = 0.4$ (horizontal slice). In these panels the solid and dashed lines denote linearly stable and unstable branches of steady-state solutions, respectively. The two closed loops correspond to branches of synchronous and asynchronous periodic solutions. In the left panel, the branch that bifurcates from the steady-state near $D = 1$ is the synchronous branch and in the right panel, the outer loop is the asynchronous branch. The solid/open circles on these loops denote linearly stable/unstable periodic solutions, respectively.
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Figure 2.4: Full numerical solutions of the ODE-PDE system (2.1.1) demonstrating either in-phase or anti-phase oscillations of the two compartments. Time increases from bottom to top and the horizontal axis indicate the bulk region where $L = 1$. Left panel: synchronous oscillations for $D = 1$ and $\beta = 0.7$ (black dot in Fig 2.2). Right panel: asynchronous oscillations for $D = 0.4$ and $\beta = 0.5$ (magenta open circle in Fig. 2.2). The other parameter values are the same as in the caption of Fig 2.2.
dependent numerical solutions of the coupled ODE-PDE system (2.1.1) were computed using a method of lines approach based on a second-order spatial discretization of the bulk diffusion operator. In our computation, we picked two points in the phase diagram in Fig. 2.2 indicated in the figure by the black solid dot and the magenta open circle. For these parameter sets, full numerical solutions of the ODE-PDE system (2.1.1) are shown in Fig. 2.4 starting with the initial value \( C(x, 0) = 0.2 \), and with randomly generated initial values for \( V_i \) and \( W_i \) for \( i = 0, 1 \) at \( t = 0 \). The plots in Fig. 2.4 for \( t \) large confirm the theoretical predictions of the phase diagram by showing synchronous in-phase oscillations for \( D = 1 \) and \( \beta = 0.7 \) (left panel), and asynchronous anti-phase oscillations for \( D = 0.4 \) and \( \beta = 0.5 \) (right panel).

### 2.2.2 The Winding Number Analysis

In this section, we show how to use the winding number criterion of complex analysis to determine the number of roots of \( F(\lambda) = 0 \) in Re(\( \lambda \)) > 0, where \( F(\lambda) \) is defined in (2.2.5). The analysis below is similar to that used in [57] to analyze the stability of localized pulse solutions to reaction-diffusion systems.

To determine the number \( N \) of roots of \( F(\lambda) = 0 \) in Re(\( \lambda \)) > 0 of the spectral plane, we calculate the winding number of \( F(\lambda) \) over the contour consisting of the imaginary axis \( -iR \leq \text{Im} \lambda \leq iR \), decomposed as \( \Gamma_{I_+} = i\lambda_I \) and \( \Gamma_{I_-} = -i\lambda_I \) where \( 0 < \lambda_I < R \), together with the semi-circle \( |\lambda| = R \), with \( |\text{arg} \lambda| \leq \pi/2 \), which we denote by \( \Gamma_R \), as shown in Fig. 2.5.

![Figure 2.5: Counterclockwise contour consisting of the imaginary axis \(-iR \leq \text{Im} \lambda \leq iR\), denoted by \( \Gamma_{-} \cup \Gamma_{+} \), and the semicircle \( \Gamma_R \), given by \( |\lambda| = R > 0 \), for \( |\text{arg} \lambda| \leq \pi/2 \).](image)

Assuming that there are no roots of \( F(\lambda) = 0 \) on the imaginary axis, we
use the argument principle of complex analysis to determine $N$ as

$$N = \frac{1}{2\pi} \left( \lim_{R \to \infty} [\text{arg } F]_{\Gamma_R} + 2 \lim_{R \to \infty} [\text{arg } F]_{\Gamma_{R+}} \right) + P, \quad (2.2.6)$$

where $P$ is the number of poles of $F(\lambda)$ in $\text{Re}(\lambda) > 0$. Here $[\text{arg } F]_{\Gamma}$ denotes the change in the argument of $F(\lambda)$ over the contour $\Gamma$ oriented in the counterclockwise direction. In deriving (2.2.6), we have used $F(\lambda) = F(\bar{\lambda})$ to obtain the relation $\lim_{R \to \infty} [\text{arg } F]_{\Gamma_{R-}} = \lim_{R \to \infty} [\text{arg } F]_{\Gamma_{R+}}$.

To determine $P$, we first observe from (2.2.5) that the choice of the principal branch of the square root for $\Omega_\lambda$ ensures that $1/p(\lambda) = \omega(\lambda) + \text{det}(J/e - \lambda I)$ is analytic in $\text{Re}(\lambda) > 0$. Therefore, $P$ is determined by the number of zeros of the quadratic function $\text{det}(J/e - \lambda I) = \lambda^2 - \text{tr}(J/e) \lambda + \text{det}(J/e)$ in $\text{Re}(\lambda) > 0$.

By using the specific forms of the nonlinearities $f(V,W)$ and $g(V,W)$ in (2.1.1c), we readily calculate $\text{det}(J/e - \lambda I) = \epsilon(\alpha + V^2/e) > 0$. Therefore, in terms of the trace of $J/e$, which we have denoted by $\text{tr}(J)$, we have that $P = 2$ if $\text{tr}(J) > 0$ and $P = 0$ if $\text{tr}(J) < 0$.

Next, we determine the change in the argument of $F(\lambda)$ over $\Gamma_R$ as $R \to +\infty$. Since $\text{det}(J/e - \lambda I)$ is a quadratic function of $\lambda$ and $1/p(\lambda) = \beta^{-1} + O(\Omega_\lambda^{-1/2})$ as $|\lambda| \to +\infty$ in $\text{Re}(\lambda) > 0$, we estimate from (2.2.5a) and (2.2.5b) that, for either the synchronous or asynchronous modes,

$$F(\lambda) \sim \frac{1}{\beta} + \frac{\kappa}{D\Omega_\lambda \beta} + O \left( \frac{1}{\lambda} \right), \quad \text{as } |\lambda| = R \to +\infty, \quad (2.2.7)$$

where $|\text{arg } \lambda| \leq \pi/2$. Hence, we have $\lim_{R \to \infty} [\text{arg } F]_{\Gamma_R} = 0$, so that (2.2.6) becomes

$$N = \frac{1}{\pi} \lim_{R \to \infty} [\text{arg } F]_{\Gamma_{R+}} + P, \quad (2.2.8)$$

where $P = 2$ if $\text{tr}(J) > 0$ and $P = 0$ if $\text{tr}(J) < 0$.

In this way, the problem of determining $N$ is reduced to the simpler problem of calculating $[\text{arg } F]_{\Gamma_{R+}}$ where $\Gamma_{R+}$ is traversed in the downwards direction. On $\Gamma_{R+}$, we let $\lambda = i\lambda_I$ for $0 < \lambda_I < \infty$, and decompose $F(i\lambda_I)$ in (2.2.5a) into real and imaginary parts as $F(i\lambda_I) = F_R(\lambda_I) + iF_I(\lambda_I)$. As $\lambda_I$ decreases from $+\infty$ to 0, we use (2.2.5a) to determine how many times $F(i\lambda_I)$ wraps around the origin in the $(F_R, F_I)$ plane. By using (2.2.5b) to calculate the asymptotics of $p(\lambda)$ as $\lambda_I \to +\infty$, we conclude that $F_R \to 1/\beta > 0$ and $F_I \to 0$ as $\lambda_I \to +\infty$. This shows that $\text{arg } F(i\lambda_I) \to 0$ as $\lambda_I \to \infty$. Therefore, we have $N = 1/2\pi$. This concludes the derivation of the linear coupling between the compartments and the bulk.
In contrast, as $\lambda_I \to 0$, we further calculate from (2.2.5a) and (2.2.5b) that
\[
F(0) = \frac{1}{p_{\pm}(0)} - \frac{g_W^e}{\det(J_e)}, \quad \text{where} \quad \frac{1}{p_{\pm}(0)} = \begin{cases} \frac{1}{\beta} + \frac{\kappa}{\beta D \omega \tanh(\omega L)} > 0, \\ \frac{1}{\beta} + \frac{\kappa}{\beta D \omega \coth(\omega L)} > 0, \end{cases}
\]
and $\omega \equiv \sqrt{k/D}$. Then, from the specific form of $g(V,W)$ in (2.1.1c), we get that $g_W^e = -\epsilon(\alpha + V_e^2) < 0$. Upon recalling that $\det(J_e) = \epsilon(\alpha + V_e^2) > 0$, we conclude from (2.2.9) that $F(0) = [p_{\pm}(0)]^{-1} + 1 > 0$.

This indicates that as we traverse $\Gamma_{I_+}$, the path of $F(i\lambda_I)$ both starts and ends on the positive real axis of the $(F_R,F_I)$ plane. It follows that the change in the argument of $F(\lambda)$ on $\Gamma_{I_+}$ can only be an integer number of $2\pi$, so that
\[
\left[\text{arg} F\right]_{\Gamma_{I_+}} = 2m\pi, \quad m = 0, \pm 1, \pm 2, \ldots.
\]
Consequently, we have from (2.2.8) that
\[
N = 2m + P, \quad P = \begin{cases} 2, \quad \text{when} \quad \text{tr}(J_e) > 0, \\ 0, \quad \text{when} \quad \text{tr}(J_e) < 0. \end{cases}
\]

Although we cannot, in general, determine $m$ analytically, it is readily calculated numerically from (2.2.5a). To illustrate the numerical computation of the winding number, we consider (2.1.1) with the linear coupling (2.2.1) for the parameter value $D = 1$ and $\beta = 0.7$, corresponding to the marked black dot in Fig. 2.2. The other parameter values for (2.1.1) are given in the caption of Fig. 2.2. For this parameter set we calculate that $\text{tr}(J_e) > 0$ so that $P = 2$ from (2.2.10). In the right panel of Fig. 2.6, we plot the path of $F(i\lambda_I)$ in the $(F_R,F_I)$ parameter plane for both the in-phase synchronous mode (solid curve) and the anti-phase asynchronous mode (dashed curve). For the asynchronous mode we observe that as $\lambda_I$ decreases from a very large initial value, $F(\lambda)$ wraps around the origin once in clockwise direction, so that $\left[\text{arg} F\right]_{\Gamma_{I_+}} = -2\pi$. Therefore, since $m = -1$, we get $N = 0$ from (2.2.10). In contrast, for the synchronous mode we observe from Fig. 2.6 that $\left[\text{arg} F\right]_{\Gamma_{I_+}} = 0$, so that $m = 0$ and $N = 2$ from (2.2.10). These winding number computations show that, at this parameter set, the steady-state solution is unstable only to synchronous perturbations.

To determine the location of the two unstable eigenvalues for the synchronous mode when $D = 1$ and $\beta = 0.7$ we look for roots of $F(\lambda)$ on the
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Figure 2.6: Left panel: $G_+(\lambda)$, $G_-(\lambda)$, and $H(\lambda)$, as defined in (2.2.11), are plotted on $\lambda > 0$ real for $D = 1$ and $\beta = 0.7$, with the other parameters as in the caption of Fig. 2.2. There is no intersection between $G_+(\lambda)$ and $H(\lambda)$, which shows that $\mathcal{F}(\lambda)$ has no real roots $\lambda$ for either the synchronous and asynchronous modes. Right panel: $\mathcal{F}_I(\lambda_I) = \text{Im}(\mathcal{F}(i\lambda_I))$ is plotted versus $\mathcal{F}_R(\lambda_I) = \text{Re}(\mathcal{F}(i\lambda_I))$ for both the synchronous and asynchronous modes as $\lambda_I$ is decreased from 1000 to 0. The open circle represents the starting point at $\lambda_I = 1000$. For the asynchronous mode (dashed curve), we have $m = -1$ in (2.2.10) since the trajectory wraps around the origin once in the clockwise direction. For the synchronous mode (solid curve), the plot shows that $m = 0$ in (2.2.10).
positive real axis $\lambda > 0$. To do so, it is convenient to rewrite $\mathcal{F}$ as

$$
\mathcal{F}(\lambda) = \frac{H(\lambda) - G_{\pm}(\lambda)}{p_{\pm}(\lambda) \det(J_e - \lambda I)},
$$

(2.2.11a)

where

$$
H(\lambda) \equiv \det(J_e - \lambda I), \quad G_{\pm}(\lambda) \equiv p_{\pm}(\lambda)(g_{W}^{e} - \lambda).
$$

(2.2.11b)

In the left panel of Fig. 2.6 we plot $H(\lambda)$ and $G_{\pm}(\lambda)$ on $\lambda > 0$ real for $D = 1$ and $\beta = 0.7$. This plot shows that there are no intersections between $H(\lambda)$ and $G_{\pm}(\lambda)$. Since, consequently, there is no real positive root to $\mathcal{F}(\lambda) = 0$, we conclude that the initial instability associated with the in-phase-mode is a synchronous oscillatory instability of the compartmental dynamics. A bifurcation diagram (not shown) similar to that in Fig. 2.3 predicts that this initial instability leads to a large-scale stable synchronous oscillation. The full numerical results of the ODE-PDE system (2.1.1) shown in the left panel of Fig. 2.4, as computed using a method of lines approach, confirms this prediction of a stable synchronous oscillation in the two compartments.

We remark that this strategy of computing the winding number, and then using (2.2.10) to determine $N$, was used for mapping out the regions in the phase diagram of Fig. 2.2 characterizing the linear stability properties of the steady-state solution to either in-phase or anti-phase perturbations.

2.3 A Periodic Chain of Active Units Coupled by Bulk Diffusion

In this section we extend the analysis in $\S$ 2.2 to the case where $m$ identical compartments, or cells, are evenly-spaced, with spacing $2L$, on a 1-D ring. These cells are then coupled by a bulk-diffusion field. A schematic diagram of this periodic arrangement of active cells is shown in the left panel of Fig. 2.7. Equivalently, we consider a 1-D domain on the interval $[-L, (2m - 1)L]$, with cells located at $2jL$ for $j = 0, \ldots, m - 1$, with the imposition of periodic boundary conditions for the bulk diffusion field at the endpoints. A schematic plot of four such cells is shown in the right panel of Fig. 2.7.

With the same notation used in $\S$ 2.1 we model the system with $m$ identical cells on a 1-D structure as follows. Firstly, the bulk diffusion process
2.3. A Periodic Chain of Active UnitsCoupled by Bulk Diffusion

\[ C_t = DC_{xx} - kC, \quad t > 0, \quad x \in (-L, (2m - 1)L), \]
with \( x \neq 2jL, \quad j = 0, \ldots, m - 1, \)
\[ C(-L,t) = C(2mL - L,t), \quad C_x(-L,t) = C_x(2mL - L,t). \quad (2.3.1a) \]

Inside each cell, we suppose that there are \( n \) locally interacting chemicals species. As shown in Appendix[A] the local dynamics in each cell, with the linear coupling to the bulk diffusion field, is governed by

\[ \frac{du_j}{dt} = F(u_j) + e_1 \left[ \frac{\kappa}{2} \left( C(2jL^+, t) + C(2jL^-, t) \right) - \kappa u_{1j} \right], \quad j = 0, \ldots, m - 1, \quad (2.3.1b) \]

where \( u_j = (u_{1j}, u_{2j}, \ldots, u_{nj})^T \) denotes the \( n \) species inside the \( j \)-th cell, \( e_1 \equiv (1, 0, \ldots, 0)^T \), with \( u_{1j} \) being the first chemical species inside the \( j \)-th cell. Moreover, \( F \) is the common local reaction kinetics, since the cells are assumed to be identical. Here \( C(2jL^-, t) \) and \( C(2jL^+, t) \) represent the bulk concentration field at the left and right boundary of the \( j \)-th cell. As shown in Appendix[A] the boundary conditions for the bulk concentration \( C \) at the cell boundaries, where \( j = 0, \ldots, m - 1, \) are

\[ DC_x(2jL^+, t) = \kappa \left( C(2jL^+, t) - u_{1j}(t) \right), \]
\[ DC_x(2jL^-, t) = \kappa \left( u_{1j}(t) - C(2jL^-, t) \right), \quad (2.3.1c) \]

where \( \kappa > 0 \) is the common cell permeability parameter.

We remark that in our formulation, we have only assumed that \( C(x,t) \) is piecewise continuous on the ring, and so in general \( C(2jL^+, t) \neq C(2jL^-, t). \)
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An alternative, but simpler formulation, would be to impose that \( C \) is continuous on the ring, and that there is a jump in the flux \( DC_x \) across each cell. Although we do not pursue this simpler problem here, the linear stability analysis associated with this problem is discussed briefly in Appendix B.

2.3.1 The Steady-State Solution

We first calculate the symmetric steady-state solution of (2.3.1). For this steady-state, the bulk concentration is symmetric with respect to the midline of every two cells, and the local cell variables are the same for each cell. Although there might be other asymmetric steady-state solutions for the full system (2.3.1) of \( m \) coupled cells, we focus only on the symmetric steady-state solution and its linear stability properties.

To construct the symmetric steady-state, we need only consider the domain \([-L, L]\), as shown in Fig. 2.7, with a cell located at \( x = 0 \) and with periodic boundary conditions at \( x = \pm L \). We denote this steady-state solution by \( C^e(x) \) and the corresponding local steady-state cell variables as \( u^e \).

Then the symmetric steady-state solution for \( C \) in the full system (2.3.1) is constructed by a simple period extension of this basic solution. Hence, focusing on the interval \([-L, L]\), the steady-state solution \( C^e(x) \) satisfies

\[
C_{xx}^e = \frac{k}{D} C^e, \quad x \in (-L, 0) \cup (0, L); \quad C^e(-L) = C^e(L), \quad C_x^e(-L) = C_x^e(L),
\]

\[
DC_x^e(0^+) = \kappa \left( C^e(0^+) - u_1^e \right), \quad DC_x^e(0^-) = \kappa \left( u_1^e - C^e(0^-) \right).
\]

(2.3.2)

The steady-state solution for the compartmental variable \( u^e \) satisfies

\[
F(u^e) + e_1 \left[ \frac{\kappa}{2} \left( C^e(0^+) + C^e(0^-) \right) - \kappa u_1^e \right] = 0.
\]

(2.3.3)

On each subinterval, we can calculate the steady state solution \( C^e(x) \) separately as

\[
C^e(x) = \begin{cases} 
A \cosh((x - L)\omega), & 0 < x < L, \\
A \cosh((x + L)\omega), & -L < x < 0,
\end{cases}
\]

(2.3.4a)

where \( A \) and \( \omega \) are given by

\[
\omega \equiv \sqrt{\frac{k}{D}}, \quad A = \frac{\kappa u_1^e}{\kappa \cosh(L\omega) + D\omega \sinh(L\omega)}.
\]

(2.3.4b)
As expected this steady-state is continuous across the cells.

For the special case where the local cell variable \( u \) has two components \( u = (V, W)^T \) with local reaction term \( F = (f, g)^T \), where \( f \) and \( g \) are the Sel’kov kinetics given in (2.1.1c), we can use (2.3.3) and (2.3.4) to explicitly identify a unique steady-state \( V^e \) and \( W^e \) as

\[
V^e = \frac{\mu \left( \kappa + D\omega \tanh(L\omega) \right)}{\kappa + \left(1 + \kappa\right) D\omega \tanh(L\omega)}, \quad W^e = \frac{\mu}{\alpha + (V^e)^2}.
\]  

(2.3.4c)

### 2.3.2 The Linear Stability Analysis

Next, we study the linear stability of the steady-state solution (2.3.4) for the case of Sel’kov kinetics. By introducing the perturbation (2.2.3) into (2.3.1) and linearizing, we obtain the eigenvalue problem

\[
\eta'' = \left( k + \lambda \right) D\eta, \quad x \in (-L, (2m - 1)L), \quad \text{with} \quad x \neq 2jL, \quad j = 0, \ldots, m - 1,
\]

\[
D\eta'(2jL^+) = \kappa(\eta(2jL^+) - \varphi), \quad D\eta'(2jL^-) = \kappa(\varphi - \eta(2jL^-)), \quad j = 0, \ldots, m - 1,
\]

subject to the periodic boundary conditions

\[
\eta(-L) = \eta(2mL - L), \quad \eta'(-L) = \eta'(2mL - L).
\]  

(2.3.5b)

Upon linearizing the reaction kinetics we have that

\[
\lambda \varphi = f_V^e \varphi + g_V^e \varphi - \kappa \varphi + \frac{\kappa}{2} \left( \eta(0^+) + \eta(0^-) \right), \quad \lambda \phi = g_V^e \varphi + g_W^e \phi,
\]  

(2.3.5c)

where \( f_V^e, g_V^e, g_W^e \) are evaluated at the steady-state (2.3.4c).

Instead of considering (2.3.5a) with periodic boundary condition (2.3.5b), we make use of Floquet theory and consider (2.3.5a) on the fundamental interval \([-L, L]\) with the Floquet boundary conditions

\[
\eta(L) = z\eta(-L), \quad \eta'(L) = z\eta'(-L).
\]  

(2.3.6)

The solution can then be extended to the interval \([L, 3L]\) by defining \( \eta(x) \equiv z\eta(x - 2L) \) for \( x \in [L, 3L] \) and using translation invariance. Since the \( m \) cells are identical, it is clear that \( \eta(x) \) satisfies (2.3.5a). By iterating this process, we construct the solution of (2.3.5a) on the whole domain \([-L, (2m - 1)L]\).
provided that \( \eta(2mL - L) = z^m \eta(-L) \). Therefore, we obtain that \( z \) must be one of the \( m \)-th roots of unity

\[
z \equiv e^{2\pi il/m}, \quad \text{where} \quad l = 0, \ldots, m - 1. \tag{2.3.7}
\]

In this way we have recovered the periodic solution to (2.3.5a) on \([-L, (2m-1)L]\).

Next, we solve (2.3.5a) on \([-L, L]\) subject to the Floquet boundary conditions (2.3.6). The solution to (2.3.5a) and (2.3.6) is

\[
\eta(x) = \begin{cases} 
[z A \cosh((x - L)\Omega_\lambda) + zB \sinh((x - L)\Omega_\lambda)] \varphi, & 0 < x < L, \\
[A \cosh((x + L)\Omega_\lambda) + B \sinh((x + L)\Omega_\lambda)] \varphi, & -L < x < 0,
\end{cases} \tag{2.3.8}
\]

where \( A, B, \) and \( \Omega_\lambda \) are defined by

\[
A \equiv \frac{\kappa(z + 1)/z}{2D\Omega_\lambda \sinh(L\Omega_\lambda) + 2\kappa \cosh(L\Omega_\lambda)}, \\
B \equiv \frac{\kappa(z - 1)/z}{2D\Omega_\lambda \cosh(L\Omega_\lambda) + 2\kappa \sinh(L\Omega_\lambda)}, \\
\Omega_\lambda \equiv \sqrt{k + \lambda D}, \tag{2.3.9}
\]

and where we choose the principal branch of \( \Omega_\lambda \) if \( \lambda \) is complex. From this solution we then calculate

\[
\eta(0^+) + \eta(0^-) = A(z + 1) \cosh(\Omega_\lambda L) + B(1 - z) \sinh(\Omega_\lambda L). \tag{2.3.10}
\]

Upon substituting these expressions into (2.3.5c), we obtain a homogeneous linear system for \( \varphi \) and \( \phi \) given by

\[
(f^e_\varphi + \Delta_\lambda) \varphi + f^e_\phi \phi = \lambda \varphi, \quad g^e_\varphi \varphi + g^e_\phi \phi - \lambda \phi = 0, \\
\Delta_\lambda \equiv \frac{\kappa}{2} [A(1 + z) \cosh(\Omega_\lambda L) + B(1 - z) \sinh(\Omega_\lambda L)] - \kappa. \tag{2.3.11}
\]

By writing (2.3.11) in matrix form, and then using (2.3.9) together with (2.3.7) for \( z \), we readily derive, after some algebra, that the discrete eigenvalues \( \lambda \) satisfy the transcendental equation \( \mathcal{F}(\lambda) = 0 \), where

\[
\mathcal{F}(\lambda) \equiv \frac{1}{\Delta_\lambda} + \frac{g^e_\phi - \lambda}{\det(J_e - \lambda I)}, \tag{2.3.12a}
\]

and where for each possible mode \( l \) of instability, with \( l = 0, \ldots, m - 1 \), we have

\[
\Delta_\lambda \equiv \frac{\kappa^2 \Omega_\lambda D \left[\text{Re}(z_l) - \cosh(2\Omega_\lambda L)\right] - \kappa \Omega^2_\lambda D^2 \sinh(2\Omega_\lambda L)}{(\Omega^2_\lambda D^2 + \kappa^2) \sinh(2\Omega_\lambda L) + 2\kappa D\Omega_\lambda \cosh(2\Omega_\lambda L)} , \tag{2.3.12b}
\]

\[
\text{Re}(z_l) = \cos \left( \frac{2\pi l}{m} \right). 
\]
Here $J_e$ is the Jacobian of the reaction kinetics, as defined in (2.2.5a), evaluated at the steady-state (2.3.4).

Our goal below is to determine Hopf bifurcation thresholds for which $F(\pm i\lambda_I) = 0$ in (2.3.12a), for some $\lambda_I > 0$. Such pure imaginary eigenvalues depend on $\text{Re}(z)$ through $\Delta_\lambda$, as defined in (2.3.12b). To examine the possible modes of instability, we observe that if $z_l$ is one of the $m$-th roots of unity, then

$$z_l = \bar{z}_{m-l}, \quad l = 1, \ldots, \left\lfloor \frac{m}{2} \right\rfloor,$$

(2.3.13)

where the floor function $\left\lfloor x \right\rfloor$ is defined as the largest integer not greater than $x$. Therefore, if $m$ is odd, there are $(m+1)/2$ different values of $\text{Re}(z)$, and thus $(m+1)/2$ different possible modes of linear instability. Alternatively, if $m$ is even, there are $\frac{m}{2} + 1$ different possible modes of linear instability. The eigenvalue of multiplicity one corresponds to $z = 1$ (and also $z = -1$ if $m$ is even). The remaining eigenvalues always have multiplicity two. In other words, the eigenvalue corresponding to $z_l$ is also an eigenvalue for $z = \overline{z}_{m-l}$. Therefore, if we find a Hopf bifurcation point for $z \neq \pm 1$, then there are always two possible spatial modes of oscillation for that specific pair of purely imaginary eigenvalues. Finally, to determine the predicted spatial pattern of any Hopf bifurcation point $\lambda = i\lambda_I$, we observe that at the midpoint between the cells the perturbation $\text{Re}(e^{i\lambda_I [2j-1]L})$ to the bulk diffusion field $C(x,t)$ is

$$\text{Re} \left( e^{i\lambda_I [2j-1]L} \right) = \cos \left( \lambda_I t + \frac{2\pi lj}{m} \right), \quad j = 0, \ldots, m.$$

(2.3.14)

### 2.3.3 Hopf Bifurcation Boundaries, Global Branches and Numerics

Next, we use (2.3.12) to compute the Hopf bifurcation boundaries for the different possible modes of instability in the $D$ versus $\kappa$ parameter plane. We remark that the choice $l = 0$ in (2.3.12) corresponds to in-phase synchronous perturbations across the cells, whereas the $\left\lfloor \frac{m}{2} \right\rfloor$ other eigenvalues correspond to the various anti-phase modes across the $m$ cells. For $m = 3$, and for one particular parameter set for the Sel’kov model (2.1.1c), in Fig. 2.8 we plot the Hopf bifurcation thresholds in the $D$ versus $\kappa$ plane.

Next, for the $m = 3$ cell problem with $\kappa = 1$, we use XPPAUT [16] to compute the global bifurcation diagram, as a function of $D$, for the in-phase synchronous periodic solution branch, which bifurcates from the symmetric steady-state solution in (2.3.4) at the two distinct values of $D$ shown in the
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Figure 2.8: Left: Phase diagram showing Hopf bifurcation boundaries for the case of three \((m = 3)\) cells in the \(D\) versus \(\kappa\) plane for \(k = 1, L = 1\), and where the Sel’kov parameters in (2.1.1c) are \(\epsilon = 0.15, \mu = 2\) and \(\alpha = 0.9\). The black curves corresponds to \(l = 0\) and the red curves corresponds to \(l = 1, 2\). The black and red curves almost coincide on the lower boundary. In the region bounded by the two black and two red curves the symmetric steady-state is linearly unstable to the \(l = 0\) and \(l = 1, 2\) modes, respectively. Right: Same as the left panel, but with a larger range of \(D\) for the vertical axis. For these parameter values we observe that the region of instability is unbounded in the \(D\) versus \(\kappa\) plane.
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Figure 2.9: Left: Global bifurcation diagram with $m = 3$ cells on the domain $[-1, 5]$ for $\kappa = 1$, with the other parameters as in the caption of Fig. 2.8. The solid and dashed lines denote linearly stable and unstable branches of steady-state solutions, respectively. The closed loop is the global branch of in-phase synchronous periodic solutions. The upper Hopf bifurcation value $D \approx 0.54299$ is for the $l = 0$ in-phase mode. The solid/open circles on this loop denotes a linearly stable/unstable periodic solution, respectively. The red dot at $D \approx 0.48482$ corresponds to the Hopf bifurcation point for the degenerate $l = 1, 2$ mode. Right panel: Plot of $\mathcal{F}(i\lambda_I)$ as $\lambda_I$ decreases from 1000 to 0 with $D = 0.5$. The blue curve corresponds to $l = 0$, and the magenta curve is for $l = 1, 2$. The inner panel shows the curves near the origin. The trace and determinant of $J_e$ are $\text{tr}J_e = 0.4879$ and $\text{det} J_e = 0.4474$, so that $P = 2$ in (2.3.15). We obtain $N = 2$ unstable eigenvalues for $l = 0$, and $N = 0$ for $l = 1, 2$ from (2.3.15).
left panel of Fig. 2.8. The computations, done by first discretizing (2.3.1), are displayed in the left panel of Fig. 2.9. From this figure we observe that for larger values of \( D \) the in-phase synchronous periodic solution branch is linearly stable, but it then destabilizes as \( D \) is decreased towards the lower Hopf bifurcation threshold.

To verify the linear stability properties of the steady-state solution for the \( l = 0 \) and \( l = 1 \) modes off of the Hopf bifurcation boundaries, we can use a similar winding number criterion for \( F(\lambda) \), defined in (2.3.12), as was developed in §2.2.2. With the same notation as in §2.2.2 the number \( N \) of unstable eigenvalues of the linearization of the symmetric steady-state for the periodic cell problem is

\[
N = \frac{1}{\pi} \arg F \bigg|_{\Gamma_{l_k}} + P, \quad P = \begin{cases} 2, & \text{when } \text{tr}(J_e) > 0, \\ 0, & \text{when } \text{tr}(J_e) < 0. \end{cases}
\]

(2.3.15)

For \( \kappa = 1 \) and \( D = 0.5 \), a numerical computation of the winding number shown in the right panel of Fig. 2.9 yields \( \arg F \bigg|_{\Gamma_{l_k}} = 0 \) for \( l = 0 \) and \( \arg F \bigg|_{\Gamma_{l_k}} = -2\pi \) for \( l = 1, 2 \). Therefore, \( N = 2 \) for \( l = 0 \) and \( N = 0 \) for \( l = 1, 2 \). These results agree with those predicted from the phase diagram in the left panel of Fig. 2.8, since it is only the in-phase \( l = 0 \) mode that is within the region of instability.

Finally, to confirm predictions obtained from the linear stability analysis and the global bifurcation diagram, full time-dependent numerical solutions of the coupled PDE-ODE system (2.3.1) were computed for two values of \( D \) when \( \kappa = 1 \) by using a method of lines approach based on a second-order spatial discretization for the bulk diffusion. In the upper row in Fig. 2.10 for \( D = 0.5 \) we observe, as expected, a stable in-phase synchronous periodic solution. In the lower row of Fig. 2.10 where \( D = 0.2 \), the full numerical simulations show a stable asynchronous oscillation where the dynamics in the cells are phase-shifted. The phase-shifting observed in the lower row of Fig. 2.10 is consistent with the \( l = 2 \) mode (with \( m = 3 \)) in the result (2.3.14) from the linear stability analysis, in that the bulk diffusion field at the midpoint of the cells and the cell dynamics \( V_1, V_2, V_3 \) have the form \( \cos(\lambda t), \cos(\lambda t + 4\pi/3), \) and \( \cos(\lambda t + 8\pi/3) \).

### 2.3.4 Large \( D \) Analysis for the Hopf Bifurcation Boundaries

In this subsection, we examine analytically some qualitative aspects of the region in the \( D \) versus \( \kappa \) phase diagram shown in Fig. 2.8 where the sym-
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Figure 2.10: Full numerical results computed from (2.3.1) with \( D = 0.5 \) (upper row) and \( D = 0.2 \) (lower row). Other parameters are the same as in Fig. 2.8 with \( \kappa = 1 \). The initial conditions for \( D = 0.5 \) are \( V_0 = [0.5, 1.5, 0.5] \), \( W_0 = [1, 1, 1] \), and \( C_0(x) = 1 \). For \( D = 0.2 \) the initial conditions are \( V_0 = [0.5, 1.5, 0.5] \), \( W_0 = [1, 1, 1] \), and \( C_0(x) = 1 \) if \( x > 0 \), \( C_0(x) = \sin(x) + 1 \) if \( x < 0 \). The \( V_1 \), \( V_2 \) and \( V_3 \) curves are in blue, green and red respectively. For \( D = 0.5 \) there are stable in-phase synchronous oscillations, whereas for \( D = 0.2 \) stable phase-shifted synchronous oscillations occur. The phase shift among \( V_1 \), \( V_2 \) and \( V_3 \), is consistent with the mode \( l = 2 \) in the linear stability analysis (2.3.14). The right panel in each row is a contour plot of \( C(x,t) \).
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metric steady-state is linearly unstable. In particular, we will study the large $D$ behavior of the Hopf bifurcation boundaries in this plane. From this analysis we will also formulate a simple criterion that can be used to predict whether the lobe of instability in the $D$ versus $\kappa$ plane is bounded in $D$ for other domain lengths $L$ and bulk degradation parameter $k$. For the choice $L = k = 1$ the instability regions were unbounded as $D \to \infty$ (see the right panel of Fig. 2.8).

Firstly, we determine the limiting behavior of $F(\lambda)$ in (2.3.12) as $D \to \infty$. Upon using $\Omega_D \sinh (2\Omega_L) \sim 2\Omega_D^2 L D = 2(k + \lambda)L$ and $\cosh(2\Omega_L) \sim 1$, we obtain from (2.3.12b) that

$$\lim_{D \to \infty} \Delta_\lambda = \Delta_\lambda, \infty = \frac{\kappa^2 (Re(z_l) - 1) - 2\kappa L (k + \lambda)}{2L(k + \lambda) + 2\kappa}.$$  (2.3.16)

Therefore, $F(\lambda)$ in (2.3.12a) has the following limiting form as $D \to \infty$:

$$\lim_{D \to \infty} F(\lambda) \equiv F_\infty(\lambda) \equiv \frac{1}{\Delta_\lambda, \infty} + \frac{g e W - \lambda}{\det(J_e - \lambda I)}.$$  (2.3.17)

In addition, for $D \to \infty$, we can also find an approximate expression for the steady state $V_e$ from (2.3.4c), which is needed to calculate the terms in (2.3.17). By using $D\omega \tanh(\omega L) \sim D\omega^2 L \sim kL$, we obtain from (2.3.4c), that for $D \to \infty$,

$$\lim_{D \to \infty} V_e = V_e, \infty \equiv \frac{\mu(k + Lk)}{\kappa + (1 + \kappa)kL}, \quad \lim_{D \to \infty} W_e = W_e, \infty \equiv \frac{\mu}{\alpha + (V_e, \infty)^2}.$$  (2.3.18)

We observe from (2.3.16), (2.3.17) and (2.3.18), that upon setting $F_\infty(\lambda) = 0$, and rearranging the resulting expression, we obtain a cubic equation in $\lambda$ of the form

$$\lambda^3 + \lambda^2 p_1 + \lambda p_2 + p_3 = 0,$$  (2.3.19a)

where we have identify $p_1$, $p_2$ and $p_3$ by

$$p_1 \equiv \frac{a}{2L} + \kappa - \text{tr}(J_e),$$

$$p_2 \equiv \det(J_e) - \kappa g e_W - \frac{(a \text{tr}(J_e) + b)}{2L},$$

$$p_3 \equiv -\frac{(a \det(J_e) + bg e_W)}{2L},$$  (2.3.19b)

and where we have defined $a$ and $b$ by

$$a \equiv 2(k + Lk), \quad b \equiv \kappa^2(Re(z_l) - 1) - 2\kappa L k.$$  (2.3.19c)
Next, we simplify (2.3.19b) for the Sel’kov kinetics (2.1.1c), for which
\[ \det(J_e) = \epsilon (\alpha + (V_e^\infty)^2) = -g_W > 0, \quad \text{tr}(J_e) = 2V_e^\infty W_e^\infty - 1 - \det(J_e). \]  
By substituting (2.3.20) into (2.3.19b), we readily calculate that
\[
\begin{align*}
    p_1 &\equiv \kappa \left(1 + \frac{1}{L}\right) + k + 1 + \det(J_e) - \frac{2\mu V_e^\infty}{(\alpha + (V_e^\infty)^2)}, \\
p_2 &\equiv \left(1 + \kappa \left(1 + \frac{1}{L}\right) + k\right) \det(J_e) + \frac{\xi}{2L} - \frac{2(\kappa + kL)\mu V_e^\infty}{L(\alpha + (V_e^\infty)^2)}, \\
p_3 &\equiv \frac{\xi}{2L} \det(J_e), \quad \xi \equiv a - b = 2kL (1 + \kappa) + 2\kappa + \kappa^2 (1 - \text{Re}(z_l)) > 0.
\end{align*}
\]  
Figure 2.11: Plot of \( p_1p_2 - p_3 \) versus \( \kappa \) for \( l = 0 \) (black) and \( l = 1 \) (red) for a ring of \( m = 3 \) cells. The blue horizontal line is the threshold \( p_1p_2 = p_3 \). Any intersections of the black (red) curve with the blue line yields the bifurcation points for \( \kappa \) for \( l = 0 \) (\( l = 1 \)). Left panel: the parameter values as given in Fig. 2.8. Between the two bifurcation points, the black (red) curve lies below the threshold \( p_1p_2 = p_3 \), and so by the Routh-Hurwitz criterion there are unstable eigenvalues. Numerically we verify \( p_1 > 0 \). Right panel: same parameters except that now the bulk decay is smaller at \( k = 0.3 \). There are now no Hopf bifurcation values of \( \kappa \) in the \( D \to \infty \) regime.

For the Sel’kov model with \( \epsilon = 0.15, \mu = 2, \) and \( \alpha = 0.9, \) we now use the
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cubic (2.3.19a) with coefficients (2.3.21) to calculate the limiting Hopf bifurcation values of $\kappa$, valid as $D \to \infty$, when $k = 1$ and $L = 1$. By the Routh-Hurwitz criterion, a necessary and sufficient condition for all of the roots of (2.3.19a) to satisfy $Re(\lambda) < 0$ is that the following three inequalities hold:

$$p_1 > 0, \quad p_3 > 0, \quad p_1p_2 > p_3. \quad (2.3.22)$$

From (2.3.21), we have $p_3 > 0$ for any parameter set. Moreover, the Hopf bifurcation boundary satisfies

$$p_1p_2 = p_3. \quad (2.3.23)$$

provided that $p_1 > 0$ and $p_3 > 0$.

Our numerical computations, from enforcing (2.3.23) for $m = 3$, predict that there is a Hopf bifurcation for $D \gg 1$ when

$$l = 0, \quad \kappa \approx 0.1313 \text{ and } 0.6564,$$

$$l = 1, \quad \kappa \approx 0.1407 \text{ and } 0.3633. \quad (2.3.24)$$

This is shown in Fig. 2.11. In contrast, from the phase diagram of $D$ versus $\kappa$, as seen in the right panel of Fig. 2.8, we obtain for $D = 100$ that the Hopf bifurcation values for $\kappa$ are

$$l = 0, \quad \kappa \approx 0.1314 \text{ and } 0.6579,$$

$$l = 1, \quad \kappa \approx 0.1405 \text{ and } 0.3665. \quad (2.3.25)$$

which are remarkably close to the values calculated in (2.3.24) from the $D \to \infty$ theory.

Finally, to obtain a bounded lobe of instability in the $D$ versus $\kappa$ plane, rather than the unbounded region as $D \to \infty$ shown in Fig 2.8, all that is needed is to seek conditions on the domain length $L$ and bulk parameter $k$ such that the Routh-Hurwitz stability condition (2.3.22) holds for all $\kappa$. This can be achieved by decreasing either $L$ or $k$. We remark that if we decrease either the domain length $L$ or bulk decay parameter $k$, then the black and red curves in Fig. 2.11 move up, and so there no longer any Hopf bifurcation points for the $D \to \infty$ regime. An example of this is shown in the right panel of Fig. 2.11 for the same parameters as in the left panel of Fig 2.11 except that now $k = 0.3$. In this case, the instability lobe in the phase diagram of $D$ versus $\kappa$ would be bounded in $D$ for both the $l = 0$ and $l = 1, 2$ modes.
2.4 Nonlinear Coupling Between Compartments and Bulk

In the previous section, we considered the case where there is a linear coupling between the compartment and the bulk. Such a linear coupling term shifts the steady-state of the original ODE system from $V_e = \mu$ to a new value that depends on the coupling strength $\beta$.

In this section, we will study a nonlinear coupling between the compartments and the bulk that possesses the same stable steady-state as that of the uncoupled ODE system in the compartment, but that still has the effect of generating compartment-bulk oscillations. To illustrate such a possibility, we consider the coupling term $P(C(2Li,t), V)$, for $i = 0, 1$ with the form

$$P(C(2Li,t), V) = \beta h(C(2Li,t))q(V(t)),$$

$$h(C(2Li,t)) = \frac{C(2Li,t)(C(2Li,t) - c_0)}{K_c + C(2Li,t)^2}, \quad q(V) = \frac{V(V - \mu)}{L_v + V^2}, \quad i = 0, 1,$$

(2.4.1)

where $L_v > 0$, $K_c > 0$, and where we have defined $c_0$ by

$$c_0 = \gamma \mu, \quad \gamma = \frac{\kappa}{\kappa + D \omega \tanh(\omega L)}, \quad \omega = \sqrt{\frac{k}{D}}.$$  

(2.4.2)

As in §2.2 we will determine the symmetric steady-state solution to (2.1.1) with (2.4.1) and analyze its linear stability. Upon solving the time-independent problem for (2.1.1) on the domain $[0,L]$, with no-flux boundary condition for $C$ at $x = L$, we readily obtain that

$$C_e(x) = C_0 \frac{\cosh(\omega(L-x))}{\cosh(\omega L)}, \quad C_0 = \frac{\kappa V_s}{\kappa + D \omega \tanh(\omega L)},$$

$$W_e = \frac{\mu}{\alpha + V_e^2},$$

(2.4.3)

where $V_e$ satisfies the following fifth order polynomial:

$$(V_e - \mu)Q(V_e) = 0, \quad Q(V_e) \equiv (V_e^4 - \beta V_e^3 + V_e^2 \left(\frac{K_c}{\gamma^2} + L_v + \beta \mu\right) + \frac{K_c L_v}{\gamma^2}).$$

(2.4.4)

Here $\gamma$, $\omega$ are defined in (2.4.2). We observe that with the nonlinear coupling function (2.4.1), the steady state solution of the uncoupled ODE compartmental dynamics is still a steady-state of the coupled ODE system. Specifically, we have the uncoupled steady-state

$$V_e = \mu, \quad W_e = \frac{\mu}{\alpha + \mu^2}, \quad C_0 = c_0,$$

(2.4.5)
where corresponds to setting $\beta = 0$ in (2.2.2). In addition, there can be at most four other steady-state solutions, corresponding to the roots of $Q(V_e) = 0$ in (2.4.4). However, since $Q(\mu) > 0$, none of these additional steady-state solution branches bifurcate from the uncoupled steady-state branch (2.4.5).

To examine the stability of the steady state (2.4.5), we introduce the same perturbation as in (2.2.3). Upon linearizing (2.1.1), we obtain, after some algebra, that the associated eigenvalue $\lambda$ satisfies

$$\lambda^2 - \lambda(g_W + f_V + \beta(P_V + \delta P_C)) + (g_W f_V - g_V f_W + \beta g_W (P_V + \delta P_C)) = 0,$$

where

$$\delta \equiv \frac{\kappa}{\kappa + D\Omega \tanh(\Omega\lambda L)} \quad \text{(in-phase)},$$

$$\delta \equiv \frac{\kappa}{\kappa + D\Omega \coth(\Omega\lambda L)} \quad \text{(anti-phase)}.$$

We observe that with the special choice (2.4.1) of nonlinear coupling $P(C(0,t),V)$, we have $P_C = 0$ and $P_V = 0$, so that the characteristic equation for $\lambda$ becomes

$$\lambda^2 - \lambda(g_W + f_V) + (g_W f_V - g_V f_W) = 0,$$

which is the same as that for the uncoupled problem. Since we assumed that the uncoupled problem has stable dynamics, we have $\Re(\lambda) < 0$. Thus, our linear stability analysis predicts that the steady-state (2.4.5) can never be destabilized by the nonlinear coupling (2.4.1).

To determine whether, nevertheless, there can be any compartment-bulk oscillations, we used XPPAUT[16] to compute global bifurcation diagrams after first spatially discretizing (2.1.1) with the coupling (2.4.1). In Fig. 2.12 we show two typical bifurcation diagrams of the compartmental variable $V$.

In the left panel of Fig. 2.12 we plot $V$ versus the coupling strength $\beta$ for the fixed diffusivity $D = 0.1$ showing the stable steady-state solution and the branch of synchronous periodic oscillations. There is also a branch of asynchronous periodic solutions (not shown), that essentially overlaps the synchronous branch. This overlap occurs since for $D = 0.1$, the bulk diffusion field decays rather quickly away from $x = 0$ and $x = 2L$, which leads to a rather weak coupling between the two compartments. The key feature from the left panel of Fig. 2.12 is that there is some parameter regime in $\beta$, with $D = 0.1$, where stable synchronous time-periodic solutions co-exist with the stable steady-state solution (2.4.5). This phenomenon cannot be revealed from a local linear stability analysis along the solution branch (2.4.5). For $\beta = 4$, in the right panel of Fig. 2.12 we plot a bifurcation diagram of $V$ versus $D$ showing the stable steady-states together with disconnected branches
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of synchronous and asynchronous periodic solutions. Both the asynchronous and synchronous branches have a saddle-node bifurcation point at \( D \approx 0.57 \) and \( D \approx 0.67 \), respectively. The synchronous branches are always unstable. Stable asynchronous time-periodic solutions co-exist with the stable steady-state solution (2.4.5) when \( D < 0.57 \).

To confirm predictions from the bifurcation diagram, we computed full numerical solutions of the PDE-ODE system (2.1.1) with nonlinear coupling (2.4.1) for \( D = 0.5 \) and \( \beta = 4 \), with the other parameter values as given in the caption of Fig. 2.13. From Fig. 2.12 we observe for these parameter values that the asynchronous mode is stable. The full numerical results shown in Fig. 2.13 confirm this prediction of stable asynchronous oscillatory dynamics.

Figure 2.12: Bifurcation diagram of the local variable \( V \) with respect to the coupling strength \( \beta \) and diffusivity \( D \) for the parameter set \( L = 1, k = 2, \kappa = 3, \epsilon = 0.15, \mu = 0.9, \alpha = 0.55, K_c = 1 \) and \( L_v = 0.8 \). The solid/dashed line represents stable/unstable steady state solution of \( V \), open/solid circle indicates unstable/stable periodic solution, respectively. The steady-state (2.4.5) is the solid horizontal line. Left panel: \( V \) versus \( \beta \) for \( D = 0.1 \). The periodic solution branches shown correspond only to the synchronous oscillations. Stable synchronous oscillations and stable steady-states will coexist only for some range of \( \beta \). Right panel: \( V \) versus \( D \) for \( \beta = 4 \). The periodic solution branch that is unstable, with a saddle-node point at \( D \approx 0.67 \), is the synchronous branch. The other periodic solution branch, with a saddle-node point at \( D \approx 0.57 \) represents asynchronous oscillations. This plot shows that synchronous oscillations are unstable for \( \beta = 4 \), but that stable asynchronous oscillations and stable steady-state solutions will co-exist in some range of \( D \) when \( \beta = 4 \).
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Figure 2.13: Numerical simulation of the coupled PDE-ODE system (2.1.1) with nonlinear coupling (2.4.1) for $D = 0.5$, $\beta = 4$, and $L = 1$. The other parameter values are the same as in the caption of Fig. 2.12. The initial conditions are $C(x,0) = 2$, $v_1 = 1$, $w_1 = 0.3$, $v_2 = 0.2$, and $w_2 = 0.3$. Stable asynchronous oscillations for $C(x,t)$ are observed.

### 2.4.1 Compartmental Dynamics Neglecting Bulk Diffusion

As shown above, a local stability analysis around the steady-state (2.4.5) does not provide any insight into the occurrence of oscillatory behavior of the coupled ODE-PDE system (2.1.1) with coupling (2.4.1). In this subsection, we consider an ODE model in the compartment, where we have neglected the bulk diffusion process, and simply set $P(C,V) = q(V)$ in (2.4.1). The resulting ODE model is written as

$$
\begin{align*}
\frac{dV}{dt} &= f_0(V,W) - V + \beta q(V), \\
\frac{dW}{dt} &= \epsilon (\mu - f_0(V,W)), \\
f_0(V,W) &\equiv \alpha W + WV^2, \\
q(V) &\equiv \frac{V(V - \mu)}{Lv + V^2}.
\end{align*}
$$

(2.4.6)

A typical bifurcation diagram of this ODE system is shown in Fig. 2.14. From this numerically calculated bifurcation diagram we observe that there are three types of critical points: three Hopf bifurcation (HB) points, the saddle node (SN) point, and the transcritical point where two steady-state branches intersect (IS).

To determine the location of these points we first determine the steady-states of (2.4.6), which satisfy

$$
(V_e - \mu)(V_e^2 - \beta V_e + L_v) = 0.
$$

(2.4.7)
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Figure 2.14: Bifurcation diagram of the ODE system (2.4.6) versus $\beta$ for the parameter set $\epsilon = 0.15$, $\mu = 0.4$, $\alpha = 0.55$, and $L_v = 0.8$. The solid/dashed line represents stable/unstable steady state solution of $V$.

Therefore, $V_e = \mu$ is a steady-state, and there are two additional steady-state solutions given by

$$V_e^\pm = \frac{\beta}{2} \pm \sqrt{\left(\frac{\beta}{2}\right)^2 - \mu^2}, \quad (2.4.8)$$

when $L_v < \beta^2/4$. At the SN point, we have $V_e^+ = V_e^-$, which gives

$$\beta_{SN} = 2\sqrt{L_v}, \quad \text{and} \quad V_e^\pm = \sqrt{L_v}. \quad (2.4.9)$$

For the parameter values in Fig. 2.14 we get $\beta_{SN} \approx 1.789$.

At the IS point, since one of $V_e^\pm$ must equal $\mu$, we obtain that

$$\frac{\beta}{2} \pm \sqrt{\left(\frac{\beta}{2}\right)^2 - \mu^2} = \mu,$$ \quad (2.4.10)

which yields $\beta = \mu + L_v/\mu$. Since, $\mu - \beta/2 = (\mu^2 - L_v)/(2\mu)$, we conclude that $V_e^- = \mu$ when $L_v > \mu^2$, and $V_e^+ = \mu$ when $L_v < \mu^2$. The parameter set in the caption of Fig. 2.14 corresponds to this first possibility. The IS point occurs at $\beta_{IS} = (0.4^2 + 0.8)/0.4 = 2.4$.

To determine the HB points, we calculate the trace and the determinant of the Jacobian matrix $J_e$ associated with (2.4.6) as

$$\text{tr}(J_e) = f_{0V}' - 1 + \beta q'(V_e) - \epsilon f_{0W}', \quad \det(J_e) = -\epsilon f_{0W}' \left(\beta q'(V_e) - 1\right).$$

The Hopf bifurcation occurs when $\text{tr}(J_e) = 0$ and $\det(J_e) > 0$, which gives

$$\beta q'(V_e) = 1 + \epsilon f_{0W}' - f_{0V}'$, \quad (2.4.11a)
provided that
\[ \det(J_e) = -\epsilon f_{0W}'\epsilon f_{0W} - f_{0V}'\epsilon = \epsilon \left[ 2V_e\mu - \epsilon (\alpha + V_e^2) \right]^2 > 0. \] (2.4.11b)

To determine the HB point off of the \( V_e = \mu = 0.4 \) steady-state branch in Fig. 2.14, we set \( V_e = \mu \) in (2.4.11b) to calculate that \( \det(J_e) \approx 0.0367 > 0 \). By using (2.4.6) for \( q(V) \) to calculate \( q'(\mu) \), we obtain from (2.4.11a) that the HB point \( \beta_{\text{HB}} \) is
\[ \beta_{\text{HB}} = \frac{L_v + \mu^2}{\mu(\alpha + \mu^2)} \left[ \alpha - \mu^2 + \epsilon(\alpha + \mu^2) \right]^2. \] (2.4.12)

For the parameter set of Fig. 2.14 this yields \( \beta_{\text{HB}} \approx 1.574 \). The other two HB points in Fig. 2.14, corresponding to bifurcations from the \( V_e^\pm \) steady-states, are also readily calculated from (2.4.11). We find that the Hopf bifurcation on the \( v_+ \) branch is at \( \beta_{\text{HB}} \approx 1.8641 \) with \( \det(J_e) \approx 0.0554 > 0 \), while the Hopf bifurcation on the \( v_- \) branch occurs at \( \beta_{\text{HB}} \approx 2.9884 \) with \( \det(J_e) \approx 0.0265 > 0 \).

We conclude that the bifurcation diagram of the ODE system (2.4.6) does share only a few of the characteristics observed in the bifurcation diagram of Fig. 2.12 for the fully coupled compartmental-bulk problem (2.1.1) with (2.4.1). For both the ODE model and the fully coupled model, new branches of steady-state solutions, other than the base-state \( V_e = \mu \), are possible. However, for the fully coupled problem, the branches of periodic solutions are isolated in the sense that they do not arise from bifurcations off of the steady-state solution branches.
Chapter 3

Nonlinear Analysis Near the Double Hopf Bifurcation Point

In the previous chapter, parameter study of the cell-bulk coupled system with linear coupling shows the existence of a double Hopf bifurcation point in the $\beta$ versus $D$ plane. In the following chapter, we provide an extensive analyze near such point with the full PDE-ODE coupled system. The analysis explains and predicts certain features of the parameter study of the system regarding the interaction of in-phase and anti-phase modes. For example, in parameter regions of bistability near the double Hopf point, there is an unstable invariant torus in the dynamics whose stable manifold forms a boundary in phase space between the stable in-phase and anti-phase modes. We express the coupled compartment-bulk system as an evolution equation in an infinite-dimensional space, and use center manifold theory to reduce the evolution to a four-dimensional local invariant manifold in the infinite-dimensional space. This latter evolution is further reduced to a normal form, which is then used to make predictions about the in-phase and anti-phase modes and their nonlinear interaction near the double Hopf bifurcation.

In the following section §3.1, we restate the model system that describes the two diffusively coupled cells. Then in section §3.2 we find in parameter space the location of the double Hopf point, and calculate associated eigenvalues and eigenvectors. In section §3.3 we describe the double Hopf bifurcation analysis and its results, and describe tests of its predictions using AUTO and simulations.
3.1 The Coupled Compartment-Bulk Diffusion Model

The model we consider describes chemical reactions in two cells, and the diffusion of a signalling chemical in the extracellular space between the cells. We will take a one-dimensional spatial domain, and let \( C(x,t) \) denote the concentration of the signalling chemical, where \( x \) denotes the spatial location in the interval \(-L \leq x \leq +L\) representing the extracellular space, and \( t \) is time. We assume the signalling chemical diffuses and degrades while in the extracellular space, and model this with the linear partial differential equation

\[
\frac{\partial C}{\partial t}(x,t) = D \frac{\partial^2 C}{\partial x^2}(x,t) - k C(x,t), \quad -L < x < +L, \tag{3.1.1}
\]

where \( D > 0 \) and \( k > 0 \) are the diffusion and degradation constants. Two cells, or compartments, are located at each of the boundaries of the extracellular space \( x = -L \) and \( x = +L \). Inside each cell, the signalling chemical is involved in chemical reactions. We assume chemicals are well-mixed inside each cell, and let \( V_-(t) \) and \( V_+(t) \) denote the concentration of the signalling chemical inside the cell at \( x = -L \) and the cell at \( x = +L \), respectively. The cells can exchange the signalling chemical with the extracellular space, and we model this with a flux condition at each boundary of the extracellular space,

\[
-D \frac{\partial C}{\partial x}(-L,t) = \kappa [V_-(t) - C(-L,t)],
\]

\[
+D \frac{\partial C}{\partial x}(+L,t) = \kappa [V_+(t) - C(+L,t)],
\tag{3.1.2}
\]

where \( \kappa \) is a positive flux constant. Thus, if the concentration \( V_\pm \) of the signalling chemical inside a cell is higher than the concentration \( C(\pm L, \cdot) \) at the corresponding boundary, there is a positive flux of the chemical out of the cell, into the extracellular space.

Inside each cell, at \( x = -L \) and at \( x = +L \), the signalling chemical reacts with some intermediate chemical product, whose concentrations are denoted \( W_-(t) \) and \( W_+(t) \), respectively. The reactions are governed by ordinary differential equations

\[
\frac{dV_-}{dt}(t) = f(V_-(t), W_-(t)) + \beta [C(-L,t) - V_-(t)],
\]

\[
\frac{dW_-}{dt}(t) = \epsilon g(V_-(t), W_-(t)),
\tag{3.1.3}
\]
inside the cell at $x = -L$, and
\[
\frac{dV_+}{dt}(t) = f(V_+(t), W_+(t)) + \beta [C(+L, t) - V_+(t)], \\
\frac{dW_+}{dt}(t) = \epsilon g(V_+(t), W_+(t)),
\]
inside the cell at $x = +L$, where $\epsilon$ is a positive constant. The influence of the outside concentration of the signalling chemical on the reaction dynamics inside each cell is described by the coupling terms $\beta[C(\pm L, \cdot) - V_\pm]$, with a positive constant $\beta$ that represents the coupling strength. We take identical cells, so $\epsilon$ and $\beta$ are the same for each cell, and the functions $f$ and $g$ representing the reaction kinetics inside each cell are the same. For specific kinetics, we take the Sel’kov model
\[
f(V, W) = -V + \alpha W + V^2 W, \\
g(V, W) = \mu - \alpha W - V^2 W,
\]
where $\alpha$ and $\mu$ are positive constants. These kinetics have the property that when the cells are isolated ($\beta = 0$) there is a unique steady state $V_0 = \mu$, $W_0 = \mu/(\alpha + V_0^2)$ which is stable, but when the cells are coupled there can be stable oscillating solutions, so in this sense, oscillations are “conditional”. Our model system is (3.1.1)–(3.1.5), which in more mathematical terms can be described as a pair of identical, diffusively coupled, conditional oscillators. Since the cells are identical, the model system (3.1.1)–(3.1.5) has a reflection symmetry, under spatial reflection $x \to -x$ and exchange of cells.

3.2 Linearized Stability

In this section we study the eigenvalue problem that gives the linearized stability of the steady state solution of the model system. From this we obtain parameter values that give Hopf points for two types of marginally stable synchronized linear oscillations, which we call anti-phase and in-phase eigenvectors. In particular, we obtain parameter values for a double Hopf point, where both the anti-phase and in-phase eigenvectors are marginally stable.

We find the steady state, or equilibrium, of the model system (3.1.1)–(3.1.5) as
\[
C(x, t) = C^e(x), \quad V_-(t) = V^e, \quad V_+(t) = V^e, \quad W_-(t) = W^e, \quad W_+(t) = W^e,
\]
inside the cell at $x = -L$, and
\[
\frac{dV_+}{dt}(t) = f(V_+(t), W_+(t)) + \beta [C(+L, t) - V_+(t)], \\
\frac{dW_+}{dt}(t) = \epsilon g(V_+(t), W_+(t)),
\]
inside the cell at $x = +L$, where $\epsilon$ is a positive constant. The influence of the outside concentration of the signalling chemical on the reaction dynamics inside each cell is described by the coupling terms $\beta[C(\pm L, \cdot) - V_\pm]$, with a positive constant $\beta$ that represents the coupling strength. We take identical cells, so $\epsilon$ and $\beta$ are the same for each cell, and the functions $f$ and $g$ representing the reaction kinetics inside each cell are the same. For specific kinetics, we take the Sel’kov model
\[
f(V, W) = -V + \alpha W + V^2 W, \\
g(V, W) = \mu - \alpha W - V^2 W,
\]
where $\alpha$ and $\mu$ are positive constants. These kinetics have the property that when the cells are isolated ($\beta = 0$) there is a unique steady state $V_0 = \mu$, $W_0 = \mu/(\alpha + V_0^2)$ which is stable, but when the cells are coupled there can be stable oscillating solutions, so in this sense, oscillations are “conditional”. Our model system is (3.1.1)–(3.1.5), which in more mathematical terms can be described as a pair of identical, diffusively coupled, conditional oscillators. Since the cells are identical, the model system (3.1.1)–(3.1.5) has a reflection symmetry, under spatial reflection $x \to -x$ and exchange of cells.

3.2 Linearized Stability

In this section we study the eigenvalue problem that gives the linearized stability of the steady state solution of the model system. From this we obtain parameter values that give Hopf points for two types of marginally stable synchronized linear oscillations, which we call anti-phase and in-phase eigenvectors. In particular, we obtain parameter values for a double Hopf point, where both the anti-phase and in-phase eigenvectors are marginally stable.

We find the steady state, or equilibrium, of the model system (3.1.1)–(3.1.5) as
\[
C(x, t) = C^e(x), \quad V_-(t) = V^e, \quad V_+(t) = V^e, \quad W_-(t) = W^e, \quad W_+(t) = W^e,
\]
3.2. Linearized Stability

where

\[ C^e(x) = C_0^e \frac{\cosh(\Omega_0 x)}{\cosh(\Omega_0 L)}, \quad V^e = \frac{\mu + \beta C_0^e}{1 + \beta}, \quad W^e = \frac{\mu}{1 + (V^e)^2}, \]

and

\[ \Omega_0 = \sqrt{\frac{k}{D}}, \quad C_0^e = \frac{\kappa \mu}{\kappa + D \Omega_0 (1 + \beta) \tanh(\Omega_0 L)}. \]

Then defining deviations from the steady state by

\[ C(x, t) = C^e(x) + c(x, t), \quad V_\pm(t) = V^e + v_\pm(t), \quad W_\pm(t) = W^e + w_\pm(t), \]

from (3.1.1)–(3.1.4) we obtain the corresponding differential equations for the deviations

\[
\begin{align*}
\frac{\partial c}{\partial t} &= D \frac{\partial^2 c}{\partial x^2} - kc, \\
\frac{dv_-}{dt} &= f(V^e + v_-, W^e + w_-) - f(V^e, W^e) + \beta \left[ c(-L, \cdot) - v_- \right], \\
\frac{dw_-}{dt} &= \epsilon [g(V^e + v_-, W^e + w_-) - g(V^e, W^e)], \\
\frac{dv_+}{dt} &= f(V^e + v_+, W^e + w_+) - f(V^e, W^e) + \beta \left[ c(+L, \cdot) - v_+ \right], \\
\frac{dw_+}{dt} &= \epsilon [g(V^e + v_+, W^e + w_+) - g(V^e, W^e)],
\end{align*}
\]

with boundary conditions

\[
\begin{align*}
-D \frac{\partial c}{\partial x}(-L, \cdot) &= \kappa \left[ v_- - c(-L, \cdot) \right], \\
+D \frac{\partial c}{\partial x}(+L, \cdot) &= \kappa \left[ v_+ - c(+L, \cdot) \right],
\end{align*}
\]

(3.2.3)

We linearize (3.2.2)–(3.2.3) about the origin (which now corresponds to the steady state) and obtain

\[
\begin{align*}
\frac{\partial c}{\partial t} &= D \frac{\partial^2 c}{\partial x^2} - kc, \\
\frac{dv_\pm}{dt} &= f_V v_\pm + f_W w_\pm + \beta \left[ c(\pm L, \cdot) - v_\pm \right], \\
\frac{dw_\pm}{dt} &= \epsilon [g_V v_\pm + g_W w_\pm],
\end{align*}
\]

(3.2.4)

with the same boundary conditions

\[
\pm D \frac{\partial c}{\partial x}(\pm L, \cdot) = \kappa \left[ v_\pm - c(\pm L, \cdot) \right],
\]

(3.2.5)
where \( f^e \), \( g^e \), \( f^w \) and \( g^w \) are the partial derivatives of \( f \) and \( g \), evaluated at the steady state \((3.2.1)\).

To study the linearized stability of the steady state, we make the usual ansatz \( c(x, t) = e^{\lambda t} \eta(x) \), \( v_\pm = e^{\lambda t} \varphi_\pm \) and \( w_\pm = e^{\lambda t} \psi_\pm \) in \((3.2.4)-(3.2.5)\), and obtain the eigenvalue problem

\[
\begin{align*}
\lambda \eta &= D \eta'' - k \eta, \\
\lambda \varphi_\pm &= f^e V \varphi_\pm + f^w W \psi_\pm + \beta [\eta(\pm L) - \varphi_\pm], \\
\lambda \psi_\pm &= \epsilon [g^e V \varphi_\pm + g^w W \psi_\pm], \\
\end{align*}
\]  

(3.2.6)

with boundary conditions

\[
\pm D \eta'(\pm L) = \kappa [\varphi_\pm - \eta(\pm L)].
\]  

(3.2.7)

If \( \text{Re} \lambda < 0 \) for all eigenvalues \( \lambda \), then the steady state is asymptotically stable. We seek parameter values where the steady state is marginally stable: \( \text{Re} \lambda = 0 \) for finitely many eigenvalues, called critical eigenvalues, and \( \text{Re} \lambda < 0 \) for all remaining eigenvalues. Near such parameter values, we expect the nonlinear system \((3.2.2)-(3.2.3)\) will have bifurcations of solutions near the steady state.

Due to the reflection symmetry of \((3.2.6)-(3.2.7)\), the eigenvectors come in two types, odd or “anti-phase” with

\[
\eta(-x) = -\eta(x), \quad v_- = -v_+, \quad w_- = -w_+,
\]

and even or “in-phase” with

\[
\eta(-x) = \eta(x), \quad v_- = v_+, \quad w_- = w_+.
\]

Solving the eigenvalue problem for anti-phase eigenvectors, we have

\[
\eta_-(x) = \eta^0 \frac{\sinh(\Omega_\lambda x)}{\sinh(\Omega_\lambda L)}
\]

for some constant \( \eta^0 \), where

\[
\Omega_\lambda = \sqrt{\frac{k + \lambda}{D}},
\]

and the boundary condition at \( x = +L \) gives

\[
[\kappa + D \Omega_\lambda \coth(\Omega_\lambda L)] \eta^0 = \kappa \phi_-.
\]
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Therefore the $\varphi_-$ and $\psi_-$ components of an anti-phase eigenvector satisfy the homogeneous system of linear equations

\[
[f^c_V - p_-(\lambda) - \lambda] \varphi_- + f^c_W \psi_- = 0, \\
\epsilon g^c_V \varphi_- + (\epsilon g^c_W - \lambda) \psi_- = 0,
\]

(3.2.8)

where

\[
p_-(\lambda) = \frac{D\Omega\lambda \coth(\Omega\lambda L)}{\kappa + D\Omega\lambda \coth(\Omega\lambda L)}.
\]

Taking the determinant of the coefficient matrix of (3.2.8) we obtain a transcendental equation for any eigenvalue $\lambda$ for anti-phase eigenvectors

\[
[f^c_V - p_-(\lambda) - \lambda] (\epsilon g^c_W - \lambda) - \epsilon f^c_W g^c_V = 0.
\]

(3.2.9)

Similarly, for in-phase eigenvectors we have

\[
\eta_+(x) = \eta^0_+ \frac{\cosh(\Omega_\lambda x)}{\cosh(\Omega_\lambda L)}
\]

and $\lambda$ must satisfy

\[
[f^c_V - p_+(\lambda) - \lambda] (\epsilon g^c_W - \lambda) - \epsilon f^c_W g^c_V = 0,
\]

(3.2.10)

where

\[
p_+(\lambda) = \frac{D\Omega\lambda \tanh(\Omega\lambda L)}{\kappa + D\Omega\lambda \tanh(\Omega\lambda L)}.
\]

We solve the eigenvalue equations (3.2.9) and (3.2.10) numerically, using the mathematical software package Maple. We put

\[
k = 1, \quad L = 1, \quad \alpha = 0.9, \quad \epsilon = 0.15, \quad \kappa = 1, \quad \mu = 2,
\]

(3.2.11)

and seek parameter values ("Hopf points") that give purely imaginary eigenvalues

\[
\lambda = i\omega_1 \quad \text{or} \quad \lambda = i\omega_2
\]

with anti-phase or in-phase eigenvectors, respectively. With $D$ and $\beta$ as free parameters, we solve (3.2.9) to find a curve of Hopf points for anti-phase eigenvectors, and solve (3.2.10) to obtain another curve of Hopf points, for in-phase eigenvectors. These curves intersect, at a double Hopf point, and this intersection can be found by simultaneously solving (3.2.9) and (3.2.10), using starting values from the preliminary explorations with AUTO on the finite-difference approximation. We obtain, for the double Hopf point, parameter values

\[
D = 0.555509 \quad \beta = 0.508394,
\]

(3.2.12)
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with

\[ \omega_1 = 0.811618, \quad \omega_2 = 0.794334. \]

We checked, using spatially discretized finite-difference approximations of the eigenvalue problem (3.2.6)–(3.2.7), for parameter values at the double Hopf point (3.2.11)–(3.2.12), that (allowing for small discretization errors) there are four critical, purely imaginary simple eigenvalues \( \lambda = \pm i\omega_{1,2} \), and all remaining eigenvalues have negative real parts bounded away from 0.

If parameters are varied continuously, the eigenvalues change continuously. Therefore, if parameters are near the double Hopf point, there are four simple eigenvalues near \( \pm i\omega_{1,2} \), near the imaginary axis, which we still call critical eigenvalues. Near the double Hopf point, by continuity the remaining eigenvalues still have negative real parts bounded away from 0.

We conclude this section by introducing a vector notation, which makes the subsequent bifurcation calculations more convenient. We let

\[
X(t) = \begin{pmatrix}
c(x, t) \\
v_-(t) \\
w_-(t) \\
v_+(t) \\
w_+(t)
\end{pmatrix}, \tag{3.2.13}
\]

where for each \( t \), \( X(t) \) belongs to a real infinite-dimensional function space \( H \) consisting of vectors \( X(t) \) whose components satisfy the boundary conditions (3.2.5). We define the linear differential operator \( M \) by

\[
MX = \begin{bmatrix}
D \frac{\partial^2 c}{\partial x^2} - kc \\
f_v^c v_- + f_w^c w_- + \beta [c(-L, \cdot) - v_-] \\
\epsilon g_v^c v_- + \epsilon g_w^c w_- \\
f_v^c v_+ + f_w^c w_+ \beta [c(+L, \cdot) - v_+] \\
\epsilon g_v^c v_+ + \epsilon g_w^c w_+
\end{bmatrix}, \tag{3.2.14}
\]

for all \( X(t) \) belonging to \( H \). Then the linearized system (3.2.4)–(3.2.5) can be written as

\[
\dot{X} = MX, \tag{3.2.15}
\]
for \(X(t)\) belonging to \(H\), where the dot denotes differentiation with respect to \(t\). Setting \(X(t) = e^{\lambda t} q\), where

\[
q = \begin{bmatrix}
\eta(x) \\
\varphi_- \\
\psi_- \\
\varphi_+ \\
\psi_+
\end{bmatrix}
\]

belongs to \(H\), the eigenvalue problem (3.2.6)–(3.2.7) is expressed as

\[
Mq = \lambda q,
\]

(3.2.16)

For complex eigenvalues \(\lambda\), we seek the corresponding eigenvectors \(q\) in the complexification of \(H\). In particular, at the double Hopf point (3.2.11)–(3.2.12) we have

\[
Mq_1 = i\omega_1 q_1, \quad Mq_2 = i\omega_2 q_2.
\]

The complex eigenvectors (up to multiplication by an arbitrary complex scalar) are

\[
q_1 = \begin{bmatrix}
\eta_1^0 \sinh(\Omega_1 x)/\sinh(\Omega_1 L) \\
-1 \\
-\epsilon g_V/(i\omega_1 - \epsilon g_W^c) \\
1 \\
\epsilon g_V^c/(i\omega_1 - \epsilon g_W^c)
\end{bmatrix}, \quad q_2 = \begin{bmatrix}
\eta_2^0 \cosh(\Omega_2 x)/\cosh(\Omega_2 L) \\
1 \\
\epsilon g_V^c/(i\omega_2 - \epsilon g_W^c) \\
1 \\
\epsilon g_V^c/(i\omega_2 - \epsilon g_W^c)
\end{bmatrix},
\]

(3.2.17)

where

\[
\Omega_1 = \sqrt{\frac{k+i\omega_1}{D}}, \quad \Omega_2 = \sqrt{\frac{k+i\omega_2}{D}}, \quad \eta_1^0 = \frac{\kappa}{\kappa + DH_1 \coth(\Omega_1 L)}, \quad \eta_2^0 = \frac{\kappa}{\kappa + DH_2 \coth(\Omega_2 L)}.
\]

Generally, the critical eigenspace (or center subspace) \(T^c\) is the real subspace consisting of the span of the real and imaginary parts of the (generalized) eigenvectors corresponding to all eigenvalues \(\lambda\) with \(\text{Re} \lambda = 0\). In our case it is the four-dimensional subspace

\[
T^c = \text{span} \{\text{Re} q_1, \text{Im} q_1, \text{Re} q_2, \text{Im} q_2\}.
\]
For later computational convenience we express the critical eigenspace in complex notation as

\[ T_c = \{ z_1 q_1 + \bar{z}_1 \bar{q}_1 + z_2 q_2 + \bar{z}_2 \bar{q}_2 : z_1, z_2 \in \mathbb{C} \}. \]

Since all eigenvalues other than the four critical ones \( \pm i \omega_1, \pm i \omega_2 \) have negative real parts, the complementary subspace to \( T_c \) in \( H \) is \( T_s \), the infinite-dimensional stable subspace. If parameters change smoothly, then all the eigenvalues change continuously, and simple eigenvalues change smoothly. Therefore, if parameters are near a double Hopf point, there are four simple eigenvalues near \( \pm i \omega_1, \pm i \omega_2 \), near the imaginary axis, which we still call critical eigenvalues, and the remaining eigenvalues still have negative real parts bounded away from 0.

### 3.3 Double Hopf Bifurcation

In the previous section, we found a double Hopf point, i.e. parameter values where the critical eigenvalues for the linearization of the model system are two pairs of purely imaginary eigenvalues \( \pm i \omega_1, \pm i \omega_2 \). In the nonlinear model system itself, for parameter values near the double Hopf point, we expect bifurcations of nonlinear modes of oscillations that resemble the linear anti-phase and in-phase eigenvectors. This is confirmed by a bifurcation analysis, which also tells us the stabilities of the nonlinear anti-phase and in-phase modes, and how the modes interact near the double Hopf point. Key to this analysis is the reduction of the infinite-dimensional model system near the steady state to a four-dimensional normal form whose dynamics can be more easily determined.

We extend the vector notation introduced in the previous section to the nonlinear problem, and write the model system (3.1.1)–(3.1.5) as

\[ \dot{X} = MX + \frac{1}{2} B(X, X) + \frac{1}{3!} C(X, X, X), \quad (3.3.1) \]

for \( X(t) \) belonging to \( H \), where \( X(t) \) is given by (3.2.13) and the linear differential operator \( M \) is given by (3.2.14). The operators \( B \) and \( C \) are
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Symmetric bilinear and trilinear forms, respectively, given by

\[ B(X^a, X^b) = \begin{bmatrix} 0 \\ b_1 \\ -\epsilon b_1 \\ b_2 \\ -\epsilon b_2 \end{bmatrix}, \quad C(X^a, X^b, X^c) = \begin{bmatrix} 0 \\ c_1 \\ -\epsilon c_1 \\ c_2 \\ -\epsilon c_2 \end{bmatrix}. \]

where

\[ b_1 = 2W^e v^a v^b + 2V^e (v^a w^b + v^b w^a), \quad b_2 = 2W^e v^a v^b + 2V^e (v^a w^b + v^b w^a), \]

\[ c_1 = 2v^a v^b w^c - 2v^b v^c w^a + 2v^c v^a w^b, \quad c_2 = 2v^a v^b v^c + 2v^b v^c v^a + 2v^c v^a v^b, \]

Then

\[ \frac{1}{2!} B(X, X) = \begin{bmatrix} 0 \\ W^e v^2 - V^e v_+ w_+ \\ -\epsilon(W^e v^2 + V^e v_+ w_+) \\ W^e v_+^2 + V^e v_+ w_+ \\ -\epsilon(W^e v_+^2 + V^e v_+ w_+ + V^e v_+^2 + V^e v_+^2 w_+) \end{bmatrix}, \quad \frac{1}{3!} C(X, X, X) = \begin{bmatrix} 0 \\ v^2 w_- \\ -\epsilon v^2 w_- \\ v_+^2 w_+ \\ -\epsilon v_+^2 w_+ \end{bmatrix}. \]

are the quadratic and cubic terms, respectively, of the model system.

At the double Hopf point (3.2.11)–(3.2.12), we recall that the linear operator \( M \) has the four critical eigenvalues \( \pm i\omega_{1,2} \) on the imaginary axis in the complex plane, and the remaining eigenvalues of \( M \) are in the left complex half-plane, bounded away from the imaginary axis. In this situation, for parameter values near the double Hopf point, the nonlinear evolution equation (3.3.1) possesses a four-dimensional invariant local center manifold \( W_{loc} \) in the function space \( H \), that is tangent to the critical eigenspace \( T^c \) at the double Hopf point. Furthermore, all solutions of (3.3.1) near the steady state decay exponentially rapidly, as \( t \) increases, to the local center manifold \( W_{loc} \). Therefore, the local long-term dynamics of the entire system (3.3.1) is governed by a four-dimensional system of ordinary differential equations that describes the dynamics restricted to \( W_{loc} \). In fact, only low-order terms in the Taylor series expansion of this system are required. Finally, a standard procedure of introducing coordinate changes reduces the system of
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differential equations to a simpler but equivalent one, called a normal form. This normal form is easier to analyze, and predicts the local dynamics of the entire infinite-dimensional system (3.3.1).

In the Appendix, we give some details of the reduction of the evolution equation (3.3.1) to the normal form. The computations are analytical, assisted by the mathematical software package Maple. Near the double Hopf point, the normal form is a four-dimensional system of ordinary differential equations, written in complex notation as

\[ \dot{\zeta}_1 = \lambda_1 \zeta_1 + G_{2100} \bar{\zeta}_1 + G_{1011} \zeta_1 \bar{\zeta}_2 + O(\|\mu\|\|\zeta\|^3 + \|\zeta\|^5), \]
\[ \dot{\zeta}_2 = \lambda_2 \zeta_2 + H_{1110} \bar{\zeta}_1 \zeta_2 + H_{0021} \bar{\zeta}_2 + O(\|\mu\|\|\zeta\|^3 + \|\zeta\|^5), \] (3.3.2)

whose solutions \( \zeta_1(t), \zeta_2(t) \) are complex numbers that, to leading order, represent the evolving amplitudes and phases of the anti-phase and in-phase oscillatory modes in the nonlinear system (3.3.1). The critical eigenvalues of the linearization \( M \) near the double Hopf point are \( \lambda_1 \) and \( \lambda_2 \), so at the double Hopf point itself we have \( \lambda_1 = i\omega_1, \lambda_2 = i\omega_2 \). Near the double Hopf point, the real parts of the critical eigenvalues \( \mu_j = \text{Re} \lambda_j \) serve as “unfolding” parameters that usefully quantify small deviations from the double Hopf point. The higher-order Taylor series terms in the expansions \( O(\|\mu\|\|\zeta\|^3 + \|\zeta\|^5) \), where \( \mu = (\mu_1, \mu_2) \) and \( \zeta = (\zeta_1, \bar{\zeta}_1, \zeta_2, \bar{\zeta}_2) \), are not explicitly needed for our work. The four coefficients \( G_{jklm} \) and \( H_{jklm} \) of the cubic terms in the normal form are calculated with the help of Maple, and we evaluate them at the double Hopf point,

\[ G_{2100} = -3.07849 + i0.00166, \quad G_{1011} = -5.89627 + i2.80222, \]
\[ H_{1110} = -6.00121 - i0.14896, \quad H_{0021} = -2.90063 + i1.38790. \] (3.3.3)

The analysis of the normal form (3.3.2) is described in several textbooks on bifurcation theory. Here we briefly summarize the relevant parts of the treatment in [39]. If we take polar representations \( \zeta_1 = r_1 e^{i\phi_1}, \zeta_2 = r_2 e^{i\phi_2} \), and truncate higher-order terms, then in polar coordinates \( (r_1, r_2, \phi_1, \phi_2) \) the normal form (3.3.2) can be written as

\[ \dot{r}_1 = r_1 (\mu_1 + p_{11} r_1^2 + p_{12} r_2^2), \]
\[ \dot{r}_2 = r_2 (\mu_2 + p_{21} r_1^2 + p_{22} r_2^2), \]
\[ \dot{\phi}_1 = \omega_1, \]
\[ \dot{\phi}_2 = \omega_2, \] (3.3.4)

where

\[ p_{11} = \text{Re} G_{2100}, \quad p_{12} = \text{Re} G_{1011}, \quad p_{21} = \text{Re} H_{1110}, \quad p_{22} = \text{Re} H_{0021}. \]
We point out that the truncated normal form (3.3.4) is an approximation of the normal form (3.3.2) due to missing higher-order terms in the Taylor series expansions, but the approximation turns out to be sufficiently accurate to predict the existence and stability of bifurcating solutions.

We see in the truncated normal form (3.3.4) that the first pair of equations is independent of the second pair and thus the bifurcations of (3.3.4) are completely determined by the two equations in \( r_j \), where \( r_j \) represent the amplitudes of the anti-phase and in-phase modes:

\[
\begin{align*}
\dot{r}_1 &= r_1 (\mu_1 + p_{11}r_1^2 + p_{12}r_2^2), \\
\dot{r}_2 &= r_2 (\mu_2 + p_{21}r_1^2 + p_{22}r_2^2).
\end{align*}
\] (3.3.5)

Since we have \( p_{11} = -3.07849 \) and \( p_{22} = -2.90063 \), the normal form falls into the “simple” case of \([39]\) (p. 359), where \( p_{11}p_{22} > 0 \) and no fifth-order terms are needed in the amplitude equations (3.3.5). We observe that the system (3.3.5) has a trivial equilibrium \( E_0 = (0, 0) \) for all \( \mu_{1,2} \). Moreover, there can be as many as three nontrivial equilibria. Equilibria on the coordinate axes

\[ E_1 = (r_1, 0), \ r_1 > 0; \quad E_2 = (0, r_2), \ r_2 > 0, \]

where

\[
\begin{align*}
r_1 &= \sqrt{\frac{\mu_1}{p_{11}}}; \\
r_2 &= \sqrt{\frac{\mu_2}{p_{22}}},
\end{align*}
\]

exist if \( \mu_1 > 0, \ \mu_2 > 0 \), respectively. Another equilibrium

\[ E_3 = (r_1, r_2), \ r_1 > 0, \ r_2 > 0, \]

where

\[
\begin{align*}
r_1 &= \sqrt{\frac{-\mu_1 + \theta \mu_2}{-p_{11}(\theta \delta - 1)}}, \\
r_2 &= \sqrt{\frac{\delta \mu_1 - \mu_2}{-p_{22}(\theta \delta - 1)}},
\end{align*}
\] (3.3.6)

and

\[
\begin{align*}
\theta &= \frac{p_{12}}{p_{22}} = 2.03276, \\
\delta &= \frac{p_{21}}{p_{11}} = 1.94940,
\end{align*}
\] (3.3.7)

exists if both \(-\mu_1 + \theta \mu_2 > 0\) and \( \delta \mu_1 - \mu_2 > 0 \). The equilibria \( E_{1,2} \) bifurcate from the origin \( E_0 \) at the bifurcation lines

\[ H_1 = \{(\mu_1, \mu_2) | \ \mu_1 = 0\}, \quad H_2 = \{(\mu_1, \mu_2) | \ \mu_2 = 0\}, \] (3.3.8)

and \( E_3 \) bifurcates from \( E_2 \) or \( E_1 \) on the bifurcation lines

\[
\begin{align*}
T_1 &= \{(\mu_1, \mu_2) | \ \mu_1 = \theta \mu_2, \ \mu_2 > 0\}, \\
T_2 &= \{(\mu_1, \mu_2) | \ \mu_2 = \delta \mu_1, \ \mu_1 > 0\},
\end{align*}
\] (3.3.9)
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respectively. We plot the parametric portraits of (3.3.5) in Figure 3.1. In the left panel, the four lines $H_1$, $H_2$, $T_1$ and $T_2$ divide the $(\mu_1, \mu_2)$ parameter plane into six open regions indicated by roman numerals. The corresponding phase portraits of the amplitude system (3.3.5) are also shown within each open region. The $H_1$ (red dash-dot) line is the vertical $\mu_2$-axis, while $H_2$ (black solid) is the horizontal $\mu_1$-axis. The $T_1$ (magenta dashed) and $T_2$ (blue dotted) lines separate regions III, IV and V. In region I, the amplitude system (3.3.5) has the unique equilibrium $E_0$ and it is asymptotically stable. When entering region II (VI) from region I, crossing $H_1$ ($H_2$), the equilibrium $E_1$ ($E_2$) bifurcates from $E_0$ and is asymptotically stable, while $E_0$ is unstable. When entering region III (V) from region II (VI), crossing $H_2$ ($H_1$), another, unstable, equilibrium $E_2$ ($E_1$) bifurcates from $E_0$ while $E_1$ ($E_2$) remains at large amplitude and asymptotically stable, and $E_0$ is unstable. Finally, in region IV, there is bistability as the two equilibria $E_1$ and $E_2$ are both asymptotically stable. A fourth equilibrium $E_3$ exists and is unstable, while $E_0$ is unstable. Although $E_3$ is unstable, it has an important effect on the overall dynamics. The unstable manifold of $E_3$ forms the boundary between the basins of attraction of the two stable equilibria $E_1$ and $E_2$. Thus the eventual limiting state of a generic trajectory depends on the location of its initial value relative to the unstable manifold of $E_3$. For more details, see [39]. If we fix other parameters at value (3.2.11) and only change $\beta$ or $D$ near the double Hopf point, the curves corresponding to $H_j$, $T_j$ in the $(\beta, D)$ plane are shown in the right panel of Figure 3.1. The red dash-dot curve corresponds to $H_1$, and the black solid red curve corresponds to $H_2$. The dashed magenta and dotted blue lines are tangent lines at the double Hopf point to the curves corresponding to $T_1$ and $T_2$, respectively.

Restoring the angular variables to (3.3.5) to recover the truncated normal form (3.3.4), the equilibria of (3.3.5) get different interpretations. The origin $E_0$ is still an equilibrium at the origin, but $E_1$ and $E_2$ are cycles, or periodic solutions of (3.3.4), while $E_3$ for (3.3.4) is a two-dimensional invariant torus. Their stability properties remain the same. Thus the lines $H_j$ correspond to Hopf bifurcations, and the lines $T_j$ to torus (or Neimark-Sacker) bifurcations.

Because nondegeneracy conditions are satisfied in our case, restoring the higher-order terms to the truncated normal form (3.3.4) to return to (3.3.2) changes the bifurcation results only subtly. The torus bifurcation lines $T_j$ become torus bifurcation curves $T_1 : \mu_1 = \theta \mu_2 + O(\mu_2^2)$ and $T_2 : \mu_2 = \delta \mu_1 + O(\mu_1^2)$ tangent at the origin to the lines (3.3.9), while solutions on the invariant two-torus are slightly changed, but the two-torus persists as an invariant manifold with the same stability type.

Finally, transferring the bifurcation and stability results to the original
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Figure 3.1: Parametric portrait of the amplitude equations (3.3.5) in the $(\mu_1, \mu_2)$ plane near the origin with phase portraits of the amplitude equations (left panel), and the corresponding parametric portrait in the $(\beta, D)$ plane near the double Hopf point (right panel). In the left panel, the red dash-dot vertical $\mu_2$-axis is $H_1 : \mu_1 = 0$, the black solid horizontal $\mu_1$-axis is $H_2 : \mu_2 = 0$, the magenta dashed line is $T_1 : \mu_2 = \delta \mu_1$ and the blue dotted line is $T_2 : \mu_1 = \theta \mu_2$. In the right panel, the red dash-dot curve (Hopf bifurcation of anti-phase modes) corresponds to $H_1$, the black solid curve (Hopf bifurcation of in-phase modes) corresponds to $H_2$, the magenta dashed line (tangent at the double Hopf point to a curve of torus bifurcations from anti-phase modes) corresponds to $T_1$ and the blue dotted line (tangent at the double Hopf point to a curve of torus bifurcations from in-phase modes) corresponds to $T_2$. Other parameter values are fixed at values (3.2.11). Note the right panel corresponds to the enlarged version of Fig. 2.2 in chapter §2 near the intersection of the blue solid curve and the red dashed curve.
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model system (3.3.1), or equivalently (3.1.1)–(3.1.5), is straightforward. The origin $E_0$ corresponds to the steady state (3.2.1), $E_1$ and $E_2$ correspond to nonlinear oscillating anti-phase and in-phase modes, and $E_3$ corresponds to an invariant two-torus or modulated oscillations, while the stability types remain the same. The lines $H_1$ and $H_2$ correspond to curves of Hopf bifurcations from the steady state, of anti-phase and in-phase modes, respectively. The line $T_1$ corresponds to a curve of torus bifurcations from the anti-phase mode and $T_2$ corresponds to torus bifurcations from the in-phase mode. Solutions on the invariant two-torus are characterized by two frequencies, one near $\omega_1$ and the other near $\omega_2$.

To check our results we consider parameter paths near the double Hopf point in the $(\beta, D)$ plane and plot corresponding bifurcation diagrams obtained by using AUTO on a spatially discretized finite-difference approximation of the model system (3.1.1)–(3.1.5). In Figure 3.2, we consider an elliptical parameter path around the double Hopf point, setting $\beta = \beta_c + 0.005 \cos(\theta)$ and $D = D_c + 0.025 \sin(\theta)$, and increasing the path parameter $\theta$ from $-\pi$ to $\pi$. This parameter path, shown as a green curve in the inset panel, starts directly to the left of the double Hopf point, traces the ellipse in a counterclockwise direction as $\theta$ increases, starting in region I and visiting the regions II, III, IV, etc. in sequence before returning to region I. The main panel of Figure 3.2 shows the bifurcation diagram obtained by AUTO for the finite-difference approximation of the model system, with the path parameter $\theta$ plotted on the horizontal axis, and the $V_-$ component of the vector solutions on the vertical axis. As the path parameter $\theta$ increases from $-\pi$, the steady state is stable (solid curve), then first loses stability (beginning of dashed curve) as the stable anti-phase mode bifurcates (solid circles indicating maximum and minimum values of $V_-(t)$ on the periodic solution) from the steady state. The anti-phase mode remains stable and with a large amplitude as the unstable (open circles) in-phase mode bifurcates from the unstable (dashed curve) steady state. As $\theta$ increases further, the in-phase mode gains stability (transition from open circles to closed circles), and then there is an interval where both anti-phase and in-phase modes are stable (the solution branches appear to cross but this is only because only one component of each vector solution is plotted). Then the anti-phase mode loses stability (transition from closed circles to open circles), then as $\theta$ increases there is a Hopf bifurcation back to the unstable (dashed curve) steady state. Finally there is a Hopf bifurcation of the stable in-phase mode (solid circles) back to the steady state as the steady state goes from unstable (dashed curve) to stable (solid curve). AUTO detects stability changes of the anti-phase and in-phase modes when a pair of com-
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Complex conjugate Floquet multipliers for the oscillating modes crosses the unit circle in the complex plane, which is characteristic of a torus bifurcation. The sequence of stability changes and bifurcations found by AUTO is as predicted by the normal form analysis. Although the amplitude equations (due to truncation of higher-order terms) and the AUTO bifurcation computations (due to finite differences) are both approximations of the model system, the numerical values of the bifurcation points agree well, close to the double Hopf point.

![Bifurcation diagram](image)

Figure 3.2: Bifurcation diagram for the model system, for a parameter path around the double Hopf point, \( \beta = \beta_c + 0.005 \cos(\theta) \), \( D = D_c + 0.025 \sin(\theta) \), increasing \( \theta \) from \(-\pi\) to \(\pi\), with other parameters fixed at the values (3.2.11). The inset panel shows the elliptical parameter path plotted in green in the \((\beta, D)\) plane, together with the bifurcation curves obtained from the normal form. The parameter path starts directly to the left of the double Hopf point, in the region I where the steady state is stable. As \( \theta \) increases (moving counterclockwise from the leftmost point on the green ellipse), the parameter path crosses the red dash-dot Hopf bifurcation curve, the black solid Hopf bifurcation curve, the blue dotted torus bifurcation curve, the magenta dashed torus bifurcation curve, the red Hopf bifurcation curve, and finally the black Hopf bifurcation curve before returning to the starting point. The main panel shows the bifurcation diagram for the parameter path obtained using AUTO on the spatially discretized finite-difference approximation of the model system, with the path parameter \( \theta \) plotted on the horizontal axis, the \( V_- \) component of the vector solution on the vertical axis. See the main text for the coding of solution type and stability by line style.

AUTO is able to detect stability changes of periodic solutions that cor-
respond to torus bifurcations, but is unable to continue along branches of invariant tori. To look for invariant tori where their existence is predicted by the normal form analysis, we simulated directly the model system (3.1.1)–(3.1.5) with finite differences in both space and time. Although the tori are unstable, if initial conditions are chosen close enough to an invariant torus, the solution will stay close to a solution on the unstable torus for some time before the exponentially growing drift apart becomes noticeable. We take $\beta = 0.509$ and $D = 0.55486$, which, according to the normal form, is in the parameter region IV between the two torus bifurcation curves, where there is bistability due to both the anti-phase and in-phase modes being asymptotically stable, and an unstable invariant torus. We choose the initial condition corresponding to

$$X(0) = 2\text{Re}(r_1 q_1 + r_2 q_2), \quad (3.3.10)$$

recalling that the vector $X(t)$ represents the deviation of variables from the steady state (3.2.1), and $r_1, r_2$ are the amplitudes (3.3.6)–(3.3.7) given by the equilibrium $E_3$ of the amplitude equations that corresponds to the invariant torus. Since the parameters are close to the double Hopf point, we reason that neglecting higher-order terms in the amplitude equations and in the local center manifold should not give seriously large errors, and therefore (3.3.10) represents an initial condition close to the unstable invariant torus. The simulated results appear to validate this choice of initial condition. A plot of the time evolution of $V_-$ component of the solution is shown in the left panel of Figure 3.3. For a reasonably long time the numerical solution exhibits oscillations characterized by two periods which correspond to the two oscillating frequencies $\omega_1$ and $\omega_2$ at the double Hopf point. The signal displays a phenomenon similar to that of beats or amplitude modulation that occurs when two linear oscillations with nearly the same frequencies are added, with a fast “carrier” frequency $|\omega_1 + \omega_2|/2$ and a slow modulated “envelope” frequency $|\omega_1 - \omega_2|$. The power spectrum from an FFT analysis of the time series of the numerical solution is shown in the right panel of Figure 3.3. The two peaks on the FFT plot indicate the two main frequency components from the time series in the left panel, and the peak locations on the horizontal axis agree with the values of $\omega_1, \omega_2$. This is consistent with the predictions of the normal form analysis.
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Figure 3.3: The time evolution of the $V_-$ component of a simulated solution of the model system with initial condition (3.3.10) (left) and its corresponding power spectrum obtained from FFT analysis (right). In the left panel, we can observe two periods from the series. The shorter period corresponds to angular frequency $|\omega_1 + \omega_2|/2$ and the longer period corresponds to angular frequency $|\omega_1 - \omega_2|$. The left inset panel shows the simulation results on a short time scale that more clearly resolves the rapid oscillations corresponding to the shorter period. In the right panel, the power spectrum of the solution is plotted, where the horizontal axis is angular frequency $\omega$. Two peaks in the power spectrum at $\omega = 0.79$ and $\omega = 0.81$ are clearly visible (other peaks correspond to integer linear combinations of $\omega_1$ and $\omega_2$). The right inset panel shows a more detailed graph near $\omega = 0.8$. 
Chapter 4

Generalized Model in One Dimensional Space

The goal of this chapter is to formulate and analyze a general class of coupled membrane-bulk dynamics in a simplified 1-D spatial domain.

We first construct a general model system that describes the coupling of two dynamically active membranes, on which \( n \) species undergo chemical reactions, through the bulk diffusion in a one dimensional finite domain of length \( 2L \) in §4.1.

In §4.2 we construct a steady-state solution for the general model system that is symmetric about the midline \( x = L \). The analytical construction of this symmetric steady-state solution is reduced to the problem of determining roots to a nonlinear algebraic system involving both the local membrane kinetics and the nonlinear feedback and flux functions. We then formulate the linear stability problem associated with this steady-state solution. In our stability theory, we must allow for perturbations that are either symmetric or anti-symmetric about the midline, which leads to the possibility of either synchronous (in-phase) or asynchronous (out-of-phase) instabilities in the two membranes. By using a matrix determinant lemma for rank-one perturbations of a matrix, we show that the eigenvalue parameter associated with the linearization around the steady-state satisfies a rather simple transcendental equation for either the synchronous or asynchronous mode.

In §4.3 we analyze in detail the spectrum of the linearized problem associated with a one-component membrane dynamics. For the infinite-line problem, corresponding to the limit \( L \to +\infty \), in §4.3.1 we use complex analysis together with a rigorous winding number criterion to derive sufficient conditions, in terms of properties of the reaction-kinetics and nonlinear feedback and flux, that delineate parameter ranges where Hopf bifurcations due to coupled membrane-bulk dynamics will occur. Explicit formulae for the Hopf bifurcation values, in terms of critical values of \( \tau \), which characterize the time scale of bulk decay in the general model system, are also obtained. In §4.3.1 further rigorous results are derived that establish parameter ranges where no membrane oscillations are possible. For the finite-domain prob-
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In Chapter 4, we consider a specific coupled membrane-bulk model, having two active components on each membrane. For the case where the two membranes are identical, and have a common value of the coupling strength to
the bulk medium, we use a numerical winding number argument to predict the onset of either a synchronous or an asynchronous oscillatory solution branch that bifurcates from the steady-state solution. The numerical bifurcation package XPPAUT \cite{16} shows that there is a parameter range where the synchronous solution branch exhibits bistable behavior. In contrast, when the coupling strengths to the two membranes are different, we show that the amplitude ratio of the oscillations in the two membranes can be rather large, with one membrane remaining, essentially, in a quiescent state.

For the case of a one-component membrane dynamics on a finite domain, in §4.6 we formulate and then implement a weakly nonlinear multiple time-scale theory to derive an amplitude equation that characterizes whether a synchronous oscillatory instability is subcritical or supercritical near the Hopf bifurcation point. For a specific choice of the nonlinearities, corresponding to the model considered in §4.4.2, theoretical predictions based on the amplitude equation are then confirmed with full bifurcation results computed using XPPAUT (cf. \cite{16}). Similar analysis is applied to the Dictyostelium model. Moreover, for the model system considered in §4.4.2, time-dependent full numerical computations of the coupled membrane-bulk PDE-ODE system are performed to show a delayed triggered synchronous oscillation arising from the slow passage of a parameter through a Hopf bifurcation point. Similar delayed bifurcation problems in a purely ODE context have been studied in \cite{1}, \cite{2}, \cite{36}, and \cite{49} (see the references therein).

We emphasize that the theoretical challenge and novelty of our weakly nonlinear analysis in §4.6 is that both the differential operator and the boundary condition on the membrane for the linearized problem involves the eigenvalue parameter. This underlying spectral problem, with an eigenvalue-dependent boundary condition, is not self-adjoint and is rather non-standard. Motivated by the theoretical approach developed in \cite{18} to account for eigenvalue-dependent boundary conditions, we introduce an extended operator \(L\), and an associated inner product, from which we determine the corresponding adjoint problem. In this way, we formulate an appropriate solvability condition in Lemma 4.6.1 that is one of the key ingredients, in our multiple time-scale analysis, for deriving the amplitude equation characterizing the branching behavior of synchronous oscillations near onset. We remark that a similar methodology of introducing an extended operator to treat a transcritical bifurcation problem involving an eigenvalue-dependent boundary condition, which arises in a mathematical model of thermoelastic contact of disc brakes, was undertaken in \cite{60} and \cite{61}. However, to our knowledge, there has been no previous work for the corresponding Hopf bifurcation problem of the type considered herein.

\vfill
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4.1 Model Formulation

In our simplified 1-D setting, we assume that there are two dynamically active membranes, located at \( x = 0 \) and \( x = 2L \), that can release a specific signaling molecule into the bulk region \( 0 < x < 2L \), and that this secretion is regulated by both the bulk concentration of that molecule together with its concentration on the membrane. In the bulk region, we assume that the signaling molecule undergoes passive diffusion with a specified bulk decay rate. If \( C(x, t) \) represents the concentration of the signaling molecule in the bulk, then its spatial-temporal evolution in this region is governed by the dimensionless model

\[
\tau C_t = DC_{xx} - C, \quad t > 0, \quad 0 < x < 2L,
\]

\[
DC_x(0, t) = G(C(0, t), u_1(t)), \quad -DC_x(2L, t) = G(C(2L, t), v_1(t)),
\]

where \( \tau > 0 \) is a time-scale for the bulk decay and \( D/\tau > 0 \) is the constant diffusivity. On the membranes \( x = 0 \) and \( x = 2L \), the fluxes \( G(C(0, t), u_1) \) and \( G(C(2L, t), v_1) \) model the influx of signaling molecule into the bulk, which depends on the bulk concentrations \( C(0, t) \) and \( C(2L, t) \) at the two membranes together with the local concentrations \( u_1(t) \) and \( v_1(t) \) of the signaling molecule on the membranes. We assume that on each membrane, there are \( n \) species that can interact, and that their dynamics are described by \( n \)-ODE’s of the form

\[
\frac{du}{dt} = \mathcal{F}(u) + \beta \mathcal{P}(C(0, t), u_1)e_1, \quad \frac{dv}{dt} = \mathcal{F}(v) + \beta \mathcal{P}(C(2L, t), v_1)e_1,
\]

where \( e_1 \equiv (1, 0, \ldots, 0)^T \). Here, \( u(t) \equiv (u_1(t), \ldots, u_n(t))^T \) and \( v(t) \equiv (v_1(t), \ldots, v_n(t))^T \) represents the concentration of the \( n \) species on the two membranes and \( \mathcal{F}(u) \) is the vector nonlinearity modeling the chemical kinetics for these membrane-bound species. In our formulation (4.1.1b), only one of these internal species, labeled by \( u_1 \) and \( v_1 \) at the two membranes, is capable of diffusing into the bulk. The coupling to the bulk is modeled by the two feedback terms \( \beta \mathcal{P}(C(0, t), u_1) \) and \( \beta \mathcal{P}(C(2L, t), v_1) \), where the coupling parameter \( \beta \) models the strength of the membrane-bulk exchange.

4.2 The Steady-State Solution and the Formulation of the Linear Stability Problem

In this section we construct a steady-state solution for (4.1.1), and then formulate the associated linear stability problem. In (4.1.1), we have as-
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Assumed for simplicity that the two membranes have the same kinetics and membrane-bulk coupling mechanisms. As such, this motivates the construction of a steady-state solution for (4.1.1) that is symmetric with respect to the midline \( x = L \) of the bulk region. The corresponding symmetric steady-state bulk solution \( C_e(x) \) and the membrane-bound steady-state concentration field \( u_e \) satisfy

\[
DC_{exx} - C_e = 0, \quad 0 < x < L; \\
C_e(L) = 0, \quad DC_e(0) = G(C_e(0), u_{1e}), \\
\mathcal{F}(u_e) + \beta \mathcal{P}(C_e(0), u_{1e})e_1 = 0.
\]

We readily calculate that

\[
C_e(x) = C^0_e \cosh \left[ \frac{\omega_0 (L - x)}{\cosh(\omega_0 L)} \right], \quad \omega_0 \equiv 1/\sqrt{D},
\]

where \( C^0_e \equiv C_e(0) \) and \( u_e \) are the solutions to the \( n+1 \) dimensional nonlinear algebraic system

\[
-C^0_e \tanh(\omega_0 L) = \omega_0 G \left( C^0_e, u_{1e} \right), \quad \mathcal{F}(u_e) + \beta \mathcal{P}(C^0_e, u_{1e})e_1 = 0.
\]

In general it is cumbersome to impose sufficient conditions on \( \mathcal{F}, \mathcal{P}, \) and \( G \), guaranteeing a solution to (4.2.2b). Instead, we will analyze (4.2.2b) for some specific models below in \( \S 4.4 \) and in \( \S 4.5 \).

To formulate the linear stability problem, we introduce the perturbation

\[
C(x) = C_e(x) + e^{\lambda t} \eta(x), \quad u(t) = u_e + e^{\lambda t} \phi,
\]

into (4.1.1) and linearize. In this way, we obtain the eigenvalue problem

\[
\begin{align*}
\tau \lambda \eta &= D \eta_{xx} - \eta, \quad 0 < x < L; \\
D \eta_x(0) &= G^c_e \eta_0 + G^u_{u_1} \phi_1, \\
J_e \phi + \beta (P^c_e \eta_0 + P^u_{u_1} \phi_1) e_1 &= \lambda \phi.
\end{align*}
\]

Here we have defined \( \eta_0 \equiv \eta(0), \quad G^e_c \equiv G_e(C^0_e, u_{1e}), \quad G^u_{u_1} \equiv G_{u_1}(C^0_e, u_{1e}), \quad P^c_e \equiv P(c_e, C^0_e, u_{1e}), \quad P^u_{u_1} \equiv P_{u_1}(C^0_e, u_{1e}). \) In addition, \( J_e \) is the Jacobian matrix of the nonlinear membrane kinetics \( \mathcal{F} \) evaluated at \( u_e \).

The formulation of the linear stability problem is complete once we impose a boundary condition for \( \eta \) at the midline \( x = L \). There are two choices for this boundary condition. The choice \( \eta(L) = 0 \) corresponds to an anti-phase asynchronization of the two membranes (asymmetric case), while the choice \( \eta_x(L) = 0 \) corresponds to an in-phase synchronization of the two
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membranes. We will consider both anti-phase and in-phase instabilities in our analysis.

For the synchronous mode we solve (4.2.3) with \( \eta_x(L) = 0 \) to obtain that
\[
\eta(x) = \eta_0 \frac{\cosh [\Omega_\lambda (L - x)]}{\cosh(\Omega_\lambda L)}, \quad \Omega_\lambda \equiv \sqrt{\frac{1 + \tau\lambda}{D}},
\]
where we have specified the principal branch of the square root if \( \lambda \) is complex. Upon substituting (4.2.4) into the boundary condition for \( \eta \) on \( x = 0 \) in (4.2.3), we readily determine \( \eta_0 \) in terms of \( \phi_1 \) as
\[
\eta_0 = -\frac{G_{u_1}^e \phi_1}{G_c^e + D\Omega_\lambda \tanh(\Omega_\lambda L)}. \tag{4.2.5}
\]
We then substitute (4.2.5) into the last equation of (4.2.3), and rewrite the resulting expression in the form
\[
(J_e - \lambda I) \phi = p_+(\lambda) \phi_1 e_1,
\]
where
\[
p_+(\lambda) \equiv \beta \left( \frac{G_{u_1}^e P_c^e - P_{u_1}^e G_c^e - P_{u_1}^e D\Omega_\lambda \tanh(\Omega_\lambda L)}{G_c^e + D\Omega_\lambda \tanh(\Omega_\lambda L)} \right). \tag{4.2.6}
\]

Similarly, for the asynchronous mode we solve (4.2.3) with \( \eta(L) = 0 \) to get
\[
\eta(x) = \eta_0 \frac{\sinh [\Omega_\lambda (L - x)]}{\sinh(\Omega_\lambda L)}.
\]
Upon applying the boundary condition for \( \eta \) at \( x = 0 \) from (4.2.3), we can write \( \eta_0 \) in terms of \( \phi_1 \) as
\[
\eta_0 = -\frac{G_{u_1}^e \phi_1}{G_c^e + D\Omega_\lambda \coth(\Omega_\lambda L)}. \tag{4.2.7}
\]
Upon substituting this expression into the last equation of (4.2.3), we can eliminate \( \eta_0 \) to obtain
\[
(J_e - \lambda I) \phi = p_-(\lambda) \phi_1 e_1,
\]
where
\[
p_-(\lambda) \equiv \beta \left( \frac{G_{u_1}^e P_c^e - P_{u_1}^e G_c^e - P_{u_1}^e D\Omega_\lambda \coth(\Omega_\lambda L)}{G_c^e + D\Omega_\lambda \coth(\Omega_\lambda L)} \right). \tag{4.2.8}
\]

In summary, we conclude that an eigenvalue \( \lambda \) and eigenvector \( \phi \) associated with the linear stability of the symmetric steady-state solution \((C_e(x), u_e)\) is determined from the matrix system
\[
(J_e - \lambda I - p_\pm(\lambda) E) \phi = 0, \quad E \equiv e_1 e_1^T, \tag{4.2.9}
\]
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where \( e_1 \equiv (1, 0, \ldots, 0)^T \). Here \( p_+(\lambda) \) and \( p_- (\lambda) \) are defined for the synchronous and asynchronous modes by (4.2.6) and (4.2.8), respectively. We now seek values of \( \lambda \) for which (4.2.9) admits nontrivial solutions \( \phi \neq 0 \). These values of \( \lambda \) satisfy the transcendental equation

\[
\det \left( J_e - \lambda I - p_{\pm} (\lambda) E \right) = 0. \tag{4.2.10}
\]

Since \( E \) is an \( n \times n \) rank-one matrix, the transcendental equation (4.2.10) for the eigenvalue \( \lambda \) can be simplified considerably by using the following well-known Matrix Determinant Lemma:

**Lemma 4.2.1** Let \( A \) be an invertible \( n \times n \) matrix and let \( a \) and \( b \) be two column vectors. Then,

\[
\det \left( A + ab^T \right) = \left( 1 + b^T A^{-1} a \right) \det(A). \tag{4.2.11}
\]

Therefore, \((A + ab^T)\phi = 0\) has a nontrivial solution if and only if \( b^T A^{-1} a = -1 \).

**Proof:** We start the proof with a special choice \( A = I \) and consider the following equality

\[
\begin{pmatrix}
I & 0 \\
b^T & 1
\end{pmatrix}
\begin{pmatrix}
I + ab^T & a \\
0 & 1
\end{pmatrix}
\begin{pmatrix}
I & 0 \\
-b^T & 1
\end{pmatrix} = \begin{pmatrix}
I & a \\
0 & 1 + b^T a
\end{pmatrix}.
\]

(4.2.12)

If we take determinants on both sides, the right hand side gives \( 1 + b^T a \). The determinant of the left hand side is the product of the determinants of three matrices. Note the first and third matrices are triangle matrices with unit diagonal, then their determinants are 1. Thus it follows that

\[
\det(I + ab^T) = 1 + b^T a. \tag{4.2.13}
\]

Then for a general invertible matrix \( A \), we have

\[
\det(A + ab^T) = \det(A) \det(I + A^{-1} ab^T) = \det(A) (1 + b^T A^{-1} a). \tag{4.2.14}
\]

This completes the proof of the lemma.

Applying this lemma to (4.2.10) and (4.2.9), where we identify \( A \equiv J_e - \lambda I \), \( a \equiv -p_{\pm} e_1 \), and \( b \equiv e_1 \), we conclude that if \( \lambda \) is not an eigenvalue of \( J_e \), then \( \lambda \) must satisfy

\[
1 - p_{\pm}(\lambda) e_1^T (J_e - \lambda I)^{-1} e_1 = 0. \tag{4.2.15}
\]
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To simplify (4.2.15), we write \((J_e - \lambda I)^{-1}\) in terms of the cofactor matrix \(M\) as

\[
(J_e - \lambda I)^{-1} = \frac{1}{\det(J_e - \lambda I)} M^T,
\]

where the entries \(M_{ij}\) of \(M\) are the cofactors of the element \(a_{i,j}\) of the matrix \(J_e - \lambda I\). Since \(e_1^T (J_e - \lambda I)^{-1} e_1 = M_{11}/\det(J_e - \lambda I)\), we obtain that (4.2.15) reduces to the following more explicit transcendental equation for \(\lambda\):

\[
1 - p_\pm(\lambda) \frac{M_{11}(\lambda)}{\det(J_e - \lambda I)} = 0, \tag{4.2.16a}
\]

where

\[
M_{11}(\lambda) \equiv \det \left( \begin{array}{cc}
\frac{\partial F_2}{\partial u_2} |_{u=u_e} - \lambda, & \cdots, & \frac{\partial F_2}{\partial u_n} |_{u=u_e} \\
\cdots, & \cdots, & \cdots \\
\frac{\partial F_n}{\partial u_2} |_{u=u_e}, & \cdots, & \frac{\partial F_n}{\partial u_n} |_{u=u_e} - \lambda
\end{array} \right). \tag{4.2.16b}
\]

Here \(F_2, \ldots, F_n\) denote the components of the vector \(\mathbf{F} \equiv (F_1, \ldots, F_n)^T\) characterizing the membrane kinetics.

For the special case of a two-component membrane dynamics of the form \(\mathbf{F} = (f, g)^T\), with \(f = f(u_1, u_2)\) and \(g = g(u_1, u_2)\), (4.2.16a) reduces to

\[
1 - \left( \frac{g_{u_2} - \lambda}{\det(J_e - \lambda I)} \right) p_\pm(\lambda) = 0, \quad (4.2.17)
\]

where \(p_\pm(\lambda)\) are defined in (4.2.6) and (4.2.8). An example of this case is considered below in §4.5.

4.3 One-Component Membrane Dynamics

In this section we study the stability of steady-state solutions when the membrane dynamics consists of only a single component. For this case, it is convenient to label \(u_1 = u\) and to define \(F(C(0, t), u)\) by

\[
F(C(0, t), u) \equiv \mathcal{F}(u) + \beta \mathcal{P}(C(0, t), u). \tag{4.3.1}
\]

The symmetric steady-state solution \(C_e(x)\) is given by (4.2.2a), where \(C_e^0\) and \(u_e\) satisfy the nonlinear algebraic system

\[
-C_e^0 \tanh(\omega_0 L) = \omega_0 G(C_e^0, u_{1e}), \quad F(C_e^0, u_e) = 0, \quad \omega_0 \equiv 1/\sqrt{D}. \tag{4.3.2}
\]
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In terms of $F$ defined in (4.3.1), the spectral problem characterizing the stability properties of this steady-state solution for either the synchronous or asynchronous mode is

$$
DO_{\Omega} \tanh(\Omega L) = -G_{c}^{e} + \frac{F_{c}^{e}G_{u}^{c}}{F_{u}^{c} - \lambda}, \quad \text{(sync)},
$$

$$
DO_{\Omega} \coth(\Omega L) = -G_{c}^{e} + \frac{F_{c}^{e}G_{u}^{c}}{F_{u}^{c} - \lambda}, \quad \text{(async)},
$$

(4.3.3)

where $\Omega \equiv \sqrt{[1 + \tau\lambda]/D}$ is the principal branch of the square root. We will first derive theoretical results for the roots of (4.3.3) for the infinite-line problem where $L \to \infty$.

4.3.1 Theoretical Results for a Hopf Bifurcation: The Infinite-Line Problem

For the infinite-line problem where $L \to \infty$, (4.3.3) reduces to the limiting spectral problem of finding the roots of $G(\lambda) = 0$ in Re($\lambda$) $\geq$ 0, where

$$
G(\lambda) \equiv \sqrt{1 + \tau\lambda} - g(\lambda), \quad \text{and} \quad g(\lambda) \equiv \frac{c + a\lambda}{b + \lambda}.
$$

(4.3.4a)

Here the constants $a$, $b$, and $c$, are defined by

$$
a \equiv -\frac{G_{c}^{e}}{\sqrt{D}}, \quad b \equiv -\frac{F_{u}^{c}}{F_{u}^{c} - \lambda}, \quad c \equiv \frac{1}{\sqrt{D}} \left[ G_{c}^{e}F_{u}^{c} - G_{u}^{c}F_{c}^{e} \right].
$$

(4.3.4b)

Our goal is to characterize any roots of $G(\lambda) = 0$ in Re($\lambda$) $> 0$ as the coefficients $a$, $b$, and $c$, are varied, and in particular to detect any Hopf bifurcation points. In (4.3.4), $b$ represents the dependence of the local kinetics on the membrane-bound species. If $b > 0$, this term indicates a self-inhibiting effect, whereas if $b < 0$ the membrane-bound species is self-activating. The sign of $G_{c}^{e}$ represents the feedback from the environment to its own secretion. If $G_{c}^{e}$ is positive (negative) it represents negative (positive) feedback. We remark that the spectral problem (4.3.4) has the same form, but with different possibilities regarding the signs of the coefficients, as the spectral problem studied in [57] characterizing the stability of a pulse solution for a singularly perturbed reaction-diffusion on the infinite line.

We first use a winding number argument to count the number $N$ of roots of $G(\lambda) = 0$ in Re($\lambda$) $\geq 0$ in terms of the behavior of $G(\lambda)$ on the imaginary axis of the $\lambda$-plane. If $N = 0$, the symmetric steady-state solution is linearly stable, whereas if $N > 0$ this solution is unstable.
Lemma 4.3.1 Let $N$ be the number of zeroes of $G(\lambda) = 0$ in $\text{Re}(\lambda) > 0$, where $G(\lambda)$ is defined in (4.3.4). Assume that there are no such zeroes on the imaginary axis. Then,

$$N = \frac{1}{4} + \frac{1}{\pi} [\text{arg } G] |_{\Gamma I^+} + P,$$  

(4.3.5)

where $P = 0$ if $b > 0$ and $P = 1$ if $b < 0$. Here $[\text{arg } G] |_{\Gamma I^+}$ denotes the change in the argument of $G(\lambda)$ along the semi-infinite imaginary axis $\lambda = i\omega$ with $0 < \omega < \infty$, traversed in the downwards direction.

**Proof:** We take the counterclockwise contour consisting of the imaginary axis $-iR \leq \text{Im } \lambda \leq iR$, decomposed as $\Gamma I_+ \cup \Gamma I_-$, where $\Gamma I_+ = i\omega$ and $\Gamma I_- = -i\omega$ with $0 < \omega < R$, together with the semi-circle $\Gamma R$, given by $|\lambda| = R > 0$ with $|\text{arg } \lambda| \leq \pi/2$. We use the argument principle of complex analysis to obtain

$$\lim_{R \to \infty} [\text{arg } G] |_C = 2\pi(N - P), \quad C \equiv \Gamma R \cup \Gamma I_+ \cup \Gamma I_-,$$  

(4.3.6)

where $[\text{arg } G] |_C$ denotes the change in the argument of $G$ over the contour $C$ traversed in the counter-clockwise direction, and $P$ is the number of poles of $G$ inside $C$. Clearly $P = 1$ if $b < 0$ and $P = 0$ if $b > 0$. We calculate $G(\lambda) \sim \sqrt{\tau} \text{Re} e^{i\theta/2}$ on $\Gamma_R$ as $R \to \infty$, where $\theta = \text{arg } \lambda$, so that $\lim_{R \to \infty} [\text{arg } G] |_{\Gamma R} = \pi/2$. Moreover, since $G(\bar{\lambda}) = \overline{G(\lambda)}$, we get that $[\text{arg } G] |_{\Gamma I^+} = [\text{arg } G] |_{\Gamma I^-}$. In this way, we solve for $N$ in (4.3.6) to obtain (4.3.5). \[\square\]

Next, we set $\lambda = i\omega$ in (4.3.4a) to calculate $[\text{arg } G] |_{\Gamma I^+}$ and detect any Hopf bifurcation points. Since we have specified the principal branch of the square root in (4.3.4a), we must have that $\text{Re}(\sqrt{1 + \tau^2}) > 0$. Therefore, if we square both sides of the expression for $G = 0$ in (4.3.4a) and solve for $\tau$, we may obtain spurious roots. We must then ensure that $\text{Re}(g) > 0$ at any such root. Upon setting $\lambda = i\omega$ in (4.3.4a) and squaring both sides, we obtain that $\tau = i(1 - [g(i\omega)]^2) / \omega$. Upon taking the real and imaginary parts of this expression we conclude that

$$\tau = \frac{1}{\omega} \text{Im } \left([g(i\omega)]^2\right) = \frac{2}{\omega} g_R(\omega) g_I(\omega) = \frac{2(\epsilon b + a\omega^2)}{(b^2 + \omega^2)^2} (ab - c).$$  

(4.3.7a)

Here $\omega > 0$ is a root of

$$\text{Re } \left([g(i\omega)]^2\right) = 1,$$  

(4.3.7b)
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for which \(g_R(\omega) > 0\) and \(g_I(\omega) > 0\) to ensure that \(\text{Re}(\sqrt{1 + i\tau\omega}) > 0\) and \(\tau > 0\), respectively. In (4.3.7a), \(g(i\omega)\) has been decomposed into real and imaginary parts as \(g(i\omega) = g_R(\omega) + ig_I(\omega)\), where

\[
g_R(\omega) = \frac{bc + a\omega^2}{b^2 + \omega^2}, \quad g_I(\omega) = \frac{\omega(ab - c)}{b^2 + \omega^2}.
\]

(4.3.7c)

In addition, if we separate \(\sqrt{1 + i\tau\omega}\) into real and imaginary parts, we readily derive that

\[
\text{Re} \left( \sqrt{1 + i\tau\omega} \right) = \frac{1}{\sqrt{2}} \left[ \sqrt{1 + \tau^2\omega^2} + 1 \right]^{1/2},
\]

\[
\text{Im} \left( \sqrt{1 + i\tau\omega} \right) = \frac{1}{\sqrt{2}} \left[ \sqrt{1 + \tau^2\omega^2} - 1 \right]^{1/2}.
\]

(4.3.8)

We now apply the winding number criterion of Lemma 4.3.1 together with (4.3.7) to determine the location of the roots of \(\mathcal{G}(\lambda) = 0\) for various ranges of \(a, b,\) and \(c\), as the parameter \(\tau\) is varied.

**Proposition 4.3.1** Suppose that \(cb < 0\) and that \(a \leq 0\). Then, no Hopf bifurcations are possible as \(\tau > 0\) is varied. Moreover, if \(b > 0\) we have \(N = 0\), so that the symmetric steady-state solution is linearly stable for all \(\tau > 0\). Alternatively, when \(b < 0\) we have \(N = 1\), and so the symmetric steady-state solution is unstable for all \(\tau > 0\).

**Proof:** We note that \(g(\lambda)\), defined in (4.3.4a), is a bilinear form and is real-valued when \(\lambda\) is real. It does not have a pole at \(\lambda = 0\) since \(b \neq 0\). Therefore, it follows that the imaginary axis \(\lambda = i\omega\) must map to a disk \(B\) centered on the real axis in the \((g_R, g_I)\) plane. When \(cb < 0\) and \(a \leq 0\), it follows from (4.3.7c) that \(g_R < 0\), and so this disk lies in the left half-plane \(\text{Re}(g) < 0\). When \(b > 0\), we have that \(g(\lambda)\) is analytic in \(\text{Re}(\lambda) > 0\), and so the region \(\text{Re}(\lambda) > 0\) must map to inside the disk \(B\). As such, since \(\text{Re} \left( \sqrt{1 + i\tau\omega} \right) > 0\), it follows that there are no roots to \(\mathcal{G}(\lambda) = 0\) in \(\text{Re}(\lambda) > 0\), and so \(N = 0\).

For the case \(b < 0\), we use the winding number criterion (4.3.5). Since \(cb < 0\) and \(a \leq 0\), we have \(g_R(\omega) < 0\), so that

\[
\text{Re} \left[ \mathcal{G}(i\omega) \right] = \text{Re} \left[ \sqrt{1 + i\tau\omega} - g(i\omega) \right] > 0.
\]

We have \(\arg \mathcal{G}(i\omega) \rightarrow \pi/4\) as \(\omega \rightarrow +\infty\) and \(\mathcal{G}(0) > 0\), so that \(\arg \mathcal{G}(0) = 0\). This yields that \(\left| \arg \mathcal{G} \right|_{\Gamma_{I+}} = -\pi/4\). In addition, since \(P = 1\) in (4.3.5), we obtain that \(N = 1\) for all \(\tau > 0\). ■
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Next, we establish the following additional result that characterizes $N$, independent of the value of $\tau > 0$.

**Proposition 4.3.2** 
When $c > ab$, there are no Hopf bifurcation points for any $\tau > 0$. If in addition, we have

1. $b > 0$, and $c/b < 1$, then, $N = 0 \ \forall \tau > 0$,
2. $b < 0$, and $c/b < 1$, then, $N = 1 \ \forall \tau > 0$,
3. $b > 0$, and $c/b > 1$, then, $N = 1 \ \forall \tau > 0$,
4. $b < 0$, and $c/b > 1$, then, $N = 2 \ \forall \tau > 0$.

**(4.3.9)**

**Proof:** We first observe from (4.3.8) and (4.3.7c) that $\text{Im}(G(i\omega)) > 0$ for all $\tau > 0$ when $c > ab$. Therefore, there can be no Hopf bifurcations as $\tau$ is increased. To establish (I) of (4.3.9) we use $G(0) > 0$, since $c/b < 1$, $\arg G(i\omega) \to \pi/4$ as $\omega \to +\infty$, and $\text{Im}(G(i\omega)) > 0$ to conclude that $\arg G|_{\Gamma_{I+}} = -\pi/4$. Then, since $b > 0$ we have $P = 0$, and (4.3.5) yields $N = 0$. The proof of (II) of (4.3.9) is identical except that we have $P = 1$ in (4.3.5) since $b < 0$, so that $N = 1$. This unstable eigenvalue is located on the positive real axis on the interval $-b < \lambda < \infty$. To prove (III) we note that $G(0) < 0$ since $c/b > 1$, and $P = 0$ since $b > 0$. This yields $\arg G|_{\Gamma_{I+}} = 3\pi/4$, and $N = 1$ from (4.3.5). This root is located on the positive real axis. Finally, to prove (IV) we use $G(0) < 0$ and $b < 0$ to calculate $\arg G|_{\Gamma_{I+}} = 3\pi/4$ and $P = 1$. This yields $N = 2$ from (4.3.5). A simple plot of $\sqrt{1 + \tau\lambda}$ and $g(\lambda)$ on the positive real axis for this case shows that there is a real root in $0 < \lambda < -b$ and in $-b < \lambda < \infty$ for any $\tau > 0$.

Next, we consider the range $ab > c$ and $bc > 0$ for which Hopf bifurcations in $\tau$ can be established for certain subranges of $a$, $b$, and $c$. To analyze this possibility, we substitute $g(i\omega)$ into (4.3.7b), to obtain that $\omega$ must satisfy

$$\left(a\omega^2 + bc\right)^2 - \omega^2(ab-c)^2 = \left(b^2 + \omega^2\right)^2,$$

in the region $bc + a\omega^2 > 0$. Upon defining $\xi = \omega^2$, it follows for $|a| \neq 1$ that we must find a root of the quadratic $Q(\xi) = 0$ with $\xi \in \mathcal{S}$, where

$$Q(\xi) \equiv \xi^2 - a_0\xi + a_1 = (\xi - a_0/2)^2 + a_1 - a_0^2/4, \ \mathcal{S} \equiv \{\xi \ | \ \xi > 0 \text{ and } a\xi > -cb\}.$$

**(4.3.10a)**

We refer to $\mathcal{S}$ as the admissible set. Here $a_0$ and $a_1$ are defined by

$$a_0 = \frac{1}{a^2 - 1} \left[(ab - c)^2 + 2b(b - ac)\right], \quad a_1 = \frac{b^2}{1 - a^2} \left(b^2 - c^2\right).$$

**(4.3.10b)**
4.3. One-Component Membrane Dynamics

For the special case where \( a = \pm 1 \), we have

\[
\xi = b^2 \left( \frac{c/b - 1}{c/b + 3} \right), \quad \text{if } a = -1; \quad \xi = -b^2 \left( \frac{c/b + 1}{3 - c/b} \right), \quad \text{if } a = 1.
\]  
(4.3.10c)

Our first result shows that there are certain subranges of the regime \( ab > c \) and \( bc > 0 \) for which we again have that no Hopf bifurcations can occur for any \( \tau > 0 \).

**Proposition 4.3.3** Suppose that \( b < 0 \), \( 0 < c/b < 1 \), and \( c/b > a \). Then, \( N = 1 \) for all \( \tau > 0 \).

**Proof:** We first establish, for any \( \tau > 0 \), that \( \Re(\mathcal{G}(i\omega)) > 0 \) when \( \omega > 0 \). We observe from (4.3.8) that \( \Re(\sqrt{1 + i\tau\omega}) \) is a monotone increasing function of \( \omega \), while \( g_R(\omega) \), defined in (4.3.7c), is a monotone decreasing function of \( \omega \) when \( c/b > a \). This implies that \( \Re(\mathcal{G}(i\omega)) \) is monotone increasing in \( \omega \) when \( c/b > a \). Since \( \Re(\mathcal{G}(0)) = 1 - c/b > 0 \) when \( c/b < 1 \), we conclude that \( \Re(\mathcal{G}(i\omega)) > 0 \) for \( \omega > 0 \). Then, since \( \Re(\mathcal{G}(i\omega)) \to +\infty \) as \( \omega \to +\infty \), we obtain \( \left[ \arg \mathcal{G} \right]_{I L_+} = -\pi/4 \). Using this result in (4.3.5), together with \( P = 1 \) since \( b < 0 \), we get that \( N = 1 \) for all \( \tau > 0 \).  

We now use Lemma 4.3.1 and (4.3.10) to identify a parameter regime in the range \( ab > c \) with \( bc > 0 \) where there is a unique Hopf bifurcation value for \( \tau \):

**Proposition 4.3.4** Suppose that \( b < 0 \), \( c/b > 1 \) and \( a < 1 \). Then, we have either \( N = 0 \) or \( N = 2 \) for all \( \tau > 0 \). Moreover, \( N = 0 \) for \( 0 < \tau \ll 1 \) and \( N = 2 \) for \( \tau \gg 1 \). For \( a \neq -1 \), there is a unique Hopf bifurcation at \( \tau = \tau_H > 0 \) given by

\[
\tau_H = \frac{2(cb + a\omega_H^2)}{(b^2 + \omega_H^2)^2}(ab - c), \quad \omega_H = \sqrt{\frac{a_0}{2} + \frac{z}{4}} - a_1, \quad (4.3.11a)
\]

where \( z = +1 \) if \( |a| < 1 \) and \( z = -1 \) if \( a < -1 \). Here \( a_0 \) and \( a_1 \) are defined in (4.3.10b). When \( a = -1 \), we have

\[
\tau_H = -\frac{2(cb - \omega_H^2)}{(b^2 + \omega_H^2)^2}(b + c), \quad \omega_H = |b| \sqrt{\frac{c/b - 1}{c/b + 3}}, \quad (4.3.11b)
\]
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Proof: We first establish that, for any \( \tau > 0 \), there is a unique root \( \omega^* \) to \( \text{Re}(\mathcal{G}(i\omega)) = 0 \) in \( \omega > 0 \). To prove this we follow the proof of Proposition 4.3.3 to obtain that \( \text{Re}(\mathcal{G}(i\omega)) \) is a monotone increasing function of \( \omega \) when \( c/b > a \). Moreover, since \( \text{Re}(\mathcal{G}(0)) = 1 - c/b < 0 \), as a result of \( c/b > 1 \), and \( \text{Re}(\mathcal{G}(i\omega)) \to +\infty \) as \( \omega \to +\infty \), we conclude that there is a a unique root \( \omega^* \) to \( \text{Re}(\mathcal{G}(i\omega)) = 0 \) in the region \( \omega > 0 \). The uniqueness of the root to \( \text{Re}(\mathcal{G}(i\omega)) = 0 \), together with the facts that \( \mathcal{G}(0) = 1 - c/b < 0 \) and \( \arg \mathcal{G}(i\omega) \to \pi/4 \) as \( \omega \to +\infty \), establishes that either \( \arg \mathcal{G} \big|_{\Gamma_{I_k}} = 3\pi/4 \) or \( \arg \mathcal{G} \big|_{\Gamma_{I_k}} = -5\pi/4 \) depending on whether \( \text{Im}(\mathcal{G}(i\omega^*)) > 0 \) or \( \text{Im}(\mathcal{G}(i\omega^*)) < 0 \), respectively. Therefore, since \( P = 1 \), owing to the fact that \( b < 0 \), we conclude from (4.3.5) that either \( N = 0 \) or \( N = 2 \) for any \( \tau > 0 \).

To determine \( N \) when either \( 0 < \tau \ll 1 \) or when \( \tau \gg 1 \), we examine the behavior of the unique root \( \omega^* \) to \( \text{Re}(\mathcal{G}(i\omega)) = 0 \) for these limiting ranges of \( \tau \). For \( \tau \gg 1 \), we readily obtain that \( \omega^* = O(1/\tau) \), so that \( \text{Im}(\mathcal{G}(i\omega^*)) > 0 \) from estimating \( \text{Im}(\sqrt{1 + i\tau \omega}) \) and \( g_f(\omega) \) in (4.3.8) and (4.3.7c). Thus, \( N = 2 \) for \( \tau \gg 1 \). Alternatively, if \( 0 < \tau \ll 1 \), we readily obtain that \( \omega^* = O(1) \), and that \( \text{Im}(\mathcal{G}(i\omega^*)) \sim -g_f(\omega^*) + O(\tau^2) < 0 \). Therefore, \( N = 0 \) when \( 0 < \tau \ll 1 \). By continuity with respect to \( \tau \) it follows that there is a Hopf bifurcation at some \( \tau > 0 \).

To establish that the Hopf bifurcation value for \( \tau \) is unique and to derive a formula for it, we now analyze the roots of \( Q(\xi) = 0 \) for \( \xi \in \mathcal{S} \), where \( Q(\xi) \) and the admissible set \( \mathcal{S} \) are defined in (4.3.10). In our analysis, we must separately consider four ranges of \( a \): (i) \( 0 \leq a < 1 \), (ii) \( -1 < a < 0 \), (iii) \( a = -1 \), and (iv) \( a < -1 \).

For (i) where \( 0 \leq a < 1 \), the admissible set \( \mathcal{S} \) reduces to \( \xi > 0 \) since \( cb > 0 \). Moreover, we have \( Q(0) = a_1 < 0 \) since \( c/b > 1 \) and \( Q \to +\infty \) as \( \xi \to +\infty \). Since \( Q(\xi) \) is a quadratic, it follows that there is a unique root to \( Q(\xi) = 0 \) in \( \xi > 0 \), with the other (inadmissible) root to \( Q(\xi) = 0 \) satisfying \( \xi < 0 \). By using (4.3.10a) to calculate the largest root of \( Q(\xi) = 0 \), and recalling (4.3.7a), we obtain (4.3.11a).

The proof of (ii) for the range \( -1 < a < 0 \) is similar, but for this case the admissible set \( \mathcal{S} \) is the finite interval \( 0 < \xi < -cb/a \). Since \( Q(0) = a_1 < 0 \) and \( Q \) is a quadratic, to prove that there is a unique root to \( Q(\xi) = 0 \) on this interval it suffices to show that \( Q(-cb/a) > 0 \). A straightforward calculation using the expressions for \( a_0 \) and \( a_1 \) in (4.3.10b) yields, upon
re-arranging terms in the resulting expression, that

\[
Q\left(-\frac{cb}{a}\right) = \frac{c^2b^2}{a^2} - \frac{cb}{a(1-a^2)} \left[(ab-c)^2 + 2b(b-ac)\right] + \frac{b^2(b^2-c^2)}{1-a^2},
\]

\[
= \frac{c^2b^2}{a^2} - \frac{cb}{a(1-a^2)}(ab-c)^2 + \frac{b^2}{1-a^2} \left[(b-c)^2 + 2cb\left(1 - \frac{1}{a}\right)\right].
\]

Since \(cb > 0\) and \(-1 < a < 0\) all three terms in this last expression for \(Q\left(-\frac{cb}{a}\right)\) are positive. Thus, there is a unique root to \(Q(\xi) = 0\) in \(0 < \xi < -\frac{cb}{a}\), which is given explicitly by (4.3.11a).

When \(a = -1\), the admissible set \(S\) is the interval \(0 < \xi < cb\). It is then readily verified that the explicit formula for \(\xi\) given in (4.3.10c) when \(a = -1\) lies in this interval. In this way, we obtain (4.3.11b).

Finally, we consider the range (iv) where \(a < -1\), where the admissible set is \(0 < \xi < -\frac{cb}{a}\). Since \(c/b > 1\) and \(ab-c > 0\), \(a_0 > 0\) and \(Q(0) = a_1 > 0\). Thus the minimum value of \(Q(\xi)\) is at some point \(\xi = \xi_m > 0\). To prove that there is a unique root to \(Q(\xi) = 0\) on \(0 < \xi < -\frac{cb}{a}\) we need only prove that \(Q\left(-\frac{cb}{a}\right) < 0\). By re-arranging the terms in the expression for \(Q\left(-\frac{cb}{a}\right)\) we obtain, after some algebra, that

\[
Q\left(-\frac{cb}{a}\right) = -\frac{c^3b^3}{a^2(a^2-1)} \left[\frac{c}{b}(1+a^2) - a\left(\frac{c^2}{b^2} + a^2\right)\right]
\]

\[
- \frac{b^2}{a^2-1} \left[(b-c)^2 + 2cb\left(1 - \frac{1}{a}\right)\right].
\]

Since \(cb > 0\) and \(a < -1\), we have that the expressions inside each of the two square brackets are positive, while the terms multiplying the square brackets are negative. This establishes that \(Q\left(-\frac{cb}{a}\right) < 0\) and the existence of a unique root to \(Q(\xi) = 0\) in \(0 < \xi < -\frac{cb}{a}\). By taking the smallest root of \(Q(\xi) = 0\) on \(\xi > 0\) we get (4.3.11a).

Our next result is for the case \(b > 0\) on a subrange of where \(ab-c > 0\).

**Proposition 4.3.5** The following results hold for the case \(b > 0\): (I) Suppose that \(c/b < a < 1\). Then, we have \(N = 0\) for all \(\tau > 0\). (II) Suppose that \(c/b < 1 < a\). Then, there is a Hopf bifurcation at some \(\tau = \tau_H > 0\). If \(0 < \tau < \tau_H\), then \(N = 2\), whereas if \(\tau > \tau_H\), then \(N = 0\). The Hopf bifurcation value \(\tau_H > 0\) is given by

\[
\tau_H = \frac{2(cb + a\omega_H^2)}{(b^2 + \omega_H^2)^2} (ab-c), \quad \omega_H = \sqrt{\frac{a_0}{2}} + \sqrt{\frac{a_0^2}{4} - a_1}, \quad (4.3.12)
\]
where $a_0$ and $a_1$ are defined in (4.3.10b).

**Proof:** We first prove (I). When $c/b < a < 1$, we have from (4.3.7c) that $g_R(\omega)$ is monotone increasing with $c/b = g_R(0) < g_R(\omega) < g_R(\infty) = a < 1$. Since $\text{Re}(\sqrt{1 + i\omega \tau}) > 1$ for all $\tau > 0$, it follows that $\text{Re}(G(i\omega)) > 0$ on $0 \leq \omega < \infty$, and consequently $[\text{arg } G]_{\Gamma_{\ell_{+}}} = -\pi/4$. Then, since $P = 0$, owing to $b > 0$, (4.3.5) yields that $N = 0$ for all $\tau > 0$.

To prove (II) we consider the range $c \geq 0$ and $c < 0$ separately, and we first examine the roots to $Q(\xi) = 0$ for $\xi \in S$, as defined in (4.3.10). For the case $c \geq 0$, the admissible set is $\xi > 0$. Since the quadratic $Q(\xi)$ satisfies $Q(0) = a_1 < 0$ when $0 < c/b < 1 < a$, together with $Q(\xi) \to +\infty$ as $\xi \to \infty$, it follows that there is a unique root to $Q(\xi) = 0$ on $\xi > 0$. This yields the unique Hopf bifurcation value $\tau_H$ given in (4.3.12). Alternatively, suppose that $c < 0$. Then the admissible set is $\xi > -bc/a$. We calculate $Q(-bc/a)$ from (4.3.10), and after re-arranging the terms in the resulting expression, we obtain

$$Q(-bc/a) = \frac{c^2b^2}{a^2} + \frac{cb}{a(a^2 - 1)} \left[(ab - c)^2 + 2b(b - ac)\right] + \frac{b^2(b^2 - c^2)}{1 - a^2},$$

$$= \frac{bc(ab - c)^2}{a(a^2 - 1)} + \frac{b^2(b^2 - c^2)}{1 - a^2} + \frac{c^2b^2}{a^2(a^2 - 1)} \left[-a^2 - 1 + \frac{2ab}{c}\right].$$

Since each of the three terms in the last expression is negative when $c/b < 1 < a$, we have $Q(-bc/a) < 0$. It follows that there is a unique root to $Q(\xi) = 0$ on $-bc/a < \xi < \infty$, and consequently a unique Hopf bifurcation point.

Combining the results for $c \geq 0$ and $c < 0$, we conclude that there is a unique Hopf bifurcation point $\tau_H > 0$ when $c/b < 1 < a$ and $b > 0$. We now must prove the result that $N = 0$ for $\tau > \tau_H$ and $N = 2$ for $0 < \tau < \tau_H$. To establish this result, we need only prove than $N = 0$ for $\tau > 1$ and $N = 2$ for $0 < \tau < 1$. Then, by the uniqueness of $\tau_H$, the continuity of $\lambda$ with respect to $\tau$, and the fact that $\lambda = 0$ cannot be eigenvalue, the result follows. For $\tau > 1$, we obtain from the unboundedness of $\text{Re}(\sqrt{1 + i\tau \omega})$ as $\tau \to +\infty$ for $\omega > 0$ fixed that $\text{Re}(G(i\omega)) > 0$ on $0 \leq \omega < \infty$ when $\tau > 1$. Therefore, since $[\text{arg } G]_{\Gamma_{\ell_{+}}} = -\pi/4$ and $P = 0$, owing to $b > 0$, (4.3.5) yields that $N = 0$ for $\tau > 1$. Next, since $a > 1$, we readily observe that there are exactly two roots $\omega_{\pm}$ with $0 < \omega_{-} < \omega_{+}$ to $\text{Re}(G(i\omega)) = 0$ on $0 < \omega < \infty$, with the property that $\omega_{-} = O(1)$ and $\omega_{+} = O(\tau^{-1}) \gg 1$ when $0 < \tau \ll 1$. We readily estimate that $\text{Im}(G(i\omega_{\pm})) > 0$ and $\text{Im}(G(i\omega_{\mp})) < 0$ when $\tau \ll 1$. Therefore, since arg $G(i\omega) \to \pi/4$ as $\omega \to +\infty$ and arg $G(0) = 0$ since
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\[ c/b < 1, \text{ we conclude that } \arg G \big|_{\Gamma_{f+}} = 7\pi/4 \text{ when } 0 < \tau \ll 1. \] Finally, since \( P = 0, \text{ owing to } b > 0, \text{ (4.3.5) yields } N = 2 \text{ when } 0 < \tau \ll 1. \]

Our final result is for the range \( 1 < a < c/b \) with \( b < 0 \) where there can be either two Hopf bifurcation values of \( \tau \) or none.

**Proposition 4.3.6** Suppose that \( b < 0 \) and \( 1 < a < c/b \). Then, if \( c/b \leq 3a + 2\sqrt{2}(a^2 - 1)^{1/2} \), we have \( N = 2 \) for all \( \tau > 0 \), and consequently no Hopf bifurcation points. Alternatively, if \( c/b > 3a + 2\sqrt{2}(a^2 - 1)^{1/2} \), then there are two Hopf bifurcation values \( \tau_{H\pm} \), with \( \tau_{H-} > \tau_{H+} \), so that \( N = 0 \) for \( \tau_{H+} < \tau < \tau_{H-} \) and \( N = 2 \) when either \( 0 < \tau < \tau_{H+} \) or \( \tau > \tau_{H-} \).

**Proof:** Since the proof of this result is similar to those of Propositions 4.3.4 and 4.3.5 we only briefly outline the derivation. First, since necessarily \( c < 0 \), the admissible set for \( Q(\xi) \) in (4.3.10a) is \( \xi \geq 0 \), and hence we focus on determining whether \( Q(\xi) = 0 \) has any positive real roots. For the range \( 1 < a < c/b, \) we calculate \( Q(0) = a_1 > 0 \) from (4.3.10). As such it follows that there are either two real roots to \( Q(\xi) = 0 \) in \( \xi > 0 \), a real positive root of multiplicity two, or no real roots. From (4.3.10), there are two real roots only when \( a_0 > 0 \) and \( a_0^2/4 - a_1 > 0 \), where \( a_0 \) and \( a_1 \) are defined in (4.3.10b).

Upon using (4.3.10b) for \( a_0 \) and \( a_1 \), we can show after some lengthy but straightforward algebra that \( a_0 > 0 \) when \( c/b > 2a + \sqrt{3}a^2 - 2 \), and \( a_0^2/4 - a_1 > 0 \) when

\[
\left( \frac{c}{b} - 3a \right)^2 + 8(1 - a^2) > 0.
\]

For any \( a > 1 \), the intersection of these two ranges of \( c/b \) is \( c/b > 3a + 2\sqrt{2}(a^2 - 1)^{1/2} \). On this range, \( Q(\xi) = 0 \) has two positive real roots, and hence there are two Hopf bifurcation values of \( \tau \). For the range \( 1 < a < c/b < 3a + 2\sqrt{2}(a^2 - 1)^{1/2} \), then either \( a_0 < 0 \) or \( a_0^2/4 - a_1 < 0 \), and so \( Q(\xi) = 0 \) has no positive real roots.

The determination of \( N \) follows in a similar way as in the proof of Proposition 4.3.5.

**4.3.2 A Finite Domain: Numerical Computations of the Winding Number**

For finite domain length \( L \), the synchronous and asynchronous modes will, in general, have different instability thresholds. For finite \( L \), we use (4.3.3) to
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conclude that we must find the roots of \( G(\lambda) = 0 \), where we now re-define \( G(\lambda) \) as

\[
G(\lambda) \equiv D \Omega h(\Omega) + G^e \frac{F^e}{F_u} \lambda, \quad h(\Omega) \equiv \begin{cases} 
\tanh(\Omega L), & \text{(synchronous)} \\
\coth(\Omega L), & \text{(asynchronous)}
\end{cases},
\]

where \( \Omega = \sqrt{(1 + \tau \lambda)/D} \). It is readily shown that (4.3.5) still holds, and so

\[
N = \frac{1}{4} + \frac{1}{\pi} \left| \arg G \right|_{\Gamma_{I^+}} + P, \quad (4.3.13b)
\]

where \( P = 0 \) if \( F^e_u < 0 \) and \( P = 1 \) if \( F^e_u > 0 \). To determine \( N \) for a specific membrane-bulk system, numerical computations of \( \left| \arg G \right|_{\Gamma_{I^+}} \) must be performed separately for both the synchronous and asynchronous modes. This is illustrated below in §4.4 for some specific membrane-bulk systems.

We remark that some of the results in §4.3.1 are still valid when \( L \) is finite. To see this, we write (4.3.13a) in the form

\[
\sqrt{1 + \tau \lambda} \frac{h(\Omega)}{h(\omega)} = g(\lambda), \quad g(\lambda) \equiv \frac{c_L + a_L \lambda}{b + \lambda}, \quad (4.3.14a)
\]

where \( \omega_0 = D^{-1/2} \), and where we have defined \( a_L, b, \) and \( c_L \), by

\[
a_L \equiv -\frac{G^e}{\sqrt{D}h(\omega_0)}, \quad b \equiv -F^e_u, \quad c_L \equiv \frac{1}{\sqrt{D}h(\omega_0)} \left[ G^e F^e_u - G^e_u F^e \right]. \quad (4.3.14b)
\]

We remark that as \( L \to \infty \), (4.3.14) reduces to the eigenvalue problem (4.3.4a) for the infinite-line problem studied in §4.3.1.

With this reformulation, the left-hand side of (4.3.14a) has the same qualitative properties as \( \sqrt{1 + \tau \lambda} \) that were used in the proofs of some of the propositions in §4.3.1. In particular, Propositions 4.3.1–4.3.3 and part (I) of Proposition 4.3.5 still apply provided we replace \( a \) and \( c \) in these results by \( a_L \) and \( c_L \). We do not pursue this extension any further here.

4.4 Examples of the Theory: One-Component Membrane Dynamics

In this section we consider some specific systems to both illustrate our stability theory and to show the existence of synchronous and asynchronous oscillatory instabilities induced by coupled membrane-bulk dynamics. Assuming a one-component membrane dynamics, we determine the stability
of the steady-state solution by numerically computing the number \( N \) of eigenvalues of the linearization in \( \text{Re}(\lambda) > 0 \) from either (4.3.5) for the infinite-line problem, or from (4.3.13) for the finite-domain problem. For some subranges of the parameters in these systems, the theoretical results of §4.3.1 for the infinite-line problem determines \( N \) without the need for any numerical winding number computation.

To confirm our stability results for the case of a one-component membrane dynamics we also computed symmetric steady-state solutions of (4.1.1) and bifurcations of this solution to periodic solutions by first spatially discretizing (4.1.1) with finite differences. Then, from this method of lines approach, together with the path continuation program AUTO with the interface provided by XPPAUT (cf. [16]), branches of steady-state and periodic solution branches were computed numerically. To confirm predictions of oscillatory dynamics, full time-dependent numerical solutions of the coupled PDE-ODE system (4.1.1) were computed using the method of lines.

### 4.4.1 A Class of Feedback Models

We first apply the theory of §4.3.1 to a class of membrane-bulk problems of the form

\[
\tau C_t = DC_{xx} - C, \quad t > 0, \quad x > 0;
\]

\[
DC_x \big|_{x=0} = G(C(0,t), u); \quad C \to 0 \text{ as } x \to \infty,
\]

\[
\frac{du}{dt} = F(C(0,t), u), \quad \text{where } F(C(0,t), u) \equiv \mathcal{F}(u) + \sigma G(C(0,t), u(t)),
\]

(4.4.1)

for some \( \sigma > 0 \). For this class, the flux on \( x = 0 \) acts as a source term to the membrane dynamics. A special case of (4.4.1), which is considered below, is when the membrane-bulk coupling is linear and, for some \( \kappa > 0 \), has the form

\[
G(C(0,t), u) \equiv \kappa [C(0,t) - u].
\]

(4.4.2)

To apply the theory in §4.3.1 to (4.4.1) we first must calculate \( a, b, \) and \( c \), from (4.3.4b). We readily obtain that

\[
b = -\mathcal{F}'(u_e) - \sigma G_u^e, \quad a = -\frac{G_c^e}{\sqrt{D}}, \quad c = \frac{1}{\sqrt{D}} G_c^e \mathcal{F}'(u_e), \quad ab - c = \frac{\sigma}{\sqrt{D}} G_u^e G_c^e,
\]

(4.4.3)

where \( u_e \) is a steady-state value for \( u \). The first result for (4.4.1) shows that a Hopf bifurcation is impossible with a linear membrane-bulk coupling mechanism.
Proposition 4.4.1 Let $C_e, u_e$ be a symmetric steady-state solution for (4.4.1) with the linear membrane-bulk coupling (4.4.2). Let $N$ denote the number of unstable eigenvalues in $\text{Re}(\lambda) > 0$ for the linearization of (4.4.1) around this steady-state solution. Then, for any $\tau > 0$, we have $N = 0$ when $\mathcal{F}'(u_e) < \mathcal{F}_{Lth}$, and $N = 1$ when $\mathcal{F}'(u_e) > \mathcal{F}_{Lth}$, where $\mathcal{F}_{Lth} \equiv \sigma \kappa / [1 + \kappa / \sqrt{D}]$.

Proof: Since with the coupling (4.4.2) we have $ab - c = -\kappa^2 \sigma / \sqrt{D} < 0$, it follows by Proposition 4.3.2 that there are no Hopf bifurcations for any $\tau > 0$. To determine the stability threshold, we calculate $a = -\kappa / \sqrt{D} < 0$, $b = -\mathcal{F}'(u_e) + \sigma \kappa$, and $c = \kappa \mathcal{F}'(u_e) / \sqrt{D}$, and apply the results of Proposition 4.3.2. We separate our analysis into three ranges of $\mathcal{F}'(u_e)$. First suppose that $\mathcal{F}'(u_e) < 0$. Then, since $b > 0$, $c < 0$, and $a < 0$, we have by (I) of Proposition 4.3.2 that $N = 0$. Next, suppose that $0 < \mathcal{F}'(u_e) < \sigma \kappa$, so that $b > 0$ and $c > 0$. We calculate that $c/b > 1$ if $\mathcal{F}'(u_e) > \mathcal{F}_{Lth}$, where $\mathcal{F}_{Lth}$, which satisfies $0 < \mathcal{F}_{Lth} < \sigma \kappa$, is defined above. Since $c/b > 1$, (III) of Proposition 4.3.2 proves that $N = 1$ for all $\tau > 0$. Finally, suppose that $\mathcal{F}'(u_e) > \sigma \kappa$. Then, $c > 0$, $b < 0$, so that $bc < 0$ and $a < 0$. We conclude from Proposition 4.3.1 that $N = 1$ for all $\tau > 0$. The proof is complete by combining these results on the three separate ranges of $\mathcal{F}'(u_e)$. 

This result for the non-existence of oscillations for a linear membrane-bulk coupling mechanism holds only for the case of a single membrane-bound species. As shown in §4.5 when there are two species in the membrane, oscillatory dynamics can occur even with a linear membrane-bulk coupling mechanism. Our next result for (4.4.1) specifies a class of nonlinear coupling mechanisms $G(C(0,t),u)$ for which no Hopf bifurcations of the steady-state solution are possible.

Proposition 4.4.2 When $G_e G_u < 0$, then the symmetric steady-state solution of (4.4.1) does not undergo a Hopf bifurcation for any $\tau > 0$. In particular, if $G_u < 0$ and $G_e > 0$, then for any $\tau > 0$ we have $N = 1$ when $\mathcal{F}'(u_e) > \mathcal{F}_{th}$, and $N = 0$ when $\mathcal{F}'(u_e) < \mathcal{F}_{th}$. Here $\mathcal{F}_{th} > 0$ is the threshold value

$$
\mathcal{F}_{th} \equiv -\frac{\sigma G_u}{1 + G_e / \sqrt{D}}.
$$

Proof: From (4.4.3) we have $ab - c < 0$ when $G_e G_u < 0$. Proposition 4.3.2 proves that there are no Hopf bifurcations for any $\tau > 0$. The second part
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of the proof parallels that done for Proposition 4.4.1.

A similar analysis can be done for the case where \( G_e^u > 0 \) and \( G_e^c < 0 \). For this case, the steady-state solution is unstable when \( G_e^c < -\sqrt{D} \) for all ranges of \( \mathcal{F}'(u_e) \). When \( G_e^c > -\sqrt{D} \), the steady-state is linearly stable only when \( \mathcal{F}'(u_e) < -\sigma G_e^u / \left[ 1 + G_e^c / \sqrt{D} \right] \).

Our final result for (4.4.1) characterizes a class of nonlinear coupling mechanisms for which a Hopf bifurcation of the steady-state solution does occur for some value of \( \tau \).

**Proposition 4.4.3** Suppose that \( G_e^c > 0 \) and \( G_e^u > 0 \). Then, for the symmetric steady-state solution of (4.4.1), we have:

(I) If \( \mathcal{F}'(u_e) > \mathcal{F}_th \), then \( N = 1 \) \( \forall \tau > 0 \),

(II) If \( -\sigma G_e^u < \mathcal{F}'(u_e) < \mathcal{F}_th \), then \( N = 2 \) for \( \tau > \tau_H \), and

\[ N = 0 \] for \( 0 < \tau < \tau_H \),

(III) If \( \mathcal{F}'(u_e) < -\sigma G_e^u \), then \( N = 0 \) \( \forall \tau > 0 \).

Here \( \tau_H > 0 \) is the unique Hopf bifurcation point, and \( \mathcal{F}_th < 0 \) is defined in (4.4.4).

**Proof:** Since \( G_e^c > 0 \), we have \( a < 0 \) from (4.4.3). To establish (III) we calculate from (4.4.3) that \( b > 0 \) and \( c < 0 \) when \( \mathcal{F}'(u_e) < -\sigma G_e^u \). From the first statement of Proposition 4.3.1 we conclude that \( N = 0 \). To establish (II), we observe that \( b < 0 \), \( c < 0 \), and \( c/b > 1 \) when \( -\sigma G_e^u < \mathcal{F}'(u_e) < \mathcal{F}_th < 0 \). Proposition 4.3.4 then proves that there is a unique Hopf bifurcation value \( \tau = \tau_H > 0 \) on this range of \( \mathcal{F}'(u_e) \), as given in (4.3.11). Finally, to establish (I), we observe that \( b < 0 \) and \( c/b < 1 \) when \( \mathcal{F}'(u_e) > \mathcal{F}_th \). For the range \( c < 0 \), where \( \mathcal{F}_th < \mathcal{F}'(u_e) < 0 \), we have from Proposition 4.3.3 that \( N = 1 \). Finally, for the range \( c > 0 \), where \( \mathcal{F}'(u_e) > 0 \), Proposition 4.3.1 also yields that \( N = 1 \).

We now discuss the limiting behavior of \( \tau_H \) and the corresponding Hopf bifurcation frequency \( \omega_H \), as given by (4.3.11), at the two edges of the interval for \( \mathcal{F}'(u_e) \) in (II) of Proposition 4.4.3. First, we observe that as \( \mathcal{F}'(u_e) \) approaches \( -\sigma G_e^u \) from above, we have that \( b \to 0^- \). Therefore, from (4.3.11) we have \( a_1 \to 0 \), and so at this lower edge of the interval we have \( \omega_H \to 0^+ \) and \( \tau_H \to +\infty \). At the other end of the interval, where \( \mathcal{F}'(u_e) \) approaches \( \mathcal{F}_th \) from below, we have that \( c - b \to 0 \), so that again \( a_1 \to 0 \) in (4.3.11). Therefore, from (4.3.11), we conclude at this upper
edge of the interval that $\omega_H \to 0^+$. However, since $b = O(1)$, we have from (4.3.11a) that $\tau_H \to 2(1 - a)/|b| = O(1)$ at the upper edge.

### 4.4.2 A Phase Diagram for an Explicitly Solvable Model

Next, we consider a simple model where a phase diagram characterizing the possibility of Hopf bifurcations can be determined analytically for the infinite-line problem. For $\beta > 0$, $\gamma > 0$ and $\kappa > 0$, we consider

$$
\tau_C = D \frac{C_{xx}}{\tau} - C, \quad t > 0, \quad 0 < x < 2L, \\
D \frac{C_x}{x=0} = G(C(0, t), u) \equiv \kappa \frac{(C(0, t) - u)}{1 + \beta (C(0, t) - u)^2}, \\
\frac{du}{dt} = F(C(0, t), u) \equiv \gamma C(0, t) - u,
$$

(4.4.6)

with identical membrane dynamics at $x = 2L$. We remark that in (4.4.6) the only nonlinearity arises from the flux term $G(C(0, t), u)$. The symmetric steady-state solution for (4.4.6) is $C_e(x)$ given in (4.2.2a), where $C^0_e \equiv C_e(0)$ satisfies the cubic equation

$$(C^0_e)^3 \beta (\gamma - 1)^2 \tanh(\omega_0 L) - C^0_e \left[ \kappa \omega_0 (\gamma - 1) - \tanh(\omega_0 L) \right] = 0, \quad \omega_0 \equiv \sqrt{1/D_0}.
$$

(4.4.7)

In our analysis, we will focus on periodic solutions that bifurcate from the steady-state solution branch where $C^0_e$ is positive. From (4.4.7), the positive root is given explicitly by

$$
C^0_e = \sqrt{\frac{\kappa \omega_0 (\gamma - 1) - \tanh(\omega_0 L)}{\beta (\gamma - 1)^2 \tanh(\omega_0 L)}},
$$

(4.4.8)

$$
u_e = \gamma C^0_e, \quad \text{when} \quad \kappa \omega_0 (\gamma - 1) - \tanh(\omega_0 L) > 0.
$$

We first consider the infinite-line problem where $L \to \infty$ and we set $D = 1$ for convenience. Then, (4.4.8) reduces to

$$
C^0_e = \sqrt{\frac{\kappa (\gamma - 1) - 1}{\beta (\gamma - 1)^2}}.
$$

(4.4.9)

For this example, we calculate $a$, $b$, and $c$, in (4.3.4b) as

$$
a = -G^e_c = -\frac{1}{\kappa (\gamma - 1)^2} \left[ 2 - \kappa (\gamma - 1) \right], \quad b = 1, \quad c = (\gamma - 1) G^e_c, \quad ab - c = -\gamma G^e_c.
$$

(4.4.10)
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We now apply the theory of §4.3.1 to obtain the phase-diagram Fig. 4.1 in the parameter space $\kappa$ versus $\gamma$. Since $C_0^\kappa > 0$ only when $\gamma > 1$ and $\kappa > 1/(\gamma - 1)$, the boundary between region I and II in Fig. 4.1 is $\kappa = 1/(\gamma - 1)$. Next, we calculate that $ab - c < 0$ and $0 < c/b < 1$ when $(\gamma - 1)^{-1} < \kappa < 2(\gamma - 1)^{-1}$, which is labeled as region II in Fig. 4.1. Therefore, in this region, we conclude from condition (I) of Proposition 4.3.2 that the steady-state is stable for all $\tau > 0$. Next, we calculate from (4.4.10) that $c/b < a < 1$ when $2(\gamma - 1)^{-1} < \kappa < 2(\gamma - 1)^{-1}(2 - \gamma)^{-1}$ and $\gamma > 1$, which is region III of Fig. 4.1. For this range, Proposition 4.3.5 proves that the steady-state solution is stable for all $\tau > 0$. Finally, region IV of Fig. 4.1 given by $\kappa > 2(\gamma - 1)^{-1}(2 - \gamma)^{-1}$ for $1 < \gamma < 2$, is where $c/b < 1 < a$. At each point in this region, Proposition 4.3.5 proves that there is a Hopf bifurcation value $\tau = \tau_H > 0$, and that the steady-state solution is unstable if $0 < \tau < \tau_H$.

![Figure 4.1: Phase diagram for (4.4.6) in the $\kappa$ versus $\gamma$ plane for the infinite-line problem when $D = 1$. In region I, $\kappa < (\gamma - 1)^{-1}$ with $\gamma > 1$, and there is no steady-state solution. In region II, bounded by $(\gamma - 1)^{-1} < \kappa < 2(\gamma - 1)^{-1}$ for $\gamma > 1$, we have $ab - c < 0$ and $b > 0$, and the steady-state solution is linearly stable for all $\tau > 0$. In region III, bounded by $2(\gamma - 1)^{-1} < \kappa < 2(\gamma - 1)^{-1}(2 - \gamma)^{-1}$ for $\gamma > 1$, we have $b > 0$ and $c/b < a < 1$, and so by the first statement in Proposition 4.3.5 there is no Hopf bifurcation and the steady-state solution is linearly stable for all $\tau > 0$. In region IV, bounded by $\kappa > 2(\gamma - 1)^{-1}(2 - \gamma)^{-1}$ for $1 < \gamma < 2$, we have $b > 0$ and $c/b < 1 < a$, and so by the second statement in Proposition 4.3.5 there is a Hopf bifurcation and the steady-state solution is unstable if $0 < \tau < \tau_H$ and is linearly stable if $\tau > \tau_H$, where $\tau_H > 0$ is given by (4.3.12).]
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Figure 4.2: Two typical bifurcation diagrams for $u$ versus $\gamma$ for (4.4.6) on a finite domain with $L = 2$, $D = 1$, $\tau = 0.1$, and $\beta = 1$. Left panel: $\kappa = 9$. Right-panel: $\kappa = 10.5$. The solid and dashed lines denote linearly stable and unstable branches of steady-state solutions. The outer and inner closed loops correspond to branches of synchronous and asynchronous periodic solutions, respectively. The solid/open circles indicate linearly stable/unstable periodic solutions, respectively.

Fig. 4.2 we plot numerically computed bifurcation diagrams of $u$ versus $\gamma$ for both the steady-state and bifurcating periodic solution branches. For the corresponding infinite-line problem, this corresponds to taking a horizontal slice at fixed $\kappa$ through the phase diagram of Fig. 4.1. The results in the left panel of Fig. 4.2 show that when $\kappa = 9$ the bifurcating branch of synchronous oscillations is linearly stable, while the asynchronous branch is unstable. To confirm this prediction of a stable synchronous oscillation for $\kappa = 9$ and $\gamma = 1.45$, in Fig. 4.3 we plot the full numerical solution computed from the PDE-ODE system (4.4.6). Starting from the initial condition $C(x,0) = 1$, together with $u_1(0) = 0.04$ and $u_2(0) = 0.5$ in the left and right membranes, respectively, this plot shows the eventual synchrony of the oscillations in the two membranes. In the right panel of Fig. 4.2 where $\kappa = 10.5$, we show that the synchronous mode is stable for a wide range of $\gamma$, but that there is a narrow parameter range in $\gamma$ where both the synchronous and asynchronous modes are unstable. For the value $\gamma = 1.28$ within this dual-unstable zone, the full numerical solution of the PDE-ODE system (4.4.6), shown in Fig. 4.4 reveals a phase-locking phenomena in the oscillatory dynamics of the two membranes.
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Figure 4.3: Full numerical solutions (left panel) of the PDE-ODE system for (4.4.6) for the finite-domain problem with $L = 2$, $D = 1$, $\tau = 0.1$, $\kappa = 9$, $\gamma = 1.45$, and $\beta = 1$. The initial condition is $C(x, 0) = 1$ with $u_1(0) = 0.04$ and $u_2(0) = 0.5$ in the left and right membranes. On the infinite line the parameter values are in region IV of Fig. 4.1. For this value of $\gamma$ and $\kappa$ we observe from the left panel of the global bifurcation diagram Fig. 4.2 that only the synchronous mode is stable. The full numerical solutions for $u_1$ and $u_2$ (right panel) confirm this prediction.

Figure 4.4: Full numerical solutions (left panel) of the PDE-ODE system for (4.4.6) for the finite-domain problem with $L = 2$, $D = 1$, $\tau = 0.1$, $\kappa = 10.5$, $\gamma = 1.28$, and $\beta = 1$. The initial condition is as given in Fig. 4.3. For this value of $\gamma$ and $\kappa$ we observe from the right panel of the global bifurcation diagram Fig. 4.2 that synchronous and asynchronous periodic solutions are both linearly unstable. The full numerical solutions for $u_1$ and $u_2$ (right panel) reveal a phase-locking phenomenon.
4.4. A Model of Kinase Activity Regulation

In the following, we study a model which describes the regulation of kinase activity by its diffusion in space and feedback through membrane-bound receptors from [30]. In [30], $K(t,x)$ represent the concentration of active kinase, $Q$ denotes the total concentration of the kinase, $R(t)$ denotes the surface concentration of the active receptors and $P$ represents the total surface concentration of the ligand bound receptors (including active and inactive). In the original paper [30], a 2D model in a ball domain with radius $r_0$ is considered. Here we import the model in 1D and consider the domain $[0, 2L]$. The original system reads

$$K_t = d_1 \Delta K - b_1 K,$$
$$-d_1 K_x \bigg|_{x=0} = a_1 R(Q - K(0,t)),$$
$$\frac{dR}{dt} = a_2 K(0,t)(P - R) - b_2 R,$$

where $b_1 > 0$ denotes the dephosphorylation rate of kinase, $d_1$ is the diffusion coefficient and $a_1, a_2, b_2$ are positive reaction rates. To transform (4.4.11) into the same form of (4.1.1), we define

$$C(x,t) = K(x,t), \quad u(t) = R(t), \quad \tau = \frac{1}{b_1}, \quad D = \frac{d_1}{b_1}.$$

Then (4.4.11) can be rewritten to

$$\tau C_t = D \Delta C - C,$$
$$D C_x(0,t) = G(C(0,t), u),$$
$$\frac{du}{dt} = F(C(0,t), u),$$

with

$$G(C(0,t), u) = \frac{a_1}{b_1} u(Q - C(0,t)), \quad F(C(0,t), u) = a_2 C(0,t)(P - u) - b_2 u.$$

The steady state $C_e(x)$ of the concentration of active kinase has same expression as (4.2.2) with

$$C^0_e = \frac{\omega_0 a_2 P Q}{a_1 b_1} - b_2 \tanh(\omega_0 L) \left( \frac{\omega_0 a_2 P Q}{b_1} \right),$$

and

$$u_e = \frac{a_2 P C^0_e}{b_2 + a_2 C^0_e}.$$
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For the linear stability analysis, we calculate that
\[
b = -F_u^e = a_2 C^0_c + b_2 > 0,
\]
\[
a = -\frac{G_u^e}{b_1 \sqrt{D}} = -\frac{a_1 u_e}{b_1 \sqrt{D}} < 0,
\]
\[
G_u^e < 0, \quad F_c^e > 0,
\]
(4.4.17)

with
\[
c = \frac{a_1}{b_1 \sqrt{D}} \frac{a_2 P(b_2 Q - a_2 (C^0_c)^2 - 2b_2 C^0_c)}{b_2 + a_2 C^0_c},
\]
\[
ab - c = \frac{G_u^e F_u^e}{\sqrt{D}} - \frac{G_c^e F_c^e - G_u^e F_c^e}{\sqrt{D}} = \frac{G_u^e F_c^e}{\sqrt{D}} < 0.
\]
(4.4.18)

From Proposition 4.3.2 case (I) or (III), depending on the parameter choices, we observe that no Hopf bifurcation is possible for this system for any value of \( \tau \) and \( N = 0 \) (case (I)) or \( N = 1 \) (case (III)).

4.4.4 Two Biologically-Inspired Models

Next, we consider two specific biologically-inspired models which undergo a Hopf bifurcation when parameters vary. The first example is a simplified version of the GnRH neuron model from [17, 32, 47]. In this context, the spatial variable \( C(x,t) \) represents the GnRH concentration in the bulk medium while \( u \) represents the membrane concentration of the activated \( \alpha \)-subunits of the G-protein \( G_i \) which is activated by the binding of GnRH to its receptor. As discussed in the Appendix, the functions describing the boundary flux and the membrane kinetics for this model are as follows:

\[
G(C(0,t), u) = -\sigma \left[ 1 + \beta \left( \frac{\mu + 1 + \zeta q}{\mu + 1 + \delta q} \right) \left( \eta + \frac{s}{\omega + u} \right)^3 \right],
\]
\[
F(C(0,t), u) = \epsilon \left( \frac{[C(0,t)]^2}{k^2_i + [C(0,t)]^2} - u \right),
\]
(4.4.19a)

where \( s \) and \( q \), which depend on \( C(0,t) \), are defined by

\[
s \equiv \frac{[C(0,t)]^4}{k^2_s + [C(0,t)]^4}, \quad q \equiv \frac{[C(0,t)]^2}{k^2_q + [C(0,t)]^2}.
\]
(4.4.19b)

The fixed parameters in this model, as discussed in [17, 32, 47], can be obtained from fitting experimental data.

For the bulk diffusion process we let \( D = 0.003 \), \( \tau = 1 \), and \( L = 1 \). Since \( L/\sqrt{D} \approx 18.3 \gg 1 \), our analytical stability theory for the infinite-line problem will provide a good prediction for the stability properties associated
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Figure 4.5: Left figure: Numerical results, showing oscillatory dynamics, for \( C(x,t) \) in the GnRH model (4.4.19). The bulk diffusion parameters are \( D = 0.003 \), \( \tau = 1 \), and \( L = 1 \). The parameters in the membrane-bulk coupling and dynamics in (4.4.19) are \( \sigma = 0.047 \), \( \beta = 5.256 \times 10^{-14} \), \( \nu = 764.7 \), \( \zeta = 3747.1 \), \( \mu = 0.012 \), \( \delta = 0.588 \), \( \eta = 0.410 \), \( \omega = 0.011 \), \( \epsilon = 0.0125 \), \( k_i = 464 \), \( k_s = 1 \), and \( k_q = 61 \). Right figure: Plot of the imaginary part versus the real part of \( \mathcal{G}(i\omega) \) when \( \lambda = i\omega \) and \( \omega \) decreases from 3 (black dot) to 0. This shows that the winding number \( \text{arg } \mathcal{G} \bigr|_{I_k} \) is \( 7\pi/4 \), and so \( N = 2 \) from (4.3.13a).
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with this finite-domain problem. By using the parameter values of [32], as written in the caption of Fig. [4.5] we calculate that

\[ b = -F_e^e > 0, \quad a = -G_c^c / \sqrt{D} > 0, \quad F_c^e > 0, \quad G_u^e > 0. \]

(4.4.20)

In the right panel of Fig. [4.5] we show a numerical computation of the winding number, which establishes that \( \arg G \big|_{\Gamma_{I^+}} = 7\pi/4 \). Since \( b > 0 \), we conclude from (4.3.5) that \( N = 2 \). Our full numerical simulations of the PDE-ODE system in the left panel of Fig. [4.5] showing an oscillatory dynamics, is consistent with this theoretical prediction. In fact, for the parameter values in the caption of Fig. [4.5] we have \( a = 1.8223 \), \( b = 0.0125 \), and \( c = 0.0028 \). Since \( b > 0 \) and \( c/b < 1 < a \), the second statement in Proposition [4.3.5] proves that there is a Hopf bifurcation value of \( \tau \) for the corresponding infinite-line problem. We calculate \( \tau_H \approx 113.5 \) with frequency \( \omega_H \approx 0.0169 \), which indicates a rather large period of oscillation at onset.

Another specific biological system is a model of cell signaling in Dictyostelium (cf. [19]). In this context, the spatial variable \( C(x,t) \) is the concentration of the cAMP in the bulk region, while \( u \) is the total fraction of cAMP receptor in the active state on the two membranes (binding of cAMP to this state of the receptor elicits cAMP synthesis). As discussed in the Appendix, the boundary flux and nonlinear membrane dynamics for this system are described

\[ G(C(0,t), u) = -\sigma^* \left( \Lambda \theta + \frac{\epsilon u [C(0,t)]^2}{1 + [C(0,t)]^2} \right) \right) \],

(4.4.21a)

\[ F(C(0,t), u) = f_2(C(0,t)) - u [f_1(C(0,t)) + f_2(C(0,t))], \]

where

\[ f_1(C(0,t)) = \frac{k_1 + k_2 [C(0,t)]^2}{1 + [C(0,t)]^2}, \quad f_2(C(0,t)) = \frac{k_1 L_1 + k_2 c_d^2 [C(0,t)]^2}{1 + c_d^2 [C(0,t)]^2}. \]

(4.4.21b)

The fixed parameters in this model, as discussed briefly in the Appendix, are given in (cf. [19]) after fitting the model to experimental data. They are written in the caption of Fig. [4.6].

For the bulk diffusion process we let \( D = 0.2 \), \( \tau = 0.5 \), and \( L = 1 \). For this case where \( L/\sqrt{D} \approx 2.2 \), the analytical stability results for the infinite-domain problem do not accurately predict the stability thresholds for this finite-domain problem. For the parameter values in Fig. [4.6] we calculate that

\[ b = -F_u^e > 0, \quad F_c^e < 0, \quad G_u^e < 0, \quad G_c^e < 0. \]
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In the right panel of Fig. 4.6 we show that $[\arg G]_{\Gamma_{I+}} = 7\pi/4$. Since $b > 0$, we conclude from (4.3.13) that $N = 2$. Our full numerical simulations of the PDE-ODE system in the left panel of Fig. 4.6 showing an oscillatory dynamics, is consistent with this prediction. For the parameter values in the caption of Fig. 4.6 we have $a = 1.4223$, $b = 1.1525$, and $c = 0.2205$. We remark that since $b > 0$ and $c/b < 1 < a$, Proposition 4.3.5 proves that there is a Hopf bifurcation value of $\tau$ for the corresponding infinite-line problem given by $\tau_H \approx 0.5745$.

The parameters used in Fig. 4.6 are adopted from [19] (page 245) except for the values of $\Lambda$, $\theta$, $\alpha$ and $\sigma$. In Fig. 4.7 we plot the numerically computed bifurcation diagram of steady-state solutions for (4.4.21) as $D$ is varied, together with the branches of synchronous periodic solutions. In the left panel of Fig. 4.7 we took $\Lambda = 0.005$, $\theta = 0.1$ and $\tau = 1.3$, corresponding to Fig. 4.6, while in the right panel of Fig. 4.7 we took $\Lambda = 0.01$, $\theta = 0.01$ and $\tau = 1.2$. For the latter parameter set, the steady-state bifurcation diagram has an $S$-shaped bifurcation structure.
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Figure 4.7: Bifurcation diagram of steady-state and synchronous periodic solution branches for the Dictyostelium model (4.4.21) with respect to the diffusivity $D$. The vertical axis is $C(0)$. Left panel: $\Lambda = 0.005$, $\theta = 0.1$ and $\tau = 1.3$. Right panel: $\Lambda = 0.01$, $\theta = 0.01$ and $\tau = 1.2$. In both panels the other parameter values used are the same as in Fig. 4.6. The solid/dashed lines denote stable/unstable branches of steady-state solutions. The solid/open circles indicate stable/unstable periodic solution branches of the synchronous mode. For the value $D = 0.2$ used in the left panel of Fig. 4.6, we observe from the left panel above that the steady-state solution is unstable (as expected).
4.5 Two-Component Membrane Dynamics: Extension of the Basic Model

In our analysis so far we have assumed that the two membranes are identical. We now extend our analysis to allow for the more general case where the two membranes have possibly different dynamics. From the laboratory experiments of Pik-Yin Lai [42], it was observed for a certain two-cell system that one cell can have oscillatory dynamics, while the other cell is essentially quiescent. To illustrate such a behavior theoretically, we now modify our previous analysis to remove the assumed symmetry of the bulk concentration about the midline at \( x = L \), and instead consider the whole system on \( 0 < x < 2L \). Allowing for the possibility of heterogeneous membranes, we consider

\[
\tau C_t = DC_{xx} - C, \quad t > 0, \quad 0 < x < 2L, \\
DC_x(0,t) = G_1(C(0,t),u_1), \quad DC_x(2L,t) = G_2(C(2L,t),v_1).
\]

Here \( C(x,t) \) represents the bulk concentration of the signal, while \( u_1 \) and \( v_1 \) are their concentrations at the two membranes \( x = 0 \) and \( x = 2L \), respectively. Inside each membrane, we assume the two-component dynamics

\[
\begin{align*}
\frac{du_1}{dt} &= f_1(u_1, u_2) + \beta_1 P_1(C(0,t), u_1), \quad \frac{du_2}{dt} = g_1(u_1, u_2), \\
\frac{dv_1}{dt} &= f_2(v_1, v_2) + \beta_2 P_2(C(2L,t), v_1), \quad \frac{dv_2}{dt} = g_2(v_1, v_2),
\end{align*}
\]

where the functions \( G_i, P_i, P_1, P_2, f_i, f_2, g_1, \) and \( g_2 \) are given by

\[
egin{align*}
G_1(C(0,t), u_1) &= \kappa_1 \left[ C(0,t) - u_1(t) \right], \\
G_2(C(2L,t), v_1) &= \kappa_2 \left[ v_1(t) - C(2L,t) \right], \\
f_1(u_1, u_2) &= \sigma_1 u_2 - q_1 u_1 - q_2 \frac{u_1}{1 + q_3 u_1 + q_4 u_1^2}, \quad g_1(u_1, u_2) = \frac{1}{1 + u_1^2} - u_2, \\
f_2(v_1, v_2) &= \sigma_2 v_2 - p_1 v_1 - p_2 \frac{v_1}{1 + p_3 v_1 + p_4 v_1^2}, \quad g_2(v_1, v_2) = \frac{1}{1 + v_1^2} - v_2, \\
P_1(C(0,t), u_1) &= \left[ C(0,t) - u_1 \right], \quad P_2(C(2L,t), v_1) = \left[ C(2L,t) - v_1 \right].
\end{align*}
\]

This system, adopted from the key survey paper [74] for the design of realistic biological oscillators, models a gene expression process and protein production for a certain biological system. With our choices of \( G_i \) and \( P_i \) for \( i = 1, 2 \), we have assumed a linear coupling between the bulk and the
two membranes. The parameter values for \( \sigma, q_i \) and \( p_i \), for \( i = 1, 2, 3 \), used below in our simulations are computed using parameters given in Fig. 3 of [74].

A simple calculation shows that the steady-state concentrations \( u_{1e}, u_{2e}, v_{1e}, \) and \( v_{2e} \), satisfy the nonlinear algebraic system

\[
\begin{align*}
\frac{\sigma_1}{1 + u_{1e}^4} - q_1 u_{1e} - \frac{q_2 u_{1e}}{1 + q_3 u_{1e}^2} + \beta_1 (a_e u_{1e} + b_e v_{1e} - u_{1e}) &= 0, \\
\frac{\sigma_2}{1 + v_{1e}^4} - p_1 v_{1e} - \frac{p_2 v_{1e}}{1 + p_3 v_{1e}^2} + \beta_2 (c_e u_{1e} + d_e v_{1e} - v_{1e}) &= 0,
\end{align*}
\]

(4.5.2)

where we have defined \( a_e, b_e, c_e, d_e, \) \( \Pi_1 \), and \( \Pi_2 \), by

\[
\begin{align*}
a_e &\equiv \kappa_1 \delta^{-1} \left[ D \omega_0 \coth(2L \omega_0) + \kappa_2 \right], & b_e &\equiv \kappa_2 \delta^{-1} D \omega_0 \mathrm{csch}(2L \omega_0), \\
c_e &\equiv \kappa_1 \delta^{-1} D \omega_0 \mathrm{csch}(2L \omega_0), & d_e &\equiv \kappa_2 \delta^{-1} \left[ D \omega_0 \coth(2L \omega_0) + \kappa_1 \right], \\
\delta &\equiv D^2 \omega_0^2 + D \omega_0 (\kappa_1 + \kappa_2) \coth(2L \omega_0) + \kappa_1 \kappa_2,
\end{align*}
\]

(4.5.3)

where \( \omega_0 \equiv D^{-1/2} \). In terms of \( u_{1e}, v_{1e}, u_{2e}, \) and \( v_{2e} \), we have

\[
\begin{align*}
C_e(0) &= a_e u_{1e} + b_e v_{1e}, & u_{2e} &= \frac{1}{1 + u_{1e}^4}, \\
C_e(2L) &= c_e u_{1e} + d_e v_{1e}, & v_{2e} &= \frac{1}{1 + v_{1e}^4}.
\end{align*}
\]

(4.5.4)

To examine the stability of this steady-state solution, we introduce \( C(x, t) = C_e(x) + e^{\lambda t} \eta(x) \), together with

\[
\begin{align*}
u_1(t) &= u_{1e} + e^{\lambda t} \phi_1, & u_2(t) &= u_{2e} + e^{\lambda t} \phi_2, \\
v_1(t) &= v_{1e} + e^{\lambda t} \psi_1, & v_2(t) &= v_{2e} + e^{\lambda t} \psi_2.
\end{align*}
\]

Upon linearizing (4.5.1), we obtain the eigenfunction \( \eta(x) \) satisfies

\[
\eta(x) = \frac{\eta(0) \sinh((2L - x)\Omega)}{\sinh(2L \Omega)} + \frac{\eta(2L) \sinh(x \Omega)}{\sinh(2L \Omega)},
\]

We readily calculate the derivative of \( \eta(x) \)

\[
\eta_x(x) = -\Omega \lambda \eta(0) \frac{\cosh((2L - x) \Omega)}{\sinh(2L \Omega)} + \Omega \lambda \eta(2L) \frac{\cosh(x \Omega)}{\sinh(2L \Omega)},
\]

In addition, the boundary condition at \( x = 0 \) and \( 2L \) gives

\[
\begin{align*}
D \eta_x(0) &= \eta(0) G_{1e}^e + \phi_1 G_{1u_1}^e, & D \eta_x(2L) &= \eta(2L) G_{2e}^e + \psi_1 G_{2v_1}^e.
\end{align*}
\]
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Substitute the expression of $\eta(x)$ into above expressions, we obtain

$$D(-\Omega \eta(0) \coth(2L\Omega \lambda) + \Omega \eta(2L) \csch(2L\Omega \lambda)) = \eta(0)G_{1c}^e + \phi_1 G_{1u1}^e,$$
$$D(-\Omega \eta(0) \csch(2L\Omega \lambda) + \Omega \eta(2L) \coth(2L\Omega \lambda)) = \eta(2L)G_{2c}^e + \psi_1 G_{2v1}^e,$$

Then we can solve

$$\eta(0) = A \phi_1 + B \psi_1, \quad \eta(2L) = C \phi_1 + D \psi_1.$$

For the local kinetics, we have

$$\lambda \phi_1 = f_{1u1} \phi_1 + f_{1u2} \phi_2 + \beta_1 (P_{1c} \eta(0) + P_{1u1} \phi_1),$$
$$\lambda \phi_2 = g_{1u1} \phi_1 + g_{1u2} \phi_2,$$
$$\lambda \psi_1 = f_{2v1} \psi_1 + f_{2v2} \psi_2 + \beta_2 (P_{2c} \eta(2L) + P_{2v1} \psi_1),$$
$$\lambda \psi_2 = g_{2v1} \psi_1 + g_{2v2} \psi_2,$$

where we use $f_{ij,k}, g_{ij,k}$ to represent the partial derivatives of $f_i$ and $g_i$ with respect to $j_k, i, k = 1, 2, j = u, v$. So it gives

$$\phi_2 = \frac{g_{1u1} \phi_1}{\lambda - g_{1u2}}, \quad \psi_2 = \frac{g_{2v1} \psi_1}{\lambda - g_{2v2}},$$

and

$$[\lambda - f_{1u1} - \frac{f_{1u2} g_{1u1}}{\lambda - g_{1u2}} - \beta_1 P_{1u1} - \beta_1 P_{1c} A] \phi_1 - \beta_1 P_{1c} B \psi_1 = 0,$$
$$-\beta_2 P_{2c} C \phi_1 + [\lambda - f_{2v1} - \frac{f_{2v2} g_{2v1}}{\lambda - g_{2v2}} - \beta_2 P_{2v1} - \beta_2 P_{2c} D] \psi_1 = 0.$$
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Figure 4.8: Left panel: Bifurcation diagram with respect to $\beta$ in the two identical membrane case. The larger and smaller values of $\beta$ at the two Hopf bifurcation points correspond to the synchronous and asynchronous modes respectively. The branches of periodic solutions corresponding to synchronous and asynchronous oscillations are shown. There are secondary instabilities bifurcating from these branches that are not shown. The solid/open circles indicates stable/unstable portions of the periodic solution branches. The parameter values for bulk diffusion are $D = 50$, $\tau = 0.1$, and $L = 5$, while the parameter values for the membrane dynamics are identical for both membranes and are fixed at $p_1 = q_1 = 1$, $p_2 = q_2 = 200$, $p_3 = q_3 = 10$, $p_4 = q_4 = 35$, $\sigma_1 = \sigma_2 = 20$, and $\kappa_1 = \kappa_2 = 20.0$. Right panel: Full numerical solution of the PDE-ODE system (4.5.1) when $\beta = 0.4$, revealing a synchronous oscillatory instability.
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Here \( \Omega_\lambda \equiv \sqrt{1+\tau_\lambda^D} \) and \( f_{is_j} \) denote partial derivatives of \( f_i \) where \( i = 1, 2 \) with respect to \( s_j, s = u, v \) and \( j = 1, 2 \).

When there are two identical membranes, the eigenvector of the matrix in (4.5.5) corresponding to the eigenvalue at the stability threshold is either \((1,1)^T\) (in-phase synchronization) or \((1,-1)^T\) (anti-phase synchronization). For this identical membrane case where \( \beta \equiv \beta_1 = \beta_2 \), in the left panel of Fig. 4.8 we plot the numerically computed bifurcation diagram in terms of \( \beta \), showing the possibility of either synchronous or asynchronous oscillatory dynamics in the two membranes. In the right panel of Fig. 4.8 we plot the full numerical solution computed from the PDE-ODE system (4.5.1) when \( \beta = 0.4 \), which reveals a synchronous oscillatory instability. The parameter values used in the simulation are given in the caption of Fig. 4.8.

To determine the number \( N \) of eigenvalues of the linearization in \( \text{Re}(\lambda) > 0 \) for the identical membrane case, where \( f_1 = f_2 \equiv f \) and \( g_1 = g_2 \equiv g \), we recall that \( \lambda \) must be a root of (4.2.17). As such, we seek roots of \( G(\lambda) = 0 \) in \( \text{Re}(\lambda) > 0 \), where

\[
G(\lambda) = \frac{1}{p_\pm(\lambda)} - \frac{(gu_2 - \lambda)}{\det(J_e - \lambda I)}, \quad J_e \equiv \begin{pmatrix}
\frac{\partial f}{\partial u_1} \bigg|_{u=u_e}, & \frac{\partial f}{\partial u_2} \bigg|_{u=u_e} \\
\frac{\partial g}{\partial u_1} \bigg|_{u=u_e}, & \frac{\partial g}{\partial u_2} \bigg|_{u=u_e}
\end{pmatrix}.
\]

Here \( p_+(\lambda) \) and \( p_- (\lambda) \) are defined in (4.2.6) and (4.2.8), respectively. For our example we find that \( p_+(\lambda) \) is non-vanishing in \( \text{Re}(\lambda) > 0 \). Then, by using the argument principle as in the proof of Lemma 4.3.1 and noting that \( G(\lambda) \) is bounded as \( |\lambda| \to +\infty \) in \( \text{Re}(\lambda) > 0 \), we obtain that

\[
N = P + \frac{1}{\pi} [\arg G] \bigg|_{\Gamma_{I_+}} .
\]

Here \( P \) is the number of roots of \( \det(J_e - \lambda I) = 0 \) (counting multiplicity) in \( \text{Re}(\lambda) > 0 \), and \( [\arg G] \bigg|_{\Gamma_{I_+}} \) denotes the change in the argument of \( G(\lambda) \) along the semi-infinite imaginary axis \( \lambda = i\omega \) with \( 0 < \omega < \infty \), traversed in the downwards direction. In Fig. 4.9 we show a numerical computation of the winding number (4.5.7) near the values of \( \beta \) at the bifurcation points of the synchronous and asynchronous solution branches shown in the left panel of Fig. 4.8.

However, when the two membranes are not identical, the matrix in (4.5.5) can have eigenvectors that are close to \((1,0)^T\) or \((0,1)^T\), which corresponds to a large difference in the amplitude of the oscillations in the two membranes. In such a case, we will observe a prominent oscillation in
4.6 Weakly Nonlinear Theory for Synchronous Oscillations

In §4.3 we showed that, depending on the nature of the membrane-bulk coupling mechanism, spatial-temporal oscillations are possible for a membrane-bulk model consisting of a single species on each membrane that is coupled through linear bulk diffusion. These oscillations originate from a Hopf bifurcation associated with the symmetric steady-state solution branch. In

Figure 4.9: Winding number computation verifying the location of the Hopf bifurcation point of the synchronous mode (left panel $\beta = 0.6757$) and the asynchronous mode (right panel $\beta = 0.2931$) corresponding to the bifurcation diagram shown in the left panel of Fig. 4.8. The other parameter values are as given in the caption of Fig. 4.8. The formula (4.5.7) determines the number $N$ of unstable eigenvalues in $\text{Re}(\lambda) > 0$. For both plots $P = 2$ in (4.5.7). When the change in the argument of $G(i\omega)$ is $-2\pi$, then $N = 0$. Otherwise if the change in the argument is 0, then $N = 2$.

only one of the two membranes. We choose the coupling strengths $\beta_1$ and $\beta_2$ to be the bifurcation parameters, and denote $\mu$ by $\mu \equiv \beta_2 - \beta_1$. The other parameter values in the model are taken to be the identical for the two membranes. To illustrate that a large oscillation amplitude ratio between the two membranes can occur, in Fig. 4.10 we show full numerical results from the PDE-ODE system (4.5.1) with $D = 1$ when $\beta_1 = 0.2$ and $\beta_2 = 0.7$. From this figure we observe that the concentration of the signaling molecule undergoes a large amplitude oscillation near one boundary and a significantly smaller amplitude oscillation near the other boundary.
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Figure 4.10: Left panel: Contour plot of the oscillatory instability for the case of heterogeneous membranes as computed from the PDE-ODE system (4.5.1) with $D = 1$, $\kappa_1 = \kappa_2 = 0.1$, and with the same parameters as in the caption of Fig. 4.8. The two membranes differ only in their coupling strengths with $\beta_1 = 0.2$ and $\beta_2 = 0.7$. The oscillation is pronounced only in the membrane at $x = 0$, with only a small-scale oscillation in the second membrane at $x = 2L$ with $L = 5$. Right panel: similar plot showing $u_1$ (left boundary) and $v_1$ (right boundary) versus $t$, showing the amplitude difference.
this section we develop a weakly nonlinear analysis in the vicinity of this Hopf bifurcation, which leads to an amplitude equation characterizing small amplitude oscillations. By evaluating the coefficients in this amplitude equation, we determine whether the Hopf bifurcation is supercritical or subcritical. This asymptotic prediction for the stationary periodic solution near the bifurcation point is then compared favorably with full numerical results for two specific systems.

We illustrate our weakly nonlinear theory only for the case of synchronous oscillations. The resulting model, assuming only one species on the membrane, is formulated as

\[
C_{xx} - \frac{1}{D} C = \frac{\tau}{D} C_t, \quad t > 0, \quad 0 < x < L; \\
C_x(L,t) = 0; \quad DC_x|_{x=0} = G(C(0,t),u),
\]

with the local membrane dynamics

\[
\frac{du}{dt} = F(C(0,t),u(t)).
\]

The steady-state solution \((C_e(x), u_e)\) of (4.6.1) satisfies

\[
C_{exx} - \frac{1}{D} C_e = 0, \quad 0 < x < L; \quad C_{ex}(L) = 0, \\
DC_{ex}(0) = G(C_e(0), u), \quad F(C_e(0), u_e) = 0.
\]

We choose the diffusivity \(D\) as the bifurcation parameter. We assume that when \(D = D_0\) the linearization of (4.6.1) around the steady-state solution has a complex conjugate pair of imaginary eigenvalues, and that all the other eigenvalues of the linearization satisfy \(\text{Re}(\lambda) < 0\).

We will analyze the weakly nonlinear dynamics of (4.6.1) when \(D\) is close to \(D_0\). As such, we introduce \(\epsilon \ll 1\) and a detuning-parameter \(D_1\) by \(D = D_0 + \epsilon^2 D_1\), with \(D_1 = \pm 1\) indicating the direction of the bifurcation, so that

\[
D = D_0 + \epsilon^2 D_1, \quad \frac{1}{D} = \frac{1}{D_0 + \epsilon^2 D_1 + \mathcal{O}(\epsilon^4)} = \frac{1}{D_0} - \epsilon^2 D_1 + \mathcal{O}(\epsilon^4).
\]

To derive the amplitude equation, we will employ a formal two time-scale asymptotic method where we introduce the slow time \(T = \epsilon^2 t\), so that \(d/dt = \partial/\partial t + \epsilon^2 \partial/\partial T\). For \(D - D_0 = \mathcal{O}(\epsilon^2)\), we then expand the solution
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The steady-state problem (4.6.2) when $D = D_0$. This has the solution

$$C_e(x) = C_0^e \cosh \left[ \omega_0(L - x) \right], \quad \omega_0 \equiv 1/\sqrt{D_0}, \quad (4.6.5a)$$

with $C_0^e \equiv C_e(0)$, where the constants $C_0^e$ and $u_e$ are determined from the nonlinear algebraic system

$$-C_0^e \tanh(\omega_0 L) = \omega_0 G(C_0^e, u_e), \quad F(C_0^e, u_e) = 0. \quad (4.6.5b)$$

The $O(\epsilon)$ system is the linearization of (4.6.1) around the steady-state solution, which is written as

$$C_{1x} + \frac{1}{D_0} C_1 = \tau C_t, \quad t > 0, \quad 0 < x < L; \quad C_{1x}(L, t, T) = 0,$$

$$D_0 C_{1x} \big|_{x=0} = C_1 G_e^c + u_1 G_e^u, \quad \text{on } x = 0,$$

$$u_{1t} = C_1 F_e^c + u_1 F_e^u, \quad \text{on } x = 0. \quad (4.6.6)$$

Here $F_j^i$, $G_j^i$ denote partial derivatives of $F$ or $G$ with respect to $i$ evaluated at the steady-state solution $(C_e(0), u_e)$ at $x = 0$, where $j = \{C, u\}$. At $O(\epsilon^2)$, we have that $C_2(x, t, T)$ and $u_2(t, T)$ satisfy

$$C_{2x} - \frac{1}{D_0} C_2 = \tau C_2 t - \frac{D_1}{D_0} C_e, \quad t > 0, \quad 0 < x < L; \quad C_{2x}(L, t, T) = 0,$$

$$D_0 C_{2x} \big|_{x=0} = C_2 G_e^c + u_2 G_e^u + \frac{1}{2} \left( C_1^2 G_{cc}^e + u_1^2 G_{uu}^e + 2C_1 u_1 G_{cu}^e \right) - \frac{D_1}{D_0} G_e^c, \quad \text{on } x = 0,$$

$$u_{2t} = C_2 F_e^c + u_2 F_e^u + \frac{1}{2} \left( C_1^2 F_{cc}^e + u_1^2 F_{uu}^e + 2C_1 u_1 F_{cu}^e \right), \quad \text{on } x = 0. \quad (4.6.7)$$

In a similar notation, $F_{cc}^e$ denotes the second partial derivative of $F$ with respect to $C$ evaluated at the steady-state pair $(C_e(0), u_e)$. Lastly, the $O(\epsilon^3)$
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system for $C_3(x,t,T)$ and $u_3(t,T)$, where resonances will first appear, is

$$C_{3xx} - \frac{1}{D_0} C_3 = \frac{\tau}{D_0} C_{3t} - \frac{D_1 \tau}{D_0^2} C_1 + \frac{\tau}{D_0} C_{1T}, \quad t > 0, \; 0 < x < L;$$

$$C_{3x}(L,t,T) = 0,$$

$$D_0 C_{3x}\big|_{x=0} = C_3 G_{cc}^e + u_3 G_{cc}^e + C_1 C_2 e^{3u_2} G_{uu}^e + (C_1 u_2 + C_2 u_1) G_{cu}^e + \frac{1}{6} \left( C_1^2 G_{ccc}^e + 3 C_1^2 u_1 G_{ccu}^e + 3 C_1 u_1^2 G_{cuh}^e + u_1^2 G_{uuu}^e \right) - \frac{D_1}{D_0} (C_1 G_{cc}^e + u_1 G_{u}^e), \quad \text{on} \; x = 0,$$

$$u_{3t} = -u_{1T} + C_3 F_c^e + u_3 F_u^e + C_1 C_2 e^{3u_2} F_{uu}^e + (C_1 u_2 + C_2 u_1) F_{cu}^e + \frac{1}{6} \left( C_1^2 F_{ccc}^e + 3 C_1^2 u_1 F_{ccu}^e + 3 C_1 u_1^2 F_{cuh}^e + u_1^2 F_{uuu}^e \right), \quad \text{on} \; x = 0. \quad (4.6.8)$$

When $D = D_0$, (4.6.6) is assumed to have a complex conjugate pair of pure imaginary eigenvalues, and so we write

$$C_1(x,t,T) = A(T) e^{i \lambda t} \eta_0(x) + \text{c.c.}, \quad u_1(t,T) = A(T) e^{i \lambda t} \phi_0 + \text{c.c.}, \quad (4.6.9)$$

for some $\lambda > 0$. Here $\eta_0(x)$ and $\phi_0$ is the eigenpair associated with the linearized problem, and c.c. denotes the complex conjugate. An ODE for the unknown complex amplitude $A(T)$ will be derived by imposing a non-resonance condition on the $O(\epsilon^3)$ system (4.6.8). To normalize the eigenpair, we impose for convenience that $\eta_0(0) = 1$.

Upon substituting (4.6.9) into (4.6.6), we obtain that $\eta_0(x)$ and $\phi_0$ satisfy

$$\eta_{0}'' - \frac{(1 + i \lambda t \tau)}{D_0} \eta_0 = 0, \quad 0 < x < L;$$

$$D_0 \eta_{0x}(0) = G_{cc}^e \eta_0(0) + G_{uu}^e \phi_0, \quad \eta_{0x}(L) = 0, \quad (4.6.10)$$

$$F_u^e \eta_0(0) + F_u^e \phi_0 = i \lambda \phi_0, \quad \text{on} \; x = 0.$$

We solve this system, and impose the normalization $\eta_0(0) = 1$, to obtain

$$\eta_0(x) = \frac{\cosh \left[ \Omega \lambda (L - x) \right]}{\cosh (\Omega \lambda L)}, \quad \phi_0 = \frac{F_u^e}{i \lambda - F_u^e}, \quad \Omega \lambda \equiv \sqrt{\frac{1 + i \tau \lambda}{D_0}}, \quad (4.6.11)$$

where we must take the principal value of the square root. From the condition for $\eta_{0x}$ on $x = 0$ in (4.6.10), we obtain that $i \lambda$ is a root of the following transcendental equation, which occurs at the critical value $D_0$ of $D$:

$$\left( D_0 \Omega \lambda \tanh(\Omega \lambda L) + G_{cc}^e \right) (i \lambda - F_u^e) + F_u^e G_u^e = 0. \quad (4.6.12)$$
4.6. Weakly Nonlinear Theory for Synchronous Oscillations

The spectral problem \((4.6.10)\) is a nonstandard eigenvalue problem since the eigenvalue parameter appears in both the differential operator as well as in the boundary condition on \(x = 0\). Therefore, we cannot simply define the operator \(L = \frac{D_0}{\tau} \frac{d}{dx} - \frac{1}{\tau} \) and consider the problem as a special case of \(Lu = \lambda u\), owing to the fact that the domain of \(L\) depends on \(\lambda\). Instead, we must extend our definition of \(L\), construct its adjoint and find an expansion theorem following the approach in [18] for treating non self-adjoint spectral problems with an eigenvalue-dependent boundary condition. This formalism will then allow for a systematic imposition of a solvability condition on the \(O(\epsilon^3)\) problem \((4.6.8)\), which leads to the amplitude equation for \(A(T)\).

Motivated by the form of \((4.6.10)\), we define an operator \(L\) acting on a two-component vector \(U \equiv (u(x), u_1)^T\) by

\[
L \begin{pmatrix} u(x) \\ u_1 \end{pmatrix} = \begin{pmatrix} \frac{D_0}{\tau} u''(x) - \frac{1}{\tau} u(x) \\ F_u u(0) + F_u u_1 \end{pmatrix},
\]

where \(u(x)\) satisfies the boundary conditions

\[
\begin{align*}
u_x(L) &= 0, \\
D_0 u_x(0) &= G_c^e u(0) + G_u^e u_1.
\end{align*}
\]

The calculation in \((4.6.11)\) shows that \(LU = i\lambda f U\), with normalization \(u(0) = 1\), where \(U\) is given by

\[
U = \begin{pmatrix} \cosh[\Omega(\lambda - x)] \\ \frac{F_u}{\lambda f - F_u} \end{pmatrix}.
\]

Next, we define an inner product of two vectors \(U \equiv (u(x), u_1)^T\) and \(V \equiv (v(x), v_1)^T\) by

\[
\langle U, V \rangle = \int_0^L u(x)v(x) \, dx + u_1 v_1,
\]

where the overbar denotes complex conjugate, and where we restrict our attention to the subspace where

\[
\begin{align*}
u_x(L) &= 0, \\
D_0 u_x(0) &= G_c^e u(0) + G_u^e u_1.
\end{align*}
\]

With this definition of the inner product, we integrate by parts to establish that \(\langle LU, V \rangle = \langle U, L^* V \rangle\), in terms of an adjoint operator \(L^*\) defined by

\[
L^* V = \begin{pmatrix} \frac{D_0}{\tau} v''(x) - \frac{1}{\tau} v(x) \\ F_u v_1 - G_u v(0) / \tau \end{pmatrix}.
\]
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Here $V$ is a two-component vector satisfying the adjoint boundary conditions

$$v_x(L) = 0, \quad D_0 v_x(0) = G^e_c v(0) - \tau F^e_c v_1. \tag{4.6.18}$$

A simple calculation shows that $-i\lambda_I$ is also an eigenvalue of $L^*$ (as expected), and that the eigenvector satisfying the adjoint problem $L^* V = -i\lambda_I V$, normalized by $v(0) = 1$, and where $\Omega_\lambda$ is defined in (4.6.11), is

$$V = \begin{pmatrix} \cosh[\Omega_\lambda(L-x)] \\ \cosh(\Omega_\lambda L) \\ \frac{C_0}{\tau(F^e_c + i\lambda_I)} \end{pmatrix}. \tag{4.6.19}$$

With the determination of the solution to (4.6.6) now complete, we then proceed to the $O(\epsilon^2)$ system (4.6.7). We substitute (4.6.9) into (4.6.7) and separate variables to conclude that $C_2(x,t,T)$ and $u_2(t,T)$ must have the form

$$C_2(x,t,T) = g_0(x,T) + g_1(x,T)e^{i\lambda_I t} + g_2(x,T)e^{2i\lambda_I t} + \text{c.c.}, \quad u_2(t,T) = h_0(T) + h_1(T)e^{i\lambda_I t} + h_2(T)e^{2i\lambda_I t} + \text{c.c.}, \tag{4.6.20}$$

where $g_j(x,T)$ and $h_j(T)$ for $j = 0, 1, 2$ are to be determined. Since the problem for $g_1$ and $h_1$ is simply the linearized problem (4.6.6), without loss of generality we can take $g_1 \equiv 0$ and $h_1 \equiv 0$. By comparing terms independent of powers of $e^{i\lambda_I t}$, we conclude, upon using $\eta_0(0) = 1$, that $g_0$ and $h_0$ are real-valued and satisfy

$$g_{0xx} - \frac{1}{D_0} g_0 = -\frac{D_1}{D_0} C_e, \quad 0 < x < L; \quad g_{0x}(L) = 0, \tag{4.6.21a}$$

$$D g_{0xx}(0) - (g_0(0) G^e_c + h_0 G^e_u) = |A|^2 \frac{\Pi_2}{2} - \frac{D_1}{D_0} G^e, \quad \text{on } x = 0,$$

$$g_0(0) F^e_c + h_0 F^e_u = -|A|^2 \frac{\Delta_2}{2} \quad \text{on } x = 0. \tag{4.6.21b}$$

In the notation in (4.6.21a) we have suppressed the dependence of $g_0$ on $T$. Here we have defined $\Pi_2$ and $\Delta_2$ by

$$\Pi_2 \equiv 2 G^e_{cc} + 2 |\phi_0|^2 G^e_{uu} + 4 \text{Re}(\phi_0) G^e_{cu}, \quad \Delta_2 \equiv 2 F^e_{cc} + 2 |\phi_0|^2 F^e_{uu} + 4 \text{Re}(\phi_0) F^e_{cu},$$

where $|z|$ denotes the modulus of $z$. In a similar way, upon comparing $e^{2i\lambda_I t}$
terms, we obtain that $g_2$ and $h_2$ satisfy

$$g_{2xx} - \frac{(1 + 2i\lambda_1)}{D_0} g_2 = 0, \quad 0 < x < L; \quad g_2(L) = 0,$$

$$Dg_{2x}(0) - (g_2(0)G_c^e + h_2G_u^e) = |A|^2 \frac{\Pi_1}{2}, \quad \text{on } x = 0,$$

$$g_2(0)F_c^e + h_2F_u^e - 2i\lambda_1 h_2 = -|A|^2 \frac{\Delta_1}{2} \quad \text{on } x = 0,$$

and are complex-valued. Here, we have defined $\Pi_1$ and $\Delta_1$ by

$$\Pi_1 \equiv G_{cc}^e + \phi_0^2 G_{uu}^e + 2\phi_0 G_{cu}^e, \quad \Delta_1 \equiv F_{cc}^e + \phi_0^2 F_{uu}^e + 2\phi_0 F_{cu}^e. \quad (4.6.22b)$$

Next, we solve the problem $(4.6.21)$ for $g_0(x)$ and $h_0$ explicitly. Since the inhomogeneous term proportional to $C_e$ in the differential operator for $g_0$ satisfies the homogeneous problem, we can readily determine the particular solution for $(4.6.21a)$. With this observation, and after some algebra, we obtain that

$$g_0 = g_1 \cosh [\omega_0(L - x)] + \frac{P_0 D_1 L}{2\omega_0} \sinh [\omega_0(L - x)] - \frac{P_0 D_1}{2\omega_0} x \sinh [\omega_0(L - x)], \quad (4.6.23a)$$

where $\omega_0 \equiv \sqrt{1/D_0}$ and $P_0$ is defined by

$$P_0 \equiv -\frac{C_e^0}{D_0^2 \cosh(\omega_0 L)}. \quad (4.6.23b)$$

In $(4.6.23a)$, the constant $g_1$ is given by

$$g_1 = D_1 \chi_1 + |A|^2 \chi_2, \quad (4.6.23c)$$

where $\chi_1$ and $\chi_2$ are defined in terms of $\Delta_2$ and $\Pi_2$, given in $(4.6.21b)$, by

$$\chi_1 \equiv \frac{P_{03} G_u^e - P_{02} F_u^e}{P_0 F_u^e - F_c^e G_u^e \cosh(\omega_0 L)}, \quad \chi_2 \equiv \frac{1}{2} \left( \frac{\Delta_2 G_u^e - \Pi_2 F_u^e}{P_0 F_u^e - F_c^e G_u^e \cosh(\omega_0 L)} \right). \quad (4.6.23d)$$

Here the three new quantities $P_{01}$, $P_{02}$, and $P_{03}$, are defined in terms of $P_0$ of $(4.6.23b)$, by

$$P_{01} \equiv D_0 \omega_0 \sinh(\omega_0 L) + G_c^e \cosh(\omega_0 L), \quad P_{03} \equiv F_c^e \left( \frac{P_0 L}{2\omega_0} \right) \sinh(\omega_0 L),$$

$$P_{02} \equiv \frac{P_0 L}{2\omega_0} \left[ D_0 \omega_0 \cosh(\omega_0 L) + G_c^e \sinh(\omega_0 L) \right] + \frac{P_0 D_0}{2\omega_0} \sinh(\omega_0 L) - \frac{G_c^e}{D_0}. \quad (4.6.23e)$$
In addition, the real-valued constant $h_0$ is given by in terms of $P_0$, $P_{01}$, $P_{02}$, $P_{03}$, $\Pi_2$, and $\Delta_2$, by

$$h_0 = D_1 \chi_3 + |A|^2 \chi_4,$$

(4.6.24a)

where $\chi_3$ and $\chi_4$ are defined by

$$\begin{align*}
\chi_3 & = \frac{P_{02} F_c^e \cosh(\omega_0 L) - P_{01} P_{03}}{P_{01} F_u^e - G_u^e F_c^e \cosh(\omega_0 L)}, \\
\chi_4 & = \frac{1}{2} \left( \frac{\Pi_2 F_c^e \cosh(\omega_0 L) - \Delta_2 P_{01}}{P_{01} F_u^e - G_u^e F_c^e \cosh(\omega_0 L)} \right).
\end{align*}$$

(4.6.24b)

Finally, in our solvability condition for the amplitude equation to be derived below, we will need to evaluate $g_0$ at $x = 0$. Upon using (4.6.23a) and (4.6.23c), we can write $g_0(0)$ as

$$g_0(0) = D_1 g_{0c} + g_{0A}|A|^2;$$

$$g_{0c} \equiv \chi_1 \cosh(\omega_0 L) + \frac{P_0}{2\omega_0} \sinh(\omega_0 L), \quad g_{0A} \equiv \chi_2 \cosh(\omega_0 L).$$

(4.6.25)

Next, we solve the problem (4.6.22) for $g_2$ and $h_2$. We readily calculate that

$$g_2(x) = g_2^0 \cosh \left[ \frac{\Omega_{2\lambda}(L-x)}{\cosh(\Omega_{2\lambda} L)} \right], \quad \Omega_{2\lambda} = \sqrt{\frac{1 + 2i\tau_\lambda I}{D_0}},$$

where $g_2^0$ and $h_2$ satisfy the $2 \times 2$ linear system

$$\begin{align*}
\left[ D_0 \Omega_{2\lambda} \tanh(\Omega_{2\lambda} L) + G_c^e \right] g_2^0 + G_u^e h_2 & = -\frac{\Pi_1}{2} A^2, \\
F_c^e g_2^0 + (F_u^e - 2i\lambda I) h_2 & = -\frac{\Delta_1}{2} A^2.
\end{align*}$$

Here $\Pi_1$ and $\Delta_1$ are defined in (4.6.22b). By solving this linear system, we obtain that

$$g_2(0) = g_2^0 = \chi_5 A^2, \quad h_2 = \chi_6 A^2,$$

(4.6.26a)

where $\chi_5$ and $\chi_6$ are defined by

$$\begin{align*}
\chi_5 & = \frac{1}{2} \left( \frac{\Pi_1 F_c^e - \Delta_1 (D_0 \Omega_{2\lambda} \tanh(\Omega_{2\lambda} L) + G_c^e)}{(D_0 \Omega_{2\lambda} \tanh(\Omega_{2\lambda} L) + G_u^e) (F_u^e - 2i\lambda I) - G_u^e F_c^e} \right), \\
\chi_6 & = \frac{1}{2} \left( \frac{\Pi_1 (2i\lambda I - F_u^e) + \Delta_1 G_u^e}{(D_0 \Omega_{2\lambda} \tanh(\Omega_{2\lambda} L) + G_u^e) (F_u^e - 2i\lambda I) - G_u^e F_c^e} \right).
\end{align*}$$

(4.6.26b)

With the solution of the $O(\epsilon^2)$ system (4.6.7) complete, we now proceed to the $O(\epsilon^3)$ problem (4.6.8), where the resonance term comes into play.
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We substitute the expression of $C_1, u_1$ and $C_2, u_2$ from (4.6.9) and (4.6.20), respectively, into (4.6.8), and identify all terms that are proportional to $e^{i\lambda_I t}$. In order to eliminate resonance in (4.6.8), thereby ensuring that $C_3(x, t, T)$ and $u_3(t, T)$ remain bounded on asymptotically long time intervals of order $t = \mathcal{O}(\epsilon^{-1})$, we require that the coefficients of the $e^{i\lambda_I t}$ terms satisfy a certain compatibility condition. This leads to an amplitude equation for $A(T)$.

To derive this amplitude equation, we substitute

\[
C_3(x, t, T) = C_4(x, T) + C_3(x, T) e^{i\lambda_I t} + C_2(x, T) e^{2i\lambda_I t} + C_1(x, T) e^{3i\lambda_I t} + \text{c.c.},
\]

\[
u_3(t, T) = U_4(T) + U_3(T) e^{i\lambda_I t} + U_2(T) e^{2i\lambda_I t} + U_1(T) e^{3i\lambda_I t} + \text{c.c.},
\]

together with (4.6.9) and (4.6.20) into (4.6.8), to obtain, after a lengthy but straightforward calculation, that $C_3, u_3$ satisfy

\[
L \begin{pmatrix} C_3 \\ U_3 \end{pmatrix} \equiv \begin{pmatrix} \frac{D_0}{\tau} C_{3xx} - \frac{1}{\tau} C_3 \\ F e C_3(0) + F u U_3 \end{pmatrix} = i\lambda_I \begin{pmatrix} C_3 \\ U_3 \end{pmatrix} + \begin{pmatrix} \mathcal{R}_1 \\ A' \phi_0 - \mathcal{R}_3 \end{pmatrix},
\]

\[
0 < x < L,
\]

where $C_3(x)$ satisfies the boundary conditions

\[
C_3(L) = 0, \quad D_0 C_3|_{x=0} - \left[ G^e_u C_3(0) + G^u_u U_3 \right] = \mathcal{R}_2.
\]

In the notation of (4.6.28), we have suppressed the dependence of $C_3$ on $T$. In (4.6.28), $\mathcal{R}_1$ is defined by

\[
\mathcal{R}_1 \equiv A' \eta_0 - \frac{D_1}{D_0 \tau} \left( 1 + i\tau \lambda_I \right) A \eta_0,
\]

and the residuals $\mathcal{R}_2$ and $\mathcal{R}_3$ have the form

\[
\mathcal{R}_2 = D_1 A \mathcal{R}_{20} + A |A|^2 \mathcal{R}_{21}, \quad \mathcal{R}_3 = D_1 A \mathcal{R}_{30} + A |A|^2 \mathcal{R}_{31}.
\]

The coefficients $\mathcal{R}_{20}$ and $\mathcal{R}_{30}$ of the linear term in $A$ are

\[
\mathcal{R}_{20} \equiv g_0 e G^e_u + \phi_0 \chi_3 G^e_u u + \phi_0 g_0 e G^e_u u + \chi_3 G^e_u - \frac{1}{D_0} \left( G^e_c + \phi_0 G^u_u \right),
\]
\[
\mathcal{R}_{30} \equiv g_0 e F^e_c + \phi_0 \chi_3 F^e_u + \phi_0 g_0 e F^e_u + \chi_3 F^e_u,
\]

where $g_0$, $\chi_3$, and $\phi_0$, are defined in (4.6.25), (4.6.24b), and (4.6.11), respectively. In addition, the coefficients $\mathcal{R}_{21}$ and $\mathcal{R}_{31}$ of the cubic term in
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\[ \mathcal{R}_{21} \equiv \frac{1}{2} \left[ G_{ccc}^e + G_{uuu}^e \phi_0^2 \bar{\phi}_0 + G_{ccu}^e \left( \bar{\phi}_0 + 2 \phi_0 \right) + G_{cuu}^e \left( \phi_0^2 + 2 \phi_0 \bar{\phi}_0 \right) \right] \\
+ g_0 A G_{ccc} + \chi_6 G_{ccc} + \phi_0 \chi_4 G_{uuu} + \phi_0 \chi_5 G_{uuu} \\
+ G_{cuu}^e \left( \phi_0 g_0 A + \bar{\phi}_0 \chi_6 + \chi_4 + \chi_5 \right), \]

and

\[ \mathcal{R}_{31} \equiv \frac{1}{2} \left[ F_{ccc}^e + F_{uuu}^e \phi_0^2 \bar{\phi}_0 + F_{ccu}^e \left( \bar{\phi}_0 + 2 \phi_0 \right) + F_{cuu}^e \left( \phi_0^2 + 2 \phi_0 \bar{\phi}_0 \right) \right] \\
+ g_0 A F_{ccc} + \chi_6 F_{ccc} + \phi_0 \chi_4 F_{uuu} + \bar{\phi}_0 \chi_5 F_{uuu} + F_{cuu}^e \left( \phi_0 g_0 A + \bar{\phi}_0 \chi_6 + \chi_4 + \chi_5 \right). \]

In (4.6.29d) and (4.6.29e), the quantities \( g_0 A, \chi_3, \chi_4, \chi_5, \) and \( \chi_6 \) are defined in (4.6.25), (4.6.24b), and (4.6.26b).

The following lemma, consisting of a compatibility relation between \( \mathcal{R}_1, \mathcal{R}_2, \) and \( \mathcal{R}_3 \), provides a necessary condition for the existence of a solution to (4.6.28).

**Lemma 4.6.1** A necessary condition for (4.6.28) to have a solution is that \( A(T) \) satisfies

\[ A' \left[ \int_0^L \eta_0 \bar{v} \, dx + \phi_0 \bar{v}_1 \right] = \frac{D_1}{D_0} (1 + i \tau \lambda I) A \int_0^L \eta_0 \bar{v} \, dx + \bar{v}_1 \mathcal{R}_3 - \mathcal{R}_2 / \tau, \]

where \( V \equiv (v, v_1)^T \) is the nontrivial solution, given in (4.6.19), to the homogeneous adjoint problem \( L^* V = -i \lambda_1 V \).

**Proof:** We define \( U \equiv (C_3, U_3)^T \), and we calculate from (4.6.28), and the definition of the inner product in (4.6.15), that

\[ \langle LU - i \lambda_1 U, V \rangle = \int_0^L \mathcal{R}_1 \bar{v} \, dx + \left( A' \phi_0 - \mathcal{R}_3 \right) \bar{v}_1. \]

We then integrate by parts on the left-hand side of (4.6.31), and use the boundary conditions for \( v \) and \( C_3 \) from (4.6.18) and (4.6.28b), respectively.
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In this way, we obtain

\[
\langle LU - i\lambda I, V \rangle = \int_0^L \left( D_0 \frac{\bar{\varpi} - \bar{\varpi}}{\tau} \right) C_3 \, dx + \left[ F_v c_3(0) + F_u c_3 U \right] \nu_1 \\
+ \frac{D_0}{\tau} \left[ C_3(0)\bar{\varpi}(0) - C_3 x(0)\bar{\varpi}(0) \right] - i\lambda I \langle U, V \rangle \\
= \int_0^L \left( D_0 \frac{\bar{\varpi}}{\tau} \right) C_3 \, dx + \left( \bar{\nu}_1 F_v^e - \frac{1}{\tau} \bar{\varpi}(0) G_{\nu}^e \right) U_3 \\
- \frac{\bar{\varpi}(0)}{\tau} R_2 - i\lambda I \langle U, V \rangle, \\
= \langle U, L^* V + i\lambda I V \rangle - \frac{\bar{\varpi}(0)}{\tau} R_2. 
\] (4.6.32)

To obtain the compatibility condition, we compare (4.6.31) with (4.6.32) and use \( L^* V + i\lambda I V = 0 \). By substituting (4.6.29a) for \( R_1 \) into this condition, and recalling that \( v(0) = 1 \), we readily obtain (4.6.30).

Finally, upon substituting (4.6.29) into (4.6.30), we obtain the following amplitude equation for \( A(T) \):

\[
A' = D_1 b_1 A + b_2 A^2 A, 
\] (4.6.33a)

where the complex-valued coefficients \( b_1 \) and \( b_2 \), which are independent of \( D_1 \), are given by

\[
b_1 = \frac{1}{N} \left[ \frac{1+i\tau \lambda I}{D_0 \tau} \int_0^L \eta_0 \bar{\nu} \, dx + \nu_1 R_3 - R_2 / \tau \right], \quad b_2 = \frac{1}{N} \left[ \nu_1 R_2 - R_2 / \tau \right],
\] (4.6.33b)

where we have defined \( N \) by

\[
N \equiv \left[ \int_0^L \eta_0 \bar{\nu} \, dx + \phi_0 \bar{\nu}_1 \right].
\] (4.6.33c)

In (4.6.33b), the coefficients \( R_2, R_3, R_2, \) and \( R_3 \), are defined in (4.6.29c), (4.6.29d), and (4.6.29e). Moreover, \( v(x) \) and \( v_1 \) are the components of the adjoint eigenfunction \( V \), satisfying \( L^* V = -i\lambda I V \), given in (4.6.19).

The ODE (4.6.33a), commonly referred to as the Stuart-Landau equation, characterizes the weakly nonlinear behavior of the oscillation near the critical stability threshold. We write \( A \) as \( A = re^{i\theta} \) and decompose \( b_1 \) and \( b_2 \) into real and imaginary parts as \( b_1 = b_1 R + ib_1 I \) and \( b_2 = b_2 R + ib_2 I \). From (4.6.33a), we obtain that \( r \) and \( \theta \) satisfy

\[
r' = r \left( D_1 b_1 R + b_2 R r^2 \right), \quad \theta' = D_1 b_1 I + b_2 I r^2.
\] (4.6.34)
The fixed points in $r$, when they exist, correspond to periodic solutions for $A$. These special solutions are

$$r_e = \sqrt{-\frac{b_1 R D_1}{b_2 R}}; \quad \theta = \tilde{\theta} T, \quad \tilde{\theta} \equiv D_1 b_{1I} + b_{2I} r_e^2. \quad (4.6.35)$$

For $\epsilon \to 0$, and with $D = D_0 = \epsilon^2 D_1$, we conclude from (4.6.4), (4.6.9), and (4.6.35), that there is a periodic solution near the Hopf bifurcation point of the form

$$\begin{pmatrix} C(x,t,T) \\ u(t,T) \end{pmatrix} \sim \begin{pmatrix} C_e(x) \\ u_e \end{pmatrix} + \epsilon \begin{pmatrix} r_e e^{i(\lambda_t + \epsilon^2 \tilde{\theta}) t} \left( \begin{array}{c} \eta_0(x) \\ \phi_0 \end{array} \right) + \text{c.c.} \end{pmatrix}. \quad (4.6.36)$$

The analysis of the amplitude equation (4.6.34) is routine, and depends on the signs of $b_{1R}$ and $b_{2R}$. The Hopf bifurcation is supercritical when $b_{2R} < 0$ and is subcritical if $b_{2R} > 0$. More precisely, if $b_{1R} > 0$, the symmetric steady-state solution $(C_e(x), u_e)$ is linearly stable if $D_1 < 0$ and is unstable if $D_1 > 0$. An unstable branch of periodic solutions exists in the region $D_1 < 0$ if $b_{2R} > 0$ (subcritical Hopf). If $b_{2R} < 0$, then there is a stable periodic solution branch in the region $D_1 > 0$ (supercritical Hopf). In contrast, if $b_{1R} < 0$, the symmetric steady-state solution $(C_e(x), u_e)$ is linearly stable if $D_1 > 0$ and is unstable if $D_1 < 0$. An unstable branch of periodic solutions exists in the region $D_1 > 0$ if $b_{2R} > 0$ (subcritical Hopf). If $b_{2R} < 0$, there is a stable periodic solution branch for $D_1 < 0$ (supercritical Hopf).

**Remark 4.6.1** A similar weakly nonlinear analysis can be done to determine whether an asynchronous periodic solution branch is subcritical or supercritical at the Hopf bifurcation point. To consider this case, we simply replace the no-flux condition at $x = L$ for $\eta(x), v(x)$, and $C_j(x)$ for $j = 1, \ldots, 3$ with a homogeneous Dirichlet condition. We do not carry out the details of this calculation here.

### 4.6.1 Numerical Validation of the Weakly Nonlinear Theory With the Explicitly Solvable Model

We now apply our weakly nonlinear theory to the explicitly solvable model system of §4.4.2, where $G(C(0,t), u)$ and $F(C(0,t), u)$ are given in (4.4.6). Since, for this example, $F(C(0,t), u)$ is linear in its variables, the only non-linearity in (4.6.1) arises from $G(C(0,t), u)$. In our analysis, we will focus
on periodic solutions that bifurcate from the steady-state solution branch where \( C_e^0 \equiv C_e(0) \) is positive, and given explicitly in (4.4.8). For this system we compare predictions from the amplitude equation (4.6.33) with full numerical results computed from the numerical bifurcation software XPPAUT (cf. [16]). The numerical procedure used to compute these bifurcation diagrams is described in §4.4.

Treating \( D \) as the main bifurcation parameter we numerically computed steady-state and periodic solution branches of (4.6.1) for two values of \( \gamma \). In our numerical experiments, we found that a periodic solution bifurcates via a Hopf bifurcation from the positive steady-state solution branch. As shown in Fig. 4.11, by tuning the parameter \( \gamma \), while holding the other parameters fixed, the Hopf bifurcation was found to change from supercritical to subcritical.

Figure 4.11: Bifurcation diagrams with diffusivity \( D \) as bifurcation parameter showing either a supercritical or subcritical Hopf bifurcation structure for (4.6.1), with coupling functions given in (4.4.6), for two values of \( \gamma \). Left panel: \( \gamma = 1.55 \) (supercritical). Right panel: \( \gamma = 1.7 \) (subcritical). The solid and dashed lines represent stable and unstable steady-state solutions, respectively. Open circles indicate the max/min amplitude of unstable periodic solutions, while the solid dots correspond to linearly stable periodic solution branches. The bulk diffusion parameters are \( \tau = 0.1 \) and \( L = 5 \). The membrane kinetic and coupling parameters are \( \beta = 1 \) and \( \kappa = 12 \).

By using the amplitude equation (4.6.33), our weakly nonlinear asymptotic theory predicts that the switching point from a supercritical to a subcritical Hopf bifurcation occurs at \( \gamma = 1.628 \) (accurate to three decimal places), which agrees with the corresponding numerical result. Furthermore, the amplitude equation also allow us to approximate the solution near the
Hopf bifurcation point as shown in (4.6.36). For the local variable \( u(t) \), we obtain from (4.6.36) that the amplitude of the periodic solution can be written as

\[
|u(t, T) - u_e| = \epsilon r_e e^{i(\lambda_1 + \epsilon^2 \beta) t} \phi_0 + c.c. = 2\epsilon r_e |\phi_0|,
\]  
(4.6.37)

where \( r_e \) is the fixed point of the amplitude equation given in (4.6.35). Here \( \epsilon \ll 1 \) and \( \phi_0 \) is the eigenfunction of \( u(t) \), given explicitly in (4.6.11). If we define \( u_{\text{amp}} \equiv |u(t, T) - u_e| \) and plot \( u_{\text{amp}} \) versus the diffusivity \( D \), then \( u_{\text{amp}} \) should be proportional to \( \epsilon \equiv \sqrt{D - D_0} \) in the vicinity of the Hopf bifurcation point \( D_0 \). The quantity \( u_{\text{amp}} \) is plotted in Fig. 4.12.

Figure 4.12: Left panel: Comparison of bifurcation diagrams near a subcritical Hopf bifurcation obtained from full numerics and from the weakly nonlinear analysis. Red dots represent the amplitude of the unstable periodic solution \( u_{\text{amp}} \) (see the text) obtained from the amplitude equation (4.6.33) and the black circles are from the full numerical simulations. The black and blue curves are the corresponding fitted parabola and the curvature of the two curves are 5.6 (black) and 5.0 (blue), respectively, at the Hopf bifurcation point \( D_0 = 0.9879 \) (red dots) and \( D_0 = 0.9874 \) (black circles). The computations are done with 80 interior spatial meshpoints. Right panel: Plot of the Hopf bifurcation point \( D_0 \) versus the number of spatial meshpoints of the discretized system. The parameter values are the same as those used in Fig. 4.11 with \( \gamma = 1.7 \).

The left panel of Fig. 4.12 shows a comparison between the analytical and numerical bifurcation diagrams near a subcritical Hopf bifurcation point \( D_0 \). In our numerical experiments, since we discretized the PDE-ODE system (4.6.1), with coupling functions (4.4.6), with finite differences into a system of ODE’s, some error is incurred in predicting the location of the
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Hopf bifurcation value $D_0$. In contrast, in the implementation of the weakly nonlinear theory we solved the transcendental equation (4.6.12) for a complex conjugate pair of imaginary eigenvalues and $D_0$ directly. Therefore, the $D_0$ calculated from (4.6.12) is more accurate than the one computed from the numerics and it results in the shifting of the bifurcation point $D_0$, as shown in the left panel of Fig. 4.12. The right panel of Fig. 4.12 shows how the numerically calculated value $D_0$ shifts towards the more accurate value, computed from (4.6.12), when we increase the number of spatial meshpoints in the discretized system. Although, there is a small difference in predicting the value of $D_0$, the amplitude calculated by the weakly nonlinear theory shows good agreement with the corresponding amplitude computed from the numerical bifurcation software, as evidenced by the close comparison of the curvature of the two curves in Fig. 4.12 at $D = D_0$.

Figure 4.13: Left panel: Comparison of bifurcation diagrams near a supercritical Hopf bifurcation obtained from full numerics and from the weakly nonlinear analysis. The notations are the same as those in Fig. 4.12 except now the red dots and black circles represent the stable periodic solution branch. The curvature of the two curves are 9.8 (black) and 9.3 (blue), respectively, at the Hopf bifurcation point $D_0 = 1.7591$ (red dots) and $D_0 = 1.7583$ (black circles). The computations are done with 80 interior spatial meshpoints. Right panel: Plot of the Hopf bifurcation point $D_0$ versus the number of spatial meshpoints of the discretized system. The parameter values are the same as those used in Fig. 4.11 with $\gamma = 1.55$.

Fig. 4.13 compares the numerical bifurcation diagram with the asymptotic prediction near a supercritical Hopf bifurcation point $D_0$. The amplitude of the stable periodic orbits calculated by the weakly nonlinear theory and the numerical simulations are seen to compare favorably. The right
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Panel of Fig. 4.13 shows that the numerically calculated Hopf bifurcation point shifts toward the more accurate value as the number of interior meshpoints increase.

In Fig. 4.11, we observe that when $\gamma = 1.7$ the system (4.6.1), with coupling functions (4.4.6), undergoes a subcritical Hopf bifurcation at $D_0 = 0.9879$. In Fig. 4.14 we show that as $D$ is decreased slowly below $D_0$ on the range from 1 to 0.95, that there is a delayed bifurcation effect whereby the transition from stable steady-state to stable periodic orbits occurs when $D$ is somewhat below the critical value $D_0$ predicted from the bifurcation analysis. For our choice $D = 1 - \sigma t$, where $\sigma = 0.0001$, we plot $D$ versus $t$ in the left panel of Fig. 4.14. The method of lines and the forward Euler method is then used to solve (4.6.1), with coupling functions as given in (4.4.6). In the right panel of Fig. 4.14 we plot the numerically computed $u(t)$ versus $D(t)$, which clearly illustrates the delayed transition to the periodic state.

![Figure 4.14: Left panel: Plot the diffusivity $D$ as a function of time for $D = 1 - \sigma t$, where $\sigma = 0.0001$. Right panel: Plot of the local variable $u(t)$ versus $D(t)$. As $D$ passes slowly below the critical value $D_0$, the periodic solution appears when $D$ is around 0.965, which due to the delayed bifurcation effect is less than the theoretically predicted value. The parameter values used are the same as in the right panel of Fig. 4.11.](image)

4.6.2 Numerical Validation of the Weakly Nonlinear Theory With the Dictyostelium Model

In the following, we apply our weakly nonlinear theory to the model of cell signaling in Dictyostelium studied in §4.4.4, where $G(C(0,t),u)$ and $F(C(0,t),u)$ are given in (4.4.21).
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Similar to the analysis done in §4.6.1, we will compare predictions from the amplitude equation (4.6.33) with full numerical results computed from the numerical bifurcation software XPPAUT (cf. [16]). We use the diffusion coefficient $D$ as the bifurcation parameters, numerically compute steady state and the synchronous periodic solution branches. One typical bifurcation diagram of this system is given in the left panel of Fig. 4.7. We observe that when $D$ is gradually decreasing from 0.65, the steady state solution becomes unstable at the Hopf bifurcation point $D_0 \approx 0.62$ and an unstable synchronous periodic solution appears, which indicates a subcritical Hopf bifurcation.

In Fig. 4.7, the vertical axis represents the value of the global variable $C(x,t)$ near the membrane $x = 0$. Then from (4.6.36), we readily calculate the amplitude of the periodic solution can be written as

$$|C(0,t,T) - C_e(0)| = \epsilon r_e |e^{i(\lambda t + \epsilon^2 \hat{\theta})T} \eta_0(0) + c.c. = 2\epsilon r_e |\eta_0(0)|,$$

(4.6.38)

where $r_e$ is the fixed point of the amplitude equation given in (4.6.35). $\epsilon \ll 1$ and $\eta_0(0)$ is the eigenfunction of $C(x,t)$ evaluated at $x = 0$. Similarly, we define $c_{\text{amp}} \equiv |C(0,t,T) - C_e(0)|$ and plot $c_{\text{amp}}$ versus the diffusivity $D$, then $c_{\text{amp}}$ should be proportional to $\epsilon \equiv \sqrt{D - D_0}$ in the vicinity of the Hopf bifurcation point $D_0$. The left panel of Fig. 4.15 shows the plot of $c_{\text{amp}}$ versus $D$ in the neighborhood of $D_0$. The amplitude of the unstable periodic orbits calculated by the weakly nonlinear theory and the numerical simulations are seen to compare favorably. In the right panel of Fig. 4.15 we observe the value of the Hopf bifurcation $D_0$ is gradually approaching a horizontal asymptote when the number of spatial meshpoints of the discretized system increases.
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Figure 4.15: Left panel: Comparison of bifurcation diagrams near a subcritical Hopf bifurcation obtained from full numerics and from the weakly nonlinear analysis. The notation are the same as those in Fig. 4.12. The curvature of the two curves are 0.63(black) and 0.77(blue), respectively at the Hopf bifurcation point $D_0 = 0.62134$(red dots) and $D_0 = 0.62132$(black dots). The computations are done with 100 interior spatial meshpoints. Right panel: Plot of the Hopf bifurcation point $D_0$ versus the number of spatial meshpoints of the discretized system. The parameter values are the same as those used in the left panel of Fig. 4.7.
Chapter 5

A Model of Bulk-Diffusion Coupled to Active Membranes With Slow-Fast Kinetics

In a previous work [23] by Gomez et al., a model of coupled active membranes with activator-inhibitor dynamics is proposed. They use numerical simulations together with nullcline analysis to explore different oscillatory patterns that the system possessed and predict the stability boundary of the steady state of the system.

The goal of this chapter is to give a detailed analysis of the triggering of synchronous oscillations for the coupled 1-D coupled membrane-bulk model of [23]. This chapter proceeds as follows.

In §5.1, we restate the model system constructed in [23] and give a review of the nullcline analysis in the slow-fast limit where the time scale of the activator and inhibitor dynamics are largely distinct. In §5.2 we construct a symmetric steady-state solution, and we formulate the linear stability problem for this solution. In §5.3 we consider a one-bulk species model where only the inhibitor \( V \) can diffuse in the bulk. For this case, in §5.3.1 an asymptotic analysis for \( \epsilon \to 0 \) of the stability problem is provided to analyze Hopf bifurcations of the symmetric steady-state and the emergence of asymmetric steady-states. The \( \epsilon = \mathcal{O}(1) \) problem for one diffusing bulk species is studied numerically in §5.3.2. In §5.4 we extend our analysis to the full model which consists of two diffusing bulk species.

5.1 Coupled Membrane-bulk Model With Activator-Inhibitor Dynamics

The coupled membrane-bulk model of [23] on a one-dimensional spatial domain consists of two active membranes with activator-inhibitor dynamics
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at \( x = 0 \) and \( x = L \) that are coupled through passive diffusion in the bulk region \( 0 < x < L \). In the bulk we assume that there are two diffusing species with concentrations \( U(x, t) \) and \( V(x, t) \) satisfying

\[
U_t = D_u U_{xx} - \sigma_u U, \quad V_t = D_v V_{xx} - \sigma_v V, \quad 0 < x < L, \quad t > 0.
\]  

(5.1.1a)

Here \( D_u \) and \( D_v \) are the two diffusion coefficients, while \( \sigma_u \) and \( \sigma_v \) are the constant bulk decay rates. The kinetics on the two active membranes at \( x = 0 \) and \( x = L \) are assumed to be identical, and given by

\[
\begin{align*}
    u'_1 &= f(u_1, v_1) + k_u U_x(0, t), \quad v'_1 = \epsilon g(u_1, v_1) + k_v V_x(0, t), \\
    u'_2 &= f(u_2, v_2) - k_u U_x(L, t), \quad v'_2 = \epsilon g(u_2, v_2) - k_v V_x(L, t),
\end{align*}
\]  

(5.1.1b)

where \( u_i \) and \( v_i \), \( i = 1, 2 \) denote the two concentrations on the membrane, so that \( u_1(t) = U(0, t), v_1(t) = V(0, t) \) and \( u_2 = V(L, t) \). The parameter \( \epsilon \) that accompanies \( g(u_i, v_i) \) determines the relative difference in the time-scale for the boundary kinetics, so that the time evolution of \( u \) is much faster than \( v \) if \( 0 < \epsilon \ll 1 \). The terms \( k_u U_x(0, t) \) and \( k_v V_x(0, t) \) account for the exchange of species between the membrane and the bulk, where the constants \( k_u \) and \( k_v \) are the coupling strengths. The kinetics \( f(u, v) \) and \( g(u, v) \) are chosen to account for a local activator-inhibitor dynamics, and we use the Fitzhugh-Nagumo type kinetics considered in [23], given for \( q > 0 \) and \( z > 0 \) by

\[
\begin{align*}
    f(u, v) &= u - q(u - 2)^3 + 4 - v, \quad g(u, v) = uz - v.
\end{align*}
\]  

(5.1.1c)

The qualitative mechanism, as discussed in [23], for the triggering of time-periodic solutions for the coupled system (5.1.1) in the slow-fast limit \( \epsilon \to 0 \) is based on a simple nullcline analysis, and is described in the caption of Fig. 5.1. We assume that the parameters \( q \) and \( z \) are chosen so that the membrane kinetics in the absence of any coupling to the bulk has a single stable equilibrium point. For \( q = 5 \) and \( z = 3.5 \), this stable fixed point \((u_e, v_e)\) occurs at the intersection of the two nullclines \( v = V(u) = u - q(u - 2)^3 + 4 \) and \( v = zu \) where \( f(u, V(u)) = 0 \) and \( g(u, zu) = 0 \). In the limit \( \epsilon \to 0 \), it is readily shown from the Jacobian of the membrane kinetics that the equilibrium state \((u_e, v_e)\) is linearly stable only when \( V'(u_e) < 0 \), and undergoes a Hopf bifurcation when \( V'(u_e) \) crosses through zero. For a coupling strength in (5.1.1b) for which \( k_u = O(\epsilon) \) and \( k_v = O(\epsilon) \), it readily follows, to leading order in \( \epsilon \), that the steady-state of (5.1.1b) remains on the nullcline \( f(u, v) = 0 \). However, the effect of the coupling to the bulk for \( V \) is to shift the nullcline for the \( v \)-component in (5.1.1b) to \( v = \beta u \), for some \( \beta \).
Figure 5.1: Plot of the nullcline \( \mathcal{V}(u) = u - q(u-2)^3 + 4 \) with \( q = 5 \) for which \( f(u, \mathcal{V}(u)) = 0 \). The straight lines are \( v = \beta u \) with \( \beta = 3.5 \), \( \beta = 3 \), and \( \beta = 2 \). The straight line \( v = 3.5u \) is the nullcline of \( g(u, v) = 0 \) when \( z = 3.5 \) for the uncoupled membrane-bulk problem. As the bulk-coupling strength \( k_v = O(\epsilon) \) increases, the effective parameter \( \beta \) decreases. The dotted line with \( \beta = 3 \) intersects \( \mathcal{V}(u) \) in the unstable region where \( \mathcal{V}'(u) > 0 \). For \( \beta = 2.0 \), the intersection again occurs in the stable region for the membrane kinetics. For a coupling strength where \( k_v = O(\epsilon) \) in (5.1.1b) the nullcline for \( f(u, v) = 0 \) is, to leading order in \( \epsilon \), unchanged by the coupling of the membrane to the bulk.
that is a monotonically decreasing function of \( k_v \). This shows that there is an intermediate range of \( \beta \) where the equilibrium point is unstable, such as given by the dotted line in Fig. 5.1. Although this mechanism of [23] does provide a clear qualitative reason underlying the triggering of oscillations induced by membrane-bulk coupling in the limit \( \epsilon \to 0 \), it does not provide a detailed quantitative characterization of these oscillations.

As an extension of this qualitative and numerical analysis of [23], we use asymptotic analysis together with bifurcation and stability theory to give a detailed theoretical analysis of the onset of oscillatory dynamics for (5.1.1). In the singular limit \( \epsilon \to 0 \) of slow-fast membrane dynamics, and assuming only one diffusing species in the bulk, our stability analysis of the unique symmetric steady-state solution will provide a detailed phase diagram in parameter space where various types of oscillatory dynamics can occur. In the limit \( \epsilon \to 0 \), our asymptotic analysis of the spectral problem, and in particular the winding number, will yield asymptotic approximations for the Hopf bifurcation thresholds in parameter space for both the synchronous and asynchronous periodic solution branches, as well as the Hopf bifurcation frequencies near onset. In addition, zero-eigenvalue crossings corresponding to the emergence of asymmetric steady-state solutions will be studied. In the non-singular case, where \( \epsilon = O(1) \), a numerical study of the winding number together with the numerical bifurcation software XPPAUT [16] will be used to construct global bifurcation diagrams of steady-states and periodic solution branches for the case of either one or two diffusing species in the bulk. Overall, we show that stable synchronous oscillations between the two membranes is a robust feature of the dynamics that occurs in a wide parameter regime. A glimpse at some more exotic dynamics such as a torus bifurcation, arising from secondary bifurcations, is given.

5.2 The Steady-State Solution and the Formulation of the Linear Stability Problem

In this section we determine a symmetric steady-state solution for (5.1.1) and analyze the linear stability properties of this solution. Since the two membranes are identical, it is natural to seek a steady-state solution that is symmetric about the midline \( x = L/2 \), so that for the steady-state problem of (5.1.1) we consider \( 0 < x < L/2 \) and impose zero flux conditions at \( x = L/2 \). In the steady-state analysis, for convenience we drop the subscripts for \( u \) and \( v \) at the left membrane. As such, the symmetric steady-state
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solution $U_e$ and $V_e$ for (5.1.1) satisfies

$$D_u U_{ex} - \sigma_u U_e = 0, \quad D_v V_{ex} - \sigma_v V_e = 0, \quad 0 < x < L/2,$$

with boundary conditions $U_e(0) = u_e$, $V_e(0) = v_e$, $U_{ex}(L/2) = 0$, and $V_{ex}(L/2) = 0$. The solution to this problem is

$$U_e(x) = u_e \cosh \left[ \frac{\omega_u}{\omega_u L/2} \right], \quad \omega_u \equiv \sqrt{\frac{\sigma_u}{D_u}},$$

$$V_e(x) = v_e \cosh \left[ \frac{\omega_v}{\omega_v L/2} \right], \quad \omega_v \equiv \sqrt{\frac{\sigma_v}{D_v}}.$$

Then, by using (5.1.1b) with kinetics (5.1.1c), we readily derive that $u = u_e$ is a root of the cubic $\mathcal{H}(u) = 0$, given by

$$\mathcal{H}(u) \equiv qu^3 - 6qu^2 + (12q - 1 + a_u + \beta) u - (8q + 4), \quad (5.2.3a)$$

where we have defined $a_u$ and $\beta$, by

$$a_u \equiv k_u \omega_u \tanh (\omega_u L/2), \quad \beta \equiv \epsilon z / (\epsilon + a_v), \quad \text{where} \quad a_v \equiv k_v \omega_v \tanh (\omega_v L/2). \quad (5.2.3b)$$

In terms of any solution $u = u_e$ to the cubic, $v_e$ is given by $v_e = \beta u_e$.

We now claim that (5.1.1) has a unique positive symmetric steady-state solution. To show this, we must verify that there is a unique root $u_e > 0$ to $\mathcal{H}(u) = 0$ when $u > 0$. In our proof below we will consider two cases: Case I: $a_u + \beta > 1$. Case II: $0 < a_u + \beta \leq 1$. We first consider Case I. We calculate that $\mathcal{H}(0) = -(8q + 4) < 0$ and $\mathcal{H}(u) \to +\infty$ as $u \to +\infty$. Moreover, we derive that $\mathcal{H}'(u) = 3q(u - 2)^2 + (a_u + \beta - 1)$, so that $\mathcal{H}'(u) > 0$ for $u > 0$ in Case I. Since $\mathcal{H}(0) < 0$, $\mathcal{H}(u) \to +\infty$ as $u \to +\infty$, and $\mathcal{H}(u)$ is monotone increasing on $u > 0$, there is a unique root to $\mathcal{H}(u) = 0$ in $u > 0$ in Case I.

Next, we consider Case II. We conclude that $\mathcal{H}'(u) = 0$ at exactly two points $u = u_\pm$, given by

$$u_\pm \equiv 2 \pm \frac{1}{\sqrt{3q}} \sqrt{1 - a_u - \beta}. \quad (5.2.4)$$

Here $u_- < 2 < u_+$, with $u_-$ and $u_+$ a local maximum and local minimum of $\mathcal{H}(u)$, respectively. Therefore, since $2 < u_+$, $\mathcal{H}(2) = -6 + 2(a_u + \beta) < 0$, $\mathcal{H}(u) \to +\infty$ as $u \to +\infty$, and $u_+$ is a local minimum point of $\mathcal{H}(u)$, we conclude that there is a unique root to $\mathcal{H}(u) = 0$ in $u > 2$. To conclude the proof for Case II, we need only show that $\mathcal{H}(u_-) < 0$ whenever $u_-$ is on
the range $0 < u_- < 2$. To show this we use $3q(u_- - 2)^2 = 1 - (a_u + \beta)$ to calculate

\[
\mathcal{H}(u_-) = q(u_- - 2)^3 - u_- - 4 + (a_u + \beta) u_- \\
= \frac{1}{3} [1 - (\beta + a_u)] (u_- - 2) - u_- - 4 + (a_u + \beta) u_-, \\
= \frac{1}{3} \left( -2u_- [1 - (a_u + \beta)] - 14 + 2(a_u + \beta) \right).
\]

Since the last expression shows that $\mathcal{H}(u_-) < 0$ for $0 < u_- < 2$ when $0 < a_u + \beta \leq 1$, we conclude that there are no additional roots to $\mathcal{H}(u) = 0$ located on $0 < u < 2$ whenever $0 < a_u + \beta \leq 1$. Combining the results of Case I and Case II, we conclude that, for any $a_u + \beta > 0$, there is a unique positive symmetric steady-state solution to (5.1.1).

We will assume that $z$ and $q$ are such that the steady-state of the membrane kinetics, when uncoupled to the bulk, is a linearly stable fixed point. As a result, any instability that arises in our analysis is due specifically to the coupling of the two membranes by the bulk. For the uncoupled problem, where $a_u = 0$ and $a_v = 0$ in (5.2.3), we obtain that $u_e$ is a root of (5.2.3a) in which we set $a_u = 0$ and $\beta = z$ in (5.2.3a). In terms of $u_e$, the Jacobian of the membrane kinetics is

\[
J^0_e \equiv \begin{pmatrix}
 f^e_u, & f^e_v \\
 \epsilon g^e_u, & \epsilon g^e_v
\end{pmatrix} = \begin{pmatrix}
 1 - 3q(u_e - 2)^2, & -1 \\
 \epsilon z & -\epsilon
\end{pmatrix}, \tag{5.2.5}
\]

when uncoupled from the bulk. We calculate the determinant and trace of this matrix as

\[
\det J^0_e = \epsilon \left[ z - 1 + 3q(u_e - 2)^2 \right], \quad \text{tr} J^0_e = 1 - \epsilon - 3q(u_e - 2)^2. \tag{5.2.6}
\]

To ensure that the uncoupled membrane kinetics has a stable fixed point, we will assume that $z > 1$, so that $\det J^0_e > 0$ for any parameter set. Therefore, the stability of the fixed point is determined by the sign of $\text{tr} J^0_e$. To determine the region of the $(q, z)$ plane, with $z > 1$, for which $\text{tr} J^0_e < 0$, we simply locate the stability boundary where $\text{tr} J^0_e = 0$. We solve (5.2.6) for $q$ and then (5.2.3a), with $a_u = 0$ and $\beta = z$, for $z$, to readily obtain a parametric description of this stability boundary in the form $q = Q(u)$ and $z = Z(u)$, for $u \geq 0$, where

\[
q = Q(u) \equiv \frac{(1 - \epsilon)}{3(u - 2)^2}, \quad z = Z(u) \equiv 1 + \frac{4}{u} - \frac{(1 - \epsilon)}{3u}(u - 2). \tag{5.2.7}
\]
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Figure 5.2: The stability boundary when $\epsilon = 0.015$ (left panel) and when $\epsilon = 0.3$ (right panel) for the membrane dynamics when uncoupled to the bulk diffusion. The heavy solid curve is the stability boundary (5.2.7) where $\text{tr} J_\epsilon^0 = 0$. Above this curve in the shaded region, $\text{tr} J_\epsilon^0 < 0$ so that the uncoupled membrane kinetics has a stable fixed point in this region. For $\epsilon = 0.015$, the parameter values $z = 3.5$ and $q = 5$, used in [23], correspond to the marked point.

For $\epsilon = 0.015$ and $\epsilon = 0.3$ in the left and right panels of Fig. 5.2, respectively, we plot the stability boundary (5.2.7) for the uncoupled problem in the $(q,z)$ plane for $z > 1$. In the shaded regions of this figure we have $\text{tr} J_\epsilon^0 < 0$. In our analysis below, we will assume that the pair $(q,z)$ belongs to this region, which ensures that the fixed point associated with the uncoupled membrane kinetics is linearly stable. As a remark, for the parameter values $z = 3.5$, $q = 5.0$, and $\epsilon = 0.015$, as used in [23], we calculate from (5.2.3a) and (5.2.6) that $u_e \approx 1.67$ and $\text{tr} J_\epsilon^0 \approx -0.649 < 0$, so that the fixed point for the uncoupled dynamics is stable. This point is marked in the left panel of Fig. 5.2.

5.2.1 Formulation of the Linear Stability Problem

Next, we derive the linear stability problem associated with the symmetric steady-state solution. We introduce

$$U(x,t) = U_e(x) + \varphi(x)e^{\lambda t}, \quad u(t) = u_e + \xi e^{\lambda t},$$

$$V(x,t) = V_e(x) + \psi(x)e^{\lambda t}, \quad v(t) = v_e + \eta e^{\lambda t},$$

where
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into (5.1.1). Upon linearizing the resulting system we obtain that

\[ Du \varphi_{xx} - (\sigma_u + \lambda) \varphi = 0, \quad D_v \psi_{xx} - (\sigma_v + \lambda) \psi = 0, \quad 0 < x < L/2, \]

with \( \varphi(0) = \xi \) and \( \psi(0) = \eta \), together with the linearized membrane kinetics on \( x = 0 \) given by

\[ \xi \lambda = \xi f_u^c + \eta f_v^c + k_u \varphi'(0), \quad \eta \lambda = \epsilon \xi g_u^c + \epsilon \eta g_v^c + k_v \psi'(0). \]  

(5.2.8b)

Since the two membranes, one at \( x = 0 \) and the other at \( x = L \), are identical, then due to reflection symmetry there are two types of eigenfunctions for (5.2.8). One type is the synchronous, or in-phase, mode with

\[ \varphi' \left( \frac{L}{2} \right) = 0, \quad \psi' \left( \frac{L}{2} \right) = 0, \]  

(5.2.9)

while the other is the asynchronous, or anti-phase, mode for which

\[ \varphi \left( \frac{L}{2} \right) = 0, \quad \psi \left( \frac{L}{2} \right) = 0. \]  

(5.2.10)

Upon solving (5.2.8) for the in-phase, or synchronous ('+') mode, we get

\[ \varphi_+ (x) = \xi \frac{\cosh \left[ \Omega_u \left( \frac{L}{2} - x \right) \right]}{\cosh \left( \Omega_u L/2 \right)}, \quad \psi_+ (x) = \eta \frac{\cosh \left[ \Omega_v \left( \frac{L}{2} - x \right) \right]}{\cosh \left( \Omega_v L/2 \right)}, \]  

(5.2.11)

where we have defined \( \Omega_u = \Omega_u(\lambda) \) and \( \Omega_v = \Omega_v(\lambda) \) by

\[ \Omega_u \equiv \sqrt{\frac{\sigma_u + \lambda}{D_u}}, \quad \Omega_v \equiv \sqrt{\frac{\sigma_v + \lambda}{D_v}}. \]

(5.2.12)

In (5.2.12) we have chosen the principal value of the square root, which ensures that \( \varphi_+ \) and \( \psi_+ \) are analytic in \( \text{Re}(\lambda) > 0 \) and decay at \( x = L/2 \) when \( L \gg 1 \). By substituting (5.2.11) into the boundary condition (5.2.8b) at \( x = 0 \), we get that \( \xi \) and \( \eta \) satisfy the homogeneous linear system

\[ (f_u^c - \lambda - k_u p_+ \Omega_u) \xi + f_v^c \eta = 0, \quad \epsilon g_u^c \xi + (\epsilon g_v^c - \lambda - k_v q_+ \Omega_v) \eta = 0, \]  

(5.2.13)

where we have defined \( p_+ = p_+(\lambda) \) and \( q_+ = q_+(\lambda) \) by

\[ p_+ \equiv \tanh \left( \Omega_u L/2 \right), \quad q_+ \equiv \tanh \left( \Omega_v L/2 \right). \]  

(5.2.14)
5.2. The Steady-State Solution and the Formulation of the Linear Stability Problem

By setting the determinant of the coefficient matrix of this linear system to zero, this linear system has a nontrivial solution if and only if \( \lambda \) is a root of the transcendental equation

\[
(f_e^u - \lambda - k_u p_\pm \Omega_u)(eg_v^e - \lambda - k_v q_\pm \Omega_v) - \epsilon f_v^e g_u^e = 0 . \tag{5.2.15}
\]

Similarly, for the anti-phase, or asynchronous ('-') mode we obtain from (5.2.8a) and (5.2.10) that

\[
\varphi_-(x) = \xi \frac{\sinh \left[ \Omega_u \left( \frac{L}{2} - x \right) \right]}{\sinh (\Omega_u L/2)} , \quad \psi_-(x) = \eta \frac{\sinh \left[ \Omega_v \left( \frac{L}{2} - x \right) \right]}{\sinh (\Omega_v L/2)} ,
\]

where \( \lambda \) satisfies

\[
(f_u^e - \lambda - k_u p_- \Omega_u)(eg_v^e - \lambda - k_v q_- \Omega_v) - \epsilon f_v^e g_u^e = 0 . \tag{5.2.16}
\]

Here we have defined \( p_- = p_-(\lambda) \) and \( q_- = q_-(\lambda) \) by

\[
p_- \equiv \coth (\Omega_u L/2) , \quad q_- \equiv \coth (\Omega_v L/2) . \tag{5.2.17}
\]

The eigenvalue problems (5.2.15) and (5.2.16) for the synchronous and asynchronous modes can be written in terms of locating the roots \( \lambda \) of \( F_\pm(\lambda) = 0 \), where

\[
F_\pm(\lambda) \equiv \frac{1}{k_u k_v q_\pm} + \frac{\Omega_u \Omega_v}{\det(J_e - \lambda I)} - \frac{\Omega_u (eg_v^e - \lambda)}{k_v q_\pm \det(J_e - \lambda I)} - \frac{\Omega_v (f_u^e - \lambda)}{k_u p_\pm \det(J_e - \lambda I)} . \tag{5.2.18}
\]

Here \( J_e \) is the Jacobian matrix of the membrane dynamics (5.1.1b), evaluated at the steady-state solution associated with the coupled membrane-bulk model. Therefore, from (5.2.6), we have

\[
\det(J_e - \lambda I) = \lambda^2 - (\text{tr} J_e) \lambda + \det J_e , \quad \text{tr} J_e = 1 - \epsilon - 3q(u_e - 2)^2 , \quad \det J_e = \epsilon \left[ z - 1 + 3q(u_e - 2)^2 \right] , \tag{5.2.19}
\]

where \( u_e \) is the unique root of \( \mathcal{H}(u) = 0 \), with \( \mathcal{H}(u) \) as defined in (5.2.3a). In (5.2.18) we have \( \epsilon g_v^e = -\epsilon \) and \( f_u^e = \text{tr} J_e + \epsilon \).

To analyze the stability of the steady-state solution, we use the argument principle of complex analysis to count the number \( N \) of roots of \( F_\pm(\lambda) = 0 \) in the right half-plane \( \text{Re}(\lambda) > 0 \). We take the counterclockwise contour consisting of the imaginary axis \(-iR \leq \text{Im} \lambda \leq iR\), denoted by \( \Gamma_- \cup \Gamma_+ \), and the semicircle \( \Gamma_R \), given by \(|\lambda| = R > 0\), for \(|\text{arg} \lambda| \leq \pi/2\). Since \( 1/p_\pm , 1/q_\pm ,\)
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Ω_u, and Ω_v are analytic functions of λ in the right half-plane Reλ > 0, and detJ_e > 0 since z > 1, it follows that the number P of poles of F±(λ) in the right half-plane depends only on the sign of trJ_e.

Since p± → 1 and q± → 1 as R → ∞ on Γ_R, with λ = Re^{iω} and |ω| ≤ π/2, we have that the decay of F±(λ) as R → ∞ is dominated by the first term in (5.2.18), so that

\[ F±(λ) = \frac{1}{k_u k_v} + O(R^{-1/2}), \quad \text{as} \quad R \to \infty, \]

on Γ_R. Therefore, there is no change in the argument of F±(λ) over Γ_R as R → ∞. By using the argument principle, together with \( F±(\bar{λ}) = \overline{F±(λ)} \), we conclude that

\[ N = P + \frac{1}{π}[\arg F±]_{Γ_i}, \quad \text{where} \quad P = \begin{cases} 2 & \text{if} \quad \text{tr}J_e > 0 \\ 0 & \text{if} \quad \text{tr}J_e < 0 \end{cases}. \quad (5.2.20) \]

Here \([\arg F±]_{Γ_i}\) denotes the change in the argument of F± along the semi-infinite imaginary axis \( Γ_i = iλ_I \), with 0 ≤ λ_I < ∞, traversed downwards. When the membrane dynamics are uncoupled with the bulk we have assumed \( \text{tr}J_e < 0 \), so that \( P = 0 \). For the coupled problem, we show below that \( P \) depends on the strength of the coupling between the membrane and the bulk. We remark that, although, it is analytically intractable to calculate \([\arg F±]_{Γ_f}\), this quantity is easily evaluated numerically after separating \( F±(iλ_I) \) into real and imaginary parts. In terms of this readily-computed quantity, the global criterion (5.2.20) yields the number of unstable eigenvalues of the linearization (5.2.8) in Re(λ) > 0.

In §5.3 we determine \( P \) and \([\arg F±]_{Γ_f}\) for the synchronous and asynchronous modes in the limiting case where there is only one bulk diffusing species. The general case of two diffusing bulk species is considered in §5.4.

5.3 One Diffusive Species in the Bulk

In this section we analyze the special case, considered in [23], where there is only one diffusing species in the bulk. As in [23], we assume that only the inhibitor \( V \) can detach from the membrane and diffuse and be degraded in the bulk. As such, in this section we consider the limiting problem where \( k_u = 0 \) in (5.1.1) so that \( U(x,t) \) has no effect on the membrane kinetics, and can be neglected. The one-bulk species model is formulated as

\[ V_t = D_v V_{xx} - σ_v V, \quad 0 < x < L, \quad t > 0, \quad (5.3.1a) \]
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coupled to the membrane dynamics \( v_1(t) = V(0, t) \) and \( v_2(t) = V(L, t) \), where

\[
\begin{align*}
    u_1' &= f(u_1, v_1), & v_1' &= \epsilon g(u_1, v_1) + kv_x(0, t); \\
    u_2' &= f(u_2, v_2), & v_2' &= \epsilon g(u_2, v_2) - kv_x(L, t).
\end{align*}
\] (5.3.1b)

Here \( f(u, v) \) and \( g(u, v) \) are given in (5.1.1c). For this limiting problem, the symmetric steady-state solution satisfies

\[
D_v V_{xx} - \sigma_v V_e = 0, \quad 0 < x < L/2; \quad V_e(0) = v_e, \quad V_{ex}(L/2) = 0,
\] (5.3.2a)

\[
f(u_e, v_e) = 0, \quad \epsilon g(u_e, v_e) + kv_{ex}(0) = 0.
\] (5.3.2b)

Defining \( \omega_v \equiv \sqrt{\sigma_v/D_v} \), we obtain that \( u_e \) is the unique root of \( H(u) = 0 \), where

\[
H(u) \equiv qu^3 - 6qu^2 + (12q - 1 + \beta) u - (8q + 4); \quad \beta \equiv z/(1 + \epsilon^{-1}a_u), \quad a_u \equiv kv \omega_v \tanh(\omega_v L/2).
\] (5.3.3)

By setting \( k_u = 0 \) in the stability analysis of §5.2.1, we obtain that the linear stability properties of this symmetric steady-state is determined by the roots of \( G_{\pm}(\lambda) = 0 \), defined by

\[
G_{\pm}(\lambda) = \frac{1}{kv q_{\pm}} - \frac{\Omega_v (f^e_u - \lambda)}{\det(J_e - \lambda I)},
\] (5.3.4)

where \( \Omega_v, q_+, \) and \( q_- \), are defined in (5.2.12), (5.2.14), and (5.2.17), respectively.

To analyze the roots of (5.3.4), it is convenient to write (5.3.3) and (5.3.4) in terms of dimensionless bifurcation parameters. To this end, we introduce two parameter \( l_1 \) and \( l_0 \), and define \( \beta \) in (5.3.3) in terms of them as

\[
l_1 = k_v/\epsilon, \quad l_0 = \sqrt{D_v/\sigma_v} = 1/\omega_v, \quad \beta = z \left[ 1 + \frac{l_1}{l_0} \tanh \left( \frac{L}{2l_0} \right) \right]^{-1}.
\] (5.3.5)

The ratio \( L/l_0 \) is a nondimensional measure of the distance between the compartments to the diffusion length \( l_0 \), while \( l_1/l_0 \) is a nondimensional measure of the strength of the membrane-bulk coupling relative to the diffusion length.

Next, we define \( b \equiv \text{tr}J_e \), and use (5.2.19) to write

\[
f^e_u = b + \epsilon, \quad \det J_e = ca, \quad a \equiv z - \epsilon - b > 0, \quad \text{where} \quad b = 1 - \epsilon - 3q(u_e - 2)^2.
\] (5.3.6)
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We recall that $a > 0$ since we assume from §5.2 that $z > 1$. In this way, and upon writing $q_\pm$ and $\Omega_v$ in terms of $l_0$ and $l_1$, we obtain that (5.3.4) can be written as $G_\pm(\lambda) = [1/(\epsilon l_0)] G^0_\pm(\lambda)$, where $G^0_\pm(\lambda)$ is defined by

$$G^0_\pm(\lambda) \equiv \frac{l_0}{l_1 q_\pm(\tau_v \lambda)} - \epsilon \sqrt{1 + \tau_v \lambda} \left( \frac{b + \epsilon - \lambda}{\lambda^2 - b \lambda + \epsilon a} \right),$$

(5.3.7)

where $q_\pm(\tau_v \lambda)$, with $\tau_v \equiv 1/\sigma_v$, is defined by

$$q_\pm(\tau_v \lambda) = \begin{cases} \tanh \left[ \frac{L}{2l_0} \sqrt{1 + \tau_v \lambda} \right], & \text{synchronous (+) mode} \\ \coth \left[ \frac{L}{2l_0} \sqrt{1 + \tau_v \lambda} \right], & \text{asynchronous (-) mode} \end{cases}.$$

(5.3.8)

By using a winding number argument, similar to that in §5.2.1, the number $N$ of unstable roots of (5.3.7) in $\text{Re}(\lambda) > 0$ is

$$N = P + \frac{1}{\pi} [\text{arg} G^0_\pm] \Gamma_+, \quad \text{where} \quad P = \begin{cases} 2 & \text{if} \quad b = \text{tr} J_e > 0 \\ 0 & \text{if} \quad b = \text{tr} J_e < 0 \end{cases}.$$

(5.3.9)

In terms of our dimensionless parameters, we remark that the symmetric steady-state solution, and consequently $b = \text{tr} J_e$, depends on $l_1/l_0$ and $L/l_0$. In contrast, the stability properties of this solution, as to be analyzed from (5.3.7) below in §5.3.1, depends on $l_1/l_0$, $L/l_0$, and $\tau_v \equiv 1/\sigma_v$.

In our stability analysis we will consider two distinct cases. In §5.3.1 we analyze (5.3.7) in the limit $\epsilon \to 0$ where the membrane-bulk coupling parameter satisfies $k_v = \mathcal{O}(\epsilon)$, so that $\beta = \mathcal{O}(1)$ in (5.3.5). For the parameter values given in [23]

$$D_v = 0.5, \quad \epsilon = 0.015, \quad \sigma_v = D_v/100, \quad z = 3.5, \quad q = 5, \quad L = 10, \quad k_v = 0.0225,$$

(5.3.10a)

we calculate that

$$l_1 = 1.5, \quad l_0 = 10, \quad \tau_v = 200, \quad \frac{l_1}{l_0} = 0.15, \quad \frac{L}{l_0} = 1.$$

(5.3.10b)

For this parameter set, our small $\epsilon$ stability analysis below will provide a theoretical understanding of the numerical results in [23]. In §5.3.2 we use a numerical winding number approach together with numerically computed global bifurcation diagrams, obtained using the bifurcation software XPPAUT [16], to study the $\epsilon = \mathcal{O}(1)$ problem.
5.3.1 Stability Analysis for the $\epsilon \to 0$ Limiting Problem

In this subsection we study the roots of \((5.3.7)\) for various ranges of \(b\). To determine the winding number \([\arg G_{\pm}^0]\)\(_1\) in \((5.3.9)\) we must consider several distinct ranges of \(\lambda_I\). For \(\epsilon \ll 1\), we will calculate this winding number analytically.

We first observe that Re\((G_0^0(i\lambda_I))\) \(\to l_0/l_1 > 0\) as \(\lambda_I \to +\infty\), so that in the \((G_0^0,G_{\ell\pm}^0)\) plane, where \(G_{\ell\pm}^0(\lambda) \equiv \text{Re}(G_0^0(i\lambda_I))\) and \(G_{\pm}^0(\lambda) \equiv \text{Im}(G_0^0(i\lambda_I))\), we begin at a point on the positive real axis. Then, since \(\text{Re}(\sqrt{1 + \tau_0\lambda}) > 0\), and both \(\text{Re}(\tanh z) > 0\) and \(\text{Re}(\coth z) > 0\) when \(\text{Re}(z) > 0\), we conclude for \(\epsilon \to 0\) from \((5.3.7)\) that \(G_{\ell\pm}^0(\lambda_I) > 0\) for \(\lambda_I > 0\) with \(\lambda_I = \mathcal{O}(1)\). We then use \((5.3.7)\) to calculate \(G_{\pm}^0(0)\), for any \(\epsilon > 0\), as

\[
G_{\pm}^0(0) = \frac{l_0}{l_1q_{\pm}(0)} - \frac{(b + \epsilon)}{a}, \quad \text{where} \quad a = z - \epsilon - b > 0. \quad (5.3.11)
\]

We conclude that \(G_{\pm}^0(0) > 0\) when \(b + \epsilon < al_0/[l_1q_{\pm}(0)]\). Since \(a = z - \epsilon - b > 0\), we solve this inequality for \(b\) to obtain that \(G_{\pm}^0(0) > 0\) when \(b < b_{\pm}\) and \(G_{\pm}^0(0) < 0\) when \(b > b_{\pm}\), where \(b_{\pm}\) is defined by

\[
b < b_{\pm} \equiv z \left[1 + \frac{l_1q_{\pm}(0)}{l_0}\right]^{-1} - \epsilon. \quad (5.3.12)
\]

For the synchronous (+) mode, we now show that \(b < b_{+}\) always holds for any root to the cubic \(\mathcal{H}(u) = 0\), defined in \((5.3.3)\). In particular, we will prove that \(b > b_{+}\) is incompatible with a root of \((5.3.3)\). To show this, we first observe that since \(q_{+}(0) = \tanh \left(L/2l_0\right)\), the condition \(b > b_{+}\) is equivalent to \(b > \beta - \epsilon\), where \(\beta\) is defined in \((5.3.5)\). We have from \((5.3.6)\) that \(b > \beta - \epsilon\) and \(\beta > 0\), when \(0 < \beta < 1 - 3q(u - 2)^2\), where \(u > 0\) is the unique root of \(\mathcal{H}(u) \equiv q(u - 2)^3 + \beta u - (4 + u) = 0\). From this inequality on \(\beta\), we calculate

\[
\mathcal{H}(u) < q(u - 2)^3 + u \left[1 - 3q(u - 2)^2\right] - (4 + u)
= q(u - 2)^3 - 4 - 3qu(u - 2)^2 = -2q(u - 2)^2(u + 1) - 4 < 0,
\]
for all \(u > 0\). Therefore, there is no root to \(\mathcal{H}(u) = 0\) when \(b > b_{+}\). As a consequence, we must have \(b < b_{+}\), so that for the synchronous mode we have \(G_{+}^0(0) > 0\) unconditionally.

To determine the curve in the \(l_1/l_0\) versus \(L/l_0\) plane where the asynchronous (-) mode has a zero-eigenvalue crossing, we set \(b = b_{-}\), and use
5.3. One Diffusive Species in the Bulk

(5.3.12) together with (5.3.3) to obtain that a zero eigenvalue crossing occurs when

\[
\begin{align*}
\left[ 1 + \frac{l_1}{l_0} \tanh \left( \frac{L}{2l_0} \right) \right]^{-1} &= -\frac{q(u-2)^3}{u} + \frac{4}{u} + 1, \\
\left[ 1 + \frac{l_1}{l_0} \coth \left( \frac{L}{2l_0} \right) \right]^{-1} &= 1 - 3q(u-2)^2.
\end{align*}
\]

We rearrange these expressions to get

\[
\begin{align*}
\frac{l_1}{l_0} \tanh \left( \frac{L}{2l_0} \right) &= \chi_1(u), \quad \chi_1(u) \equiv \frac{zu}{-q(u-2)^3 + 4 + u} - 1, \\
\frac{l_1}{l_0} \coth \left( \frac{L}{2l_0} \right) &= \chi_2(u), \quad \chi_2(u) \equiv \frac{zu}{1 - 3q(u-2)^2} - 1.
\end{align*}
\]

(5.3.13)

For the range of \(u > 0\) for which \(\chi_1 > 0, \chi_2 > 0,\) and \(\chi_1/\chi_2 < 1,\) we readily derive from (5.3.13) that the curve in the \(l_1/l_0\) versus \(L/l_0\) plane where the asynchronous (-) mode has a zero-eigenvalue crossing is given parametrically in terms of \(u\) by

\[
\begin{align*}
\frac{l_1}{l_0} &= \sqrt{\chi_1(u)} \chi_2(u), \\
\frac{L}{l_0} &= \ln \left( \frac{\sqrt{\chi_2(u)} + \sqrt{\chi_1(u)}}{\sqrt{\chi_2(u)} - \sqrt{\chi_1(u)}} \right). 
\end{align*}
\]

(5.3.14)

For \(q = 5, z = 3.5,\) (5.3.14) yields the upward facing horseshoe-shaped curve shown in the left panel of Fig. 5.4. Below in (5.3.30), we show that this zero-eigenvalue crossing for the asynchronous mode is a bifurcation point where asymmetric equilibria of (5.3.1) bifurcate from the symmetric steady-state solution branch.

Now that the possibility of zero-eigenvalue crossings has been analyzed, we proceed to determine \([\text{arg} \mathcal{G}_0^0])_{\Gamma_+}.\) Since \(\mathcal{G}_0^0(\lambda_I) > 0\) for \(\lambda_I > 0\) with \(\lambda_I = \mathcal{O}(1),\) we need only analyze (5.3.7) with \(\lambda = i\lambda_I\) and \(\lambda_I\) near the origin. For \(|b| \gg \mathcal{O} (\epsilon),\) we set \(\lambda_I = \epsilon \lambda_I^0\) with \(\lambda_I^0 = \mathcal{O}(1)\) in (5.3.7) to obtain

\[
\mathcal{G}_{R^\pm}^0 = \text{Re} \left( g_{\pm}^0 (i \epsilon \lambda_I^0) \right) \sim \frac{l_0}{l_1 q_\pm(0)} - \frac{ba}{a^2 + b^2(\lambda_I^0)^2}.
\]

(5.3.15)

For the synchronous mode, we conclude from (5.3.15) that \(\mathcal{G}_{R^\pm}^0 > 0\) when \(\lambda_I = \mathcal{O}(\epsilon),\) and consequently \([\text{arg} \mathcal{G}_0^0])_{\Gamma_+} = 0,\) for any \(b\) with \(|b| \gg \mathcal{O} (\epsilon).\) As a result, for the synchronous mode, we obtain from (5.3.9) that

\[
N = P, \quad \text{where} \quad P = \begin{cases} 
2 & \text{if} \quad b = \text{tr} J_e > 0 \\
0 & \text{if} \quad b = \text{tr} J_e < 0
\end{cases}, \quad (\text{synchronous mode}).
\]

(5.3.16)
In contrast, for the asynchronous mode, we conclude from (5.3.15) that for \( \lambda_I = \mathcal{O}(\epsilon) \) and \(|b| \gg \mathcal{O}(\epsilon)\), we have \( G_{R-}^0(\lambda_I) > 0 \) when \( b < b_- \), and \( G_{R-}^0(\lambda_I) < 0 \) when \( b > b_- \), where \( b_- \) is defined in (5.3.12). Therefore, for the asynchronous mode, we have \( [\arg G_{R-}^0]_{\Gamma+} = 0 \) when \( b < b_- \), so that (5.3.16) still holds when \( b < b_- \) and \(|b| \gg \mathcal{O}(\epsilon)\). However, it remains to calculate \( [\arg G_{R-}^0]_{\Gamma+} = 0 \) when \( b > b_- \), for which \( G_{R-}^0(\lambda_I) < 0 \). This computation is done numerically below.

![Figure 5.3: Left panel: The path \( G_0^0(i\lambda_I) = G_{R+}^0(\lambda_I) + iG_{I+}^0(\lambda_I) \), for the parameter set (5.3.10a) of [23]. For both \( \pm \) modes, we start at \( \lambda_I = 100 \) (solid dot), which corresponds to the common value \( G_{R\pm}^0 \sim l_0/l_1 > 0 \) and \( G_{I\pm}^0 = 0 \). As \( \lambda_I \) increases, \( G_{R\pm}^0 \) remains positive, and the path for each mode terminates when \( \lambda_I = 0 \) at different points on the positive real axis, without wrapping around the origin. This establishes that \( [\arg G_{R\pm}^0]_{\Gamma+} = 0 \). Right panel: The functions \( G_{\pm}(\lambda) \) and \( H(\lambda) \), as defined in (5.3.17), when \( \lambda > 0 \) is real, for the parameter set (5.3.10a). The curves for \( G_+ \) and \( G_- \) essentially coincide. Since there are no intersections between \( G_{\pm} \) and \( H(\lambda) \), then there are no real positive roots to \( G_{\pm}^0(\lambda) = 0 \) in (5.3.7) for either the synchronous or asynchronous modes.]

For any \( b \) independent of \( \epsilon \), this analysis shows for the synchronous mode that \( N = 0 \) for \( b < 0 \) and \( N = 2 \) for any \( b > 0 \). For the asynchronous mode we have \( N = 0 \) for \( b < 0 \) and \( N = 2 \) for any \( 0 < b < b_- \). As a result, to leading order in \( \epsilon \), we conclude that both the synchronous and asynchronous modes undergo a Hopf bifurcation as \( b \) crosses through zero. For the parameter set (5.3.10a), as used in [23], in the left panel of Fig. 5.3 we plot the numerically computed path of \( G_0^0(i\lambda_I) \) in the plane \((G_{R\pm}^0, G_{I\pm}^0)\). For this parameter set we calculate numerically that \( b_- \approx 2.627 \) and \( b_+ \approx 3.258 \) from (5.3.12), and \( b = \text{tr} J_e = 1 - \epsilon - 3q(u_e - 2)^2 \approx 0.2746 \), from (5.2.19),
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where \( u_e \) is the unique root of \( \mathcal{H}(u) = 0 \) defined in (5.3.3). Since \( b < b_- \), our theoretical prediction that \( \arg \mathcal{G}_\pm^{0} \Gamma_+ = 0 \) is confirmed from the plot in the left panel of Fig. 5.3.

To determine the location of the two unstable eigenvalues of the linearization for the parameter set of (5.3.10a), we look for zeroes of (5.3.7) on the positive real axis \( \lambda > 0 \). To this end, we rewrite (5.3.7) as

\[
\mathcal{G}_\pm^{0}(\lambda) = \frac{H(\lambda) - G_\pm(\lambda)}{l_0 H(\lambda) q_\pm(\tau_0 \lambda)},
\]

\[
H(\lambda) \equiv \lambda^2 - b\lambda + \epsilon a, \quad G_\pm(\lambda) \equiv \frac{\epsilon l_1}{l_0} (b + \epsilon - \lambda) q_\pm(\tau_0 \lambda) \sqrt{1 + \tau_0 \lambda}.
\]

(5.3.17)

For the parameter set of (5.3.10a), in the right panel of Fig. 5.3 we plot \( \mathcal{G}_\pm^{0}(\lambda) \) and \( H(\lambda) \) for \( \lambda > 0 \) real, which shows that there are no real positive roots to \( \mathcal{G}_\pm^{0}(\lambda) = 0 \). As a result, the two unstable eigenvalues for the parameter set (5.3.10a) are not real-valued, and do indeed generate an oscillatory instability of the symmetric steady-state solution.

Next, we examine the region near \( b = 0 \) where a Hopf bifurcation for either of the two modes must occur. To determine the precise location of the Hopf bifurcation point we look for a root \( \lambda_I \) of (5.3.7), with \( \lambda_I \ll 1 \), when \( b = O(\epsilon) \). We Taylor-expand the right-hand side of (5.3.7) as \( \lambda_I \to 0 \), and set \( \mathcal{G}_\pm^{0}(i \lambda_I) = 0 \) to obtain that

\[
-\lambda_I^2 - ib\lambda_I + \epsilon(z - \epsilon - b) \sim \epsilon \left( c_\pm + i \lambda_I s_\pm + \mathcal{O}(\lambda_I^2) \right) \left( 1 + \frac{i}{2} \tau_0 \lambda_I + \mathcal{O}(\lambda_I^2) \right) (b + \epsilon - i \lambda_I),
\]

(5.3.18)

where \( c_\pm \) and \( s_\pm \) are determined from the Taylor series of \( l_1 q_\pm(i \tau_0 \lambda_I)/l_0 \) as

\[
\frac{l_1}{l_0} q_\pm(i \tau_0 \lambda_I) = c_\pm + i \lambda_I s_\pm + \mathcal{O}(\lambda_I^2); \quad c_\pm \equiv \frac{l_1}{l_0} q_\pm(0), \quad s_\pm \equiv \frac{l_1}{l_0} \tau_0 q_\pm'(0).
\]

(5.3.19)

Upon expanding the right-hand side of (5.3.18), we obtain that

\[
-\lambda_I^2 - ib\lambda_I + \epsilon(z - \epsilon - b) \sim \epsilon \left[ c_\pm + i \left( s_\pm + \frac{c_\pm}{2} \tau_0 \right) \lambda_I + \mathcal{O}(\lambda_I^2) \right] (b + \epsilon - i \lambda_I).
\]

(5.3.20)

To determine \( \lambda_I \) and the critical value of \( b \) for a Hopf bifurcation we take the real and imaginary parts of both sides of (5.3.20). From the imaginary
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parts, we get

\[ b \sim \epsilon c_\pm - \epsilon(b + \epsilon) \left( s_\pm + \frac{c_\pm}{2} \tau_v \right). \]

Upon solving this equation asymptotically for \( b \), we obtain that

\[ b \sim \epsilon c_\pm - \epsilon^2(c_\pm + 1) \left( s_\pm + \frac{c_\pm}{2} \tau_v \right). \tag{5.3.21} \]

Next, by taking the real parts of both sides of (5.3.18), we get

\[ -\lambda_1^2 + \epsilon(z - \epsilon - b) \sim \epsilon(b + \epsilon)c_\pm + \epsilon\lambda_1^2 \left( s_\pm + \frac{c_\pm}{2} \tau_v \right). \]

We substitute \( b \sim \epsilon c_\pm \) into this equation, and simplify the resulting expression to get

\[ \lambda_1^2 \sim \epsilon z - \epsilon^2(c_\pm + 1)^2 - \epsilon\lambda_1^2 \left( s_\pm + \frac{c_\pm}{2} \tau_v \right). \]

For \( \epsilon \ll 1 \), we readily derive from this last expression that

\[ \lambda_I \sim \epsilon^{1/2} z^{1/2} \left( 1 - \frac{\epsilon}{2z} \left( c_\pm + 1 \right)^2 + \frac{\epsilon}{2} \left( s_\pm + \frac{c_\pm}{2} \tau_v \right) \right) + \mathcal{O}(\epsilon^2). \tag{5.3.22a} \]

Upon recalling (5.3.19) and (5.3.8), we determine \( c_\pm \) and \( s_\pm \) as

\[
\begin{align*}
  c_\pm &= \begin{cases} 
  \frac{L}{l_0} \tanh \left( \frac{L}{2l_0} \right) &, \text{ synchronous (+)} \\
  \frac{L}{l_0} \coth \left( \frac{L}{2l_0} \right) &, \text{ asynchronous (−)}
  \end{cases} \\
  s_\pm &= \begin{cases}
  \frac{\tau_v}{4} \left( \frac{L}{l_0} \right) \left( \frac{L}{l_0} \right) \sech^2 \left( \frac{L}{2l_0} \right) &, \text{ synchronous (+)} \\
  -\frac{\tau_v}{4} \left( \frac{L}{l_0} \right) \left( \frac{L}{l_0} \right) \csch^2 \left( \frac{L}{2l_0} \right) &, \text{ asynchronous (−)}
  \end{cases}
\end{align*}
\tag{5.3.22b}
\]

In summary, we conclude to leading-order in the limit \( \epsilon \to 0 \) that there is a Hopf bifurcation when \( b \equiv \text{tr} J_\epsilon \sim \epsilon c_\pm \) with leading-order frequency \( \lambda_I \sim \epsilon^{1/2} z^{1/2} \). Therefore, the period \( T \) of small-amplitude oscillations at the onset of the Hopf bifurcation is long as \( \epsilon \to 0 \), with scaling \( T \sim 2\pi/\sqrt{\epsilon z} \). A higher-order asymptotic formulae for the Hopf bifurcation point is given in (5.3.21) and (5.3.22). We observe that the critical threshold for \( b \), given by \( b \sim \epsilon c_\pm \), shows that the Hopf bifurcation threshold for the synchronous and asynchronous modes are only slightly different when \( \epsilon \ll 1 \).
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To determine the curves in the $l_1/l_0$ versus $L/l_0$ parameter plane where Hopf bifurcations occur, we set $b = \text{tr}J_e = 1 - \epsilon - 3q(u_e - 2)^2 = \epsilon c_{\pm}$, and solve for $u_e$. This yields the two roots $u_{1\pm}$ and $u_{2\pm}$, defined by

$$u_{1\pm} = 2 - \frac{1}{\sqrt{3q}} \sqrt{1 - \epsilon(1 + c_{\pm})}, \quad u_{2\pm} = 2 + \frac{1}{\sqrt{3q}} \sqrt{1 - \epsilon(1 + c_{\pm})}. \tag{5.3.23}$$

By using (5.3.23), we then solve $H(u_{1\pm}) = 0$ and $H(u_{2\pm}) = 0$ for $\beta$ to obtain that $\beta = Z(u_{1\pm})$ and $\beta = Z(u_{2\pm})$, where

$$Z(u) \equiv 1 + \frac{4}{u} - \frac{(1 - \epsilon)}{3u}(u - 2). \tag{5.3.24}$$

Finally, we use (5.3.5) to relate $\beta$ to $l_1/l_0$ and $L/l_0$. Upon solving the resulting expression for $l_1/l_0$ we obtain that the Hopf bifurcation curves for the synchronous and asynchronous modes are given by

$$\frac{l_1}{l_0} = \left[\frac{z}{Z(u_{j+})} - 1\right] \coth \left(\frac{L}{2l_0}\right), \quad \text{for } j = 1, 2; \quad \text{synchronous (+) mode,} \tag{5.3.25a}$$

$$\frac{l_1}{l_0} = \left[\frac{z}{Z(u_{j-})} - 1\right] \coth \left(\frac{L}{2l_0}\right), \quad \text{for } j = 1, 2; \quad \text{asynchronous (-) mode,} \tag{5.3.25b}$$

where $Z(u)$ is defined in (5.3.24) and $c_{\pm}$ is defined in (5.3.22b). We remark that since $c_{\pm}$ depends on $l_1/l_0$, (5.3.25) is a weakly implicit equation for $l_1/l_0$ when $\epsilon \ll 1$. We solve (5.3.25) when $\epsilon \ll 1$ for $l_1/l_0$ using one step of a fixed point iteration.

In the left panel of Fig. 5.4 we plot the Hopf bifurcation curves from (5.3.25) in the $l_1/l_0$ versus $L/l_0$ plane when $\epsilon = 0.015$, $q = 5$, and $z = 3.5$. For this parameter set, we observe from this figure that the Hopf bifurcation thresholds for the synchronous and asynchronous modes almost coincide. Inside the region bounded by the curves, the symmetric steady-state solution is unstable and there may either be stable or unstable periodic solutions. The parameter set (5.3.10a), as used in [23], corresponds to the marked point $l_1/l_0 = 0.15$ and $L/l_0 = 1$ in this figure that is near the stability boundary. This phase diagram is comparable to the one obtained in [23]. However, as discussed in §5.1 in [23] the Hopf bifurcation boundary for the leading order theory, where the synchronous and asynchronous modes have a common threshold, was obtained qualitatively through an analysis based on the crossing of nullclines. No zero-eigenvalue crossing was noted.
5.3. One Diffusive Species in the Bulk

Figure 5.4: Left panel: The Hopf bifurcation boundaries for the synchronous mode (solid curves) and asynchronous mode (dotted curves), as computed from (5.3.25), for the one-bulk species model (5.3.1) when $q = 5$, $z = 3.5$, $	au_v = 200$, and $\epsilon = 0.015$. These Hopf bifurcation thresholds essentially coincide except when $L/l_0$ is small. The upward horseshoe-shaped curve corresponds to a zero-eigenvalue crossing for the asynchronous mode, as given parametrically by (5.3.14). The marked point corresponds to the parameter set $l_1/l_0 = 0.15$ and $L/l_0 = 1$ used in [23]. Right panel: Phase diagram in the $k_v$ versus $L/l_0$ plane when $l_0 = 10$ showing a clear difference between the Hopf bifurcation boundaries for the synchronous (outer solid) and asynchronous (inner solid) curves. Between the two outer solid curves, the synchronous mode is unstable while between the inner solid curves the asynchronous mode is unstable. The dashed horseshoe-shaped curve corresponds to the zero eigenvalue crossing (5.3.14). Inside the region bounded by horseshoe-shaped curve there are asymmetric steady-state solutions. The Hopf curves coincide almost exactly with full numerical results computed by solving (5.3.4) for a pure imaginary eigenvalue $\lambda = i\omega$ using Maple [50] (dotted curve).
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in [23]. Our stability analysis for the limiting problem $\epsilon \to 0$ has been able to determine two-term approximations to the Hopf boundaries for both the synchronous and asynchronous modes, to determine the Hopf bifurcation frequencies near onset, and to detect zero-eigenvalue crossings corresponding to the emergence of asymmetric steady-state solutions of (5.3.1).

In the right panel of Fig. 5.4 we plot the corresponding Hopf bifurcation curves in the $k_v$ versus $L/l_0$ when $l_0 = 10$, which shows a clearer distinction between the synchronous and asynchronous modes of instability. Between the two outer solid curves, representing the Hopf threshold for the synchronous mode, the synchronous mode is unstable. Similarly, between the two inner solid curves, representing the Hopf threshold for the asynchronous mode, the asynchronous mode is unstable. The dashed horseshoe-shaped curve corresponds to a zero eigenvalue crossing. Inside this horseshoe-shaped region, there are asymmetric steady-state solutions to (5.3.1). This plot shows that for a given value of $L/l_0$ the symmetric steady-state solution is unstable to an oscillatory instability only for some intermediate range $k_v^- < k_v < k_v^+$ of the coupling strength between the membrane and the bulk. We remark that the analytical stability boundaries in Fig. 5.4 were all verified numerically by determining the complex roots of $G_\pm = 0$, as defined in (5.3.4), using Maple [50].

*Figure 5.5: Plot of $G^0_-(i\lambda I) = G^0_{R_1}(-\lambda I) + iG^0_{I_1}(-\lambda I)$ for the parameter set $l_1/l_0 = 1.0$, $L/l_0 = 0.4$, $q = 5.0$, $z = 3.5$, that lies within the horseshoe-shaped region of the left panel of Fig. 5.4 where $b > b_-$. Left panel: $\tau_v = 200$. Right panel: $\tau_v = 1$. For $\lambda_I \to \infty$, both paths begin on the positive real axis, and end on the negative real axis when $\lambda_I = 0$. For both values of $\tau_v$ we have $[\text{arg} G^0_+]_{\Gamma_+} = -\pi$, so that $N = 1$ from (5.3.9).*

Next, we numerically compute the winding number $[\text{arg} G^0_-]_{\Gamma_+}$ to count
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the number of unstable eigenvalues for the asynchronous mode for parameter values inside the horseshoe-shaped zero-eigenvalue crossing curve in the left panel of Fig. 5.4. Recall that within this region, we have \( b > b_- \) and so \( G_0^0(0) < 0 \). For the particular point \( l_1/l_0 = 1.0 \) and \( L/l_0 = 0.4 \) in this region, and for \( q = 5 \) and \( z = 3.5 \), in Fig. 5.5 we show that \( \arg G_0^0 \Gamma_+ = -\pi \) for two different values of \( \tau_v \). From (5.3.9) this implies that \( N = 1 \), and so for the asynchronous mode the linearization around the symmetric steady-state has an unique unstable real eigenvalue. By further similar numerical computations of the winding number (not shown), we conjecture that \( \arg G_0^0 \Gamma_+ = -\pi \), and consequently \( N = 1 \) for the asynchronous mode, whenever \( b > b_- \).

In the left panel of Fig. 5.6 we show the numerically computed spectrum of the linearization, obtained using Maple [50] on (5.3.7), when we take a vertical slice at fixed \( L/l_0 = 0.3 \) in the right panel of Fig. 5.4 that begins within the horseshoe-shaped region, first traversing above the zero-eigenvalue curve, then past the asynchronous Hopf threshold, and finally beyond the synchronous Hopf threshold. A zoom of the region in Fig. 5.4 where these crossings are undertaken is shown in the right panel of Fig. 5.6. The expected transition in the spectrum as predicted by our theory, and discussed in the caption of Fig. 5.6, is confirmed.

Next, we show analytically that the zero-eigenvalue crossing for the asynchronous mode at \( b = b_- \) corresponds to a bifurcation point where asymmetric equilibria of (5.3.1) bifurcate from the symmetric steady-state solution branch. To show this, we first construct a more general steady-state solution (5.3.1), where we remove the symmetry assumption about the midline \( x = L/2 \). For this more general steady-state, we calculate from the steady-state system for (5.3.1) that

\[
V_e(x) = v_1 \frac{\sinh(\omega_v(L-x))}{\sinh(\omega_v L)} + v_2 \frac{\sinh(\omega_v x)}{\sinh(\omega_v L)}, \quad \omega_v \equiv \sqrt{\sigma_v/D_v},
\]

where \( v_1 = V_e(0) \) and \( v_2 = V_e(L) \). By setting \( \epsilon_g(u_1, v_1) + k_v V_{ex}(0) = 0 \) and \( \epsilon_g(u_2, v_2) - k_v V_{ex}(L) = 0 \), we readily derive, in terms of a \( 2 \times 2 \) symmetric matrix \( A \), that

\[
A \begin{pmatrix} v_1 \\ v_2 \end{pmatrix} = z \begin{pmatrix} u_1 \\ u_2 \end{pmatrix}, \quad A \equiv \begin{pmatrix} 1 + \frac{t}{l_0} \coth \left( \frac{L}{l_0} \right) & -\frac{t}{l_0} \csch \left( \frac{L}{l_0} \right) \\ -\frac{t}{l_0} \csch \left( \frac{L}{l_0} \right) & 1 + \frac{t}{l_0} \coth \left( \frac{L}{l_0} \right) \end{pmatrix}.
\]

Upon setting \( f(u_j, v_j) = 0, \ j = 1, 2 \), we obtain a nonlinear algebraic system
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Figure 5.6: The spectrum \( \text{Im}(\lambda) \) versus \( \text{Re}(\lambda) \) (left panel) near the origin for the asynchronous (solid dots) and synchronous (diamonds) modes for a fixed \( L/l_0 = 0.3, l_0 = 10, q = 5, z = 3.5, \tau_v = 200, \) and \( \epsilon = 0.015 \), as the coupling strength \( k_v \) crosses various stability boundaries as shown in the right panel, representing a zoom of a portion of the \( k_v \) versus \( L/l_0 \) plane of the right panel of Fig. 5.4. Top left: \( k_v = 0.26 \) (in the horseshoe-shaped region I): \( N = 1 \) and \( N = 2 \) for the anti-phase and in-phase modes, respectively. Top right: \( k_v = 0.265 \) (outside the horseshoe, but before the asynchronous Hopf boundary: region II): \( N = 2 \) for both anti-phase and in-phase modes. Bottom Left: \( k_v = 0.275 \) (between the asynchronous and synchronous Hopf boundaries: region III): \( N = 0 \) for the anti-phase and \( N = 2 \) for the in-phase modes. Bottom Right: \( k_v = 0.282 \) (above the synchronous Hopf boundary: region IV): \( N = 0 \) for both the anti-phase and in-phase modes. These spectral results are all consistent with our stability theory.
for $\mathbf{u} \equiv (u_1, u_2)^T$ given by $\mathcal{N}(\mathbf{u}) = 0$, where

$$
\mathcal{N}(\mathbf{u}) \equiv -q \begin{pmatrix}
(u_1 - 2)^3 \\
(u_2 - 2)^3
\end{pmatrix} + 4 \begin{pmatrix}
1 \\
1
\end{pmatrix} + \mathbf{u} - z \mathbf{A}^{-1} \mathbf{u}.
$$

(5.3.27b)

Since the matrix $\mathbf{A}$ is symmetric and has a constant row sum, it follows that $\mathbf{q}_1 \equiv (1, 1)^T$ (in-phase) and $\mathbf{q}_2 \equiv (1, -1)^T$ (anti-phase) are its two eigenvectors. After some algebra, we obtain that the two corresponding eigenvalues are

$$
\mathbf{Aq}_j = \mu_j \mathbf{q}_j; \quad \mu_1 = 1 + \frac{l_1}{l_0} \tanh \left( \frac{L}{2l_0} \right), \quad \mu_2 = 1 + \frac{l_1}{l_0} \coth \left( \frac{L}{2l_0} \right).
$$

(5.3.28)

To recover the construction of the symmetric steady-state branch we use $\mathbf{q}_1 \equiv (1, 1)^T$, and look for a solution to (5.3.27b) with $u_1 = u_2 \equiv u_e$. Since $z \mathbf{A}^{-1} \mathbf{q}_1 = z \mu_1^{-1} \mathbf{q}_1$, and $z \mu_1^{-1} = \beta$, we readily identify that (5.3.27b) reduces to (5.3.3), where $\beta$ is defined in (5.3.5). To determine whether there are any bifurcation points from this symmetric branch, we write $\mathbf{u} = u_e (1, 1)^T + \delta \phi$, where $\delta \ll 1$ and $\phi$ is a 2-vector. Upon linearizing (5.3.27b), we readily obtain that

$$
\mathbf{A} \phi = \left( \frac{z}{1 - 3q(u_e - 2)^2} \right) \phi.
$$

(5.3.29)

Bifurcation points correspond to where (5.3.29) has a nontrivial solution. Such points occur whenever

$$
1 - 3q(u_e - 2)^2 = \beta, \quad \text{(in-phase)};
$$

$$
1 - 3q(u_e - 2)^2 = z \left[ 1 + \frac{l_1}{l_0} \coth \left( \frac{L}{2l_0} \right) \right]^{-1}, \quad \text{(anti-phase)}.
$$

(5.3.30)

As shown previously, the in-phase equation above is inconsistent with any root of the cubic (5.3.3). In contrast, the anti-phase equation in (5.3.30) is precisely the condition $b = b_-$. Therefore, zero eigenvalue crossings for the asynchronous mode correspond to where branches of asymmetric steady-state solutions bifurcate from the symmetric steady-state branch.

In the left panel of Fig. 5.7 we plot a global bifurcation diagram versus the coupling strength $k_v$, showing only the symmetric and asymmetric steady-state solution branches and the two bifurcation points off of the symmetric branch. This plot corresponds to taking a slice at fixed $L/l_0$ through the phase diagram in the right panel of Fig. 5.4. It also corresponds to
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the solution set of the nonlinear algebraic system (5.3.27b). Although the bifurcation diagram can be obtained from (5.3.27b), we used the numerical bifurcation software XPPAUT [16] after first discretizing (5.3.1) into a large set of ODE’s. In this way, the stability properties of the asymmetric steady-state branch was determined numerically. Our computations show that the asymmetric solution branch is unstable except in a narrow window of \( k_v \). In the right panel of Fig. 5.7 we show results from full numerical solutions to the PDE-ODE system (5.3.1), computed using a method of lines approach, that verify this prediction of a stable window in \( k_v \) for the stability of the asymmetric steady-state solutions.

![Figure 5.7](image-url)

**Figure 5.7:** Left panel: Global bifurcation diagram of \( u_1 \) and \( u_2 \), computed using XPPAUT [16], for the asymmetric and symmetric steady-state solutions to (5.3.1) showing the two bifurcation points off of the symmetric steady-state branch. The parameter values are \( l_0 = 10, L/l_0 = 0.4, q = 5, z = 3.5, \tau_v = 200, \) and \( \epsilon = 0.015 \). Thin curves represent unstable steady-state solutions while thick curves indicate stable ones. Right panel: Time evolution of \( u_1, u_2 \), as computed from the full PDE-ODE system (5.3.1) using a method of lines approach. The parameter values are in left panel except that \( k_v = 0.13 \) is chosen so that the asymmetric steady-state solution is stable. Initial conditions for (5.3.1) are chosen close to the stable asymmetric solution. As expected, the two \( u_i \) approach their steady-state values after a transient period.

In the left panel of Fig. 5.8, we plot a global bifurcation diagram of \( u_1 \) versus \( k_v \), computed using XPPAUT [16], showing only the local branching behavior of the synchronous periodic solution branch near the Hopf bifurcation point where it emerges from the symmetric steady-state branch. In the right panel of Fig. 5.8 we plot the corresponding period of the synchronous
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Figure 5.8: Left panel: The global bifurcation diagram of $u_1$ versus $k_v$, computed using XPPAUT [16], for in-phase perturbations, showing the periodic solution branch of synchronous oscillations near the lower Hopf boundary for the synchronous mode in the right panel of Fig. 5.4. The other parameter values are $L/l_0 = 1.0$, $l_0 = 10$, $q = 5$, $z = 3.5$, $\tau_v = 200$, and $\epsilon = 0.015$ corresponding to the parameter set (5.3.10a) of [23]. Right panel: The period of oscillations along the synchronous branch. The solid and open circles in both plots represent stable and unstable periodic solutions, respectively. The solid and dashed lines in the left panel are stable and unstable symmetric steady-state solutions, respectively.
5.3. One Diffusive Species in the Bulk

oscillations. The periodic solution branch is found to be supercritical at onset, with a narrow range of $k_v$ where the branch is unstable. Stability is regained at some larger value of $k_v$. From the right panel of Fig. 5.8 the period of oscillations at onset is 27.99, which agrees rather well with the asymptotic result $T = 2\pi/\lambda_I \approx 30.42$, where we used $\lambda_I \approx 0.2065$ as computed from (5.3.22a) for the synchronous mode.

Figure 5.9: Full numerical simulations of the PDE-ODE system (5.3.1) for $V(x,t)$, with time running from bottom to top and space represented horizontally. The fixed parameter values are $q = 5$, $z = 3.5$, $\tau_v = 200$, and $\epsilon = 0.015$. The initial conditions used in the simulation are $V(x) = 0.5$, $u_1 = 1$, $u_2 = 5$. Left panel: $L = 5$ with $l_1/l_0 = 0.5$ and $L/l_0 = 0.5$ showing stable synchronous oscillations. Middle panel: $L = 10$ with $l_1/l_0 = 0.25$ and $L/l_0 = 1$ showing stable asynchronous oscillations. Right panel: $L = 10$ with $l_1/l_0 = 0.15$ and $L/l_0 = 1$ corresponding to the parameter set (5.3.10a) of [23].

Finally, to illustrate the oscillatory dynamics, full time-dependent numerical solutions for $V(x,t)$ from the coupled PDE-ODE system (5.3.1) were computed using a method of lines approach. We choose three parameter sets that are inside the region of the left panel of Fig. 5.4 where both oscillatory modes are unstable with $N = 2$ unstable eigenvalues for each mode. In the left and middle panels in Fig. 5.9 representing contour plots of $V(x,t)$, we show the clear possibility of either stable synchronous or stable asynchronous oscillatory instabilities, depending on the particular point chosen within the instability region. For the right panel in Fig. 5.9 we use
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the parameter set \[5.3.10a\] of [23], for which \(k_v = 0.0225\), which is close to the stability boundary where a Hopf bifurcation occurs (see the marked point in the left panel of Fig. 5.4). For this parameter set, we observe from the right panel of Fig. 5.8 that the synchronous periodic solution is stable and that the period of oscillations is \(T \approx 64\). The corresponding full numerical results computed from the PDE-ODE system \(5.3.1\) shown in the right plot of Fig. 5.9 reveal stable synchronous oscillations with a period close to this predicted value.

5.3.2 Stability Analysis for the \(\epsilon = O(1)\) Problem

Next, we study oscillatory dynamics for \(5.3.1\) when \(\epsilon = 0.3\), which is a twenty-fold increase over the value used in \(\S 5.3.1\). We use a combination of a numerical winding number computation, based on \(5.3.9\), to determine the stability properties of the symmetric steady-state, and Maple [50] to find the roots of \(5.3.7\) determining the eigenvalues of the linearization of \(5.3.1\) around the symmetric steady-state solution. Since for this larger value of \(\epsilon\) the PDE-ODE system \(5.3.1\) is not as computationally stiff as when \(\epsilon = 0.015\), we are able to use XPPAUT [16] to calculate global branches of synchronous and asynchronous periodic solutions. Asymmetric steady-state branches and their bifurcations are also computed.

In the left panel of Fig. 5.10 we plot the Hopf bifurcation curves, computed from the roots of \(5.3.7\), in the \(l_1/l_0\) versus \(L/l_0\) plane when \(q = 5, z = 3.5, \tau_v = 200\), and \(\epsilon = 0.3\). In contrast to the similar plot in the left panel of Fig. 5.4 where \(\epsilon = 0.015\), we observe from the left panel of Fig. 5.10 that the Hopf bifurcation thresholds for the synchronous and asynchronous modes are now rather distinct when \(L/l_0 < 0.5\). The left horseshoe-shaped curve is the zero-eigenvalue crossing boundary for the asynchronous mode, as parametrized by \(5.3.14\).

For a fixed \(L/l_0 = 0.4\), and with \(q = 5, z = 3.5, \tau_v = 200\), and \(\epsilon = 0.3\), in the right panel of Fig. 5.10 we plot the bifurcation diagram of \(u\) with respect to \(l_1/l_0\), showing the primary solution branches and some secondary bifurcations. This plot corresponds to taking a vertical slice in the phase diagram given in the left panel of Fig. 5.10. There are several key features in this plot. Firstly, as \(l_1/l_0\) is increased from zero, the first bifurcation is to synchronous temporal oscillations. Our computations show that, except in very narrow ranges of \(l_1/l_0\), the global branch of synchronous oscillations between the two membranes is stable. Secondly, we observe that the asynchronous branch of oscillations that bifurcates from the symmetric steady-state at \(l_1/l_0 \approx 0.41\) is mostly unstable, but exhibits a small region of bistability.
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Figure 5.10: Left panel: The Hopf bifurcation boundaries for the synchronous (solid curves) and asynchronous (dotted curves) modes for the one-bulk species model (5.3.1), as computed from solving (5.3.7) with Maple [50] when \( q = 5, z = 3.5, \tau_v = 200, \) and \( \epsilon = 0.3. \) These Hopf bifurcation thresholds are distinct when \( L/l_0 < 0.5. \) The dashed curve is the zero-eigenvalue crossing for the asynchronous mode, given parametrically by (5.3.14). Right panel: Bifurcation diagram of \( u \) with respect to \( l_1/l_0 \) for a fixed \( L/l_0 = 0.4. \) The solid and dashed curves indicate stable and unstable steady-states, respectively. The solid and open circles correspond to stable and unstable periodic solutions, respectively. The synchronous and asynchronous periodic solution branches first bifurcate from the symmetric steady-state at \( l_1/l_0 \approx 0.38 \) and \( l_1/l_0 \approx 0.41, \) respectively. Asymmetric steady-state solution branches, that bifurcate from the symmetric steady-state solutions at the zero eigenvalue crossings, are also shown. Additional periodic solution branches, arising from Hopf bifurcations off of these asymmetric steady-states, also occur.
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Thirdly, the asymmetric steady-state solution branch bifurcates from the symmetric steady-state branch at two values of \( l_1/l_0 \). These asymmetric steady-states are mostly unstable, but there is a range of \( l_1/l_0 \) where they are stabilized. Unstable periodic solution branches, emerge from, and terminate on, the asymmetric steady-state branch. Overall, the bifurcation diagram is rather intricate, and it is beyond the scope of this study to classify and study all of these secondary bifurcations.

From the right panel in Fig. 5.10, we observe that although the synchronous periodic solution branch is stable in a large range of \( l_1/l_0 \), there is a narrow region \( 0.413 < l_1/l_0 < 0.430 \) predicted by XPPAUT [16] where the symmetric steady-state and the synchronous periodic solution branch are both unstable. As a result, in this narrow region we anticipate that (5.3.1) will exhibit rather complex dynamics. Due to the small numerical error associated with using XPPAUT on the spatially discretized version of (5.3.1), in our numerical simulations of the PDE-ODE system (5.3.1) shown in Fig. 5.11 we have observed qualitatively interesting dynamics in a slightly shifted interval of \( l_1/l_0 \). The results in Fig. 5.11 are for \( l_1/l_0 = 0.406 \) and for
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From Fig. [5.11], we conclude that as $l_1/l_0$ is increased through the narrow zone where the synchronous branch is unstable, the two membranes first exhibit synchronized oscillations with a significant distinction in their oscillating amplitudes. This is followed by period-doubling behavior. As $l_1/l_0$ increases further, the periodic-doubling behavior disappears and the two membranes return to synchronous oscillations with unequal amplitudes.

5.4 Two Diffusive Species in the Bulk

In § 5.3 we considered the case where only the inhibitor can detach from the membrane and diffuse in the bulk. In this section, we consider the full model (5.1.1) where both the activator and inhibitor undergo bulk diffusion. To partially restrict the wide parameter space for (5.1.1), we will study (5.1.1) for the fixed parameter values

$$D_v = 0.5, \quad D_u = 1.5, \quad \sigma_v = 0.008, \quad \sigma_u = 0.01, \quad z = 3.5, \quad q = 5,$$

and we will impose equal coupling strengths so that $k = k_u = k_v$. We will vary the domain length $L$ and $k$. We then introduce the diffusion lengths $l_0$ and $l_u$, the ratio of diffusion lengths $\alpha_u$, and the two time-constants $\tau_v$ and $\tau_u$, by

$$l_0 \equiv \sqrt{D_v \sigma_v} \approx 7.9057, \quad l_u \equiv \sqrt{D_u \sigma_u} \approx 12.247,$$

$$\alpha_u \equiv \frac{l_0}{l_u} \approx 0.6455, \quad \tau_v = \frac{1}{\sigma_v} = 125, \quad \tau_u = \frac{1}{\sigma_u} = 100.$$  

To determine the stability of the unique symmetric steady-state solution, we first nondimensionalize (5.2.18), in a similar way as was done in (5.3.7) for the one-bulk species model. We obtain that the number $N$ of eigenvalues $\lambda$ of the linearization of (5.1.1) in $\Re(\lambda) > 0$ is

$$N = P + \frac{1}{\pi} \arg \varphi^0_{\pm}|_{r_+},$$

where

$$P = \begin{cases} 
2 & \text{if } b = \tr J_e > 0, \\
0 & \text{if } b = \tr J_e < 0
\end{cases}, \quad b \equiv 1 - \epsilon - 3q(u_e - 2)^2.$$
where \( u_e \) is the unique root of the cubic (5.2.3a), and where \( \mathcal{F}_\pm^0(\lambda) \) is defined by
\[
\mathcal{F}_\pm^0(\lambda) \equiv \frac{l_0}{l_1 q_\pm} - \frac{\epsilon \sqrt{1 + \tau u \lambda (b + \epsilon - \lambda)}}{\det(J - \lambda I)} + \frac{\epsilon \alpha_u \sqrt{1 + \tau u \lambda (\epsilon + \lambda)}}{\det(J - \lambda I)} \left( p_\pm \right) q_\pm
\]
\[
+ \left( \frac{\epsilon^2 \alpha_u l_1}{l_0} \right) \frac{p_\pm \sqrt{1 + \tau u \lambda (1 + \tau u \lambda)}}{\det(J - \lambda I)}.
\]
(5.4.3a)

Here \( \det(J - \lambda I) = \lambda^2 - b\lambda + \epsilon(z - \epsilon - b) \), \( q_\pm \) are given in (5.3.8), and \( p_\pm \) are defined by
\[
p_+ = \tanh \left( \alpha_u \sqrt{1 + \tau u \lambda} \frac{L}{2l_0} \right), \quad p_- = \coth \left( \alpha_u \sqrt{1 + \tau u \lambda} \frac{L}{2l_0} \right).
\]
(5.4.3b)

We observe that the first two terms in (5.4.3a) are the same as in (5.3.7), with the last two terms arising from the additional coupling with the activator. As in (5.3.1), it is possible to study (5.4.3) in the limit \( \epsilon \to 0 \) to determine \( N \) analytically for both the synchronous and asynchronous modes, and to asymptotically calculate the Hopf bifurcation frequencies near onset. However, in this section, we will consider the finite \( \epsilon \) problem with \( \epsilon = 0.15 \) and use Maple [50] to numerically compute both the roots of (5.4.3) and the winding number in (5.4.2a), which gives \( N \).

In this way, in the left panel of Fig. 5.12 we show a phase diagram in the \( l_1/l_0 \) versus \( L/l_0 \) parameter space, where \( l_1 = k/\epsilon \) and \( \epsilon = 0.15 \), with \( k \equiv k_v = k_u \). The Hopf bifurcation boundaries for the synchronous and asynchronous modes are the solid and dashed curves, respectively. Inside the region bounded by the disjoint solid curves, the synchronous mode is unstable with two unstable eigenvalues. Inside the open loop bounded by the dashed curve, the asynchronous mode is unstable with \( N = 2 \). In contrast to the phase diagrams for the one-bulk species case, no zero-eigenvalue crossings were detected for the parameter set (5.4.1). This aspect is discussed further at the end of this section.

By using XPPAUT [16], in the right panel of Fig. 5.12 we plot the global bifurcation diagram of \( u \) with respect to \( l_1/l_0 \) for a fixed vertical slice with \( L = 4 \) through the phase diagram in the left panel of Fig. 5.12, so that \( L/l_0 \approx 0.505 \). This plot shows that the synchronous mode first loses stability to a stable periodic solution at \( l_1/l_0 \approx 0.36 \), and that there is a subsequent Hopf bifurcation to the asynchronous mode at \( l_1/l_0 \approx 0.39 \). The key feature in this plot is that the synchronous branch of periodic solutions is almost
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Figure 5.12: Left panel: The Hopf bifurcation boundaries for the synchronous mode (solid curves) and asynchronous mode (dashed curves) for the two-bulk species model (5.1.1), as computed from (5.4.3) with Maple [50] when $\epsilon = 0.15$ and for the parameters of (5.4.1). Inside the region bounded by the solid curves, the synchronous mode is unstable, while inside the region bounded by the dashed loop the asynchronous mode is unstable.

Right panel: Global bifurcation diagram of $u$ with respect to $l_1/l_0$ for fixed $L = 4$ so that $L/l_0 \approx 0.505$. The solid/dashed lines are stable/unstable symmetric steady-states. The outer loop, which is almost entirely stable, corresponds to the branch of synchronous oscillations. The inner loop is the unstable branch of asynchronous oscillations.
entirely stable, while the asynchronous branch is unstable. No asymmetric steady-state solutions bifurcating from the symmetric steady-state branch were detected. As a partial confirmation of these theoretical predictions, in Fig. 5.13 we show a contour plot of $V(x,t)$ computed from the PDE-ODE system (5.1.1) for the parameters of (5.4.1) and with $\epsilon = 0.15$, $L = 4$, $k = 0.7$, so that $L/l_0 \approx 0.505$ and $l_1/l_0 \approx 0.59$. With a random initial condition, this plot shows the eventual synchronization of the oscillations in the two membranes. This simulation confirms the prediction of the right panel of Fig. 5.12 that only the synchronous mode is stable for this parameter choice.

Figure 5.13: Full numerical solution of $V(x,t)$ computed from the PDE-ODE system (5.1.1) showing stable synchronous oscillations for the parameter values of (5.4.1) and with $\epsilon = 0.15$, $L = 4$, $k = 0.7$, so that $L/l_0 \approx 0.505$ and $l_1/l_0 \approx 0.59$. The initial condition for (5.1.1) was $V(x,0) = 0.8$ and $U(x,0) = 2$.

We remark that richer spatio-temporal dynamics can occur if we choose a vertical slice through the phase diagram in the left panel of Fig. 5.12 for the larger value $L = 5.5$, so that $L/l_0 \approx 0.70$. In the right panel of Fig. 5.14 we plot the global bifurcation diagram of $u$ versus $l_1/l_0$ for this vertical slice. In contrast to the case where $L = 4$ in the right panel of Fig. 5.12, we observe from Fig. 5.14 that, as we increase the value of $l_1/l_0$ from 0.2, the asynchronous mode loses its stability before the synchronous mode. However, as $l_1/l_0$ is decreased from 0.8, the synchronous mode loses
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its stability at \( l_1/l_0 \approx 0.76 \) before the asynchronous mode at \( l_1/l_0 \approx 0.70 \). We again find that the synchronous mode is stable for a wide range of \( l_1/l_0 \). However, in the rather narrow parameter range \( 0.290 < l_1/l_0 < 0.305 \) both the synchronous and asynchronous modes are unstable. To examine the behavior of the full PDE-ODE system (5.1.1) in this range of \( l_1/l_0 \), in the left panel of Fig. 5.14 we plot the numerically computed time evolution of \( v_2(t) = V(L,t) \) for (5.1.1) when \( l_1/l_0 = 0.30 \). The initial conditions used in the simulation are the same as given in the caption of Fig 5.13. The resulting time-series for \( v_2(t) \) shows the presence of two distinct periods, which is indicative of a torus bifurcation. We expect similar analysis as shown in chapter §3 could be applied here for the initiation of the torus but we will omit it here.

Figure 5.14: Left panel: Plot \( v_2(t) = V(L,t) \) versus \( t \) computed from full PDE-ODE system (5.1.1) for the parameter values of (5.4.1) and with \( \epsilon = 0.15, L = 5.5, k = 0.35 \), so that \( L/l_0 \approx 0.7 \) and \( l_1/l_0 \approx 0.30 \). The resulting time series has two distinct periods, which indicates a possible torus bifurcation where the in-phase and anti-phase periodic solutions change from stable (unstable) to unstable (stable). Right panel: Global bifurcation diagram of \( u \) with respect to \( l_1/l_0 \) for fixed \( L = 5.5 \), so that \( L/l_0 \approx 0.7 \). The labeling of the branches and their stability is the same as in the right panel of Fig. 5.12. The closed, primarily outer, loop is the synchronous branch, while the other closed loop is the asynchronous branch, which is mostly unstable. The synchronous branch is again mostly stable. In the window \( 0.290 < l_1/l_0 < 0.305 \) both the synchronous and asynchronous branches of periodic solutions are unstable. No secondary bifurcations are shown.

Finally, we confirm theoretically that there are no zero-eigenvalue crossings, corresponding to the bifurcation of asymmetric steady-state solutions
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from the symmetric steady-state branch. Proceeding similarly as in (5.3.26)–(5.3.27b) of §5.3.1, we obtain in place of (5.3.27b) that, for any asymmetric steady-state solution of (5.1.1), \( u = (u_1, u_2)^T \) now satisfies

\[
\mathcal{N}(u) \equiv -q \begin{pmatrix} (u_1 - 2)^3 \\ (u_2 - 2)^3 \end{pmatrix} + 4 \begin{pmatrix} 1 \\ 1 \end{pmatrix} + u - z A^{-1} u - \frac{k}{l_u} B u = 0. \tag{5.4.4}
\]

where \( A \) is defined in (5.3.27a) and the symmetric matrix \( B \) is defined by

\[
B \equiv \begin{pmatrix} \coth \left( \frac{L}{l_u} \right) & -\csch \left( \frac{L}{l_u} \right) \\ -\csch \left( \frac{L}{l_u} \right) & \coth \left( \frac{L}{l_u} \right) \end{pmatrix}. \tag{5.4.5}
\]

Since \( B \) is symmetric with a constant row sum, the eigenvectors \( q_1 = (1, 1)^T \) and \( q_2 = (1, -1)^T \) are common to both \( A \) and \( B \). We readily calculate that the two eigenvalues \( \xi_j \) for \( j = 1, 2 \) of \( B \) are \( \xi_1 = \tanh \left( \frac{L}{2l_u} \right) \) and \( \xi_2 = \coth \left( \frac{L}{2l_u} \right) \).

The symmetric steady-state solution is recovered by seeking a solution to (5.4.4) of the form \( u = u_e q_1 \). By using the explicit expressions for the eigenvalues \( \xi_1 \) and \( \mu_1 \) of \( B \) and \( A \), respectively, where \( \mu_1 \) is given in (5.3.28), we readily derive that \( u_e \) satisfies the cubic (5.2.3a). To determine whether there are any bifurcation points from this branch we write \( u = u_e (1, 1)^T + \delta \phi \) for \( \delta \ll 1 \), and linearize (5.4.4). We conclude that bifurcation points occur whenever

\[
-3q(u_e - 2)^2 \phi + \phi - z A^{-1} \phi - \frac{k}{l_u} B \phi = 0, \tag{5.4.6}
\]

has a nontrivial solution \( \phi \). For the in-phase mode \( \phi = q_1 \), we use the explicit expressions for \( \xi_1 \) and \( \mu_1 \) to derive from (5.4.6) that any such a bifurcation point must satisfy \( \beta + a_u - 1 = -3q(u_e - 2)^2 \), where \( \beta \) and \( a_u \) are defined in (5.2.3b). By an identical proof as in §5.3.1 this condition is inconsistent with any root \( u_e \) to the cubic (5.2.3a). Thus, no zero-eigenvalue crossing of the in-phase mode from the symmetric steady-state branch can occur.

For the anti-phase mode \( \phi = q_2 \), we use the explicit expressions for the eigenvalues \( \xi_2 \) and \( \mu_2 \) in (5.4.6) to obtain that there is a bifurcation point to an asymmetric steady-state whenever

\[
-3q(u_e - 2)^2 + 1 - \frac{k}{l_u} \coth \left( \frac{L}{2l_u} \right) = \frac{z}{1 + \frac{l_u}{l_0} \coth \left( \frac{L}{2l_0} \right)},
\]
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has a solution, where \( u_e \) is a root of the cubic (5.2.3a). For the parameter set (5.4.1), we verified numerically that no such solution exists for any point in the phase diagram in the left panel of Fig. 5.12. However, we remark that for other parameter sets, notably when \( \epsilon \) is decreased from \( \epsilon = 0.15 \), such bifurcation points should be possible.
Chapter 6

Models in a Two-Dimensional Domain

In previous chapters we have studied coupled bulk-membrane models where the membranes or cells are coupled by diffusive signals in a one-dimensional domain. In this chapter, we formulate a class of coupled cell-bulk models in a two-dimensional domain, which provides a more realistic geometry for modeling experimental observations relating to quorum sensing behavior in thin petri dishes. In our analysis we will not focus on a specific biological application, but rather will formulate and provide a theoretical framework to construct the steady-states and to analyze their linear stability properties for a general class of cell-bulk models, with the aim to predict when synchronous oscillations can be triggered by the cell-bulk coupling. The theory will be illustrated for some specific choices of the intracellular kinetics.

The outline of this chapter is as follows. We first formulate the coupled cell-bulk model with one signaling compartment in a two-dimensional bounded domain in $\mathbb{R}^2$. Our modeling framework is closely related to the study of quorum sensing behavior in bacteria done in [54] and [55] through the formulation and analysis of similar coupled cell-bulk models in $\mathbb{R}^3$. For this 3-D case, in [54] and [55] steady-state solutions were constructed and large-scale dynamics studied in the case where the signaling compartments have small radius of order $O(\epsilon)$. However, due to the rapid $1/r$ decay of the free-space Green’s function for the Laplacian in 3-D, it was shown in [54] and [55] that the release of the signaling molecule leads to only a rather weak communication between the cells of the same $O(\epsilon)$ order of the cell radius. As a result, small cells in 3-D are primarily influenced by their own signal, and hence no robust mechanism to trigger collective synchronous oscillations in the cells due to Hopf bifurcations was observed in [54] and [55]. We emphasize that the models of [54] and [55] are based on postulating a diffusive coupling mechanism between distinct, spatially segregated, dynamically active sites. Other approaches for studying quorum sensing behavior, such as in [58], are based on reaction-diffusion (RD) systems, which adopt a homogenization theory approach to treat large populations or colonies of...
individual cells as a continuum density, rather than as discrete units as in [54] and [55].

Next in §6.2 we use the method of matched asymptotic expansions to construct steady-state solutions to our 2-D multi-cell-bulk model (6.2.1), and we derive a globally coupled eigenvalue problem whose spectrum characterizes the stability properties of the steady-state. In our 2-D analysis, the interaction between the cells is of order $\nu \equiv -1/\log \epsilon$, where $\epsilon \ll 1$ is the assumed common radius of the small circular cells. In the distinguished limit where the bulk diffusion coefficient $D$ is of the asymptotic order $D = O(\nu^{-1})$, in §6.3 we show that the leading order approximate steady-state solution and the associated linear stability problem are both independent of the spatial configurations of cells and the shape of the domain. In this regime, we then show that the steady-state solution can be destabilized by either a synchronous perturbation in the cells or by $m-1$ possible asynchronous modes of instability. In §6.3 leading-order-in-$\nu$ limiting spectral problems when $D = D_0/\nu$, with $\nu \ll 1$, for both these classes of instabilities are derived. In §6.4, we illustrate our theory for various intracellular dynamics. When there is only a single dynamically active intracellular component, we show that no triggered oscillations can occur. For two specific intracellular reaction kinetics involving two local species, modeled either by Sel’kov or Fitzhugh-Nagumo (FN) dynamics, in §6.4 we perform detailed analysis to obtain Hopf bifurcation boundaries, corresponding to the onset of either synchronous or asynchronous oscillations, in various parameter planes. In addition to this detailed stability analysis for the $D = O(\nu^{-1})$ regime, in §6.5 we show for the case of one cell that when $D \gg O(\nu^{-1})$ the coupled cell-bulk model is effectively well-mixed and its solutions can be well-approximated by a finite-dimensional system of nonlinear ODEs. The analytical and numerical study of these limiting ODEs in §6.5 reveals that their steady-states can be destabilized through a Hopf bifurcation. Numerical bifurcation software is then used to show the existence of globally stable time-periodic solution branches that are intrinsically due to the cell-bulk coupling. For the $D = O(1)$ regime, where the spatial configuration of the cells in the domain is an important factor, in §6.6 we perform a detailed stability analysis for a ring-shaped pattern of cells that is concentric within the unit disk. For this simple spatial configuration of cells, phase diagrams in the $\tau$ versus $D$ parameter space, for various ring radii, characterizing the existence of either synchronous or asynchronous oscillatory instabilities, are obtained for the case of Sel’kov intracellular dynamics. These phase diagrams show that triggered synchronous oscillations can occur when cells become more spatially clustered. In §6.6 we also provide a clear example of quorum sensing...
behavior, characterized by the triggering of collective dynamics only when the number of cells exceeds a critical threshold. Next in §6.7, we construct the steady state solution for a system with two small identical circular cells in the infinite plane and formulate the linear stability problem.

Our analysis of synchronous and asynchronous instabilities for (6.2.1) in the $D = \mathcal{O}(\nu^{-1})$ regime, where the stability thresholds are, to leading-order, independent of the spatial configuration of cells, has some similarities with the stability analysis of [77], [78], [65], and [9] (see also the references therein) for localized spot solutions to various activator-inhibitor RD systems with short range activation and long-range inhibition. In this RD context, when the inhibitor diffusivity is of the order $\mathcal{O}(\nu^{-1})$, localized spot patterns can be destabilized by either synchronous or asynchronous perturbations, with the stability thresholds being, to leading-order in $\nu$, independent of the spatial configuration of the spots in the domain. The qualitative reason for this similarity between the coupled cell-bulk and localized spot problems is intuitively rather clear. In the RD context, the inhibitor diffusion field is the long-range “bulk” diffusion field, which mediates the interaction between the “dynamically active units”, consisting of $m$ spatially segregated localized regions of high activator concentration, each of which is is self-activating. In this RD context, asynchronous instabilities lead to asymmetric spot patterns, while synchronous oscillatory instabilities lead to collective temporal oscillations in the amplitudes of the localized spots (cf. [77], [78], [65], and [9]).

Finally, we remark that the asymptotic framework for the construction of steady-state solutions to the cell-bulk model (6.2.1), and the analysis of their linear stability properties, relies heavily on the methodology of strong localized perturbation theory (cf. [76]). Related problems where such techniques are used include [37], [63], [45], and [46].

## 6.1 Formulation of a 2-D Coupled Cell-Bulk System

We first formulate and non-dimensionalize our coupled cell-bulk model assuming that there is only one signalling compartment $\Omega_0$ inside the two-dimensional domain $\Omega$. We assume that the cell can release a specific signaling molecule into the bulk region exterior to the cell, and that this secretion is regulated by both the extracellular concentration of the molecule together with its number density inside the cell. If $u(X,T)$ represents the concentration of the signaling molecule in the bulk region $\Omega \setminus \Omega_0$, then its
spatial-temporal evolution in this region is assumed to be governed by the PDE model

\[ U_T = D_B \Delta_X U - k_B U, \quad X \in \Omega \setminus \Omega_0, \]

\[ \partial_n X U = 0, \quad X \in \partial \Omega, \]

\[ D_B \partial_n X U = \beta_1 U - \beta_2 \mu^1, \quad X \in \partial \Omega_0, \quad (6.1.1a) \]

where, for simplicity, we assume that the signalling compartment \( \Omega_0 \subset \Omega \) is a disk of radius \( \sigma \) centered at some \( X_0 \in \Omega \).

Next, we suppose that inside the cell there are \( n \) interacting species \( \mu \equiv (\mu^1, \ldots, \mu^n) \) whose dynamics are governed by \( n \)-ODEs of the form

\[ \frac{d\mu}{dT} = k_R \mu c F(\mu / \mu_c) + e_1 \int_{\partial \Omega_0} (\beta_1 U - \beta_2 \mu^1) \, dS_X, \quad (6.1.1b) \]

where \( e_1 \equiv (1, 0, \ldots, 0)^T \). Here \( \mu = (\mu^1, \ldots, \mu^n)^T \) represents the total amount of the \( n \) species inside the cell, while \( k_R > 0 \) is the reaction rate for the intracellular dynamics. The scaling constant \( \mu_c > 0 \) is a dimensional constant measuring a typical value for \( \mu \) inside the compartment. The dimensionless function \( F(u) \) models the reaction dynamics for the local species within the cell. We remark that the integration in (6.1.1b) is over the boundary \( dS_X \) of the cell.

In this coupled cell-bulk model, \( D_B > 0 \) is the diffusion coefficient for the bulk process, \( k_B \) is the rate at which the signalling molecule is degraded in the bulk, while \( \beta_1 > 0 \) and \( \beta_2 > 0 \) are the dimensional influx (eflux) constants modeling the permeability of the cell wall. In addition, \( \partial_n X \) denotes either the outer normal derivative of \( \Omega \), or the outer normal to \( \Omega_0 \) (which points inside the bulk region). The flux \( \beta_1 U - \beta_2 \mu^1 \) on the cell membrane models the influx of the signaling molecule into the extracellular bulk region, which depends on both the external bulk concentration \( U(X, T) \) at the cell membrane \( \partial \Omega_0 \) as well as on the intracellular concentration \( \mu^1 \) within the cell. Only one of the intracellular species, \( \mu^1 \), is capable of leaving the cell into the bulk.

If we let \( [\gamma] \) denote the dimensions of the variable \( \gamma \), then the dimensions of the various quantities in (6.1.1) are as follows:

\[
[U] = \text{mole} \left( \frac{\text{length}}{} \right)^2, \quad [\mu] = \text{moles}, \quad [\mu_c] = \text{moles}, \quad [D_B] = \frac{(\text{length})^2}{\text{time}}, \quad [k_B] = [k_R] = \frac{1}{\text{time}}, \quad [\beta_1] = \frac{\text{length}}{\text{time}}, \quad [\beta_2] = \frac{1}{\text{length} \times \text{time}}. \quad (6.1.2)
\]
We now nondimensionalize this model by introducing the dimensionless variables $t$, $x$, $U$, and $u$ defined by

\[ t = T/t_R, \quad x = X/L, \quad U = \frac{L^2}{\mu_c} u, \quad u = \frac{\mu}{\mu_c}, \quad (6.1.3) \]

where $L$ is a typical radius of $\Omega$. In terms of these variables, (6.1.1) becomes

\[ \frac{1}{k_B t_R} U_t = \frac{D_B}{k_B L^2} \Delta_x U - U, \quad x \in \tilde{\Omega} \setminus \tilde{\Omega}_0, \]
\[ \partial_n U = 0, \quad x \in \partial\tilde{\Omega}, \]
\[ \frac{D_B}{L^3} \partial_n U = \frac{\beta_1}{L^2} U - \beta_2 u^1, \quad x \in \partial\tilde{\Omega}_0, \quad (6.1.4a) \]

which is coupled to the intracellular dynamics

\[ \frac{1}{k_R t_R} \frac{dU}{dt} = F(u) + \frac{L e_1}{k_R} \int_{\partial\tilde{\Omega}_0} \left( \frac{\beta_1}{L^2} U - \beta_2 u^1 \right) dS_x. \quad (6.1.4b) \]

Here $\tilde{\Omega}_0$ is a sphere centered at some $x_0$ of radius $\sigma/L$.

We then choose $t_R$ based on the time-scale of the reaction kinetics, and introduce an effective dimensionless diffusivity $D$, both which are defined by

\[ t_R \equiv \frac{1}{k_R}, \quad D \equiv \frac{D_B}{k_B L^2}. \quad (6.1.5) \]

Then, (6.1.4) can be written as

\[ \frac{k_R}{k_B} U_t = D \Delta_x U - U, \quad x \in \tilde{\Omega} \setminus \tilde{\Omega}_0, \]
\[ \partial_n U = 0, \quad x \in \partial\tilde{\Omega}, \]
\[ D \partial_n U = \frac{\beta_1}{k_B L} U - \frac{\beta_2}{k_B} u^1, \quad x \in \partial\tilde{\Omega}_0, \quad (6.1.6a) \]

which is coupled to the intracellular dynamics

\[ \frac{dU}{dt} = F(u) + \frac{k_B e_1}{k_R} \int_{\partial\tilde{\Omega}_0} \left( \frac{\beta_1}{k_B L} U - \frac{\beta_2}{k_B} u^1 \right) dS_x. \quad (6.1.6b) \]

We now introduce our scaling assumption that the radius of the cell is small compared to the radius of the domain, so that $\epsilon \equiv \sigma/L \ll 1$. However, in order that the signalling compartment has a non-negligible effect on the
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bulk process, we need to assume that $\beta_1$ and $\beta_2$ are both $O(\epsilon^{-1}) \gg 1$ as $\epsilon \to 0$. In this way, (6.1.6) reduces to the dimensionless coupled system

$$
\tau U_t = D \Delta_x U - U, \quad x \in \tilde{\Omega} \setminus \tilde{\Omega}_0, \\
\partial_{n_x} U = 0, \quad x \in \partial \tilde{\Omega}, \\
\epsilon D \partial_{n_x} U = d_1 U - d_2 u^1, \quad x \in \partial \tilde{\Omega}_0,
$$

where $\tilde{\Omega}_0$ is a disk of radius $\epsilon \ll 1$ centered at some $x_0 \in \tilde{\Omega}$. This bulk process is coupled to the intracellular dynamics described by

$$
\frac{d u}{dt} = F(u) + \frac{e_1}{\tau \epsilon} \int_{\partial \tilde{\Omega}_0} (d_1 U - d_2 u^1) \, dS_x.
$$

The key $O(1)$ dimensionless parameters in (6.1.7) are $\tau$, $D$, $d_1$, and $d_2$, defined by

$$
\tau \equiv \frac{k_R}{k_B}, \quad D \equiv \frac{D_B}{k_B L^2}, \quad \beta_1 \equiv \left( k_B L \right) \frac{d_1}{\epsilon}, \quad \beta_2 \equiv \left( \frac{k_B}{L} \right) \frac{d_2}{\epsilon}.
$$

We remark that the limit $\tau \ll 1 (\tau \gg 1)$ corresponds to when the intracellular dynamics is very slow (fast) with respect to the time-scale of degradation of the signalling molecule in the bulk. The limit $D \gg 1$ corresponds to when the bulk diffusion length $\sqrt{D_B/k_B}$ is large compared to the length-scale $L$ of the overall domain. Finally, we remark that upon using the divergence theorem, we can readily establish that

$$
\frac{d}{dt} \left( \int_{\tilde{\Omega} \setminus \tilde{\Omega}_0} U \, dx + e^T u \right) = -\frac{1}{\tau} \int_{\tilde{\Omega} \setminus \tilde{\Omega}_0} U \, dx + e^T F(u),
$$

where $e \equiv (1, \ldots, 1)^T$. The left-hand side of this expression is the total amount of material inside the cells and in the bulk, while the right-hand side characterizes the bulk degradation and production within the cell.

Our analysis of the 2-D coupled cell-bulk model (6.1.7), and its multi-cell counterpart (6.2.1), which extends the 3-D modeling paradigm of [54] and [55], has the potential of providing a theoretical framework to model quorum sensing behavior in experiments performed in petri dishes, where cells live on a thin substrate. In contrast to the assumption of only one active intracellular component used in [54] and [55], in our study we will allow for $m$ small spatially segregated cells with multi-component intracellular dynamics. We will show for our 2-D case that the communication between small
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Figure 6.1: Schematic diagram showing the internal molecule reactions and external passive diffusion of the signal. The small shaded regions are the signalling compartments or cells.

cells through the diffusive medium is much stronger than in 3-D, and leads in certain parameter regimes to the triggering of synchronous oscillations, which otherwise would not be present in the absence of any cell-bulk coupling. In addition, when $D = O(1)$, we show that the spatial configuration of small cells in the domain is an important factor in triggering collective synchronous temporal instabilities in the cells.

6.2 Analysis of the Dimensionless 2-D Cell-Bulk System

With the motivation provided in §6.1, in this section we analyze a general class of dimensionless coupled cell-bulk dynamics, in a two-dimensional bounded domain $\Omega$ that contains $m$ small, disjoint, cells or compartments that are scattered inside $\Omega$. We assume that each cell is a small region of radius $O(\epsilon) \ll 1$, and that both the diameter of $\Omega$ and the distance between any two cells is $O(1)$ as $\epsilon \to 0$. A schematic plot of the geometry is shown in Fig. 6.1.

In analogy with the dimensional reasoning provided in §6.1, if $U(x, t)$ represents the dimensionless concentration of the signaling molecule in the
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bulk region between the cells, then its spatial-temporal evolution in this region is governed by the dimensionless PDE model

\[
\begin{align*}
\tau \frac{dU}{dt} &= D \Delta U - U, \\
\partial_n U &= 0, & x \in \Omega \setminus \bigcup_{j=1}^{m} \Omega_{e_j}, \\
\epsilon D \partial_{n_j} U &= d_1 U - d_2 u_j^1, & x \in \partial \Omega_{e_j}, & j = 1, \ldots, m. 
\end{align*}
\]  

(6.2.1a)

Here \( D > 0 \) is the diffusion coefficient of the bulk, \( d_1 > 0, d_2 > 0 \) are the dimensionless influx (eflux) constants modeling the permeability of the cell wall, \( \partial_n \) denotes the outer normal derivative of \( \Omega \), and \( \partial_{n_j} \) denotes the outer normal to each \( \Omega_{e_j} \), which points inside the bulk region. We assume that \( \Omega_{e_j} \) is a domain of radius \( O(\epsilon) \) that shrinks uniformly to a point \( x_j \in \Omega \) as \( \epsilon \to 0 \) for each \( j = 1, \ldots, m \). The signalling cell, or compartment, \( \Omega_{e_j} \) is assumed to lie entirely within \( \Omega \). The flux \( d_1 U - d_2 u_j^1 \) on each cell membrane models the influx of the signaling molecule into the extracellular bulk region, which depends on both the external bulk concentration \( U(x, t) \) at the cell membrane \( \partial \Omega_{e_j} \) as well as on the amount \( u_j^1 \) of the intracellular species within the \( j \)-th cell.

We suppose that inside each of the \( m \) cells there are \( n \) species that can interact with each other, and that their dynamics are governed by \( n \)-ODEs of the form

\[
\frac{d\mathbf{u}_j}{dt} = \mathbf{F}_j(\mathbf{u}_j) + \frac{1}{\epsilon \tau} \int_{\partial\Omega_{e_j}} (d_1 U - d_2 u_j^1) \, ds \mathbf{e}_1, 
\]  

(6.2.1b)

where \( \mathbf{e}_1 \equiv (1, 0, \ldots, 0)^T \). Here \( \mathbf{u}_j = (u_j^1, \ldots, u_j^n)^T \) represents the concentration of the \( n \) species inside the \( j \)-th cell and \( \mathbf{F}_j(\mathbf{u}_j) \) is the vector nonlinearity modeling the chemical dynamics for these local species within the \( j \)-th cell. We remark that the integration in (6.2.1b) is over the boundary of the compartment. Since the perimeter of the compartmental boundary \( \partial \Omega_{e_j} \) has length \( |\partial \Omega_{e_j}| = O(\epsilon) \), the source term for the ODE in (6.2.1b), arising from the integration over the perimeter, is \( O(1) \).

The dimensionless constants \( D, \tau, d_1, \) and \( d_2 \), are related to their dimensional counterparts by (6.1.8). From (6.1.8), we conclude that when \( \tau \ll 1 \) the intracellular dynamics occurs on a much slower time-scale than the time-scale associated with bulk decay. The limit \( D \gg 1 \) corresponds to where the diffusion length induced by the bulk diffusivity and the bulk decay rate is much larger than the overall length-scale of the confining domain \( \Omega \). These simple qualitative will serve as a guide for interpreting our stability results obtained below.
6.2.1 The Steady-State Solution for the $m$ Cells System

We first construct an equilibrium solution to (6.2.1) with $m$ cells scattered in the two-dimensional domain $\Omega$. In the next sub-section we will formulate the linear stability problem for this steady-state solution. We assume that the cells are well-separated in the sense that $\text{dist}(x_i, x_j) = O(1)$ for $i \neq j$ and $\text{dist}(x_j, \partial \Omega) = O(1)$ for $j = 1, \ldots, m$.

In our analysis below, for simplicity we assume that each $\Omega_j$ is a circular domain of radius $\epsilon$ centered at $x_j \in \Omega$ for each $j = 1, \ldots, m$. With such an assumption we are able to provide an explicit approximate solution in the vicinity of each cell. However, as we will remark below, this assumption that each cell has a circular shape is readily extended to the case where the small cells have an arbitrary shape.

Since in an $O(\epsilon)$ neighborhood near each cell the solution $U$ changes rapidly and has a sharp spatial gradient, we will use the method of matched asymptotic expansions to construct the equilibrium solution to (6.2.1). In the inner region near the $j$-th cell, we introduce the local variables $U_j$ and $y$, which are defined by

$$y = \epsilon^{-1}(x - x_j), \quad U_j(y) = U(x_j + \epsilon y). \quad (6.2.2)$$

In terms of these local variables (6.2.1a) transforms to

$$D \Delta_y U_j - \epsilon^2 U_j = 0, \quad |y| > 1,$$
$$D \partial_{n_j} U_j = d_1 U_j - d_2 u_j^1, \quad |y| = 1. \quad (6.2.3)$$

We look for a radially symmetric solution to (6.2.3) of the form $U_j = U_j(\rho)$, where $\rho \equiv |y|$ and $\Delta_y = \partial_{\rho \rho} + \rho^{-1} \partial_{\rho}$ denotes the radially symmetric part of the Laplacian. Then, at the leading order, we seek a radially symmetric solution to

$$\partial_{\rho \rho} U_j + \rho^{-1} \partial_{\rho} U_j = 0, \quad 1 < \rho < \infty, \quad (6.2.4a)$$

subject to the boundary condition

$$D \frac{\partial U_j}{\partial \rho} = d_1 U_j - d_2 u_j^1, \quad \rho = 1. \quad (6.2.4b)$$

The solution to (6.2.4a), which has logarithmic growth at infinity, is

$$U_j = S_j \log \rho + \chi_j, \quad (6.2.5)$$

where $\chi_j = U_j(1)$ is to be determined. We refer to $S_j$ as the source strength of the $j$-th cell. By satisfying the boundary condition (6.2.4b) at $\rho = 1$, we
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determine $\chi_j$ in terms of $S_j$ and $u^1_j$ as

$$\chi_j = \frac{1}{d_1} (DS_j + d_2 u^1_j), \quad j = 1, \ldots, m.$$ (6.2.6)

With the inner dynamics (6.2.1b) inside each cell, we find that the source strength $S_j$ and the steady-state solution $u_j$ satisfy the nonlinear algebraic system of equations

$$F_j(u_j) + \frac{2\pi D}{\tau} S_j e_1 = 0,$$ (6.2.7)

which, with $F_j \equiv (F^1_j, \ldots, F^n_j)^T$, is equivalent to the following system written in component form:

$$F^1_j(u^1_j, \ldots, u^n_j) + \frac{2\pi D}{\tau} S_j = 0; \quad F^i_j(u^1_j, \ldots, u^n_j) = 0, \quad i = 2, \ldots, n.$$ (6.2.8)

In principle, we can determine $u^1_j$ from this system in terms of the unknown $S_j$ as $u^1_j = u^1_j(S_j)$. The remaining steady-state values $u^2_j, \ldots, u^n_j$ also depend on $S_j$. Next, in terms of $u^1_j$, we derive a system of algebraic equations for $S_1, \ldots, S_m$, which is then coupled to (6.2.7).

Upon matching the far-field behavior of the inner solution (6.2.5) to the outer solution, we obtain that the outer problem for $U$ is

$$\Delta U - \varphi_0^2 U = 0, \quad x \in \Omega \setminus \{x_1, \ldots, x_m\},$$
$$\partial_n U = 0, \quad x \in \partial \Omega,$$
$$U \sim S_j \log |x - x_j| + \frac{S_j}{\nu} + \chi_j, \quad \text{as } x \to x_j, \quad j = 1, \ldots, m,$$ (6.2.8)

where we have defined $\varphi_0$ and $\nu \ll 1$ by

$$\varphi_0 \equiv 1/\sqrt{D}, \quad \nu \equiv -1/\log \epsilon.$$ (6.2.9)

We remark that the singularity condition in (6.2.8) for $U$ as $x \to x_j$ is derived by matching the outer solution for $U$ to the far field behavior of the inner solution (6.2.5). To solve (6.2.8), we introduce the reduced-wave Green’s function $G(x; x_j)$, which satisfies

$$\Delta G - \varphi_0^2 G = -\delta(x - x_j), \quad x \in \Omega; \quad \partial_n G = 0, \quad x \in \partial \Omega.$$ (6.2.10a)

As $x \to x_j$, this Green’s function has the local behavior

$$G(x; x_j) \sim -\frac{1}{2\pi} \log |x - x_j| + R_j + o(1), \quad x \to x_j.$$ (6.2.10b)
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Where \( R_j = R_j(x_j) \) is called the regular part of \( G(x; x_j) \) at \( x = x_j \). In terms of \( G(x; x_j) \) we can represent the outer solution for \( U \) in (6.2.8) as

\[
U(x) = -2\pi \sum_{i=1}^{m} S_i G(x, x_i) .
\] (6.2.11)

By expanding \( U \) as \( x \to x_j \), and equating the resulting expression with the required singularity behavior in (6.2.8), we obtain the following nonlinear algebraic system for \( S_1, \ldots, S_m \):

\[
S_j + \frac{\nu}{d_1} \left( DS_j + d_2 u^1_j \right) + 2\pi \nu \left( S_j R_j + \sum_{i \neq j}^{m} S_i G_{ji} \right) = 0 , \quad j = 1, \ldots, m ,
\] (6.2.12)

where \( G_{ji} \equiv G(x_j; x_i) \). This system is coupled to (6.2.7), which determines \( u^1_j \) in terms of \( S_j \).

It is convenient to write (6.2.12) in matrix form. To do so, we define the Green’s matrix \( \mathcal{G} \), the vector of source strengths \( S \) and the vector \( u^1 \), whose \( j \)-th element is the first local variable in the \( j \)-th cell, by

\[
\mathcal{G} \equiv \begin{pmatrix}
R_1 & G_{12} & \cdots & G_{1m} \\
G_{21} & R_2 & \cdots & G_{2m} \\
\vdots & \vdots & \ddots & \vdots \\
G_{m1} & G_{m2} & \cdots & R_m
\end{pmatrix}, \quad S \equiv \begin{pmatrix}
S_1 \\
S_2 \\
\vdots \\
S_m
\end{pmatrix}, \quad u^1 \equiv \begin{pmatrix}
u^1_1 \\
u^1_2 \\
\vdots \\
u^1_m
\end{pmatrix}.
\]

By the reciprocity of the Green’s function, we have that \( G_{ji} = G_{ij} \), so that \( \mathcal{G} \) is a symmetric matrix. In terms of this matrix notation, (6.2.12) can be written as

\[
\left( 1 + \frac{D\nu}{d_1} \right) S + 2\pi \nu \mathcal{G} S = -\frac{d_2}{d_1} \nu u^1.
\] (6.2.13)

Together with (6.2.7), (6.2.13) provides an approximate steady-state solution for \( u \), which is coupled to the source strengths \( S \). It is rather intractable analytically to write general conditions on the nonlinear kinetics to ensure the existence of a solution to the coupled algebraic system (6.2.7) and (6.2.13). As such, in subsequent sub-sections below we will analyze in detail the solvability of this system for some specific choices for the nonlinear kinetics. We remark that even if we make the assumption that the nonlinear kinetics in the cells are identical, so that \( F_j = F \) for \( j = 1, \ldots, m \), we still
have that $S_j$ and $u^1$ depend on $j$ through as a result of the Green’s interaction matrix $G$, which depends on the spatial configuration $\{x_1, \ldots, x_m\}$ of the cells.

In summary, after solving the nonlinear algebraic system (6.2.7) and (6.2.13), the approximate steady-state solution for $U$ is given by (6.2.11) in the outer region, defined at $O(1)$ distances from the cells, and (6.2.5) in the neighborhood of each cell. We remark that this approximate steady-state solution is accurate to all orders in $\nu$, and our analysis has effectively summed an infinite order logarithmic expansion in powers of $\nu$ for the steady-state solution. Related 2-D problems involving logarithmic expansions, such as the calculation of the mean first passage time for diffusion in 2-D domains, are studied in [37] and [63] (see also the references therein).

Lastly, we remark on how the analysis can be extended to study the case where the small cells have an arbitrary shape. In this case, the inner problem near the $j$-th cell is

$$\Delta_\mathbf{y} U_j = 0, \quad \mathbf{y} \notin \Omega_j; \quad D \partial_n \mathbf{y} U_j = d_1 U_j - d_2 u^1_j, \quad \mathbf{y} \in \partial \Omega_j,$$

$$U_j \sim S_j \log |\mathbf{y}|, \quad |\mathbf{y}| \to \infty.$$  \hspace{1cm} (6.2.14)

Here $\Omega_j = \epsilon^{-1} \Omega_{j\epsilon}$ denotes the $j$-th cell region when magnified by $\epsilon^{-1}$, while $\partial_n_j$ now denotes the outward normal derivative to $\Omega_j$ as written in the $\mathbf{y}$ variable. The solution to (6.2.14) can be conveniently decomposed as

$$U_j = \frac{d_2}{d_1} u^1_j + V_j S_j,$$

where $V_j$ is the unique solution to

$$\Delta_\mathbf{y} V_j = 0, \quad \mathbf{y} \notin \Omega_j; \quad D \partial_n \mathbf{y} V_j = d_1 V_j, \quad \mathbf{y} \in \partial \Omega_j,$$

$$V_j \sim \log |\mathbf{y}|, \quad |\mathbf{y}| \to \infty.$$  \hspace{1cm} (6.2.15a)

In terms of this solution, we identify the constant $\xi$ in the far-field behavior of $V_j$, which depends on the shape of $\Omega_j$ and the ratio $d_1/D$, by

$$V_j \sim \log |\mathbf{y}| - \log \xi + o(1), \quad |\mathbf{y}| \to \infty.$$  \hspace{1cm} (6.2.15b)

In general $\xi$ must be calculated numerically from a boundary integral formulation of (6.2.15a). This yields the following far-field behavior of the inner solution $U_j$ when written in outer variables:

$$U_j \sim S_j \log |\mathbf{x} - \mathbf{x}_j| + \frac{S_j}{\tilde{\nu}} + \frac{d_2 u^1_j}{d_1}, \quad \tilde{\nu} \equiv -1/\log(\epsilon \xi).$$  \hspace{1cm} (6.2.16)
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By using the divergence theorem in the region between $\partial \Omega_j$ and a large disk, we can readily verify that (6.2.7) still holds, and that (6.2.8) also holds if we replace $\nu$ and $\chi_j$ in (6.2.8) with $\tilde{\nu}$ and $d_2u_j^j/d_1$, respectively. By repeating our previous analysis, it is clear that we can readily determine a system very similar to (6.2.29). The only essential difference is that one must numerically compute the constant $\xi$ from the PDE (6.2.15a). This constant defines the gauge function $\tilde{\nu}$ from (6.2.16). Rather than proceed with this general case, in the next sub-section we study the linearized stability problem for the simpler case where all the cells are circular with a common radius $\epsilon$.

6.2.2 Formulation of the Linear Stability Problem

Next, we consider the linear stability of the steady-state solution constructed in the previous subsection. We perturb this steady-state solution, denoted here by $U_e(x)$ in the bulk region, and $u_{e,j}$ in the $j$-th cell as

$$U = U_e + e^{\lambda t} \eta(x), \quad u_j = u_{e,j} + e^{\lambda t} \phi_j.$$  

Upon substituting this perturbation into (6.2.1), we obtain in the bulk region that

$$\tau \lambda \eta = D \Delta \eta - \eta, \quad x \in \Omega \cup \bigcup_{j=1}^{m} \Omega_{\epsilon_j},$$

$$\partial_n \eta = 0, \quad x \in \partial \Omega,$$

$$\epsilon D \partial_{n_j} \eta = d_1 \eta - d_2 \phi_j^1, \quad x \in \partial \Omega_{\epsilon_j}.$$  

Within the $j$-th cell the linearized problem is

$$\lambda \phi_j = J_j \phi_j + \frac{1}{\epsilon \tau} e_1 \int_{\partial \Omega_{\epsilon_j}} \left( d_1 \eta - d_2 \phi_j^1 \right) ds,$$  

(6.2.17b)

where $J_j$ denotes the Jacobian matrix of the nonlinear kinetics $F_j$ evaluated at $u_{e,j}$. We now study (6.2.17) in the limit $\epsilon \to 0$ using the method of matched asymptotic expansions. The analysis will provide a limiting globally coupled eigenvalue problem for $\lambda$, from which we can investigate possible instabilities.

In the inner region near the $j$-th cell, we introduce the local variables $y = \epsilon^{-1} (x - x_j)$, with $\rho = |y|$, and let $\eta_j(y) = \eta(x_j + \epsilon y)$. We will look for the radially symmetric eigenfunction $\eta_j$ in the inner variable $\rho$. Then, from (6.2.17a), upon neglecting higher order algebraic terms in $\epsilon$, the inner problem becomes

$$\partial_{\rho \rho} \eta_j + \rho^{-1} \partial_\rho \eta_j = 0, \quad 1 < \rho < \infty,$$  

(6.2.18a)
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with boundary condition

\[ D \frac{\partial \eta_j}{\partial \rho} = d_1 \eta_j - d_2 \phi_j^1, \quad \rho = 1. \]  

(6.2.18b)

The solution to this problem is

\[ \eta_j = c_j \log \rho + B_j, \]  

(6.2.19)

where \( c_j \) and \( B_j \) both are unknown constants. Upon satisfying the boundary condition in (6.2.18b), we determine \( B_j \) in terms of \( c_j \) as

\[ B_j = \frac{1}{d_1} (Dc_j + d_2 \phi_j^1). \]  

(6.2.20)

Then, upon substituting (6.2.19) and (6.2.20) into (6.2.17b), we obtain that

\[ (J_j - \lambda I) \phi_j + 2 \pi D \tau c_j e_1 = 0, \quad j = 1, \ldots, m. \]  

(6.2.21)

In the outer region, defined at \( O(1) \) distances from the cells, the outer problem for the eigenfunction \( \eta(x) \) is

\[ \Delta \eta - \frac{(1 + \tau \lambda)}{D} \eta = 0, \quad x \in \Omega \setminus \{x_1, \ldots, x_m\}, \]
\[ \partial_n \eta = 0, \quad x \in \partial \Omega, \]
\[ \eta \sim c_j \log |x - x_j| + \frac{c_j}{\nu} + B_j, \quad x \to x_j, \quad j = 1, \ldots, m, \]

(6.2.22)

where \( \nu \equiv -1/\log \epsilon \). We remark that the singularity condition in (6.2.22) as \( x \to x_j \) is derived by matching the outer solution for \( \eta \) to the far field behavior of the inner solution (6.2.19). To solve (6.2.22), we introduce the Green’s function \( G_\lambda(x; x_j) \) which satisfies

\[ \Delta G_\lambda - \varphi_\lambda^2 G_\lambda = -\delta(x - x_j), \quad x \in \Omega, \]
\[ \partial_n G_\lambda = 0, \quad x \in \partial \Omega, \]
\[ G_\lambda(x; x_j) \sim -\frac{1}{2\pi} \log |x - x_j| + R_{\lambda,j} + o(1), \quad x \to x_j, \]

(6.2.23)

where \( R_{\lambda,j} \equiv R_\lambda(x_j) \) is the regular part of \( G_\lambda \) at \( x_j \). Here we have defined \( \varphi_\lambda \) by

\[ \varphi_\lambda \equiv \sqrt{\frac{1 + \tau \lambda}{D}}. \]  

(6.2.24)
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We will choose the principal branch of $\varphi_\lambda$, which ensures that $\varphi_\lambda$ is analytic in $\text{Re}(\lambda) > 0$. For the case of an asymptotically large domain $\Omega$, this choice for the branch cut also ensures that $G_\lambda$ decays as $|x - x_j| \to \infty$.

In terms of $G_\lambda(x; x_j)$, we can represent the outer solution $\eta(x)$, which satisfies (6.2.22), as

$$\eta(x) = -2\pi \sum_{i=1}^{m} c_i G_\lambda(x, x_i).$$  \hspace{1cm} (6.2.25)

By matching the singularity condition at $x \to x_j$, we obtain a system of equations for $c_j$ as

$$\frac{c_j}{\nu} + B_j = -2\pi \left( c_j R_{\lambda,j} + \sum_{i \neq j}^{m} c_i G_{\lambda,ij} \right), \quad j = 1, \ldots, m, \hspace{1cm} (6.2.26)$$

where $G_{\lambda,ij} \equiv G_\lambda(x_j ; x_i)$. Upon recalling that $B_j = \frac{1}{d_1}(Dc_j + d_2 \phi_1^j)$ from (6.2.20), we can rewrite (6.2.26) as

$$\frac{c_j}{\nu} + \frac{1}{d_1}(Dc_j + d_2 \phi_1^j) + 2\pi \nu G_\lambda c_j = 0. \hspace{1cm} (6.2.27)$$

It is convenient to write (6.2.27) in matrix notation. To this end, we define the Green’s matrix $G_\lambda$ and the vectors $c$ and $\phi^1$ by

$$G_\lambda \equiv \begin{pmatrix} R_{\lambda,1} & G_{\lambda,12} & \cdots & G_{\lambda,1m} \\ G_{\lambda,21} & R_{\lambda,2} & \cdots & G_{\lambda,2m} \\ \vdots & \vdots & \ddots & \vdots \\ G_{\lambda,m1} & G_{\lambda,m2} & \cdots & R_{\lambda,m} \end{pmatrix}, \quad c \equiv \begin{pmatrix} c_1 \\ c_2 \\ \vdots \\ c_m \end{pmatrix}, \quad \phi^1 \equiv \begin{pmatrix} \phi_1^1 \\ \phi_2^1 \\ \vdots \\ \phi_m^1 \end{pmatrix}. \hspace{1cm} (6.2.28)$$

We observe that the $j$-th entry in the vector $\phi^1 = (\phi_1^1, \ldots, \phi_m^1)^T$ is simply the first element in the eigenvector for the $j$-th cell. In this way, (6.2.27) can be written in matrix form as

$$\left( 1 + \frac{D\nu}{d_1} \right) c + \frac{d_2}{d_1} c \phi^1 + 2\pi \nu G_\lambda c = 0. \hspace{1cm} (6.2.29)$$

Together with (6.2.21), (6.2.29) will yield an eigenvalue problem for $\lambda$ with eigenvector $c$. 
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We now determine this eigenvalue problem in a more explicit form by first calculating $\phi_1$ in terms of $c$ from (6.2.21) and then substituting the resulting expression into (6.2.29). If $\lambda$ is not an eigenvalue of $J_j$, we obtain from (6.2.21) that

$$
\phi_j = \frac{2\pi D}{\tau} (\lambda I - J_j)^{-1} c_j e_1,
$$

where $e_1$ is the n-vector $e_1 = (1, 0, \ldots, 0)^T$. Upon taking the dot product with $e_1$, we isolate $\phi_j$ as

$$
\phi_j = \frac{2\pi D}{\tau} c_j e_1^T (\lambda I - J_j)^{-1} e_1.
$$

This then yields that

$$
\phi^1 = 2\pi \frac{D}{\tau} K c,
$$

where $K = K(\lambda)$ is the $m \times m$ diagonal matrix with diagonal entries

$$
K_j = e_1^T (\lambda I - J_j)^{-1} e_1 = \frac{1}{\det(\lambda I - J_j)} e_1 M_j^T e_1 = \frac{M_{j,11}}{\det(\lambda I - J_j)}.
$$

Here $M_j$ is the $n \times n$ matrix of cofactors of the matrix $\lambda I - J_j$, with $M_{j,11}$ denoting the matrix entry in the first row and first column of $M_j$, given explicitly by

$$
M_{j,11} = M_{j,11}(\lambda) \equiv \det \left( \begin{array}{ccc} \lambda - \frac{\partial F_2^j}{\partial u_2} |_{u = u_{e,j}}, & \cdots, & -\frac{\partial F_j^2}{\partial u_n} |_{u = u_{e,j}} \\ \cdots, & \cdots, & \cdots \\ -\frac{\partial F_n^j}{\partial u_2} |_{u = u_{e,j}}, & \cdots, & \lambda - \frac{\partial F_n^j}{\partial u_n} |_{u = u_{e,j}} \end{array} \right).
$$

Here $F_j^2, \ldots, F_j^n$ denote the components of the vector $F_j \equiv (F_j^1, \ldots, F_j^n)^T$, characterizing the membrane kinetics.

Next, upon substituting (6.2.30a) into (6.2.29), we obtain the homogeneous $m \times m$ linear system

$$
\mathcal{M} c = 0,
$$

where $\mathcal{M} = \mathcal{M}(\lambda)$ is defined by

$$
\mathcal{M} \equiv \left( 1 + \frac{D \nu}{d_1} \right) I + 2\pi \nu \frac{d_2}{d_1 \tau} DK + 2\pi \nu G \lambda,
$$

where $d_2 = 2\pi D \tau$.
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where the diagonal matrix $\mathcal{K}$ has diagonal entries (6.2.30b), and $\mathcal{G}_\lambda$ is the Green’s interaction matrix defined in (6.2.28), which depends on $\lambda$ as well as on the spatial configuration $\{x_1, \ldots, x_m\}$ of the small cells.

We refer to (6.2.32) as the globally coupled eigenvalue problem (GCEP). In the limit $\epsilon \to 0$, we conclude that $\lambda$ is a discrete eigenvalue of the linearized problem (6.2.17) if and only if $\lambda$ is a root of the transcendental equation

$$\det \mathcal{M} = 0.$$  \hspace{1cm} (6.2.33)

To determine the region of stability, we must seek conditions on the parameters for which any such eigenvalue satisfies $\text{Re}(\lambda) < 0$. The corresponding eigenvector $\mathbf{c}$ of (6.2.32) associated with a root of (6.2.33) gives the spatial information for the eigenfunction in the bulk via (6.2.25).

We now make some remarks on the form of the GCEP. We first observe from (6.2.32b) that when $D = \mathcal{O}(1)$, then to leading-order in $\nu \ll 1$, we have that $\mathcal{M} \sim I + \mathcal{O}(\nu)$. As such, when $D = \mathcal{O}(1)$, we conclude that to leading order in $\nu$ there are no discrete eigenvalues of the linearized problem with $\lambda = \mathcal{O}(1)$, and hence no $\mathcal{O}(1)$ time-scale instabilities. However, since $\nu = -1/\log \epsilon$ is not very small unless $\epsilon$ is extremely small, this prediction of no instability in the $D = \mathcal{O}(1)$ regime may be somewhat misleading at small finite $\epsilon$. Instead of finding the roots of (6.2.33) using numerical methods, without first assuming $\nu \ll 1$, in the next sub-section we will consider the distinguished limit $D = \mathcal{O}(\nu^{-1}) \gg 1$ for (6.2.32b) where the linearized stability problem becomes highly tractable analytically. In another, somewhat related, context this large $D$ distinguished limit regime was found in [77], [78], and [65] (see the references therein) to play a central role in calculating stability thresholds associated with localized spot patterns for certain two-component reaction-diffusion systems in the plane.

6.3 The Distinguished Limit of $D = \mathcal{O}(\nu^{-1}) \gg 1$

In the previous section we considered the general case where there are $m$ dynamically active cells in a two dimensional bounded domain $\Omega$ with bulk diffusion. For $\epsilon \to 0$, we constructed the steady-state solution for this problem and derived the spectral problem that characterizes the linear stability of this solution.

In this section, we consider the distinguished limit where the signaling molecule in the bulk diffuses rapidly, so that $D \gg 1$. More specifically, we will consider the distinguished limit where $D = \mathcal{O}(\nu^{-1})$, and hence for some
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$D_0 = \mathcal{O}(1)$, we set

$$D = \frac{D_0}{\nu}. \quad (6.3.1)$$

Under this assumption, we will obtain a leading order approximation to the steady-state solution. We will then analyze the corresponding spectral problem.

Since the reduced-wave Green’s function depends on $D$, we first approximate it for large $D$. We write (6.2.10a) as

$$\Delta G - \frac{\nu}{D_0} G = -\delta(x - x_j), \quad x \in \Omega; \quad \partial_{\nu} G = 0, \quad x \in \partial \Omega. \quad (6.3.2)$$

This problem has no solution when $\nu = 0$. Therefore, we expand $G = G(x; x_j)$ for $D \gg 1$ as

$$G = \frac{1}{\nu} G_{-1} + G_0 + \nu G_1 + \ldots. \quad (6.3.3)$$

Upon substituting (6.3.3) into (6.3.2), and equating powers of $\nu$, we obtain a sequence of problems for $G_i$ for $i = -1, 0, 1$. To leading-order $\mathcal{O}(\nu^{-1})$, we get that $G_{-1}$ satisfies

$$\Delta G_{-1} = 0, \quad x \in \Omega; \quad \partial_{\nu} G_{-1} = 0, \quad x \in \partial \Omega. \quad (6.3.4)$$

This gives that $G_{-1}$ is a constant. The $\mathcal{O}(1)$ system for $G_0$ is

$$\Delta G_0 = \frac{1}{D_0} G_{-1} - \delta(x - x_j), \quad x \in \Omega; \quad \partial_{\nu} G_0 = 0, \quad x \in \partial \Omega. \quad (6.3.5)$$

Similarly the $\mathcal{O}(\nu)$ problem satisfied by $G_1$ is

$$\Delta G_1 = \frac{1}{D_0} G_0, \quad x \in \Omega; \quad \partial_{\nu} G_1 = 0, \quad x \in \partial \Omega. \quad (6.3.6)$$

The divergence theorem applied to (6.3.5) and (6.3.6) yields that

$$G_{-1} = \frac{D_0}{|\Omega|}, \quad \int_{\Omega} G_0 \, dx = 0.$$  

In this way, we obtain the following two-term expansion for the reduced-wave Green’s function and its regular part $R_j$ in the limit $D = D_0/\nu \gg 1$:

$$G(x; x_j) = \frac{D_0}{\nu|\Omega|} + G_0(x; x_j) + \ldots, \quad R_j = \frac{D_0}{\nu|\Omega|} + R_{0j} + \ldots. \quad (6.3.7)$$
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Here $G_0(x; x_j)$, with regular part $R_{0j}$, is the Neumann Green’s function defined as the unique solution to

$$\Delta G_0 = \frac{1}{|\Omega|} - \delta(x - x_j), \quad x \in \Omega;$$

$$\partial_n G_0 = 0, \quad x \in \partial \Omega; \quad \int_{\Omega} G_0 \, dx = 0,$$

$$G_0(x; x_j) \sim -\frac{1}{2\pi} \log |x - x_j| + R_{0j}, \quad x \to x_j. \quad (6.3.8)$$

We then substitute the expansion (6.3.7) and $D = D_0/\nu$ into the non-linear algebraic system (6.2.7) and (6.2.13), which is associated with the steady-state problem, to obtain that

$$\left(1 + \frac{D_0}{d_1}\right) S + \frac{2\pi m D_0}{|\Omega|} \mathcal{E} S + 2\pi \nu G_0 S = -\frac{d_2}{d_1} \nu u^1;$$

$$F_j(u_j) + \frac{2\pi D_0}{\tau \nu} S_j e_1 = 0, \quad j = 1, \ldots, m, \quad (6.3.9)$$

where $\mathcal{E}$ and the Neumann Green’s matrix $\mathcal{G}_0$ are the $m \times m$ matrices defined by

$$\mathcal{E} \equiv \frac{1}{m} e e^T = \frac{1}{m} \begin{pmatrix} 1 & \cdots & 1 \\ \vdots & \ddots & \vdots \\ 1 & \cdots & 1 \end{pmatrix}, \quad \mathcal{G}_0 \equiv \begin{pmatrix} R_{0,1} & G_{0,12} & \cdots & G_{0,1m} \\ G_{0,1} & R_{0,2} & \cdots & G_{0,2m} \\ \vdots & \vdots & \ddots & \vdots \\ G_{0,m-1} & G_{0,m2} & \cdots & R_{0,m} \end{pmatrix}. \quad (6.3.10)$$

Here $e$ is the $m \times 1$ vector $e \equiv (1, \ldots, 1)^T$.

The leading-order solution to (6.3.9) when $\nu \ll 1$ has the form

$$S = \nu S_0 + O(\nu^2), \quad u_j = u_{j0} + O(\nu). \quad (6.3.11)$$

From (6.3.9) we conclude that $S_0$ and $u_{j0}$ satisfy the limiting leading-order nonlinear algebraic system

$$\left(1 + \frac{D_0}{d_1}\right) S_0 + \frac{2\pi m D_0}{|\Omega|} \mathcal{E} S_0 = -\frac{d_2}{d_1} \nu u^1;$$

$$F_j(u_{0j}) + \frac{2\pi D_0}{\tau} S_{0j} e_1 = 0, \quad j = 1, \ldots, m. \quad (6.3.12)$$
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Since this leading order system does not involve the Neumann Green’s matrix $G_0$, we conclude that $S_0$ is independent of the spatial configuration of the cells in $\Omega$.

For the special case where the reaction kinetics $F_j$ is identical for each cell, so that $F_j = F$ for $j = 1, \ldots, m$, we will look for a solution to (6.3.12) with identical source strengths, so that $S_{0j}$ is independent of $j$ and $u_{0j} = u_0$ is independent of $j$. Therefore, we write

$$S_0 = S_{0c}e,$$  \hspace{1cm} (6.3.13)

where $S_{0c}$ is the common source strength. From (6.3.12), where we use $\mathcal{E}e = e$, this yields that $S_{0c}$ and $u_0$ satisfy the $m + 1$ dimensional nonlinear algebraic system

$$\left(1 + \frac{D_0}{d_1} + \frac{2\pi m D_0}{|\Omega|}\right) S_{0c} = -\frac{d_2}{d_1}u_0^1, \quad F(u_0) + \frac{2\pi D_0}{\tau}S_{0c}e_1 = 0,$$  \hspace{1cm} (6.3.14)

where $u_0^1$ is the first component of $u_0$. This simple limiting system will be studied in detail in the next section for various choices of the nonlinear kinetics $F(u_0)$.

Next, we will simplify the globally coupled eigenvalue problem (GCEP), given by (6.2.32), when $D = D_0/\nu \gg 1$, and under the assumption that the reaction kinetics are the same in each cell. In the same way as was derived in (6.3.2)–(6.3.7), we let $D = D_0/\nu \gg 1$ and approximate the $\lambda$-dependent reduced Green’s function $G_\lambda(x; x_j)$, which satisfies (6.2.23). For $\tau = O(1)$, we calculate, in place of (6.3.7), that

$$G_\lambda(x; x_j) = D_0 \frac{m D_0}{\nu (1 + \tau \lambda) |\Omega|} e + G_0(x; x_j) + O(\nu),$$

where $G_0(x; x_j)$, with regular part $R_{0j}$, is the Neumann Green’s function satisfying (6.3.8). It follows that for $D = D_0/\nu \gg 1$ and $\tau = O(1)$, we have

$$G_\lambda = \frac{m D_0}{\nu (1 + \tau \lambda) |\Omega|} e + G_0 + O(\nu),$$  \hspace{1cm} (6.3.15)

where $e$, and the Neumann Green’s matrix $G_0$, are defined in (6.3.10).

We substitute (6.3.15) into (6.2.32b), and set $D = D_0/\nu$. In (6.2.32b), we calculate to leading order in $\nu$ that the matrix $K(\lambda)$, defined in (6.2.30b), reduces to

$$K \sim \frac{M_{11}}{\det(\lambda I - J)} + O(\nu),$$  \hspace{1cm} (6.3.16)
6.3. The Distinguished Limit of \( D = \mathcal{O}(\nu^{-1}) \gg 1 \)

where \( J \) is the Jacobian of \( \mathbf{F} \) evaluated at the solution \( u_0 \) to the limiting problem (6.3.14), and \( M_{11} \) is the cofactor of \( \lambda I - J \) associated with its first row and first column. The \( \mathcal{O}(\nu) \) correction in \( K(\lambda) \) arises from the higher order terms in the Jacobian resulting from the solution to the full system (6.3.9). In this way, the matrix \( \mathcal{M} \), defined in (6.2.32b), associated with the GCEP reduces to leading order to

\[
\mathcal{M} = a(\lambda) I + b(\lambda) E + \mathcal{O}(\nu),
\]

where \( a(\lambda) \) and \( b(\lambda) \) are defined by

\[
a(\lambda) = 1 + \frac{D_0}{d_1} + \frac{2\pi d_2}{d_1 \tau} \frac{D_0 M_{11}}{\det(\lambda I - J)}, \quad b(\lambda) = \frac{2\pi m D_0}{(1 + \tau \lambda) |\Omega|}.
\]

We remark that the \( \mathcal{O}(\nu) \) correction terms in (6.3.17a) arises from both \( 2\pi \nu \tilde{G}_0 \), which depends on the spatial configuration of the cells, and the \( \mathcal{O}(\nu) \) term in \( K \) as written in (6.3.16).

Therefore, when \( D = D_0/\nu \), it follows from (6.3.17a) and the criterion (6.2.33) of the GCEP that \( \lambda \) is a discrete eigenvalue of the linearization if and only if there exists a nontrivial solution \( \mathbf{c} \) to

\[
(a(\lambda) I + b(\lambda) E) \mathbf{c} = \mathbf{0},
\]

where \( a(\lambda) \) and \( b(\lambda) \) are defined in (6.3.17b). Any such eigenvalue with \( \text{Re}(\lambda) > 0 \) leads to a linear instability of the steady-state solution on the regime \( D = \mathcal{O}(\nu^{-1}) \).

Explicit equations for \( \lambda \) are readily derived from (6.3.18) by using the key property that \( E \mathbf{e} = \mathbf{e} \) and \( E \mathbf{q}_j = 0 \) for \( j = 2, \ldots, m \), where \( \mathbf{q}_j \) for \( j = 2, \ldots, m \) are an orthogonal basis of the \( m - 1 \) dimensional perpendicular subspace to \( \mathbf{e} \), i.e \( \mathbf{q}_j^T \mathbf{e} = 0 \).

In this way, we obtain that \( \lambda \) is a discrete eigenvalue for the synchronous mode, corresponding to \( \mathbf{c} = \mathbf{e} \), whenever \( \lambda \) satisfies

\[
a(\lambda) + b(\lambda) \equiv 1 + \frac{D_0}{d_1} + \frac{2\pi d_2}{d_1 \tau} \frac{D_0 M_{11}}{\det(\lambda I - J)} + \frac{2\pi m D_0}{(1 + \tau \lambda) |\Omega|} = 0.
\]

This expression can be conveniently written as

\[
\frac{M_{11}}{\det(\lambda I - J)} = -\frac{\tau}{2\pi d_2} \left( \kappa_1 \tau \lambda + \kappa_2 \right), \quad \text{where} \quad \kappa_1 \equiv \frac{d_1}{D_0} + 1, \quad \kappa_2 \equiv \kappa_1 + \frac{2m \pi d_1}{|\Omega|}.
\]
In contrast, $\lambda$ is a discrete eigenvalue for the asynchronous or competition modes, corresponding to $c = q_j$ for $j = 2, \ldots, m$, whenever $\lambda$ satisfies $a(\lambda) = 0$, which yields

$$
\frac{M_{11}}{\det(\lambda I - J)} = -\frac{\tau}{2\pi d_2} \left( \frac{d_1}{D_0} + 1 \right).
$$

(6.3.21)

We remark that the synchronous mode depends on the total number $m$ of cells. In contrast, the asynchronous mode is independent of $m$, but does require that $m \geq 2$.

Any discrete eigenvalue for either the synchronous or asynchronous modes that satisfies $\text{Re}(\lambda) > 0$ leads to an instability. If all such eigenvalues satisfy $\text{Re}(\lambda) < 0$, then the steady-state solution for the regime $D = D_0/\nu$ is linearly stable on an $O(1)$ time-scale.

6.4 Examples of the Theory: Finite Domain With $D = \mathcal{O}(\nu^{-1})$

In this section we will study the leading-order steady-state problem (6.3.14), and its associated spectral problem (6.3.19) and (6.3.21), for various special cases and choices of the reaction kinetics $F$. We would like to investigate the stability properties of the steady-state (6.3.14) as parameters are varying, and in particular, find conditions for Hopf bifurcations to occur.

6.4.1 Example 1: $m$ Cells; One Local Component

To illustrate the asymptotic theory, we first consider a system with $m$ cells in a two-dimensional bounded domain $\Omega$ such that the local dynamics inside each cell consists of only a single component with arbitrary scalar kinetics $F$. For this case, the steady-state problem for $u_0 = u_0$ and $S$, given by (6.3.14), reduces to two algebraic equations. We now show that no matter what $F(u)$ is, the steady-state can never be destabilized by a Hopf bifurcation.

We will study the stability problem for both the synchronous and asynchronous modes. In the one component case, we calculate $M_{11} = 1$ and $\det(\lambda I - J) = \lambda - F_u^c$, where $F_u^c$ is defined as the derivative of $F(u)$ evaluated at the steady-state $u_0$. It is easily shown that the spectral problem (6.3.20) for the synchronous mode reduces to

$$
\lambda^2 - \lambda p_1 + p_2 = 0, \quad p_1 \equiv F_u^c - \frac{\gamma}{\tau} - \frac{\zeta}{\tau}, \quad p_2 \equiv \frac{1}{\tau} \left( \frac{\gamma}{\tau} - \zeta F_u^c \right) = 0,
$$

(6.4.1a)
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where

$$\gamma \equiv \frac{2\pi d_2 D_0}{d_1 + D_0} > 0, \quad \zeta \equiv 1 + \frac{2\pi m d_1 D_0}{|\Omega|(d_1 + D_0)} > 1. \quad (6.4.1b)$$

For a Hopf bifurcation to occur we need $p_1 = 0$ and $p_2 > 0$. Upon setting $p_1 = 0$, we get

$$F_u^e = \frac{1}{\tau} \left( \gamma + \zeta \right) > 0. \quad (6.4.2)$$

Upon substituting (6.4.2) into the expression for $p_2$ in (6.4.1a) we get

$$p_2 = \frac{1}{\tau} \left( \frac{\gamma}{\tau} - \zeta F_u^e \right) = \frac{1}{\tau^2} \left( \gamma(1 - \zeta) - \zeta^2 \right) < 0, \quad (6.4.3)$$

since $\tau > 0$, $\gamma > 0$ and $\zeta > 1$. Therefore, there can be no Hopf bifurcation for the synchronous mode. The following result characterizes the stability properties for the synchronous mode:

**Proposition 6.4.1** Consider the synchronous mode. Suppose that $F_u^e < \frac{\gamma}{\zeta \tau}$, then we have $\text{Re}(\lambda) < 0$, and so the steady-state is linearly stable to synchronous perturbations. If $F_u^e > \frac{\gamma}{\zeta \tau}$, the linearization has exactly one positive eigenvalue.

To show this, we note that the steady-state solution is stable to synchronous perturbations if and only if $p_1 < 0$ and $p_2 > 0$. From (6.4.1a), $p_1 < 0$ and $p_2 > 0$ when

$$\tau F_u^e < \zeta + \gamma, \quad \tau F_u^e < \frac{\gamma}{\zeta}, \quad (6.4.5)$$

respectively, which implies that we must have $\tau F_u^e < \min(\zeta + \gamma, \gamma/\zeta)$. Since $\zeta > 1$, the two inequalities in (6.4.5) hold simultaneously only when $\tau F_u^e < \gamma/\zeta$. This yields that $\text{Re}(\lambda) < 0$ when (6.4.4) holds. Finally, when $F_u^e > \gamma/\zeta$, then $p_2 < 0$, and so there is a unique positive eigenvalue.

This result shows that the effect of cell-bulk coupling is that the steady-state of the coupled system can be linearly stable even when the reaction kinetics is self-activating in the sense that $F_u^e > 0$. We observe that the stability threshold $\gamma/\zeta$ is a monotone increasing function of $D_0$, with $\gamma/\zeta \to 0$ as $D_0 \to 0$ and $\gamma/\zeta$ tending to a limiting value as $D_0 \to \infty$. This shows that as $D_0$ is decreased, corresponding to when the cells are effectively more
isolated from each other, there is a smaller range of $F_u^e > 0$ where stability can still be achieved.

Next, we will consider the spectral problem for the asynchronous mode. From (6.3.21), we get

$$\frac{1}{\lambda - F_u^e} = -\frac{\tau}{\gamma},$$

(6.4.6)

where $\gamma$ is defined in (6.4.1b). Therefore, $\lambda = F_u^e - \gamma/\tau$, and so $\lambda$ is real and no Hopf bifurcation can occur. This asynchronous mode is stable if $F_u^e < \gamma/\tau$. Since $\zeta > 1$, we observe, upon comparing this threshold with that for the synchronous mode in (6.4.4), that the stability criterion for the synchronous mode is the more restrictive of the two stability thresholds.

In summary, we conclude that a Hopf bifurcation is impossible for (6.2.1a) in the parameter regime $D = D_0/\nu$ when there is only one dynamically active species inside each of $m$ small cells. Moreover, if $F_u^e < \gamma/\zeta\tau$, where $\gamma$ and $\zeta$ are defined in (6.4.1b), then the steady-state solution is linearly stable to both the synchronous and asynchronous modes.

### 6.4.2 Example 2: $m$ Cells; Two Local Components

Next we consider $m$ cells in $\Omega$, but now we assume that there are two dynamically active local species inside each cell. Without causing any confusion, we write the intracellular variable as $u = (v, w)^T$ and the local kinetics as $F(v, w) = (F(v, w), G(v, w))^T$. In this way, the steady-state problem (6.3.14) becomes

$$\left(1 + \frac{D_0}{d_1} + \frac{2\pi m D_0}{|\Omega|}\right) S_{0c} = -\frac{d_2}{d_1} v_e, \quad F(v_e, w_e) + \frac{2\pi D_0}{\tau} S_{0c} = 0, \quad G(v_e, w_e) = 0.$$  

(6.4.7)

Given specific forms for $F$ and $G$, we can solve the steady-state problem (6.4.7) either analytically or numerically.

To analyze the stability problem, in a similar way as for the one-species case, we first calculate the cofactor $M_{11}$ as $M_{11} = \lambda - G_w^e$, and $\det(\lambda I - J) = \lambda^2 - \text{tr}(J)\lambda + \det(J)$, where $\text{tr}(J)$ and $\det(J)$ are the trace and determinant of the Jacobian of $F$, given by

$$\text{tr}(J) = F_v^e + G_w^e, \quad \det(J) = F_v^e G_w^e - F_w^e G_v^e.$$  

(6.4.8)

Here $F_i^e, G_i^e$ are partial derivatives of $F, G$ with respect to $i$, with $i \in (v, w)$, evaluated at the solution to (6.4.7).

Next, we analyze the stability of the steady-state solution with respect to either synchronous or asynchronous perturbations. For the synchronous
mode, we obtain, after some algebra, that (6.3.20) can be reduced to the study of the following cubic polynomial in $\lambda$:

$$H(\lambda) \equiv \lambda^3 + \lambda^2 p_1 + \lambda p_2 + p_3 = 0 , \quad (6.4.9a)$$

where we have defined $p_1$, $p_2$, and $p_3$ by

$$p_1 \equiv \frac{\gamma}{\tau} + \frac{\zeta}{\tau} - \text{tr}(J),$$
$$p_2 \equiv \det(J) - \frac{\gamma}{\tau} G^e_w + \frac{1}{\tau} (\frac{\gamma}{\tau} - \zeta \text{tr}(J)),$$
$$p_3 \equiv \frac{1}{\tau} (\zeta \det(J) - \frac{\gamma}{\tau} G^e_w). \quad (6.4.9b)$$

Here $\gamma$ and $\zeta$ are defined in (6.4.1b).

To determine whether there is any eigenvalue lying in the right-half of the complex $\lambda$-plane, and to detect any Hopf bifurcation boundary in the parameter space, we will use the Routh-Hurwitz criterion for a cubic function. This criterion gives necessary and sufficient conditions for all of the roots of the cubic polynomial with real coefficients to lie in $\text{Re}(\lambda) < 0$. Given a cubic polynomial $H(\lambda)$, the criterion states that a necessary and sufficient condition for all its roots to satisfy $\text{Re}(\lambda) < 0$ is that the following three conditions on the coefficients hold:

$$p_1 > 0, \quad p_3 > 0, \quad p_1 p_2 > p_3. \quad (6.4.10)$$

To find the conditions that parameters should satisfy on a Hopf bifurcation boundary, we need only consider a special cubic equation which has roots $\lambda_1 = a < 0$ and $\lambda_{2,3} = \pm i\omega$. Thus, such a cubic equation has the form

$$(\lambda - a)(\lambda - i\omega)(\lambda + i\omega) = \lambda^3 - a\lambda^2 + \omega^2\lambda - a\omega^2 = 0. \quad (6.4.11)$$

Comparing this expression with (6.4.9a) and together with Routh-Hurwitz criterion, we conclude that the Hopf bifurcation boundary lies in the parameter regime where

$$p_1 > 0, \quad p_3 > 0, \quad p_1 p_2 > p_3. \quad (6.4.12a)$$

with the Hopf bifurcation boundary given by

$$p_1 p_2 = p_3. \quad (6.4.12b)$$

We will return to criterion in the next two subsections when we study two specific models for the local kinetics $(F, G)$. 
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Next, we consider the spectral problem for the asynchronous mode. Upon substituting the expressions of $M_{11}$ and $\det(\lambda I - J)$ into (6.3.21) and reorganizing it, (6.3.21) becomes a quadratic equation in $\lambda$ given by

$$\lambda^2 - \lambda q_1 + q_2 = 0, \quad q_1 \equiv \text{tr}(J) - \frac{\gamma}{\tau}, \quad q_2 \equiv \det(J) - \frac{2\gamma}{\tau} G_e^e. \quad (6.4.13)$$

For a Hopf bifurcation to occur, we require that $q_1 = 0$ and $q_2 > 0$, which yields that

$$\frac{\gamma}{\tau} = \text{tr}(J) = F^e_v + G^e_w, \quad (6.4.14a)$$

provided the inequality

$$\det(J) - \frac{\gamma}{\tau} G_e^e = -G^e_v F_w^e - (G^e_w)^2 > 0, \quad (6.4.14b)$$

holds. Finally, we conclude that $\text{Re}(\lambda) < 0$ for the asynchronous modes if and only if

$$\text{tr}(J) < \gamma/\tau, \quad \text{and} \quad \det(J) - \frac{\gamma}{\tau} G_e^e > 0. \quad (6.4.15)$$

To write the stability problem for the asynchronous mode in terms of $D_0$, we use (6.4.1b) for $\gamma$ in terms of $D_0$ to obtain from the conditions (6.4.14a) and (6.4.14b) that the Hopf bifurcation threshold for the asynchronous mode is given by the transcendental equation

$$D_0 = \frac{\tau d_1 \text{tr}(J)}{2\pi d_2 - \tau \text{tr}(J)}, \quad (6.4.16a)$$

provided that the inequality

$$D_0 \left(\frac{2\pi d_2}{\tau} G_e^e - \det(J)\right) < d_1 \det(J), \quad (6.4.16b)$$

is satisfied. We observe that in this formulation, both $\text{tr}(J)$ and $\det(J)$ depend on the form of the local kinetics and the steady-state solution, which depends on $D_0$ and $\tau$.

In the next two subsections we study in some detail two specific choices for the local kinetics, and we show phase diagrams where oscillatory instabilities can occur.
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Local Kinetics Described by the Sel’kov Model

We first consider the Sel’kov model, used in simple models of glycolysis, where the functions $F(v, w)$ and $G(v, w)$ are given in terms of parameters $\alpha > 0$, $\mu > 0$, and $\epsilon_0 > 0$ by

$$
F(v, w) = \alpha w + wv^2 - v, \quad G(v, w) = \epsilon_0 \left( \mu - (\alpha w + wv^2) \right). \quad (6.4.17)
$$

First, we determine the approximate steady-state solution by substituting (6.4.17) into (6.4.7). This system can be solved analytically to obtain the steady-state solution

$$
v_e = \frac{\mu}{1 + 2\pi D_0 \beta/\tau}, \quad w_e = \frac{\mu}{\alpha + v_e^2}, \quad S_{0e} = \beta v_e, \quad (6.4.18a)
$$

where we have defined $\beta > 0$ by

$$
\beta \equiv \frac{d_2}{d_1 + D_0 + 2\pi m d_1 D_0 / |\Omega|}. \quad (6.4.18b)
$$

As needed below, we first calculate the partial derivatives of $F$ and $G$ evaluated at the steady-state solution as

$$
F^e_v = 2v_e w_e - 1, \quad F^e_w = \alpha + v_e^2, \quad G^e_v = -2\epsilon_0 v_e w_e, \quad G^e_w = -\epsilon_0 (\alpha + v_e^2), \quad (6.4.19a)
$$

which yields

$$
\det(J) = \epsilon_0 \left( \alpha + v_e^2 \right) > 0, \quad \text{tr}(J) = 2v_e w_e - 1 - \epsilon_0 \left( \alpha + v_e^2 \right). \quad (6.4.19b)
$$

To study possible synchronous oscillations of the $m$ cells, we compute the Hopf bifurcation boundaries as given in (6.4.12), where we use (6.4.19). For the parameter set $\tau = 1$, $D_0 = 1$, $|\Omega| = 10$, $\mu = 2$, $\alpha = 0.9$, and $\epsilon_0 = 0.15$, we obtain the Hopf bifurcation boundary in the $d_1$ versus $d_2$ parameter plane as shown by the solid curves in Fig. 6.2 for $m = 1, 2, 3$.

Next, to obtain instability thresholds corresponding to asynchronous mode, we substitute (6.4.19a) into (6.4.14) and obtain that, the Hopf bifurcation boundary is given by

$$
\gamma = \tau \text{tr}(J) \equiv \tau \left[ 2v_e w_e - 1 - \epsilon_0 (\alpha + v_e^2) \right], \quad (6.4.20)
$$

provided that $\det(J) - \text{tr}(J) G^e_w > 0$. This latter condition can be written, using (6.4.19a), as $\epsilon_0 (\alpha + v_e^2) (1 + \text{tr}(J)) > 0$, and so is satisfied provided
that \( \text{tr}(J) > -1 \). Since \( \gamma > 0 \) from (6.4.20), we must have \( \text{tr}(J) > 0 \), which guarantees that \( \det(J) - \text{tr}(J) G^e_w > 0 \) always holds at a Hopf bifurcation. In this way, and by substituting (6.4.18) for \( w_\epsilon \) into (6.4.20), we obtain that the asynchronous mode has a pure imaginary pair of complex conjugate eigenvalues when

\[
\gamma = \tau \left[ \frac{2v_\epsilon \mu}{\alpha + v_\epsilon^2} - 1 - \epsilon_0 \left( \alpha + v_\epsilon^2 \right) \right], \quad \text{where} \quad v_\epsilon = \frac{\mu}{1 + 2\pi D_0 \beta/\tau},
\]

where \( \gamma \) and \( \beta \), depending on \( d_1, d_2, m, |\Omega| \), and \( D_0 \), are defined in (6.4.1b) and (6.4.18b), respectively. By using these expressions for \( \gamma \) and \( \beta \), we can readily determine a parametric form for the Hopf bifurcation boundary in the \( d_1 \) versus \( d_2 \) plane as the solution to a linear algebraic system for \( d_1 \) and \( d_2 \) in terms of the parameter \( v_\epsilon \) with \( 0 < v_\epsilon < \mu \). Some simple algebra yields that

\[
d_1 = \frac{D_0 (a_{12} - a_{22})}{a_{11} a_{22} - a_{21} a_{12}}, \quad d_2 = \frac{D_0 (a_{21} - a_{11})}{a_{11} a_{22} - a_{21} a_{12}},
\]

(6.4.22a)

where \( a_{11}, a_{12}, a_{22}, \) and \( a_{21} \), are defined in terms of the parameter \( v_\epsilon \) by

\[
a_{11} \equiv 1 + \frac{2\pi m D_0}{|\Omega|}, \quad a_{12} \equiv -\frac{1}{\beta(v_\epsilon)}, \quad a_{21} \equiv 1, \quad a_{22} \equiv -\frac{2\pi D_0}{\gamma(v_\epsilon)},
\]

(6.4.22b)

where

\[
\gamma(v_\epsilon) \equiv \tau \left[ \frac{2v_\epsilon \mu}{\alpha + v_\epsilon^2} - 1 - \epsilon_0 \left( \alpha + v_\epsilon^2 \right) \right], \quad \beta(v_\epsilon) \equiv \frac{\tau (\mu - v_\epsilon)}{2\pi D_0 v_\epsilon}.
\]

(6.4.22c)

By varying \( v_\epsilon \), with \( 0 < v_\epsilon < \mu \), and retaining only the portion of the curve for which \( d_1 > 0 \) and \( d_2 > 0 \), we obtain a parametric form for the Hopf bifurcation boundary for the asynchronous mode in the \( d_1 \) versus \( d_2 \) parameter plane. For \( m = 2 \) and \( m = 3 \), these are the dashed curves shown in Fig. 6.2.
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Figure 6.2: Hopf bifurcation boundaries for the synchronous (solid curve) and asynchronous (dashed curve) modes for the Sel’kov model with various number $m$ of cells in the $d_1$ versus $d_2$ parameter plane. The synchronous mode for $m = 1$ between the two black lines is unstable. For $m = 2$ and $m = 3$ the synchronous mode is unstable in the horseshoe-shaped region bounded by the blue and red solid curves, respectively. Inside the dotted regions for $m = 2$ and $m = 3$ the asynchronous mode is unstable. For the asynchronous mode, the boundary of these regions is given parametrically by (6.4.22). The parameters used are $\mu = 2$, $\alpha = 0.9$, $\epsilon_0 = 0.15$, $\tau = 1$, $D_0 = 1$, and $|\Omega| = 10$.

We now discuss qualitative aspects of the Hopf bifurcation boundaries for both synchronous and asynchronous modes for various choices of $m$ as seen in Fig. 6.2. For $m = 1$, we only need to consider the synchronous instability. The Hopf bifurcation boundary is given by the two black lines, and the region with unstable oscillatory dynamics is located between these two lines. For $m = 2$, inside the region bounded by the blue solid curve, the synchronous mode is unstable and under the blue dashed curve, the asynchronous mode is unstable. Similar notation applies to the case with $m = 3$, where the Hopf bifurcation boundaries for synchronous/asynchronous mode are denoted by red solid/dashed curves.

One key qualitative feature we can observe from Fig. 6.2 is that the oscillatory region for a larger value of $m$ lies completely within the unstable region for smaller $m$ for both the synchronous and asynchronous modes. This suggests that if a coupled system with $m_1$ cells is unstable to synchronous perturbations, then a system with $m_2 < m_1$ cells will also be unstable to such perturbations. However, if a two-cell system is unstable, it is possible
that a system with three cells, with the same parameter set, can be stable. Finally, we observe qualitatively that the Hopf bifurcation boundary of the asynchronous mode always lies between that of the synchronous mode. This suggests that as we vary $d_1$ and $d_2$ from a stable parameter region into an unstable parameter region, we will always first trigger a synchronous oscillatory instability rather than an asynchronous instability. It is an open problem to show that these qualitative observations still hold for a wide range of other parameter sets.

Figure 6.3: Left panel: Hopf bifurcation boundaries for the synchronous (solid curves) and asynchronous (dashed curves) modes for the Sel’kov model with various number $m$ of cells in the $\tau$ versus $D_0$ plane. Only inside the region bounded by the two black solid curves, the synchronous mode is unstable for $m = 1$. Similarly, in the lobe formed by the blue solid and red solid curves the synchronous mode is unstable for $m = 2$ (blue) and $m = 3$ (red), respectively. In the region enclosed by the blue (red) dashed curve, the asynchronous mode is unstable for $m = 2$ ($m = 3$). Right panel: Hopf bifurcation boundaries for the synchronous mode with $m = 1$ shown in a larger region of the $\tau$ versus $D_0$ plane. Parameters used are $\mu = 2$, $\alpha = 0.9$, $\epsilon_0 = 0.15$, $d_1 = 0.5$, $d_2 = 0.2$ and $|\Omega| = 10$. With these choices of $\mu$, $\alpha$ and $\epsilon_0$, the uncoupled system has a stable steady-state for the intracellular kinetics.

Next, we show the region where oscillatory instabilities can occur in the $\tau$ versus $D_0$ parameter plane for the synchronous and asynchronous modes. We fix the Sel’kov parameter values as $\mu = 2$, $\alpha = 0.9$, and $\epsilon_0 = 0.15$, so that the uncoupled intracellular kinetics has a stable steady-state. We then take $d_1 = 0.5$, $d_2 = 0.2$, and $|\Omega| = 10$. For this parameter set, we solve the Hopf bifurcation conditions (6.4.12) by a root finder. In this way, in the left panel
of Fig. 6.3 we plot the Hopf bifurcation boundaries for the synchronous mode in the $\tau$ versus $D_0$ plane for $m = 1, 2, 3$. Similarly, upon using (6.4.16), in the left panel of Fig. 6.3 we also plot the Hopf bifurcation boundaries for the asynchronous mode. In the right panel of Fig. 6.3, where we plot in a larger region of the $\tau$ versus $D$ plane, we show that the instability lobe for the $m = 1$ case is indeed closed. We observe for $m = 2$ and $m = 3$ that, for this parameter set, the lobes of instability of the asynchronous mode are almost entirely contained inside the instability lobes for the synchronous mode.

Finally, we consider the effect of changing $d_1$ and $d_2$ to $d_1 = 0.1$ and $d_2 = 0.2$, while fixing the Sel’kov parameters as $\mu = 2$, $\alpha = 0.9$, and $\epsilon_0 = 0.15$, and keeping $|\Omega| = 10$. In Fig. 6.4 we plot the Hopf bifurcation curve for the synchronous mode when $m = 1$, computed using (6.4.12), in the $\tau$ versus $D_0$ plane. We observe that there is no longer any closed lobe of instability. In this figure we also show the two Hopf bifurcation values, derived below in §6.5, that corresponds to taking the limit $D_0 \gg 1$. These latter values are Hopf bifurcation points associated with the linearization of the ODE system (6.5.16) around its steady-state value. This ODE system (6.5.16), which will be derived in the next section, describes large-scale cell-bulk dynamics in the regime $D \gg O(\nu)$.

Local Kinetics Described by a Fitzhugh-Nagumo Type System

Next, we will consider another form for the local kinetics, taken from [23], that is of Fitzhugh-Nagumo (FN) type. The functions $F(v, w)$ and $G(v, w)$, have the form

$$F(v, w) = \epsilon_0(wz - v), \quad G(v, w) = w - q(w - 2)^3 + 4 - v,$$

(6.4.23)

where the parameters satisfy $\epsilon_0 > 0$, $q > 0$, and $z > 1$.

Upon substituting (6.4.23) into (6.4.7) we calculate that the steady-state solution $w_e > 0$ is given by the unique real positive root of the cubic $C(w) = 0$ given by

$$C(w) \equiv qw^3 - 6qw^2 + w(12q - 1 + \Lambda) - (8q + 4),$$

(6.4.24a)

where $\Lambda$ is defined as

$$\Lambda \equiv \frac{\epsilon_0 z}{[\epsilon_0 + 2\pi D_0\beta/\tau]},$$

(6.4.24b)

and $\beta$ is defined in (6.4.18b). The uniqueness of the positive root of this cubic for any $\Lambda > 0$ was proved previously in our 1-D analysis of membrane-bulk coupling with FN membrane dynamics. In terms of the solution $w_e > 0$
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Figure 6.4: Hopf bifurcation boundaries for the synchronous mode for the Sel’kov model with $m = 1$ in the $\tau$ versus $D_0$ plane when $d_1 = 0.1$ and $d_2 = 0.2$. The other parameters are the same as in Fig. 6.3. Inside the region bounded by the two black solid curves, which were computed using (6.4.12), the synchronous mode is unstable. The instability region is no longer a closed lobe as in Fig. 6.3. The dashed lines represent the two Hopf bifurcation points that are obtained by a numerical path following using XPPAUT [16] of the steady-states of the ODE system (6.5.16). We observe that as $D_0$ increases, the Hopf bifurcation thresholds in $\tau$ gradually approach that obtained by the large $D$ approximation.
to the cubic equation, we can calculate $v_e$ by $v_e = \Lambda w_e$ and the common source strength by $S_{0e} = -\beta \Lambda w_e$.

As needed below, we first calculate the partial derivatives of $F$ and $G$ at the steady-state solution as

$$
F_v^e = -\epsilon_0, \quad F_w^e = \epsilon_0 z, \quad G_v^e = -1, \quad G_w^e = 1 - 3q(w_e - 2)^2,
$$

(6.4.25a)

which yields

$$
\det(J) = \epsilon_0 \left[ z - 1 + 3q(w_e - 2)^2 \right] > 0, \quad \text{tr}(J) = -\epsilon_0 + 1 - 3q(w_e - 2)^2.
$$

(6.4.25b)

To determine conditions for which the synchronous oscillation mode has a Hopf bifurcation we first substitute (6.4.25a) into (6.4.9b). Then, from the conditions in (6.4.12), to obtain purely imaginary roots of (6.4.9a), we need to numerically compute the parameter regime where $p_1 p_2 = p_3$, with $p_1 > 0$ and $p_3 > 0$.

Similarly, to study instabilities associated with the asynchronous oscillatory mode we substitute (6.4.25a) into (6.4.14) to obtain that the Hopf bifurcation boundary is given by

$$
\gamma = \tau \left[ -\epsilon_0 + 1 - 3q(w_e - 2)^2 \right],
$$

(6.4.26a)

provided that

$$
\det(J) - \frac{2}{\tau} G_w^e = -G_v^e F_w^e - (G_w^e)^2 = \epsilon_0 z - \left[ 1 - 3q(w_e - 2)^2 \right]^2 > 0,
$$

(6.4.26b)

where $w_e$ is the positive root of the cubic (6.4.24a). In a similar way as was done for the Sel’kov model in §6.4.2, the Hopf bifurcation boundary for the asynchronous mode in the $d_1$ versus $d_2$ parameter plane can be parametrized as in (6.4.22a) where where $a_{11}, a_{12}, a_{22},$ and $a_{21}$, are now defined in terms of the parameter $w_e > 0$ by

$$
a_{11} \equiv 1 + \frac{2\pi m D_0}{|\Omega|}, \quad a_{12} \equiv -\frac{1}{\beta(w_e)}, \quad a_{21} \equiv 1, \quad a_{22} \equiv -\frac{2\pi D_0}{\gamma(w_e)},
$$

(6.4.27a)

where

$$
\beta(w_e) \equiv \tau \frac{\epsilon_0}{2\pi D_0} \left( \frac{z}{\Lambda(w_e)} - 1 \right), \quad \Lambda(w_e) \equiv -\frac{q(w_e - 2)^3}{w_e} + 1 + \frac{4}{w_e},
$$

$$
\gamma(w_e) \equiv \tau \left[ -\epsilon_0 + 1 - 3q(w_e - 2)^2 \right].
$$

(6.4.27b)
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Figure 6.5: Hopf bifurcation boundaries for the synchronous (solid curve) and asynchronous (dashed curve) modes for the FN system (6.4.23) with various number $m$ of cells in the $d_1$ versus $d_2$ parameter plane. Between the solid lines the synchronous mode is unstable, whereas between the dashed lines the asynchronous mode is unstable. Notice that the region of instability for the asynchronous mode is contained within the instability region for the synchronous mode. Parameters used are $z = 3.5$, $q = 5$, $\epsilon_0 = 0.5$, $\tau = 1$, $D_0 = 1$, and $|\Omega| = 10$.

By varying $w_c > 0$ and retaining only the portion of the curve for which $d_1 > 0$ and $d_2 > 0$, and ensuring that the constraint (6.4.26b) holds, we obtain a parametric form for the Hopf bifurcation boundary for the asynchronous mode in the $d_1$ versus $d_2$ parameter plane. For $m = 2$ and $m = 3$, these are the dashed curves shown in Fig. 6.5. In this way, in Fig. 6.5 we plot the Hopf bifurcation boundaries for the synchronous mode (solid curves) and asynchronous mode (dashed curves) for various values of $m$ for the parameter set $z = 3.5$, $q = 5$, $\epsilon_0 = 0.5$, $\tau = 1$, $D_0 = 1$, and $|\Omega| = 10$. As compared to Fig. 6.2, we notice that the unstable regions for both modes are not only shrinking but also the boundaries shift as the number $m$ of cells increases. This feature does not appear in the previous Sel’kov model.

Next, in Fig. 6.6 we show the region of oscillatory instabilities for the synchronous and asynchronous modes for $m = 1, 2, 3$ in the $\tau$ versus $D_0$ plane. These Hopf bifurcation boundaries are computed by finding roots of (6.4.12) for the synchronous mode or (6.4.26) for the asynchronous mode for various values of $D_0$. The other parameter values are the same as those used for Fig. 6.5 except $d_1 = 10$ and $d_2 = 0.2$. Inside the region bounded by the solid curves the synchronous mode is unstable, while inside the region bounded by the dashed curves, the asynchronous mode is unstable.
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to that shown in Fig. [6.5], the regions of instability are shrinking, at the same time as the Hopf bifurcation boundaries shift, as \( m \) increases. For these parameter values of \( d_1 \) and \( d_2 \), the Hopf bifurcation still occurs for large value of \( D_0 \).

![Figure 6.6: Hopf bifurcation boundaries for the synchronous (solid curves) and asynchronous (dashed curves) modes for the FN system (6.4.23) with various number \( m \) of cells in the \( \tau \) versus \( D_0 \) parameter plane. Between the solid lines the synchronous mode is unstable, whereas between the dashed lines the asynchronous mode is unstable. Parameters used are \( z = 3.5 \), \( q = 5 \), \( \epsilon_0 = 0.5 \), \( d_1 = 10 \), \( d_2 = 0.2 \), and \( |\Omega| = 10 \).]

6.5 Finite Domain: Reduction to ODEs for \( D \gg \mathcal{O}(\nu^{-1}) \)

In this section we will consider our basic model with one small cell circular \( \Omega_\epsilon \) centered in a bounded two-dimensional domain \( \Omega \) under the assumption that the diffusion coefficient \( D \) satisfies \( D \gg \mathcal{O}(\nu^{-1}) \), with \( \nu = -1/\log \epsilon \). In this limit, in which the bulk region is effectively well-mixed, we show that we can reduce the dynamics in the coupled cell-bulk model to a system of nonlinear ODEs for the time history of the bulk and cell concentrations.

For the case of one cell, the basic model is formulated as

\[
\tau U_t = D \Delta U - U, \quad x \in \Omega \setminus \Omega_\epsilon; \quad \partial_n U = 0, \quad x \in \partial \Omega, \quad \epsilon D \partial_n U = d_1 U - d_2 u^1, \quad x \in \partial \Omega_\epsilon, \quad (6.5.1a)
\]

which is coupled to the cell dynamics by

\[
\frac{du}{dt} = F(u) + \frac{1}{\epsilon \tau} \int_{\partial \Omega_\epsilon} (d_1 U - d_2 u^1) ds \, e_1, \quad (6.5.1b)
\]
where \( e_1 \equiv (1, 0, \ldots, 0)^T \). Here \( u = (u_1, \ldots, u_n)^T \) represents the concentration of the \( n \) species inside the cell with intracellular reaction kinetics \( \mathbf{F}(u) \).

We will assume that \( D \gg 1 \), and in the bulk region expand

\[
U = U_0 + \frac{1}{D} U_1 + \cdots .
\]  

Upon substituting this expansion into (6.5.1a), and noting that \( \Omega_\epsilon \to x_0 \) as \( \epsilon \to 0 \), we obtain to leading order in \( 1/D \) that \( \Delta U_0 = 0 \) with \( \partial_n U_0 = 0 \) on \( \partial \Omega \). As such, we have \( U_0 = U_0(t) \). At next order, we have that \( U_1 \) satisfies

\[
\Delta U_1 = U_0 + \tau U_{0t}, \quad x \in \Omega \setminus \{x_0\}; \quad \partial_n U_1 = 0, \quad x \in \partial \Omega .
\]  

The formulation of this problem is complete once we determine a matching condition for \( U_1 \) as \( x \to x_0 \).

To obtain this matching condition, we must consider the inner region defined at \( O(\epsilon) \) distances outside the cell. In this inner region we introduce the new variables \( y = \epsilon^{-1}(x - x_0) \) and \( \hat{U}(y, t) = U(x_0 + \epsilon y, t) \). From (6.5.1a), we obtain that

\[
\tau \hat{U}_t = \frac{D}{\epsilon^2} \Delta y \hat{U} - \hat{U}, \quad \rho = |y| \geq 1; \quad D \frac{\partial \hat{U}}{\partial \rho} = d_1 \hat{U} - d_2 u_1 , \quad \text{on} \quad \rho = 1 .
\]

For \( D \gg 1 \), we then seek a radially symmetric solution to this inner problem in the form

\[
\hat{U}(\rho, t) = \hat{U}_0(\rho, t) + \frac{1}{D} \hat{U}_1(\rho, t) + \cdots .
\]  

To leading order we obtain that

\[
\Delta_\rho \hat{U}_0 = 0, \quad \rho \geq 1; \quad \frac{\partial \hat{U}_0}{\partial \rho} = 0, \quad \rho = 1 ,
\]

subject to the matching condition to the bulk that \( \hat{U}_0 \to U_0 \) as \( \rho \to \infty \). We conclude that \( \hat{U}_0 = U_0 \). At next order, the problem for \( \hat{U}_1 \) is that

\[
\Delta_\rho \hat{U}_1 = 0, \quad \rho \geq 1; \quad \frac{\partial \hat{U}_1}{\partial \rho} = d_1 U_0 - d_2 u_1 , \quad \rho = 1 .
\]  

Allowing for logarithmic growth at infinity, the solution to this problem is

\[
\hat{U}_1 = (d_1 U_0 - d_2 u_1) \log \rho + C ,
\]  

where \( e_1 \equiv (1, 0, \ldots, 0)^T \). Here \( u = (u_1, \ldots, u_n)^T \) represents the concentration of the \( n \) species inside the cell with intracellular reaction kinetics \( \mathbf{F}(u) \).

We will assume that \( D \gg 1 \), and in the bulk region expand

\[
U = U_0 + \frac{1}{D} U_1 + \cdots .
\]  

Upon substituting this expansion into (6.5.1a), and noting that \( \Omega_\epsilon \to x_0 \) as \( \epsilon \to 0 \), we obtain to leading order in \( 1/D \) that \( \Delta U_0 = 0 \) with \( \partial_n U_0 = 0 \) on \( \partial \Omega \). As such, we have \( U_0 = U_0(t) \). At next order, we have that \( U_1 \) satisfies

\[
\Delta U_1 = U_0 + \tau U_{0t}, \quad x \in \Omega \setminus \{x_0\}; \quad \partial_n U_1 = 0, \quad x \in \partial \Omega .
\]  

The formulation of this problem is complete once we determine a matching condition for \( U_1 \) as \( x \to x_0 \).

To obtain this matching condition, we must consider the inner region defined at \( O(\epsilon) \) distances outside the cell. In this inner region we introduce the new variables \( y = \epsilon^{-1}(x - x_0) \) and \( \hat{U}(y, t) = U(x_0 + \epsilon y, t) \). From (6.5.1a), we obtain that

\[
\tau \hat{U}_t = \frac{D}{\epsilon^2} \Delta y \hat{U} - \hat{U}, \quad \rho = |y| \geq 1; \quad D \frac{\partial \hat{U}}{\partial \rho} = d_1 \hat{U} - d_2 u_1 , \quad \text{on} \quad \rho = 1 .
\]

For \( D \gg 1 \), we then seek a radially symmetric solution to this inner problem in the form

\[
\hat{U}(\rho, t) = \hat{U}_0(\rho, t) + \frac{1}{D} \hat{U}_1(\rho, t) + \cdots .
\]  

To leading order we obtain that

\[
\Delta_\rho \hat{U}_0 = 0, \quad \rho \geq 1; \quad \frac{\partial \hat{U}_0}{\partial \rho} = 0, \quad \rho = 1 ,
\]

subject to the matching condition to the bulk that \( \hat{U}_0 \to U_0 \) as \( \rho \to \infty \). We conclude that \( \hat{U}_0 = U_0 \). At next order, the problem for \( \hat{U}_1 \) is that

\[
\Delta_\rho \hat{U}_1 = 0, \quad \rho \geq 1; \quad \frac{\partial \hat{U}_1}{\partial \rho} = d_1 U_0 - d_2 u_1 , \quad \rho = 1 .
\]  

Allowing for logarithmic growth at infinity, the solution to this problem is

\[
\hat{U}_1 = (d_1 U_0 - d_2 u_1) \log \rho + C ,
\]
where $C$ is a constant to be found. Then, by writing $(6.5.6)$ in outer variables, and recalling $(6.5.4)$, we obtain that the far field behavior of the inner expansion is

$$
\hat{U} \sim U_0 + \frac{1}{D} \left[ (d_1 U_0 - d_2 u_1) \log |x - x_0| + \frac{1}{\nu} (d_1 U_0 - d_2 u_1) + C \right] + \cdots .
$$

(6.5.7)

From $(6.5.7)$ we observe that the term proportional to $1/D$ is smaller than the first term provided that $D \gg O(\nu^{-1})$. This specifies the asymptotic range of $D$ for which our analysis will hold. From asymptotic matching of the bulk and inner solutions, the far-field behavior of the inner solution $(6.5.7)$ provides the required singular behavior as $x \to x_0$ for the outer bulk solution. In this way, we find from $(6.5.7)$ and $(6.5.2)$ that $U_1$ satisfies $(6.5.3)$ subject to the singular behavior

$$
U_1 \sim (d_1 U_0 - d_2 u_1) \log |x - x_0|, \quad \text{as} \quad x \to x_0 .
$$

(6.5.8)

Then, $(6.5.3)$ together with $(6.5.8)$ determines $U_1$ uniquely. Finally, in terms of this solution, we identify that the constant $C$ in $(6.5.7)$ and $(6.5.6)$ is obtained from

$$
\lim_{x \to x_0} \left[ U_1 - (d_1 U_0 - d_2 u_1) \log |x - x_0| \right] = \nu^{-1} (d_1 U_0 - d_2 u_1) + C .
$$

(6.5.9)

We now carry out the details of the analysis. We can write the problem $(6.5.3)$ and $(6.5.8)$ for $U_1$ as

$$
\Delta U_1 = U_0 + \tau U_0 t + 2\pi (d_1 U_0 - d_2 u_1) \delta(x - x_0), \quad x \in \Omega; \quad \partial_n U_1 = 0, \quad x \in \partial \Omega .
$$

(6.5.10)

By the divergence theorem, this problem has a solution only if $(U_0 + \tau U_0 t) |\Omega| = -2\pi (d_1 U_0 - d_2 u_1)$. This leads to the following ODE for the leading-order bulk solution $U_0(t)$:

$$
U_0' = -\frac{1}{\tau} \left( 1 + \frac{2\pi d_1}{|\Omega|} \right) U_0 + \frac{2\pi d_2}{\tau |\Omega|} u_1 .
$$

(6.5.11)

Without loss of generality we can impose that $\int_{\Omega} U_1 d\mathbf{x} = 0$ so that $U_0$ describes the spatial average of $U$. The solution to $(6.5.10)$ is then simply

$$
U_1 = -2\pi (d_1 U_0 - d_2 u_1) G_0(x; x_0) ,
$$

(6.5.12)

where $G_0(x; x_0)$ is the Neumann Green’s function defined uniquely by $(6.3.8)$. We then expand $(6.5.12)$ as $x \to x_0$, and use $(6.5.9)$ to identify $C$ as

$$
C = - \left( d_1 U_0 - d_2 u_1 \right) \nu^{-1} + 2\pi R_0 .
$$

(6.5.13)
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where \( R_0 \) is the regular part of the Neumann Green’s function defined in (6.3.8).

In summary, by using (6.5.4), (6.5.6), and (6.5.13), the two-term inner expansion near the cell is given by

\[
\hat{U} \sim U_0 + \frac{1}{D} (d_1 U_0 - d_2 u_1) \left( \log \rho - \frac{1}{\nu} - 2\pi R_0 \right) + \cdots.
\]  

(6.5.14)

From (6.5.2) and (6.5.12), we obtain the corresponding two-term expansion of the outer bulk solution

\[
U \sim U_0 - \frac{2\pi}{D} (d_1 U_0 - d_2 u_1) G_0(x; x_0),
\]  

(6.5.15)

where \( U_0(t) \) satisfies the ODE (6.5.11).

The final step in the analysis is to use (6.5.1b) to derive the dynamics inside the cell. We readily calculate that

\[
\frac{1}{\epsilon \tau} \int_{\partial \Omega_e} (d_1 U - d_2 u_1) \, ds \sim \frac{2\pi}{\tau} (d_1 U_0 - d_2 u_1),
\]

which determines the dynamics inside the cell from (6.5.1b).

This leads to our main result that, for \( D \gg \mathcal{O}(\nu^{-1}) \), the coupled PDE model (6.5.1) reduces to the study of the coupled \((n+1)\) dimensional ODE system for the leading-order average bulk concentration \( U_0(t) \) and cell dynamics \( u \) given by

\[
U'_0 = -\frac{1}{\tau} \left( 1 + \frac{2\pi d_1}{|\Omega|} \right) U_0 + \frac{2\pi d_2}{\tau |\Omega|} u_1, \quad u' = F(u) + \frac{2\pi}{\tau} [d_1 U_0 - d_2 u_1] e_1.
\]  

(6.5.16)

Before studying (6.5.16) for some specific reaction kinetics, we first examine conditions for the existence of steady-state solutions for (6.5.16) and we derive the spectral problem characterizing the linear stability of these steady-states.

A steady-state solution \( U_{0e} \) and \( u_e \) of (6.5.16), if it exists, is a solution to the nonlinear algebraic system

\[
F(u_e) + \frac{2\pi}{\tau} (d_1 U_{0e} - d_2 u_{1e}) e_1 = 0, \quad r U_{0e} = s u_{1e},
\]  

(6.5.17a)

where \( r \) and \( s \) are defined by

\[
r \equiv 1 + \frac{2\pi d_1}{|\Omega|}, \quad s \equiv \frac{2\pi d_2}{|\Omega|}.
\]  

(6.5.17b)
To examine the linearized stability of such a steady-state, we substitute

$$U_0 = U_0 e^{\lambda t} \eta, \quad u = u e^{\lambda t} \phi.$$ 

into (6.5.16) and linearize. This yields that \(\eta\) and \(\phi\) satisfy

$$\lambda \phi = J \phi + \frac{2\pi \tau}{\tau \lambda + r - d_2} e_1, \quad \tau \lambda \eta = -r \eta + s \phi,$$

where \(J\) is the Jacobian of \(F\) evaluated at the steady-state \(u = u_e\). Upon solving the second equation for \(\eta\), and substituting the resulting expression into the first equation, we readily derive the homogeneous linear system

$$[(\lambda I - J) - \mu \mathcal{E}_1] \phi = 0, \quad \text{where} \quad \mu \equiv \frac{2\pi}{\tau} \left( \frac{d_1 s}{\tau \lambda + r} - d_2 \right),$$

(6.5.18)

where \(\mathcal{E}_1\) is the rank-one matrix \(\mathcal{E}_1 = e_1 e_1^T\).

By using the matrix determinant lemma we conclude that \(\lambda\) is an eigenvalue of the linearization if and only if \(\lambda\) satisfies \(e_1^T (\lambda I - J)^{-1} e_1 = 1/\mu\), where \(\mu\) is defined in (6.5.18). From this expression, and by using \(d_1 s - d_2 r = -d_2\) as obtained from (6.5.17b), we conclude that \(\lambda\) must be a root of \(Q(\lambda) = 0\), where

$$Q(\lambda) \equiv -\frac{\tau (r + \tau \lambda)}{2\pi d_2 (1 + \tau \lambda)} - \frac{M_{11}}{\det(\lambda I - J)},$$

(6.5.19)

where \(r\) is defined in (6.5.17b). Here \(M_{11}\) is the cofactor of the element in the first row and first column of \(\lambda I - J\).

We use the argument principle to determine the number \(N\) of roots of \(Q(\lambda)\) in \(\text{Re}(\lambda) > 0\). We first observe that \(\left[ \arg Q(\lambda) \right]_{\Gamma_R} \to 0\) as \(R \to \infty\),

where \(\Gamma_R\) is the semi-circle \(\lambda = Re^{i\theta}\) with \(|\theta| \leq \pi/2\) and the square brackets indicate the change in the argument over \(\Gamma_R\). Assuming that there are no zeroes on the imaginary axis, we readily obtain that

$$N = \frac{1}{\pi} \left[ \arg Q(\lambda) \right]_{\Gamma_{I^+}} + P,$$

(6.5.20)

where \(P\) is the number of zeroes of \(\det(\lambda I - J)\) in \(\text{Re}(\lambda) > 0\), and \(\Gamma_{I^+}\) denotes the positive imaginary axis \(\lambda = i\lambda_I\) with \(\lambda_I > 0\) traversed in the downwards direction.

Next, we show that (6.5.19), which characterizes the stability of a steady-state solution of the ODE dynamics (6.5.16), can also be derived by taking the limit \(D_0 \gg 1\) in the stability results obtained in (6.3.19) of §6.3 for the...
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$D = O(\nu^{-1})$ regime where we set $D = D_0/\nu$. Recall from the analysis in §6.3 for $D = D_0/\nu$, that when $m = 1$ only the synchronous mode can occur, and that the linearized eigenvalue satisfies (6.3.20). By formally letting $D_0 \to \infty$ in (6.3.20) we readily recover (6.5.19).

We now gives some examples of our stability theory.

6.5.1 Large D Theory: Analysis of Reduced Dynamics

We first consider the case where there is exactly one dynamical species in the cell so that $n = 1$. From (6.5.17) with $n = 1$ we obtain that the steady-state $u_e$ is any solution of

$$F(u_e) - \frac{2\pi d_2}{\tau} \left[1 + \frac{2\pi d_1}{|\Omega|}\right]^{-1} u_e = 0,$$

$$U_{0e} = \frac{2\pi d_2}{|\Omega|} \left[1 + \frac{2\pi d_1}{|\Omega|}\right]^{-1} u_e = 0.$$

(6.5.21)

In the stability criterion (6.5.19) we set $M_{11} = 1$ and $\det(\lambda I - J) = \lambda - F'_{ue}$, where $F_{ue} \equiv dF/du|_{u=u_e}$, to conclude that the stability of this steady-state is determined by the roots of the quadratic

$$\lambda^2 - \lambda p_1 + p_2 = 0,$$

(6.5.22a)

where $p_1$ and $p_2$ are defined by

$$p_1 = -\frac{1}{\tau} \left(1 + \frac{2\pi d_1}{|\Omega|}\right) + F_{ue} - \frac{2\pi d_2}{\tau}, \quad p_2 = -\frac{F_{ue}}{\tau} \left(1 + \frac{2\pi d_1}{|\Omega|}\right) + \frac{2\pi d_2}{\tau^2}.$$  

(6.5.22b)

We now establish the following simple result based on (6.5.22).

**Proposition 6.5.1** Let $n = 1$. Then, no steady-state solution of (6.5.16) can undergo a Hopf bifurcation. Furthermore, if

$$F_{ue} < F_{th} \equiv \frac{2\pi d_2}{\tau} \left[1 + \frac{2\pi d_1}{|\Omega|}\right]^{-1},$$

(6.5.23)

then $\text{Re}(\lambda) < 0$, and so the steady-state is linearly stable. If $F_{ue} > F_{th}$, the linearization has exactly one positive eigenvalue.

We first prove that no Hopf bifurcations are possible for the steady-state. From (6.5.22a) it is clear that there exists a Hopf bifurcation if and only if $p_1 = 0$ and $p_2 > 0$ in (6.5.22b). Upon setting $p_1 = 0$, we get
\( F_u^e = 2\pi d_2 \tau^{-1} + \tau^{-1} \left( 1 + 2\pi d_1 / |\Omega| \right) \). Upon substituting this expression into (6.5.22b) for \( p_2 \), we get that
\[
p_2 = \frac{1}{\tau} \left[ \frac{4\pi^2 d_2^2}{\tau |\Omega|} - \frac{1}{\tau} \left( 1 + \frac{2\pi d_1}{|\Omega|} \right) \left( 1 + \frac{2\pi d_2}{|\Omega|} \right) \right] < 0.
\]
Since \( p_2 < 0 \) whenever \( p_1 = 0 \), we conclude that no Hopf bifurcations for the steady-state are possible.

The second result follows by establishing that \( p_1 < 0 \) and \( p_2 > 0 \) when \( F_u < F_{\text{th}} \). From (6.5.22b) it follows that \( p_1 < 0 \) and \( p_2 > 0 \) when
\[
\frac{2\pi d_2}{\tau} - F_u^e + \frac{1}{\tau} \left( 1 + \frac{2\pi d_1}{|\Omega|} \right) > 0, \quad \frac{2\pi d_2}{\tau} - F_u^e - \frac{2\pi d_1}{|\Omega|} F_u^e > 0. \quad (6.5.24)
\]
These two inequalities hold simultaneously only when the second relation is satisfied. This yields that when (6.5.23) holds, we have \( \text{Re}(\lambda) < 0 \). Finally, when \( F_u^e > F_{\text{th}} \), we have \( p_2 < 0 \), and so there is a unique positive eigenvalue.

This result qualitatively shows that the effect of cell-bulk coupling is that the steady-state of the ODE dynamics (6.5.16) can be linearly stable even when the reaction kinetics is self-activating in the sense that \( F_u^e > 0 \). Moreover, we observe that as \( \tau \) increases, corresponding to the situation where the membrane kinetics has faster dynamics than the time scale for bulk decay, then the stability threshold \( F_{\text{th}} \) decreases. Therefore, for fast cell dynamics there is a smaller parameter range where self-activation of the intracellular dynamics can occur while still maintaining stability of the steady-state to the coupled system.

Next, we consider the case \( n = 2 \), where \( F(u) = (F(u_1, u_2), G(u_1, u_2))^T \). We readily derive that any steady-state of the ODES (6.5.16) must satisfy
\[
F(u_{1e}, u_{2e}) - \frac{2\pi d_2}{r \tau} u_{1e} = 0, \quad G(u_{1e}, u_{2e}) = 0, \quad U_{0e} = \frac{s}{r} u_{1e}, \quad (6.5.25)
\]
where \( r \) and \( s \) are defined in (6.5.17b). We then observe that the roots of \( Q(\lambda) = 0 \) in (6.5.19) are roots to a cubic polynomial in \( \lambda \). Since \( M_{11} = \lambda - G_{u_2}^e \), \( \text{det}(\lambda I - J) = \lambda^2 - \text{tr}(J) \lambda + \text{det} J \), where
\[
\text{tr}(J) = F_{u_1}^e + G_{u_2}^e, \quad \text{det} J = F_{u_1}^e G_{u_2}^e - F_{u_2}^e G_{u_1}^e, \quad (6.5.26)
\]
and \( F_{v}^e, G_{v}^e \) are partial derivatives of \( F \) or \( G \) with respect to \( v \in (u_1, u_2) \) evaluated at the steady-state, we conclude that the linear stability of the steady-state is characterized by the roots of the cubic
\[
\lambda^3 + p_1 \lambda^2 + p_2 \lambda + p_3 = 0, \quad (6.5.27a)
\]
where $p_1$, $p_2$ and $p_3$ are defined as

$$p_1 \equiv \frac{2\pi d_2}{\tau} + \frac{1}{\tau} \left( 1 + \frac{2\pi d_1}{|\Omega|} \right) - \text{tr}(J),$$

$$p_2 \equiv \det J - \frac{2\pi d_2}{\tau} G_{u_2}^e + \frac{1}{\tau} \left( \frac{2\pi d_2}{\tau} - \left( 1 + \frac{2\pi d_1}{|\Omega|} \right) \text{tr}(J) \right), \quad (6.5.27b)$$

$$p_3 \equiv \frac{1}{\tau} \left( 1 + \frac{2\pi d_1}{|\Omega|} \right) \det J - \frac{2\pi d_2}{\tau} G_{u_2}^e.$$

By taking $m = 1$ and letting $D_0 \to \infty$ in (6.4.9b), it is readily verified that the expressions above for $p_i$, for $i = 1, 2, 3$, agree exactly with those in (6.4.9b). Then, by satisfying the Routh-Hurwitz conditions (6.4.12), we can plot the Hopf bifurcation boundaries in different parameter planes.
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**Example: One Cell With Sel’kov Dynamics**

Figure 6.7: Left panel: Comparison of the Hopf bifurcation boundaries for the synchronous mode for the Sel’kov model (6.4.17) in the $d_1$ versus $d_2$ parameter plane with $D_0 = 1, 5, 50$ (solid), as obtained from (6.4.9), and the large $D$ approximation (dashed), as obtained from (6.5.27). Between the outer two black curves, the synchronous mode is unstable for $D_0 = 1$, whereas in the region bounded by the solid/dashed curve the synchronous mode is unstable. We observe that as $D_0$ increases, the Hopf boundaries obtained from (6.4.9) gradually approaches the one obtained from (6.5.27) from the large $D$ approximation.

Right panel: Numerical simulation for the ODE system (6.5.16), showing sustained oscillations. In the left and right panels we fixed $\mu = 2, \alpha = 0.9, \epsilon_0 = 0.15, \tau = 1$, and $|\Omega| = 10$, and in the right panel we took $d_1 = 0.8$ and $d_2 = 0.05$ corresponding to a point where the steady-state solution of the ODEs (6.5.16) is unstable.

Next, we apply our theory for the $D \gg O(\nu^{-1})$ regime to the case where the local kinetics is described by the Sel’kov model, where the nonlinearities $F$ and $G$ are given in (6.4.17). From (6.5.25) we obtain that the steady-state solution of the ODE dynamics (6.5.16) under Sel’kov kinetics is

$$u^c_1 = \frac{r\mu}{r + 2\pi d_2/\tau}, \quad u^c_2 = \frac{\mu}{\alpha + (u^c_1)^2}, \quad U_{0c} = \frac{s\mu}{r + 2\pi d_2}, \quad (6.5.28)$$

where $r$ and $s$ are defined in (6.5.17b). The partial derivatives of $F$ and $G$ can be calculated as in (6.4.19a).

In the left panel of Fig. 6.7 we plot the Hopf bifurcation boundary in the $d_1$ versus $d_2$ plane associated with linearizing the ODEs (6.5.16) about this steady-state solution. In this figure we also plot the Hopf bifurcation
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boundary for different values of $D_0$, with $D = D_0/\nu$, as obtained from our
stability formulation (6.4.9) of §6.4 for the $D = O(\nu^{-1})$ regime. We observe
from this figure that the stability boundary with $D_0 = 50$ closely approxi-
mates that obtained from (6.5.27), which corresponds to the $D_0 \to \infty$ limit
of (6.4.9).

We emphasize that since in the distinguished limit $D \gg O(\nu^{-1})$ we can
approximate the original coupled PDE system by the system (6.5.16) of
ODEs, a numerical solution of the approximate system to show large-scale
time dynamics away from the steady-state becomes possible. In the right
panel of Fig. 6.7, we plot the numerical solution to (6.5.16) with Sel’kov
dynamics (6.4.17), where the initial condition is $u_1(0) = 0.01$, $u_2(0) = 0.2$
and $U_0(0) = 0.5$. We observe that by choosing $d_1$ and $d_2$ inside the region
bounded by the dashed curve in the left panel of Fig. 6.7 where the steady-
state is unstable, the full ODE system (6.5.16) exhibits a stable periodic
orbit, indicating a limit cycle behavior.

![Figure 6.8: Left: Plot of $u_1$, $u_2$ and $U_0$ versus time showing sustained oscillatory
dynamics. Parameters used are $\mu = 2$, $\alpha = 0.9$, $\epsilon_0 = 0.15$, $\tau = 1$,
$\Omega = 10$, $d_1 = 0.8$ and $d_2 = 0.05$. Right: Plot of $u_1$ versus $u_2$ when the local
kinetics is decoupled from the bulk. There is decaying oscillations towards the stable steady-state solution at $u_1 = \mu$ and $u_2 = \mu/(\alpha + u_1^2)$. The initial
condition is $u_1(0) = 0.01$ and $u_2(0) = 0.2$. The parameter values of $\mu$, $\epsilon_0$
and $\alpha$ are the same as that used for the left panel.]

In addition, in the left panel of Fig. 6.8 we plot the time evolution of $u_1$, $u_2$ and $U_0$, showing clearly the sustained periodic oscillations. For comparison, fixing the same parameter set for the Sel’kov kinetics (6.4.17), in the
right panel of Fig. 6.8 we plot the phase plane of $u_2$ versus $u_1$ when there is
no coupling between the local kinetics and the bulk. We now observe that
without this cell-bulk coupling the Sel’kov model (6.4.17) exhibits transient decaying oscillatory dynamics, with a spiral behavior in the phase-plane towards the linearly stable steady-state.

Figure 6.9: Global bifurcation diagram of $u_1$ with respect to $d_2$ at a fixed $d_1 = 0.8$ as computed using XPPAUT [16] from the ODE system (6.5.16) for the Sel’kov kinetics (6.4.17). The thick/thin solid line represents stable/unstable steady-state solutions of $u_1$, while the solid dots indicate stable synchronous periodic solution. The parameters used are $\mu = 2, \alpha = 0.9, \epsilon_0 = 0.15, \tau = 1$, and $|\Omega| = 10$.

Finally, we use the numerical bifurcation software XPPAUT [16] to confirm the existence of a stable large amplitude periodic solution to (6.5.16) with Sel’kov kinetics when $d_1$ and $d_2$ are in the unstable region of the left panel of Fig. 6.7. In Fig. 6.9 we plot a global bifurcation diagram of $u_1$ versus $d_2$ for $d_1 = 0.8$, corresponding to taking a horizontal slice at fixed $d_2 = 0.8$ through the stability boundaries in the $d_2$ versus $d_1$ plane shown in Fig. 6.7. The two computed Hopf bifurcation points at $d_2 \approx 0.0398$ and $d_1 \approx 0.1098$ agree with the theoretically predicted values in Fig. 6.7.

**Example: One Cell With Fitzhugh-Nagumo Dynamics**

Finally, we apply our large $D$ theory to the case where the intracellular dynamics is governed by the FN kinetics (6.4.23). From (6.5.25) we obtain that the steady-state solution of the ODEs (6.5.16) with the kinetics (6.4.23) is

$$u_1^e = \Lambda u_2^e, \quad U_{0e} = \frac{su_1^e}{r}, \quad \text{where} \quad \Lambda \equiv \frac{\epsilon_0 zr}{\epsilon_0 r + 2\pi d_2/\tau}. \quad (6.5.29)$$
Here $r$ and $s$ are defined in (6.5.17b), and $u_{2e} > 0$ is the unique root of the cubic (6.4.24a) where $\Lambda$ in (6.4.24a) is now defined in (6.5.29). The partial derivatives of $F$ and $G$ can be calculated as in (6.4.25).

Figure 6.10: Left panel: Comparison of the Hopf bifurcation boundaries for the synchronous mode with FN kinetics (6.4.23) in the $d_1$ versus $d_2$ parameter plane with $D_0 = 1, 5, 50$ (solid), as obtained from (6.4.9), and the large $D$ approximation (dashed), as obtained from (6.5.27). In the wedge-shaped regions bounded by the solid curves the synchronous mode is unstable for the finite values of $D_0$. As $D_0$ increases, the Hopf boundaries obtained from (6.4.9) becomes rather close to the dashed one obtained from (6.5.27) from the large $D$ approximation. Right panel: Numerical simulation for the ODE system (6.5.16), showing sustained oscillations, with initial conditions $u_1(0) = 6.0$, $u_2(0) = 2.3$, and $U_0(0) = 0.05$. In the left and right panels we fixed $z = 3.5$, $q = 5$, $\epsilon_0 = 0.5$, $\tau = 1$, and $|\Omega| = 10$, and in the right panel we took $d_1 = 15.6$ and $d_2 = 0.2$ corresponding to a point where the steady-state solution of the ODEs (6.5.16) is unstable.

In the left panel of Fig. 6.10 we plot by the dashed curve the Hopf bifurcation boundary in the $d_1$ versus $d_2$ plane associated with linearizing the ODEs (6.5.16) about this steady-state solution. This curve was obtained by setting $p_1 p_2 = p_3$ with $p_1 > 0$ and $p_3 > 0$ in (6.5.27). In this figure the Hopf bifurcation boundaries for different values of $D_0$, with $D = D_0/\nu$, are also shown. These latter curves were obtained from our stability formulation (6.4.9) of §6.4. Similar to what we found for the Sel’kov model, the stability boundary for $D_0 = 50$ is very close to that for the infinite $D$ result obtained from (6.5.27). In the right panel of Fig. 6.10 we plot the numerical solution to (6.5.16) with FN dynamics (6.4.23) for the parameter set $d_1 = 15.6$ and $d_2 = 0.2$, which is inside the unstable region bounded by the dashed
curves in the left panel of Fig. [6.10] With the initial condition \( u_1(0) = 6.0, u_2(0) = 2.3 \) and \( U_0(0) = 0.05 \), the numerical computations of the full ODE system (6.5.16) reveal a sustained and stable periodic solution.

Finally, we use XPPAUT [16] on (6.5.16) to compute a global bifurcation of \( u_1 \) versus \( d_1 \) for fixed \( d_2 = 0.2 \) for FN kinetics. This plot corresponds to taking a vertical slice at fixed \( d_2 = 0.2 \) through the stability boundaries in the \( d_2 \) versus \( d_1 \) plane shown in Fig. [6.10]. The two computed Hopf bifurcation points at \( d_1 \approx 15.389 \) and \( d_1 \approx 42.842 \) agree with the theoretically predicted values in Fig. [6.10]. These results confirm the existence of a stable periodic solution branch induced by the cell-bulk coupling.

Figure 6.11: Global bifurcation diagram of \( u_1 \) versus \( d_1 \) at a fixed \( d_2 = 0.2 \), as computed using XPPAUT [16] from the ODE system (6.5.16) for the FN kinetics (6.4.23). The thick/thin solid line represents stable/unstable steady-state solutions of \( u_1 \), while the solid dots indicate a stable periodic solution. The other parameter values are \( z = 3.5, q = 5, \epsilon_0 = 0.5, \tau = 1, \) and \( |\Omega| = 10. \)

6.6 The Effect of the Spatial Configuration of the Small Cells: The \( D = \mathcal{O}(1) \) Regime

In this section we construct steady-state solutions and study their linear stability properties in the \( D = \mathcal{O}(1) \) regime, where both the number of cells and their spatial distribution in the domain are important factors. For simplicity, we consider a special spatial configuration of the cells inside the unit disk \( \Omega \) for which the Green’s matrix \( \mathcal{G} \) has a cyclic structure. More specifically, on a ring of radius \( r_0 \), with \( 0 < r_0 < 1 \), we place \( m \) equally-
spaced cells whose centers are at

\[ \mathbf{x}_j = r_0 \left( \cos \left( \frac{2\pi j}{m} \right), \sin \left( \frac{2\pi j}{m} \right) \right)^T, \quad j = 1, \ldots, m. \quad (6.6.1) \]

This ring of cells is concentric with respect to the unit disk \( \Omega \equiv \{ \mathbf{x} \mid |\mathbf{x}| \leq 1 \} \).

A schematic diagram for this system with \( m = 5 \) is shown in Fig. 6.12.

![Figure 6.12: Schematic diagram showing five cells evenly spaced on 2D ring with radius \( r_0 = 0.3 \) inside the unit disk. The red dots denotes signaling compartments or cells.](image)

We also assume that the intracellular kinetics is the same within each cell, so that \( F_j = F \) for \( j = 1, \ldots, m \). A related type of analysis characterizing the stability of localized spot solutions for the Gray-Scott RD model, where localized spots are equally-spaced on a ring concentric with the unit disk, was performed in [9].

For the unit disk, the Green’s function \( G(\mathbf{x}; \mathbf{\xi}) \) satisfying (6.2.10) can be written as an infinite sum involving the modified Bessel functions of the first and second kind \( I_n(z) \) and \( K_n(z) \), respectively, in the form (see Appendix A.1 of [9])

\[
G(\mathbf{x}; \mathbf{\xi}) = \frac{1}{2\pi} K_0 (\theta_0 |\mathbf{x} - \mathbf{\xi}|) \\
- \frac{1}{2\pi} \sum_{n=0}^{\infty} \sigma_n \cos \left( n(\psi - \psi_0) \right) \frac{K_n'(\theta_0)}{I_n' (\theta_0)} I_n (\theta_0 \alpha) I_n (\theta_0 r_0) ; \quad (6.6.2) \\
\sigma_0 = 1, \quad \sigma_n = 2, \quad n \geq 1.
\]
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Here $\theta_0 \equiv D^{-1/2}$, $x = re^{i\psi}$, $\xi = r_0e^{i\psi_0}$, and

$$|x - \xi| = \sqrt{r^2 + r_0^2 - 2rr_0 \cos(\psi - \psi_0)}.$$  

By using the local behavior $K_0(z) \sim -\log z + \log 2 - \gamma_e + o(1)$ as $z \to 0^+$, where $\gamma_e$ is Euler’s constant, we can extract the regular part $R$ of $G(x; \xi)$ as $x \to \xi$, as identified in (6.2.10b), as

$$R = \frac{1}{2\pi} \left( \log 2 - \gamma_e + \frac{1}{2} \log D \right) - \frac{1}{2\pi} \sum_{n=0}^{\infty} \sigma_n \frac{K_n'(\theta_0)}{I_n'(\theta_0)} \left[ I_n \left( \theta_0 r_0 \right) \right]^2. \quad (6.6.3)$$

For this spatial configuration of cells, the Green’s matrix $G$ is obtained by a cyclic permutation of its first row vector $a \equiv (a_1, \ldots, a_m)^T$, which is defined term-wise by

$$a_1 \equiv R; \quad a_j = G_{j1} \equiv G(x_j; x_1), \quad j = 2, \ldots, m. \quad (6.6.4)$$

We can numerically evaluate $G_{j1}$ for $j = 2, \ldots, m$ and $R$ by using (6.6.2) and (6.6.3), respectively. Since $G$ is a cyclic matrix, it has an eigenpair, corresponding to a synchronous perturbation, given by

$$Ge = \omega_1 e; \quad e \equiv (1, \ldots, 1)^T, \quad \omega_1 \equiv \sum_{j=1}^{m} a_j = R + \sum_{j=1}^{m} G_{ji}. \quad (6.6.5)$$

When $D = \mathcal{O}(1)$, the steady-state solution is determined by the solution to the nonlinear algebraic system (6.2.7) and (6.2.13). Since $F_j = F$ for $j = 1, \ldots, m$, and $e$ is an eigenvector of $G$ with eigenvalue $\omega_1$, we can look for a solution to (6.2.7) and (6.2.13) having a common source strength, so that

$$S = S_c e, \quad u_j = u \text{ for all } j = 1, \ldots, m, \quad \text{and } u_1 = u_1 e.$$  

In this way, we obtain from (6.2.7) and (6.2.13), that the steady-state problem is to solve the $n+1$ dimensional nonlinear algebraic system for $S_c$ and $u = (u_1, u_2, \ldots, u_n)^T$

$$F(u) + \frac{2\pi D}{\tau} S_c e = 0; \quad S_c = -\beta u_1, \quad \beta \equiv \frac{d_2 \nu}{d_1 + 2\pi \nu d_1 \omega_1 + D\nu}, \quad (6.6.6)$$

where $\nu \equiv -1/\log \epsilon$ and $\omega_1$ is defined in (6.6.5). We remark that $\omega_1$ depends on $D$, $r_0$, and $m$.

To study the linear stability of this steady-state solution, we write the GCEP, given in (6.2.32), in the form

$$G_{\lambda} c = \frac{1}{2\pi \nu} \left[ 1 + \frac{D\nu}{d_1} + \frac{2\pi \nu d_2 D}{d_1 \tau} \frac{M_{11}}{\det(\lambda I - J)} \right] c, \quad (6.6.7)$$
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where $J$ is the Jacobian of $F$ evaluated at the steady-state. In terms of the matrix spectrum of $G_\lambda$, written as

$$G_\lambda v_j = \omega_{\lambda,j} v_j, \quad j = 1, \ldots, m,$$

we conclude from (6.6.7) that the set of discrete eigenvalues $\lambda$ of the linearization of the steady-state are the union of the roots of the $m$ transcendental equations, written as $F_j(\lambda) = 0$, where

$$F_j(\lambda) \equiv \omega_{\lambda,j} + \frac{1}{2 \pi \nu} \left( 1 + \frac{D \nu}{d_1} \right) + \left( \frac{d_2 D}{d_1 \tau} \right) \frac{M_{11}}{\det(\lambda I - J)}, \quad j = 1, \ldots, m.$$ \hspace{1cm} (6.6.9)

Any such root of $F_j(\lambda) = 0$ with $\text{Re}(\lambda) > 0$ leads to an instability of the steady-state solution on an $O(1)$ time-scale. If all such roots satisfy $\text{Re}(\lambda) < 0$, then the steady-state is linearly stable on an $O(1)$ time-scale.

To study the stability properties of the steady-state using (6.6.9), and identify any possible Hopf bifurcation values, we must first calculate the spectrum (6.6.8) of the cyclic and symmetric matrix $G_\lambda$, whose entries are determined by the $\lambda$-dependent reduced-wave Green’s function $G_\lambda(x; \xi)$, with regular part $R_\lambda(\xi)$, as defined by (6.2.23). Since $G_\lambda$ is not a Hermitian matrix when $\lambda$ is complex, its eigenvalues $\omega_{\lambda,j}$ are in general complex-valued when $\lambda$ is complex. Then, by replacing $\theta_0$ in (6.6.2) and (6.6.3) with $\theta_\lambda \equiv \sqrt{(1 + \tau \lambda)/D}$, we readily obtain that

$$G_\lambda(x; \xi) = \frac{1}{2 \pi} K_0 \left( \theta_\lambda |x - \xi| \right)$$

$$- \frac{1}{2 \pi} \sum_{n=0}^{\infty} \sigma_n \cos \left( n(\psi - \psi_0) \right) \frac{K_n'(\theta_\lambda)}{I_n(\theta_\lambda)} I_n(\theta_\lambda r) I_n(\theta_\lambda r_0);$$

with regular part

$$R_\lambda = \frac{1}{2 \pi} \left[ \log 2 - \gamma_e + \frac{1}{2} \log D - \frac{1}{2} \log(1 + \tau \lambda) \right] - \frac{1}{2 \pi} \sum_{n=0}^{\infty} \sigma_n \frac{K_n'(\theta_\lambda)}{I_n(\theta_\lambda)} [I_n(\theta_\lambda r_0)]^2,$$ \hspace{1cm} (6.6.11)

where we have specified the principal branch for $\theta_\lambda$. The Green’s matrix $G_\lambda$ is obtained by a cyclic permutation of its first row $a_\lambda \equiv (a_{\lambda,1}, \ldots, a_{\lambda,m})^T$, which is defined term-wise by

$$a_{\lambda,1} \equiv R_\lambda; \quad a_{\lambda,j} = G_{\lambda,j1} \equiv G_\lambda(x_j; x_1), \quad j = 2, \ldots, m.$$ \hspace{1cm} (6.6.12)
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Again we can numerically evaluate $G_{\lambda,j}$ for $j = 2, \ldots, m$ and $R_{\lambda}$ by using (6.6.10) and (6.6.11), respectively.

Next, we must determine the full spectrum (6.6.8) of the cyclic and symmetric matrix $G_{\lambda}$. For the $m \times m$ cyclic matrix $G_{\lambda}$, generated by permutations of the row vector $a_{\lambda}$, it is well-known that its eigenvectors $v_{j}$ and eigenvalues $\omega_{\lambda,j}$ are

$$
\omega_{\lambda,j} = \sum_{n=0}^{m-1} a_{\lambda,n+1} e^{2\pi i (j-1)n/m}, \quad v_{j} = (1, e^{2\pi i (j-1)/m}, \ldots, e^{2\pi i (j-1)(m-1)/m})^T, \quad j = 1, \ldots, m.
$$

(6.6.13)

Since $G$ is also necessarily a symmetric matrix it follows that

$$
a_{\lambda,j} = a_{\lambda,m+2-j}, \quad j = 2, \ldots, \lceil m/2 \rceil,
$$

(6.6.14)

where the ceiling function $\lceil x \rceil$ is defined as the smallest integer not less than $x$. This relation can be used to simplify the expression (6.6.13) for $\omega_{\lambda,j}$, into the form as written below in (6.6.16). Moreover, as a result of (6.6.14), it readily follows that

$$
\omega_{\lambda,j} = \omega_{\lambda,m+2-j}, \quad \text{for} \quad j = 2, \ldots, \lceil m/2 \rceil,
$$

(6.6.15)

so that there are $\lceil m/2 \rceil - 1$ eigenvalues of multiplicity two. For these multiple eigenvalues the two independent real-valued eigenfunctions are readily seen to be $\text{Re}(v_{j}) = (v_{j} + v_{m+2-j})/2$ and $\text{Im}(v_{j}) = (v_{j} - v_{m+2-j})/(2i)$. In addition to $\omega_{1}$, we also observe that there is an additional eigenvalue of multiplicity one when $m$ is even.

In this way, our result for the matrix spectrum of $G_{\lambda}$ is as follows: The synchronous eigenpair of $G_{\lambda}$ is

$$
\omega_{\lambda,1} = \sum_{n=1}^{m} a_{\lambda,n}, \quad v_{1} = (1, \ldots, 1)^T,
$$

(6.6.16a)

while the other eigenvalues, corresponding to the asynchronous modes, are

$$
\omega_{\lambda,j} = \sum_{n=0}^{m-1} \cos \left( \frac{2\pi (j-1)n}{m} \right) a_{\lambda,n+1}, \quad j = 2, \ldots, m,
$$

(6.6.16b)

where $\omega_{\lambda,j} = \omega_{\lambda,m+2-j}$ for $j = 2, \ldots, \lceil m/2 \rceil$. When $m$ is even, we notice that there is an eigenvalue of multiplicity one given by $\omega_{\lambda,m/2+1} = \omega_{\lambda,m/2-1}.$
\[\sum_{n=0}^{m-1} (-1)^n a_{n+1}.\] The corresponding eigenvectors for \(j = 2, \ldots, \lceil m/2 \rceil\) can be written as
\[v_j = \left(1, \cos\left(\frac{2\pi(j - 1)}{m}\right), \ldots, \cos\left(\frac{2\pi(j - 1)(m - 1)}{m}\right)\right)^T,\]
\[v_{m+2-j} = \left(0, \sin\left(\frac{2\pi(j - 1)}{m}\right), \ldots, \sin\left(\frac{2\pi(j - 1)(m - 1)}{m}\right)\right)^T.\]

Finally, when \(m\) is even, there is an additional eigenvector given by \(v_{m+1} = (1, -1, \ldots, -1)^T.\)

With the eigenvalues \(\omega_{\lambda,j}\), for \(j = 1, \ldots, m\), determined in this way, any Hopf bifurcation boundary in parameter space is obtained by substituting \(\lambda = i\lambda I\) with \(\lambda I > 0\) into (6.6.9), and requiring that the real and imaginary parts of the resulting expression vanish. This yields, for each \(j = 1, \ldots, m\),
\[\text{Re}\left(\omega_{\lambda,j}\right) + \frac{1}{2\pi\nu}\left(1 + \frac{D\nu}{d_1}\right) + \frac{d_2 D}{d_1 \tau} \text{Re}\left(\frac{M_{11}}{\det(\lambda I - J)}\right) = 0,\]
\[\text{Im}\left(\omega_{\lambda,j}\right) + \frac{d_2 D}{d_1 \tau} \text{Im}\left(\frac{M_{11}}{\det(\lambda I - J)}\right) = 0.\]

Finally, we can use the winding number criterion of complex analysis on (6.6.9) to count the number of eigenvalues of the linearization when the parameters are off any Hopf bifurcation boundary. This criterion is formulated below in §6.6.1.

We remark that in the limit \(D \gg 1\), we can use \(K_0(z) \sim -\log z\) together with \(I_0(z) \sim 1 + z^2/4\) as \(z \to 0\), to estimate from the \(n = 0\) term in (6.6.10) and (6.6.11) that \(-2\pi^{-1}K_0(\theta_\lambda)/I_0(\theta_\lambda) \sim D/[\pi(1 + \tau\lambda)]\) as \(D \to \infty\). Therefore, for \(D \to \infty\), the Green’s matrix \(G_\lambda\) satisfies \(G_\lambda \to DmE/[\pi(1 + \tau\lambda)]\), where \(E = ee^T/m\) and \(e \equiv (1, \ldots, 1)^T\). This yields for \(D \gg 1\) that \(\omega_1 = Dm/[\pi(1 + \tau\lambda)]\) and \(\omega_j = O(1)\) for \(j = 2, \ldots, n\). By substituting these expressions into (6.6.17), we can readily recover the spectral problems (6.3.20) and (6.3.21), considered in §6.3, associated with the regime \(D = O(\nu^{-1})\). Therefore, (6.6.17) provides a smooth transition to the leading-order spectral problems considered in §6.3 for \(D = O(\nu^{-1})\).

6.6.1 Example: The Sel’kov Model

We now use (6.6.17) to compute phase diagrams in the \(\tau\) versus \(D\) parameter space associated with \(m\) equally-spaced cells of radius \(\epsilon\) on a ring of radius
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$r_0$, with $0 < r_0 < 1$, concentric within the unit disk. For the intracellular dynamics we let $n = 2$, so that $\mathbf{u} = (u_1, u_2)^T$, and we consider the Sel’kov dynamics $\mathbf{F} = (F(u_1, u_2), G(u_1, u_2))^T$ as given in (6.4.17). For this choice, (6.6.6) yields the steady-state solution $(u_{1e}, u_{2e})^T$ for the coupled cell-bulk system given by

$$u_{1e} = \frac{\mu}{1 + 2\pi D \beta / \tau} , \quad u_{2e} = \frac{\mu}{\alpha + u_{1e}^2} , \quad (6.6.18a)$$

where $\beta$ is defined in (6.6.6). Upon using (6.4.19) we calculate that

$$\det(J) = \epsilon_0 \left( \alpha + u_{1e}^2 \right) > 0 ,$$

$$\text{tr}(J) = \frac{1}{\alpha + u_{1e}^2} \left[ 2u_{1e}\mu - (\alpha + u_{1e}^2) - \epsilon_0(\alpha + u_{1e}^2) \right] . \quad (6.6.18b)$$

In this subsection we fix the Sel’kov parameters $\mu$, $\alpha$, and $\epsilon_0$, the permeabilities $d_1$ and $d_2$, and the cell radius $\epsilon$ as

$$\mu = 2 , \quad \alpha = 0.9 , \quad \epsilon_0 = 0.15 , \quad d_1 = 0.8 , \quad d_2 = 0.2 , \quad \epsilon = 0.05 . \quad (6.6.19)$$

With these values for $\mu$, $\alpha$, and $\epsilon_0$, the intracellular dynamics has a stable steady-state when uncoupled from the bulk.

Then, to determine the Hopf bifurcation boundary for the coupled cell-bulk model we set $M_{11} = \lambda - G_x^{u_2}$ in (6.6.17), and use $G_x^{u_2} = -\det(J)$ as obtained from (6.4.19). By letting $\lambda = i\lambda_I$ in the resulting expression, we conclude that any Hopf bifurcation boundary, for each mode $j = 1, \ldots, m$, must satisfy

$$\text{Re} (\omega_{\lambda,j}) + \frac{1}{2\pi \nu} \left( 1 + \frac{D \nu}{d_1} \right) - \left( \frac{d_2 D}{d_1 \tau} \right) \left[ \lambda_I^2 \text{tr}(J) + \det(J) \left( \lambda_I^2 - \text{det}(J) \right) \right] \left[ \left( \text{det}(J) - \lambda_I^2 \right)^2 + \left( \lambda_I \text{tr}(J) \right)^2 \right] = 0 ,$$

$$\text{Im} (\omega_{\lambda,j}) + \left( \frac{d_2 D}{d_1 \tau} \right) \left[ \lambda_I \left( \text{det}(J) - \lambda_I^2 \right) + \text{det}(J) \text{tr}(J) \lambda_I \right] \left[ \left( \text{det}(J) - \lambda_I^2 \right)^2 + \left( \lambda_I \text{tr}(J) \right)^2 \right] = 0 . \quad (6.6.20)$$

For a specified value of $D$, we view (6.6.20) as a coupled system for the Hopf bifurcation value of $\tau$ and the corresponding eigenvalue $\lambda_I$, which we solve by Newton’s method.

For parameter values off of any Hopf bifurcation boundary, we can use the winding number criterion on $F_j(\lambda)$ in (6.6.9) to count the number of...
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Unstable eigenvalues $N_j$ of the linearization for the $j$-th mode. By using the argument principle, we obtain that the number $N_j$ of roots of $F_j(\lambda) = 0$ in $\text{Re}(\lambda) > 0$ is

$$N_j = \frac{1}{2\pi} [\text{arg} F_j]_\Gamma + P,$$

(6.6.21)

where $P$ is the number of poles of $F_j(\lambda)$ in $\text{Re}(\lambda) > 0$, and the square bracket denotes the change in the argument of $F_j$ over the contour $\Gamma$. Here the closed contour $\Gamma$ is the limit as $R \to \infty$ of the union of the imaginary axis, which can be decomposed as $\Gamma_{I+} = i\lambda_I$ and $\Gamma_{I-} = -i\lambda_I$, for $0 < \lambda_I < \mathcal{R}$, and the semi-circle $\Gamma_\mathcal{R}$ defined by $|\lambda| = \mathcal{R}$ with $|\text{arg}(\lambda)| \leq \pi/2$. Since $\omega_{\lambda,j}$ is analytic in $\text{Re}(\lambda) > 0$, it follows that $P$ is determined by the number of roots of $\text{det}(\lambda I - J) = 0$ in $\text{Re}(\lambda) > 0$. Since $\text{det}(J) > 0$, as shown in (6.6.18b), we have that $P = 2$ if $\text{tr}(J) > 0$ and $P = 0$ if $\text{tr}(J) < 0$. Next, we let $R \to \infty$ on $\Gamma_R$ and calculate $[\text{arg} F_j]_{\Gamma_R}$. It is readily seen that the Green’s matrix $G_\lambda$ tends to a multiple of a diagonal matrix on $\Gamma_R$ as $R \gg 1$, of the form

$$G_\lambda \to R_\lambda, \infty I,$$

where $R_\lambda, \infty$ is the regular part of the free-space Green’s function $G_f(x; x_0) = (2\pi)^{-1} K_0(\theta_{\lambda} |x - x_0|)$ at $x = x_0$, given explicitly by the first term in the expression (6.6.11) for $R_\lambda$. Since $\omega_{\lambda,j} \to R_{\lambda,\infty}$ for $j = 1, \ldots, m$, we estimate on $\Gamma_R$ as $R \gg 1$ that

$$F_j(\lambda) \sim -\frac{1}{2\pi} \log \sqrt{1 + \tau\lambda} + c_0 + \mathcal{O}(1/\lambda),$$

for some constant $c_0$. It follows that $F_j(\lambda) \sim O(\ln \mathcal{R}) - i/8$ as $\mathcal{R} \to \infty$, so that $\lim_{\mathcal{R} \to \infty} [\text{arg} F_j]_{\Gamma_R} = 0$. Finally, since $[\text{arg} F_j]_{\Gamma_{I+}} = [\text{arg} F_j]_{\Gamma_{I-}}$, as a consequence of $F_j$ being real-valued when $\lambda$ is real, we conclude from (6.6.21) that

$$N_j = \frac{1}{2\pi} [\text{arg} F_j]_{\Gamma_{I+}} + P,$$

(6.6.22)

$$P = \begin{cases} 2 & \text{if } \text{tr}(J) > 0 \\ 0 & \text{if } \text{tr}(J) < 0 \end{cases}. $$

By using (6.6.20) for the real and imaginary parts of $F_j$, $[\text{arg} F_j]_{\Gamma_{I+}}$ is easily calculated numerically by a line sweep over $0 < \lambda_I < \mathcal{R}$. Then, by using (6.6.18b) to calculate $\text{tr}(J)$, $P$ is readily determined. In this way, (6.6.22) leads to a highly tractable numerical procedure to calculate $N_j$. This criterion was used for all the results below to identify regions in parameter space where instabilities occur away from any Hopf bifurcation boundary.

In Fig. 6.13 we plot the Hopf bifurcation boundaries when $m = 2$ and $r_0 = 0.25$. From the left panel of this figure, the synchronous mode is unstable in the larger lobe shaped region, whereas the asynchronous mode is
Figure 6.13: Hopf bifurcation boundaries in the $\tau$ versus $D$ plane for $m = 2$, $r_0 = 0.25$, and with parameters as in (6.6.19), computed from (6.6.20). Left panel: the heavy solid curve and the solid curve are the Hopf bifurcation boundaries for the synchronous and asynchronous modes, respectively. Inside the respective lobes the corresponding mode is linearly unstable, as verified by the winding number criterion (6.6.22). Right panel: same plot except that we include the Hopf bifurcation boundary for the synchronous mode from the leading-order $D = D_0/\nu \gg 1$ theory, computed from (6.3.20).
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unstable only in the small lobe for small $D$, which is contained within the instability lobe for the synchronous mode. In the right panel of Fig. 6.13 we show the Hopf bifurcation boundary for the synchronous mode, as obtained from (6.3.20), corresponding to the leading-order $D = D_0/\nu \gg 1$ theory. Since the instability lobe occurs for only moderate values of $D$, and $\epsilon = 0.05$ is only moderately small, the leading-order theory from the $D = D_0/\nu$ regime is, as expected, not particularly accurate in determining the Hopf bifurcation boundary. The fact that we have stability at a fixed $D$ for $\tau \gg 1$, which corresponds to very fast intracellular dynamics, is expected since in this limit the intracellular dynamics becomes decoupled from the bulk diffusion. Alternatively, if $\tau \ll 1$, then for a fixed $D$, the intracellular reactions proceed too slowly to create any instability. Moreover, in contrast to the large region of instability for the synchronous mode as seen in Fig. 6.13, we observe that the lobe of instability for the asynchronous mode only occurs for small values of $D$, where the diffusive coupling, and communication, between the two cells is rather weak. Somewhat more paradoxically, we also observe that the synchronous lobe of instability is bounded in $D$. This issue is discussed in more detail below.

In Fig. 6.14 we show the effect of changing the ring radius $r_0$ on the Hopf bifurcation boundaries. By varying $r_0$, we effectively are modulating the distance between the two cells. From this figure we observe that as $r_0$ is decreased, the lobe of instability for the asynchronous mode decreases, implying, rather intuitively, that at closer distances the two cells are better able to synchronize their oscillations than when they are farther apart. We remark that results from the leading-order theory of §6.3 for the $D = \mathcal{O}(\nu^{-1})$ regime would be independent of $r_0$. We further observe from this figure that a synchronous instability can be triggered from a more clustered spatial arrangement of the cells inside the domain. In particular, for $D = 5$ and $\tau = 0.6$, we observe from Fig. 6.14 that we are outside the lobe of instability for $r_0 = 0.5$, but inside the lobe of instability for $r_0 = 0.25$ and $r_0 = 0.75$. We remark that due to the Neumann boundary conditions the cells on the ring with $r_0 = 0.75$ are close to two image cells outside the unit disk, which leads to a qualitatively similar clustering effect of these near-boundary cells as when they are on the small ring of radius $r_0 = 0.25$.

In Fig. 6.15 we plot the Hopf bifurcation boundaries when $m = 3$ and $r_0 = 0.5$. For $m = 3$, we now observe that the region where the synchronous mode is unstable is unbounded in $D$. The lobe of instability for the asynchronous mode still exists only for small $D$, as shown in the right panel of Fig. 6.15. In this case, we observe that the Hopf bifurcation boundary for the synchronous mode, corresponding to the leading-order $D = D_0/\nu \gg 1$
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Figure 6.14: Hopf bifurcation boundaries for the synchronous mode (larger lobes) and the asynchronous mode (smaller lobes) in the $\tau$ versus $D$ plane for $m = 2$ and for three values of $r_0$, with $r_0 = 0.5$ (heavy solid curves), $r_0 = 0.75$ (solid curves), and $r_0 = 0.25$ (dashed curves). The other parameters are given in (6.6.19). We observe that as $r_0$ decreases, where the two cells become more closely spaced, the lobe of instability for the asynchronous mode decreases.

theory and computed from (6.3.20), now agrees rather well with results computed from (6.6.20).

In the left panel of Fig. 6.16 we plot the Hopf bifurcation boundaries for the synchronous mode for $m = 5$ when $r_0 = 0.5$ (heavy solid curves) and for $r_0 = 0.25$ (solid curves). We observe that for moderate values of $D$, the Hopf bifurcation values do depend significantly on the radius of the ring. The synchronous mode is unstable only in the infinite strip-like domain between these Hopf bifurcation boundaries. Therefore, only in some intermediate range of $\tau$, representing the ratio of the rates of the intracellular reaction and bulk decay, is the synchronous mode unstable. As expected, the two curves for different values of $r_0$ coalesce as $D$ increases, owing to the fact that the leading-order stability theory for $D = D_0/\nu \gg 1$, as obtained from (6.3.20), is independent of $r_0$. In the right panel of Fig. 6.16 we compare the Hopf bifurcation boundaries for the synchronous mode with $r_0 = 0.5$ with that obtained from (6.3.20), corresponding to the leading-order theory in the $D = D_0/\nu \gg 1$ regime. Rather curiously, we observe upon comparing the solid curves in the left and right panels in Fig. 6.16 that the Hopf bifurcation boundaries from the $D = \mathcal{O}(1)$ theory when $r_0 = 0.25$, where the five cells are rather clustered near the origin, agree very closely with the leading
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Figure 6.15: Left panel: Hopf bifurcation boundaries in the $\tau$ versus $D$ plane for the synchronous mode for $m = 3$ equally-spaced cells on a ring of radius $r_0 = 0.50$ (heavy solid curves), as computed from (6.6.20), with parameters as in (6.6.19). The dashed curve is the Hopf bifurcation boundary from the leading-order $D = D_0/\nu$ theory computed from (6.3.20). Right panel: The Hopf bifurcation boundaries for the asynchronous mode (solid curve) and the synchronous mode (heavy solid curve) shown in a magnified region of $D$. The asynchronous mode is linearly unstable only inside this small lobe, which lies within the unstable region for the synchronous mode.
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Figure 6.16: Left panel: Hopf bifurcation boundaries in the $\tau$ versus $D$ plane for the synchronous mode for $m = 5$ equally-spaced cells on a ring of radius $r_0 = 0.25$ (solid curves) and radius $r_0 = 0.5$ (heavy solid curves) concentric with the unit disk, as computed from (6.6.20), with parameters (6.6.19). Right panel: Comparison of the Hopf bifurcation boundaries for the synchronous mode with $r_0 = 0.5$ (heavy solid curves), as computed from (6.6.20), with that obtained from (6.3.20) for the leading-order $D = D_0/\nu$ theory (solid curves). These curves agree well when $D$ is large.
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order theory from the $D = D_0/\nu \gg 1$ regime. Since the clustering of cells is effectively equivalent to a system with a large diffusion coefficient, this result above indicates, rather intuitively, that stability thresholds for a clustered spatial arrangement of cells will be more closely approximated by results obtained from a large $D$ approximation than for a non-clustered spatial arrangement of cells. In Fig. 6.17 we plot the Hopf bifurcation boundaries for the distinct asynchronous modes when $m = 5$ for $r_0 = 0.5$ (left panel) and $r_0 = 0.75$ (right panel), as computed from (6.6.20) with $j = 2, 5$ (larger lobe) and with $j = 3, 4$ (smaller lobe). The asynchronous modes are only linearly unstable within these small lobes.

To theoretically explain the observation that the instability region in the $\tau$ versus $D$ plane for the synchronous mode is bounded for $m = 2$, but unbounded for $m \geq 3$, we must first extend the large $D$ analysis of §6.5 to the case of $m$ small cells. We readily derive, assuming identical behavior in each of the $m$ cells, that the reduced cell-bulk dynamics (6.5.16) for one cell must be replaced by

$$U_0' = \frac{1}{\tau} \left( 1 + \frac{2\pi m d_1}{|\Omega|} \right) U_0 + \frac{2\pi d_2 m}{\tau |\Omega|} u_1 , \quad u' = F(u) + \frac{2\pi}{\tau} \left[ d_1 U_0 - d_2 u_1 \right] e_1 ,$$

(6.6.23)
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when there are \( m \) cells. This indicates that the effective domain area is \(|\Omega|/m = \pi/m\) when there are \( m \) cells. Therefore, to examine the stability of the steady-state solution of (6.6.23) for the Sel’kov model, we need only replace \(|\Omega|\) with \(|\Omega|/m\) in the Routh-Hurwitz criteria for the cubic (6.5.27).

With this approach, in Fig. 6.18 we show that there are two Hopf bifurcation values of \( \tau \) for the steady-state solution of (6.6.23) when \( m = 3 \) and \( m = 5 \). These values correspond to the horizontal asymptotes as \( D \to \infty \) in Fig. 6.15 for \( m = 3 \) and in Fig. 6.16 for \( m = 5 \). The numerical results from XPPAUT [16] in Fig. 6.18 then reveal the existence of a stable periodic solution branch connecting these Hopf bifurcation points for \( m = 3 \) and \( m = 5 \). A qualitatively similar picture holds for any \( m \geq 3 \). In contrast, for \( m = 2 \), we can verify numerically using (6.5.27), where we replace \(|\Omega|\) with \(|\Omega|/2\), that the Routh-Hurwitz stability criteria \( p_1 > 0, p_3 > 0 \), and \( p_1p_2 > p_3 \) hold for all \( \tau > 0 \) when \( m = 2 \) (and also \( m = 1 \)). Therefore, for \( m = 2 \), there are no Hopf bifurcation points in \( \tau \) for the steady-state solution of (6.6.23). This analysis suggests why there is a bounded lobe of instability for the synchronous mode when \( m = 2 \), as was shown in Fig. 6.13.

For the permeability values \( d_1 = 0.8 \) and \( d_2 = 0.2 \) used, we now suggest a qualitative reason for our observation that the lobe of instability for the synchronous mode is bounded in \( D \) only when \( m \leq m_c \), where \( m_c \) is some integer threshold. We first observe that the diffusivity \( D \) serves a dual role. Although larger values of \( D \) allows for better communication between spatially segregated cells, suggesting that synchronization of their dynamics should be facilitated, it also has the competing effect of spatially homogenizing any perturbation in the diffusive signal. We suggest that only if the number of cells exceeds some threshold \( m_c \), i.e. if some quorum is achieved, will the enhanced communication between the cells, resulting from a decrease in the effective domain area by \(|\Omega|/m\), be sufficient to overcome the increased homogenizing effect of the diffusive signal at large values of \( D \), and thereby lead to a synchronized time-periodic response.

Finally, fixing \( d_2 = 0.2 \), we use the Routh-Hurwitz stability criteria for the cubic (6.5.27) to determine how the quorum-sensing threshold \( m_c \) depends on the permeability \( d_1 \). Recall that if \( m > m_c \) there is a range of \( \tau \) for which the steady-state solution of (6.6.23) is destabilized due to Hopf bifurcations at some \( \tau_- \) and \( \tau_+ \), with a periodic solution branch existing on the range \( \tau_- < \tau < \tau_+ \). Our computations using the Routh-Hurwitz conditions yield for the unit disk that \( m_c = 3 \) if \( d_1 = 0.5 \), \( m_c = 4 \) if \( d_1 = 0.4 \), \( m_c = 6 \) if \( d_1 = 0.3 \), \( m_c = 9 \) if \( d_1 = 0.2 \), \( m_c = 12 \) if \( d_1 = 0.15 \), and \( m_c = 19 \) if \( d_1 = 0.1 \). We observe that by decreasing \( d_1 \), the number of cells required to attain a quorum increases rather steeply. This suggests that small changes
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Figure 6.18: Global bifurcation diagram of $u_{1e}$ versus $\tau$ for the Sel’kov model (6.4.17) as computed using XPPAUT [16] from the ODE system (6.6.23) characterizing the limiting problem as $D \to \infty$ with $m$ small cells in the unit disk $\Omega$. Left panel: $m = 3$. Right panel: $m = 5$. The Sel’kov parameters are $\mu = 2$, $\alpha = 0.9$, and $\epsilon_0 = 0.15$, while $d_1 = 0.8$, and $d_2 = 0.2$. The thick/thin solid line represents stable/unstable steady-state solutions, while the solid dots indicate a stable synchronous periodic solution in the cells. For $m = 5$ (right panel), there are two Hopf bifurcation points at $\tau = 0.2187$ and $\tau = 0.6238$. For $m = 3$ (right panel), the two Hopf bifurcation points are at $\tau = 0.3863$ and $\tau = 0.6815$. These points correspond to the horizontal asymptotes as $D \to \infty$ in Fig. 6.16 for $m = 5$ and in Fig. 6.15 for $m = 3$. 
The Effect of the Spatial Configuration of the Small Cells: The $D = \mathcal{O}(1)$ Regime

The permeabilities can have a rather dramatic influence on increasing the number of cells needed to reach a quorum, and thereby initiate synchronous oscillations. For $d_1 \leq 0.15$, a new effect is observed in that there is a lower threshold value $m_-$ of $m$ needed to ensure that the synchronous lobe is bounded. In particular, we obtain for $d_1 = 0.15$ and $d_1 = 0.1$ that the synchronous lobe is bounded only for $2 \leq m \leq 12$ and $2 \leq m \leq 19$, respectively, but is unbounded if $m = 1$. The explanation for the lower limit is that the steady-state can be unstable when $d_1 = 0$ and $d_2 = 0.2$ for some range of $\tau$. By ensuring $p_1 p_2 = p_3$ at some $\tau = \tau_c > 0$ with $p_1 p_2 > p_3$ for $\tau \neq \tau_c$, together with $p_1 > 0$ and $p_3 > 0$, in the Routh-Hurwitz criteria, in Fig. 6.19 we plot the numerically computed quorum-sensing threshold $m_c$ and the lower threshold $m_-$ as continuous functions of $d_1$.

![Figure 6.19](image)

Figure 6.19: For $d_2 = 0.2$, and as $d_1$ is varied, the instability lobe for the synchronous mode is bounded in $D$ for any integer value $m$ between the lower and upper curves. The domain is the unit disk, and the Sel’kov parameters are given in (6.6.19). The upper curve gives the quorum-sensing threshold for the number of cells $m$ in the well-mixed $D \gg \mathcal{O}(\nu^{-1})$ regime that are needed to initiate a collective synchronous oscillatory instability between the cells for some range of $\tau$.

Owing to the fact that the key parameter in the cubic (6.5.27) is $|\Omega|/m$, in order to determine thresholds for other domains we need only multiply the thresholds given above in Fig. 6.19 for the unit disk by the factor $|\Omega|/\pi$. The existence of this lower threshold $m_-$ as $d_1$ decreases explains the observation seen in Fig. 6.4 for $d_1 = 0.1$ and $d_2 = 0.2$ where one cell on a domain of area $|\Omega| = 10$ lead to an unbounded lobe of instability for the synchronous mode. For this domain area, and by using the real-valued thresholds in
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Fig. 6.19 for the unit disk together with our scaling law, we predict that there is a bounded lobe of instability for the synchronous mode only when $5 \leq m \leq 61$. Therefore, for $m = 1$, as in Fig. 6.4 we correctly predict that the lobe should be unbounded. In addition, for $d_1 = 0.5$ and $d_2 = 0.2$, and with $|\Omega| = 10$, the lower threshold is slightly below unity, while the upper quorum-sensing threshold is $m_c = 12$. This confirms the bounded lobes of instability for the synchronous mode for $m = 1, 2, 3$ as seen in Fig. 6.3.

6.7 Infinite Domain: Two Identical Cells

In the previous sections we studied the case where $m$ small disjoint cells are located inside a bounded domain $\Omega$. For this case, we showed that the construction of the steady-state solution, and the analysis of the linear stability of this steady-state, simplifies considerably when $D = O(\nu^{-1}) \gg 1$. For this large $D$ regime, a stability analysis based on retaining leading-order terms in $\nu$ was performed. The fact that the domain was bounded was essential to the large $D$ analysis.

In this section, we consider the case where there are two small circular cells of a common radius $\epsilon$ centered symmetrically at $(x_0, 0)$ and $(-x_0, 0)$ in the infinite plane. For this problem, we will construct a steady-state solution and we formulate the linear stability problem. We emphasize that our analysis below is not a leading-order-in-$\nu$ analysis, but incorporates all orders in $\nu = -1/\log \epsilon$. The geometry is shown in Fig. 6.20.

Figure 6.20: Schematic plot of the geometry of two cells in the infinite plane

To formulate our model, we take the two cells as the circular regions
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\[ \Omega_\epsilon = \{ x \mid |x - (\pm x_0)| \leq \epsilon \} \] of radius \( \epsilon \). Let \( U(x, t) \) represent the concentration of the signaling molecule in the bulk. Then, similar to \( (6.2.1) \), its spatial-temporal dynamics can be described by the PDE

\[
\begin{align*}
\tau U_t &= \Delta U - U, \quad x \in \mathbb{R}^2 \setminus \Omega_\epsilon \pm ; \quad U \to 0 \quad \text{as} \quad |x| \to \infty, \\
\epsilon \partial_{n^+} U &= d_1 U - d_2 u_1^+, \quad x \in \partial \Omega_{\epsilon^+}, \\
\epsilon \partial_{n^-} U &= d_1 U - d_2 u_1^-, \quad x \in \partial \Omega_{\epsilon^-},
\end{align*}
\]

(6.7.1a)

where \( n_\epsilon \) denotes the outer normal to the cell \( \Omega_\epsilon \), and so points into the bulk region.

Within each cell we assume, as before, that there are \( n \) dynamically interacting species. Assuming that the reaction kinetics are the same within each of the two cells, the cell dynamics are governed by

\[
\frac{du^\pm}{dt} = F(u^\pm) + \frac{1}{\epsilon \tau} \int_{\partial \Omega^\pm} (d_1 U - d_2 u_1^\pm) \, ds \, e_1,
\]

(6.7.1b)

where \( u^\pm = (u_1^\pm, \ldots, u_n^\pm)^T \) represents the concentration of the \( n \) species in the two cells \( \Omega_\epsilon \), and \( e_1 \equiv (1, 0, \ldots, 0)^T \). In our formulation we assume that only one species, labeled by \( u_1^\pm \) inside the cell, is capable of being transported across the cell membrane into the bulk region.

To derive \( (6.7.1) \), which has unit diffusivity, starting from our original dimensional formulation \( (6.1.1) \), we proceed as follows: We introduce the dimensionless variables

\[
\begin{align*}
t &= k_R T, \quad x = X / L_B, \quad U = \frac{L_B^2}{\mu_c} U, \quad u = \frac{\mu}{\mu_c}.
\end{align*}
\]

(6.7.2a)

where \( L_B \) is the diffusion length \( L_B \equiv \sqrt{D_B / k_B} \). We assume that \( L / L_B \gg 1 \), where \( L \) is the radius of \( \Omega \), so that effectively \( \Omega \) can be replaced by \( \mathbb{R}^2 \).

In terms of the \( x \)-variable, the radius of the cells are \( \epsilon \equiv \sigma / L_B \ll 1 \). We then introduce \( O(1) \) constants \( d_1 \) and \( d_2 \) defined by

\[
\begin{align*}
\beta_1 &\equiv (k_B L_B) \frac{d_1}{\epsilon}, \quad \beta_2 \equiv \left( \frac{k_B}{L_B} \right) \frac{d_2}{\epsilon}, \quad \epsilon \equiv \frac{\sigma}{L_B}, \quad L_B \equiv \sqrt{\frac{D_B}{k_B}}.
\end{align*}
\]

(6.7.2b)

In terms of \( (6.7.2) \), we readily derive \( (6.7.1) \), where \( \tau \equiv k_R / k_B \). In \( (6.7.1) \), the key parameters are \( \tau \), the half-distance \( d \) between the centers of the cells, and the permeability constants \( d_1 \) and \( d_2 \).

We now study \( (6.7.1) \) in the limit \( \epsilon \to 0 \).
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6.7.1 The Steady-State Solution

We now construct the steady-state solution to (6.7.1) when $\epsilon \ll 1$. Since the two cells have identical kinetics and coupling mechanisms, we seek a steady-state solution that is symmetric about the midplane $x = 0$. This steady-state solution satisfies

$$
\Delta U - U = 0, \quad x > 0 \backslash \Omega_\epsilon; \quad U \to 0 \quad \text{as} \quad |x| \to \infty,
$$

$$
\epsilon \partial_\nu U = d_1 U - d_2 u_1, \quad x \in \partial \Omega_\epsilon; \quad U_x = 0 \quad \text{on} \quad x = 0,
$$

where $\Omega_\epsilon$ denotes the circular disk of radius $\epsilon$ centered at $x_0 \equiv (x_0, 0)$. Here we have dropped the subscript $\prime$ for convenience of notation. The Neumann boundary condition at $x = 0$ arises from the symmetry assumption.

We use the method of matched asymptotic expansions to study (6.7.3) for $\epsilon \ll 1$. In the neighbourhood of the cell region $\Omega_\epsilon$, we introduce the local variables $y = \epsilon^{-1} (x - x_0)$ and $U_0(y) = U(x_0 + \epsilon y)$, and we let $\rho = |y|$. In terms of these local variables, and neglecting algebraic terms in $\epsilon$, we obtain from (6.7.3) that $U_0$ satisfies

$$
\frac{\partial \rho \rho U_0}{\partial \rho} + \frac{\rho^{-1} \partial_{\rho} U_0}{\partial \rho} = 0, \quad 1 < \rho < \infty,
$$

subject to the boundary condition

$$
\frac{\partial U_0}{\partial \rho} = d_1 U_0 - d_2 u_1, \quad \rho = 1.
$$

We readily solve (6.7.4), in terms of the as yet unknown source strength $S$, to get

$$
U_0 = S \log \rho + \chi, \quad \text{where} \quad \chi \equiv \frac{1}{d_1} (S + d_2 u_1).
$$

Within the cell, the steady-state $u$ of the membrane dynamics satisfies

$$
F(u) + \frac{1}{\epsilon \tau} \int_{\partial \Omega_\epsilon} (d_1 U_0 - d_2 u_1) \, ds e_1 = 0.
$$

By evaluating the integral over the perimeter, we readily find that

$$
F(u) + \frac{2\pi S}{\tau} e_1 = 0.
$$

Next, we analyze the outer region. We match the far-field behavior of the inner solution (6.7.5) to the bulk solution, which yields a singularity
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condition for the bulk solution as \( x \to x_0 \). In this way, we obtain that the outer bulk solution must satisfy

\[
\Delta U - U = 0, \quad x > 0 \setminus \{x_0\}; \quad U \to 0 \quad \text{as} \quad |x| \to \infty,
\]
\[
U_x = 0 \quad \text{on} \quad x = 0,
\]
\[
U \sim S \log |x - x_0| + S/\nu + \chi, \quad \text{as} \quad x \to x_0,
\]

where \( \chi \) is given in (6.7.5) and \( \nu \equiv -1/\log \epsilon \).

To solve (6.7.8), we introduce the reduced-wave Green’s function \( G(x; x_0) \) satisfying

\[
\Delta G - G = \delta(x - x_0), \quad x > 0; \quad G \to 0 \quad \text{as} \quad |x| \to \infty,
\]
\[
G_x = 0 \quad \text{on} \quad x = 0.
\]

It is well-known that the free space Green’s function \( G_f \) for this operator is

\[
G_f(x; x_0) = \frac{1}{2\pi} (K_0(|x - x_0|)),
\]

where \( K_0(z) \) is the modified Bessel function of the second kind of order zero. Then, by the method of images, the Green’s function satisfying (6.7.9) is

\[
G(x; x_0) = \frac{1}{2\pi} \left[ K_0(|x - x_0|) + K_0(|x - x_0^*|) \right],
\]

where \( x^* \equiv (-x_0, 0) \). We recall that as \( z \to 0 \), \( K_0(z) \) has the local behavior

\[
K_0(z) \sim -\log(z/2)(1+z^2/4+O(z^4)) + (-\gamma_e + (1-\gamma_e)z^2/4 + \cdots), \quad \text{as} \quad z \to 0,
\]

where \( \gamma_e \) is Euler’s constant. This yields the singular behavior of the Green’s function (6.7.11) as \( x \to x_0 \) given by

\[
G \sim -\frac{1}{2\pi} \log|x - x_0| + R + o(1), \quad \text{as} \quad x \to x_0,
\]

where the regular part \( R \) is

\[
R = \frac{1}{2\pi} \left( \log 2 - \gamma_e + K_0(2d) \right),
\]

and where \( 2d \equiv |x_0 - x_0^*| \) is the distance between the centers of the two cells.

In terms of \( G(x; x_0) \), the solution to (6.7.8) can be represented as

\[
U = -2\pi S G(x; x_0) = -S \left[ K_0(|x - x_0|) + K_0(|x - x_0^*|) \right].
\]
Therefore, as $x \to x_0$, we have that
\[ U \to S \left( \log |x - x_0| - \log 2 + \gamma_e - K_0(2d) + \cdots \right). \quad (6.7.15) \]

By matching the regular part of the singularity behavior in (6.7.8) with that in (6.7.15), we obtain that $S$ satisfies
\[ S \left( - \log 2 + \gamma_e - K_0(2d) \right) = \frac{S}{\nu} + \chi, \quad (6.7.16) \]

where $\chi$ is defined in (6.7.5). Upon substituting for $\chi$ in (6.7.16), and recalling (6.7.7), we obtain the following $n+1$ dimensional nonlinear algebraic system for $S$ and $u = (u_1, \ldots, u_n)$:
\[ S \left( \frac{1}{\nu} + \frac{1}{d_1} + \log 2 - \gamma_e + K_0(2d) \right) = -\frac{d_2 u_1}{d_1}, \quad F(u) + \frac{2\pi S}{\tau} e_1 = 0, \quad (6.7.17) \]

where $\nu \equiv -1/\log \epsilon$ and $\gamma_e$ is Euler’s constant. This completes the asymptotic approximation of the steady-state solution to (6.7.1) that is symmetric about the midplane $x = 0$.

### 6.7.2 Linear Stability Analysis

To formulate the linear stability problem, we first introduce the perturbations
\[ U(x, t) = U_e(x) + e^{\lambda t} \Phi(x), \quad u(t) = u_e + e^{\lambda t} \varphi, \]
into (6.7.1) and linearize. By symmetry, we will only consider the region $x > 0$, and will impose suitable boundary conditions on $x = 0$ for $\Phi$ as discussed below. This leads to
\[ \Delta \Phi - (1 + \tau \lambda) \Phi = 0, \quad x > 0 \setminus \Omega_\epsilon; \quad \Phi \to 0 \text{ as } |x| \to \infty, \]
\[ \epsilon \partial_{n_\epsilon} \Phi = d_1 \Phi - d_2 \phi_1, \quad x \in \partial \Omega_\epsilon, \quad (6.7.18a) \]

which is coupled to the linearized cell dynamics
\[ \lambda \varphi = J \varphi + \frac{1}{\epsilon \tau} \int_{\partial \Omega_\epsilon} (d_1 \Phi - d_2 \phi_1) \, ds \, e_1 \quad (6.7.18b) \]

Here $J$ is the Jacobian of $F$ at the steady-state solution $u = u_e$, while $\phi_1$ is the first element in the eigenvector $\phi = (\phi_1, \ldots, \phi_n)^T$.

To complete the formulation of the stability problem we must impose a boundary condition for $\Phi$ on the midplane $x = 0$. There are two choices
for this boundary condition. The choice \( \Phi(0, y) = 0 \) corresponds to an anti-phase synchronization of the two cells, while \( \Phi_x(0, y) = 0 \) corresponds to an in-phase synchronization of the two cells. We will consider both types of perturbation in our analysis.

We now study (6.7.18) by the method of matched asymptotic expansions. In the inner region near the cell we introduce the local variables \( y = \epsilon^{-1}(x - x_0) \) and \( \Phi_0(y) = \Phi(x_0 + \epsilon y) \). Upon neglecting algebraic terms in \( \epsilon \), we look for a radially symmetric solution in terms of \( \rho = |y| \) to

\[
\partial_{\rho \rho} \Phi + \rho^{-1} \partial_\rho \Phi = 0, \quad 1 < \rho < \infty; \quad \frac{\partial \Phi}{\partial \rho} = d_1 \Phi - d_2 \phi_1, \quad \rho = 1.
\]

(6.7.19)

In terms of a constant \( C \) to be determined, the solution to (6.7.19) is

\[
\Phi = C \log \rho + B, \quad \text{where} \quad B = \frac{1}{d_1} (C + d_2 \phi_1).
\]

(6.7.20)

By substituting (6.7.20) into (6.7.18b) we obtain that

\[
(J - \lambda I) \phi + \frac{2\pi C}{\tau} e_1 = 0.
\]

(6.7.21)

Next, we formulate the outer problem by matching the far-field behavior of the inner solution (6.7.20) to the bulk solution, which yields a singularity condition for the outer solution as \( x \to x_0 \). This yields the outer problem

\[
\Delta \Phi - \varphi^2_\lambda \Phi = 0, \quad x > 0 \setminus \{x_0\}; \quad \Phi \to 0 \quad \text{as} \quad |x| \to \infty,
\]

\[
\Phi \sim C \log |x - x_0| + \frac{C}{\nu} + B, \quad \text{as} \quad x \to x_0.
\]

(6.7.22a)

subject, for either symmetric (+) or asymmetric perturbations, to the boundary condition

\[
\Phi = 0 \quad \text{on} \quad x = 0, \quad (-) \quad \text{(async)}, \quad \text{or} \quad \Phi_x = 0 \quad \text{on} \quad x = 0, \quad (+) \quad \text{(sync)}.
\]

(6.7.22b)

Here \( B \) is defined in (6.7.20), and \( \varphi_\lambda \equiv \sqrt{1 + \tau \lambda} \), where we have chosen the principal branch of the square root.

The solution to (6.7.22) is written in terms of the \( \lambda \)-dependent Green’s function \( G_\lambda(x, x_0) \) as

\[
\Phi = -2\pi C G_\lambda(x, x_0),
\]

(6.7.23)

where \( G_\lambda(x; x_0) \) satisfies

\[
\Delta G_\lambda - \varphi^2_\lambda G_\lambda = -\delta(x - x_0), \quad x > 0; \quad G_\lambda \to 0 \quad \text{as} \quad |x| \to \infty,
\]

(6.7.24a)
subject to either of the two possible boundary conditions

\[ G_\lambda = 0 \quad \text{on} \quad x = 0, \quad (-), \quad \text{or} \quad G_\lambda x = 0 \quad \text{on} \quad x = 0, \quad (+). \]

(6.7.24b)

By the method of images, the solution to (6.7.24) is

\[ G_\lambda(x; \mathbf{x}_0) = \frac{1}{2\pi} \left( K_0(\varphi_\lambda|x - \mathbf{x}_0|) \pm K_0(\varphi_\lambda|x - \mathbf{x}_0^*|) \right), \]

(6.7.25)

for either the synchronous (+) or asynchronous (−) mode. As \( x \to x_0 \) we obtain the local behavior

\[ G_\lambda(x; \mathbf{x}_0) \sim \frac{1}{2\pi} \log |x - \mathbf{x}_0| + \frac{1}{2\pi} \left( -\log \left( \frac{\varphi_\lambda}{2} \right) - \gamma_e \pm K_0(2d\varphi_\lambda) \right), \]

as \( x \to x_0 \),

(6.7.26)

where \( \gamma_e \) is Euler’s constant, and \( 2d \equiv |\mathbf{x}_0 - \mathbf{x}_0^*| \) is the distance between the centers of the two cells. Upon using (6.7.26) in (6.7.23), we can calculate the local behavior of \( \Phi \) as \( x \to x_0 \). Then, we match this local behavior with the required singular behavior in (6.7.22a). This yields that

\[ \frac{C}{\nu} + B = -C \left( -\log \left( \frac{\varphi_\lambda}{2} \right) - \gamma_e \pm K_0(2d\varphi_\lambda) \right). \]

(6.7.27)

Next, we substitute (6.7.20) for \( B \) into (6.7.27), and solve the resulting expression for \( C \) to obtain

\[ C = \frac{d_2}{d_1 A_\lambda^\pm} \phi_1, \quad \text{where} \quad A_\lambda^\pm \equiv \log \left( \frac{\varphi_\lambda}{2} \right) + \gamma_e - (\pm)K_0(2d\varphi_\lambda) - \frac{1}{\nu} - \frac{1}{d_1}, \]

(6.7.28)

where the + and − signs denote the synchronous and asynchronous modes, respectively. Upon substituting (6.7.28) into (6.7.21), we readily derive that

\[ \left[ (J_\lambda - \lambda I) + \frac{2\pi}{\tau} \frac{d_2}{d_1 A_\lambda^\pm} \mathbf{e}_1 \mathbf{e}_1^T \right] \phi = 0, \]

(6.7.29)

where \( \mathbf{e}_1 = (1, 0, \ldots, 0)^T \). We conclude that \( \lambda = \mathcal{O}(1) \) is an eigenvalue of the linearized problem (6.7.18) if and only if there is a nontrivial \( \phi \) to (6.7.29).

To derive an explicit transcendental equation for \( \lambda \) we use the matrix determinant lemma \( \det(A + ab^T) = \left( 1 + b^T A^{-1} a \right) \det(A) \), to conclude that
if \( \lambda \) is not an eigenvalue of \( J \) then there is a nontrivial solution to (6.7.29) if and only if
\[
1 - \frac{2\pi}{d} \frac{d}{d_1 A^\pm_\lambda} e_1^T (\lambda I - J)^{-1} e_1 = 0.
\]

Finally, by calculating \((\lambda I - J)^{-1}\), we conclude that \( \lambda \) is a discrete eigenvalue of the linearization if and only if \( \lambda \) is a root of \( Q_\pm(\lambda) = 0 \), where \( Q_\pm \) is defined by
\[
Q_\pm(\lambda) = A^\pm_\lambda - \frac{2\pi d_2}{d_1 \tau} \frac{M_{11}}{\det(\lambda I - J)}.
\]

Here \( M_{11} \) is the cofactor of the element in the first row and first column of \( \lambda I - J \), and \( A^\pm_\lambda \) is defined by
\[
A^\pm_\lambda \equiv \log \left( \varphi_\lambda - \frac{1}{\nu} + \frac{1}{d_1} \right), \quad \varphi_\lambda \equiv \sqrt{1 + \tau \lambda},
\]

where \( 2d \) is the distance between the centers of the two cells, \( \nu = -1/\log \epsilon \), \( \gamma_0 \) is Euler’s constant, while the + and − signs indicate the synchronous and asynchronous modes, respectively. In (6.7.30a), the Jacobian of the membrane kinetics is evaluated at \( u_e \), where \( u_e \) is obtained from the nonlinear algebraic system (6.7.17) associated with the steady-state solution.

Next we will use a winding number criterion to compute the roots of \( Q_\pm(\lambda) \) in \( \text{Re}(\lambda) > 0 \). By using the argument principle, we obtain that the number \( N \) of roots of \( Q_\pm(\lambda) = 0 \) in \( \text{Re}(\lambda) > 0 \) is
\[
N = \frac{1}{2\pi} \left[ \arg Q_\pm \right]_\Gamma + P,
\]

where \( P \) is the number of poles of \( Q_\pm(\lambda) \) in \( \text{Re}(\lambda) > 0 \), and the square brackets denote the change in the argument of \( Q_\pm \) over the contour \( \Gamma \). The closed contour \( \Gamma \) is the limit as \( R \to \infty \) of the union of the imaginary axis, which can be decomposed as \( \Gamma_{\pm} = i\lambda I \) and \( \Gamma_{\mp} = -i\lambda I \), for \( 0 < \lambda I < R \), and the semi-circle \( \Gamma_R \) defined by \( |\lambda| = R \) with \( |\text{arg}(\lambda)| \leq \pi/2 \). Since \( A^\pm_\lambda \) is analytic in \( \text{Re}(\lambda) > 0 \), it follows that \( P \) is the number of roots of \( \det(\lambda I - J) = 0 \) in \( \text{Re}(\lambda) > 0 \). Now if we let \( R \to \infty \) on \( \Gamma_R \), we calculate using (6.7.30) that \( Q_\pm(\lambda) \sim O(\ln R) + i\pi/4 \), so that as \( R \to \infty \) we have \( \left[ \arg Q_\pm \right]_{\Gamma_R} = 0 \). Further, since \( \left[ \arg Q_\pm \right]_{\Gamma_{\pm}} = \left[ \arg Q_\pm \right]_{\Gamma_{\mp}} \), then (6.7.31) becomes
\[
N = \frac{1}{\pi} \left[ \arg Q_\pm \right]_{\Gamma_{\pm}} + P,
\]

where \( P \) is the number of roots of \( \det(\lambda I - J) = 0 \) in \( \text{Re}(\lambda) > 0 \).
With this framework we have formulated a hybrid asymptotic-numerical method to determine whether there can be any triggered oscillations due to Hopf bifurcations for the two-cell infinite line problem as parameters are varied. One future goal is to use this framework to compute phase diagrams in parameter space where different types of instabilities can occur for various specific reaction kinetics.
Chapter 7

Conclusion and Future Work

In this chapter we first give a brief summary of the main results presented in this thesis and then list a few open problems for possible directions of future work.

In general, on a one-dimensional spatial domain we have introduced and analyzed a class of models that couple two dynamically active compartments, either cell or membranes, separated spatially by a distance $2L$, through a linear bulk diffusion field. For this class of models, we have shown both analytically and numerically that bulk diffusion can trigger a stable synchronous oscillatory instability in the temporal dynamics associated with the two active compartments. Qualitatively, our results also show that oscillatory dynamics in the two compartments will only occur for some intermediate range of the compartment-bulk coupling strength and the parameter range where stable synchronous oscillations between the two compartments occur is much larger than that for asynchronous oscillations. This suggests that stable synchronized oscillations between two dynamically active compartments coupled by passive bulk diffusion can be a robust feature in coupled compartment-bulk dynamics.

For one particular form of local kinetics, we use center manifold and normal form theory to reduce the local dynamics of the model system to a normal form for a double Hopf bifurcation, which predicts the patterns of Hopf bifurcation and the stability of both synchronous and asynchronous modes near the double Hopf point. In the study of coupled oscillators, double Hopf bifurcations often appear in delay-coupled systems, e.g. [5, 69]. In our model, there is no explicit delay term, but the communication between the two oscillators is through spatial diffusion of a signalling chemical in the extracellular medium. For spatially separated cells, this can be a more realistic way to describe the connections among individuals and at the same time diffusion serves effectively as a time delay, reflecting the time needed for a chemical to change concentration at a distant location. In fact, diffusion can be explicitly represented as a distributed delay through the variation of constants formula [6], and this sometimes has practical advantages.

For the case of a single local component in each compartment, and in
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the limit of $L \to \infty$ we derive rigorous spectral results to characterize the possibility of Hopf bifurcations. Also, a weakly nonlinear theory is developed to predict the local branching behavior near the Hopf bifurcation point for finite $L$. In addition, we give a detailed theoretical analysis of the onset of oscillatory dynamics for a model system from [23] using asymptotic analysis together with bifurcation and stability theory.

In §6, we have formulated and studied a general class of coupled cell-bulk problems with the primary goal of establishing whether such a class of problems can lead to the initiation of oscillatory instabilities due to the coupling between the cell and bulk. Our analysis, formulated in an arbitrary bounded domain, relies on the assumption that the signalling compartments have a radius that is asymptotically small as compared to the length-scale of the domain. In this limit $\epsilon \to 0$ of small cell radius we have used a singular perturbation approach to determine the steady-state solution and to formulate the eigenvalue problem associated with linearizing around the steady-state. In the limit for which the diffusivity $D$ of the bulk is asymptotically large of order $D = \mathcal{O}(\nu^{-1})$, we have derived eigenvalue problems characterizing the possibility of either synchronous and asynchronous instabilities triggered by the cell-bulk coupling. Phase diagrams in parameter space, showing where oscillatory instabilities can be triggered, were calculated for a few specific choices of the intracellular kinetics. Our analysis shows that triggered oscillations are not in general possible when the intracellular dynamics has only one species. For the regime $D \gg \mathcal{O}(\nu^{-1})$, where the bulk can be effectively treated as a well-mixed system, for a one-cell geometry we have reduced the cell-bulk PDE system to a finite dimensional ODE system for the spatially constant bulk concentration field coupled to intracellular dynamics. This ODE system was shown to have triggered oscillations due to cell-bulk coupling, and global bifurcation diagrams were calculated for some specific reaction kinetics, showing that the branch of oscillatory solutions is globally stable. For the regime $D = \mathcal{O}(1)$, where the spatial configuration of cells is an important factor, we have determined phase-diagrams for the initiation of synchronous temporal instabilities associated with a ring pattern of cells inside the unit disk, showing that such instabilities can be triggered from a more clustered spatial arrangement of the cells inside the domain.

7.1 Future Work

This kind of compartment-bulk coupling model is relatively new and there are still many open problems that require further investigations. In the
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following, we list a few possible directions for further work.

A biologically relevant direction related to our work in chapter §2 that warrants further investigation is to introduce different, more detailed, models for the coupling strength between the compartment and the bulk. It would be interesting to analyze triggered oscillations that result when the compartment-bulk coupling strength $\beta$ varies dynamically in time, or is coupled to some slow dynamics, so as to create periodic bursts of synchronous oscillatory behavior, followed by intervals of quiescent behavior, in the two compartments. Such bursting and triggered dynamics have been well-studied in a purely ODE context (cf. [1], [2], [29], [49], see also the reference therein). A related, but rather challenging direction, would be to investigate the possibility of synchronized oscillations when $\beta$ is allowed to switch stochastically in time between an ON and OFF state. Such stochastic switching behavior is a characteristic feature of channels in biological membranes. The resulting model is a stochastic hybrid system that consists of both continuous PDE-ODE dynamics, punctuated by discrete stochastic events. A mathematical analysis of a class of related stochastic hybrid system, whereby the boundary condition for a heat equation on a finite domain switches randomly between Dirichlet and Neumann, is analyzed in [43] and another example of switching boundary conditions is considered in [3].

Another direction is to consider more thoroughly the case of multi-species membrane dynamics in the one-dimensional system. More specifically, although a numerical winding number computation is readily implemented for multi-species membrane dynamics, there is a need to extend the theoretical spectral results in chapter §4 to the case of more than a single membrane-bound species. Furthermore, it would be interesting to extend the weakly nonlinear analysis in chapter §4 to the case of multiple membrane-bound species.

As a further extension to the studies in chapter §4 and chapter §5, it would be interesting to use numerical bifurcation software to give a detailed investigation of secondary instabilities arising from bifurcations of asymmetric steady-state solutions or either the synchronous or asynchronous periodic solution branch. Our preliminary results show that such secondary bifurcations can lead to more exotic dynamics such a quasi-periodic solutions or period-doubling behavior. In particular, it would be interesting to explore whether there can be any period-doubling route to chaotic dynamics such as was observed computationally in [56] for a related model consisting of two diffusing bulk species that are subject to nonlinear fluxes at fixed lattice sites.

In addition, It would also be worthwhile to study large-scale oscillations
by representing the bulk diffusion field in terms of a time-dependent Green’s function with memory. Coupling to the membrane dynamics leads to a continuously distributed delay equation for the dynamically active membrane components.

An open direction relates to our assumption that the bulk diffusion field has a constant diffusivity and undergoes a linear bulk degradation. It would be worthwhile to extend our analysis to allow for either a nonlinear degradation of the signaling molecule in the bulk, a nonlinear diffusivity, or to allow for a sub-diffusive bulk diffusion process. Either of these three additional effects could be important in various biological applications. Particularly, for our study of the two-dimensional model in chapter §6 for the large $D$ regime where $D \gg O(\nu^{-1})$, it is possible to readily analyze the case where the bulk degradation is nonlinear, with possibly a Michaelis-Menten saturation of the bulk decay of the form $\tau U_t = D \Delta U - \sigma_B(U)$, where $\sigma_B(U) = U/(1 + cU)$. With this modification, we can readily derive in place of (6.5.16) that the coupled cell-bulk dynamics reduces to the finite-dimensional dynamics

$$U_0' = -\frac{1}{\tau} \left( \sigma_B(U_0) + \frac{2\pi d_1}{|\Omega|} U_0 \right) + \frac{2\pi d_2}{\tau |\Omega|} u_1, \quad u' = F(u) + \frac{2\pi}{\tau} [d_1 U_0 - d_2 u_1] e_1.$$  

(7.1.1)

It would be interesting to explore the effect of this nonlinear bulk decay on the possibility of Hopf bifurcations. In addition, in the large $D$ regime, it is readily possible to derive an extended system of ODE’s for the case where there are multiple, and not just one, small signalling compartment.
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Appendix A

Formulation of the PDE-ODE System for a Periodic Chain

In this appendix we will derive (2.3.1b) for the local dynamics for the case of one cell on \([-L, L]\), which occupies a narrow interval \([-\epsilon, \epsilon]\) centered at the origin with \(0 < \epsilon \ll 1\). Assume that the signaling molecule diffuses out of the cell at a certain rate. The local chemical species inside the cell, denoted by \(u = (u_1, u_2, \ldots, u_n)^T\), are assumed to satisfy the following system

\[ u_t = \epsilon D u_{xx} + F(u), \quad -\epsilon < x < \epsilon, \quad t > 0, \]
\[ D u_x(\epsilon, t) = e_1 G_1(C(\epsilon, t), u_1(\epsilon, t)), \quad D u_x(-\epsilon, t) = e_1 G_2(C(-\epsilon, t), u_1(-\epsilon, t)), \]

where \(\epsilon \ll 1\) and \(e_1 = (1, 0, \ldots, 0)^T\). Here for simplicity we assume that all local chemicals share the same diffusivity \(\epsilon D \ll 1\), with \(D = O(1)\), which is asymptotically small as compared to the reaction rate of the kinetics.

We now derive a reduced model from (A.0.1) in the limit \(\epsilon \ll 1\) to obtain the approximate behavior of this system. To do so, we first introduce the local variable \(y = \epsilon^{-1}x\), so that in terms of the \(y\) variable (A.0.1) becomes

\[ u_t = \epsilon^{-1} D u_{yy} + F(u), \quad -1 < y < 1, \quad t > 0, \]
\[ D u_y(1, t) = e_1 G_1(C(1, t), u_1(1, t)), \quad D u_y(-1, t) = e_1 G_2(C(-1, t), u_1(-1, t)). \]

We then expand the local specifies \(u\) as

\[ u = u^0 + \epsilon u^1 + \cdots. \]  

Substituting this expansion into (A.0.2), and linearizing, we obtain to leading order that \(u^0\) satisfies

\[ u^0_{yy} = 0, \quad -1 < y < 1; \quad u^0_y(\pm 1, t) = 0. \]

The solution to (A.0.4), which is independent of the spatial variable \(y\), is \(u^0 = u^0(t)\). We then proceed to the next order to determine the equation.
that $\mathbf{u}^0$ satisfies. At the next order, $\mathbf{u}^1$ satisfies

$$Du^1_{yy} = u^0_t - \mathbf{F}(\mathbf{u}^0), \quad -1 < y < 1,$$

$$Du^1_y(1,t) = e_1 G_1(C(\epsilon, t), u^0_1(t)), \quad Du^1_y(-1,t) = e_1 G_2(C(-\epsilon, t), u^0_1(t)), \quad \text{(A.0.5)}$$

where $e_1 = (1, 0, \ldots, 0)^T$, and $u^0_1$ denotes the first component of $\mathbf{u}^0$. For this $O(\epsilon)$ system, we invoke the divergence theorem to obtain that

$$\int_{-1}^1 Du^1_{yy} dy = \int_{-1}^1 (u^0_t - \mathbf{F}(\mathbf{u}^0)) dy. \quad \text{Upon evaluating this expression, and using (A.0.5), we get}$$

$$Du^1_y(1,t) - Du^1_y(-1,t) = e_1 \left( G_1(C(\epsilon, t), u^0_1(t)) - G_2(C(-\epsilon, t), u^0_1(t)) \right)$$

$$= 2(u^0_t - \mathbf{F}(\mathbf{u}^0)). \quad \text{(A.0.6)}$$

Upon rewriting this equation we obtain a system of ODEs for $\mathbf{u}^0$ given by

$$u^0_t = \mathbf{F}(\mathbf{u}^0) + \frac{e_1}{2} \left[ G_1(C(\epsilon, t), u^0_1(t)) - G_2(C(-\epsilon, t), u^0_1(t)) \right]. \quad \text{(A.0.7)}$$

Now letting the width of the cell approach 0, or equivalently $\epsilon \to 0$, we obtain the limiting system

$$u^0_t = \mathbf{F}(\mathbf{u}^0) + \frac{e_1}{2} \left[ G_1(C(0^+, t), u^0_1(t)) - G_2(C(0^-, t), u^0_1(t)) \right]. \quad \text{(A.0.8)}$$

If we consider the case of linear coupling for which $G_1$ and $G_2$ have the forms

$$G_1(C(0^+, t), u^0_1) = \kappa(C(0^+, t) - u^0_1), \quad G_2(C(0^-, t), u^0_1) = -\kappa(C(0^-, t) - u^0_1), \quad \text{(A.0.9)}$$

then (A.0.8) becomes

$$u^0_t = \mathbf{F}(\mathbf{u}^0) + e_1 \left[ \frac{\kappa}{2} (C(0^+, t) + C(0^-, t)) - \kappa u^0_1 \right]. \quad \text{(A.0.10)}$$

This specifies ODEs for the time evolution of the leading order term for the local species inside the cell, and in this way approximately characterizing the local dynamics. In §2.3, we drop the superscript in $\mathbf{u}^0$ and use (A.0.10) to describe the local dynamics inside each cell.
Appendix B

An Alternative PDE-ODE Formulation for a Periodic Chain

In this appendix we briefly discuss the implications of an alternative formulation of the periodic cell problem (2.3.1). In this simpler formulation, we assume that \( C(x,t) \) is continuous on the ring, but has jumps in the flux \( DC_x \) across each cell. This alternative formulation is

\[
C_t = DC_{xx} - kC, \quad t > 0, \quad x \in (-L, (2m-1)L),
\]

with \( x \neq 2jL, \quad j = 0, \ldots, m - 1 \), \( C(-L, t) = C(2mL - L, t), \quad C_x(-L, t) = C_x(2mL - L, t), \quad [DC_x]|_{x=2jL} = 2\kappa \left[ C(2jL, t) - u_1j \right], \quad j = 1, \ldots, m, \]

\[
(B.0.1a)
\]

where \( [u_x]|_{x_0} \equiv u_x(x^+_0) - u_x(x^-_0). \) This bulk field is then coupled to the internal cells dynamics by

\[
\frac{du_j}{dt} = F(u_j) + e_1 \left[ \kappa C(2jL, t) - \kappa u_1j \right], \quad j = 0, \ldots, m - 1. \quad (B.0.1b)
\]

For (B.0.1) we again obtain the symmetric steady-state solution as in §2.3.1. However, in contrast to the analysis in §2.3.2, in the linear stability analysis for (B.0.1) the perturbations in the bulk diffuson field must now be continuous across each cell. From an analysis similar to that in §2.3.2, we readily derive for the Sel’kov kinetics that the eigenvalue parameter \( \lambda \) satisfies (2.3.12a), where in place of (2.3.12b), we have

\[
\Delta_\lambda \equiv -\frac{1}{\kappa} + \frac{1}{D\Omega_\lambda} \frac{\sinh (2\Omega_\lambda L)}{\Re(z) - \cosh (2\Omega_\lambda L)} \quad \Re(z_l) = \cos \left( \frac{2\pi l}{m} \right), \quad (B.0.2)
\]

where \( \Omega_\lambda \) is defined in (2.3.9). As a remark if we set \( z_l = 1 \) (in-phase) and \( z_l = -1 \) (anti-phase) in (B.0.2), we can readily show that (2.3.12a)
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with (B.0.2) reduces, as expected, to the two-cell spectral problem (2.2.5) of [2.2.1] for either in-phase or anti-phase modes, respectively, upon setting $\beta = \kappa$ in (2.2.5).
Appendix C

Calculation of Normal Form Coefficients

In this section, we describe the calculations to evaluate the four cubic coefficients $G_{jklm}$, $H_{jklm}$ in the normal form (3.3.2) that governs the dynamics near a double Hopf point. To evaluate the coefficients, it is sufficient to take parameters at the double Hopf point, thus $\mu_1 = \mu_2 = 0$ and we have

$$
\begin{align*}
\dot{\zeta}_1 &= i\omega_1 \zeta_1 + G_{2100}\zeta_1^2 \bar{\zeta}_1 + G_{1011}\zeta_1 \zeta_2^2 + O(||(\zeta_1, \bar{\zeta}_1, \zeta_2, \bar{\zeta}_2)||^5), \\
\dot{\zeta}_2 &= i\omega_2 \zeta_2 + H_{1110}\zeta_1 \zeta_2^2 + H_{0021}\zeta_2^2 + O(||(\zeta_1, \bar{\zeta}_1, \zeta_2, \bar{\zeta}_2)||^5).
\end{align*}
$$

At the double Hopf point, the nonlinear system (3.2.2)-(3.2.3), written as (3.3.1), is reduced to a system on a four-dimensional center manifold that is tangent, in the infinite-dimensional function space $H$, to the critical eigenspace $T^c$. Since this center manifold reduction is standard and follows closely the analogous procedure at a simple Hopf bifurcation described in detail for reaction-diffusion systems in the textbook [39], we give only a short description together with some details specific to our system. This center manifold system is further reduced to the normal form (C.0.1).

We first construct a projection $P^c$ of the space $H$, onto the critical eigenspace $T^c$. This requires an inner product, and two adjoint eigenvectors. For a pair of complex vectors

$$
p = \begin{bmatrix} \xi(x) \\ \chi_+ \\ \vartheta_- \\ \chi_- \\ \vartheta_+ \end{bmatrix}, \quad q = \begin{bmatrix} \eta(x) \\ \varphi_- \\ \psi_- \\ \varphi_+ \\ \psi_+ \end{bmatrix},
$$

we define their inner product to be

$$
\langle p, q \rangle = \int_{-L}^{+L} \xi(x) \eta(x) \, dx + \chi_- \varphi_- + \vartheta_- \psi_- + \chi_+ \varphi_+ + \vartheta_+ \psi_+.
$$
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With respect to this inner product, the adjoint to the linear differential operator $M$ is the linear differential operator $M^*$, given by

$$M^* = \begin{bmatrix} \xi(x) \\ \chi_- \\ \vartheta_- \\ \chi_+ \\ \vartheta_+ \end{bmatrix} = \begin{bmatrix} D\xi''(x) - k\xi(x) \\ f_V \chi_- + \epsilon g_V \vartheta_- - \beta \chi_- + \kappa \xi(-L) \\ f_W \chi_- + \epsilon g_W \vartheta_- \\ f_V \chi_+ + \epsilon g_V \vartheta_+ - \beta \chi_+ + \kappa \xi(+L) \\ f_W \chi_+ + \epsilon g_W \vartheta_+ \end{bmatrix},$$

with adjoint boundary conditions

$$-D\xi(-L) = \beta \chi_- - \kappa \xi(-L),$$

$$+D\xi(+L) = \beta \chi_+ - \kappa \xi(+L).$$

We solve for two adjoint eigenvectors

$$p_j = \begin{bmatrix} \xi_j(x) \\ \chi_{j,-} \\ \vartheta_{j,-} \\ \chi_{j,+} \\ \vartheta_{j,+} \end{bmatrix},$$

$j = 1, 2$, satisfying

$$M^*p_1 = -i\omega_1 p_1, \quad M^*p_2 = -i\omega_2 p_2,$$

with normalizations such that

$$\langle p_1, q_1 \rangle = 1, \quad \langle p_2, q_2 \rangle = 1, \quad \langle p_1, q_2 \rangle = 0, \quad \langle p_1, \overline{q}_1 \rangle = 0, \quad \langle p_1, \overline{q}_2 \rangle = 0,$$

$$\langle p_2, q_1 \rangle = 0, \quad \langle p_2, \overline{q}_1 \rangle = 0, \quad \langle p_2, \overline{q}_2 \rangle = 0,$$

where $q_1, q_2$ are the eigenvectors given in Section 3.2. We note that the orthogonality conditions

$$\langle p_1, q_2 \rangle = 0, \quad \langle p_1, \overline{q}_1 \rangle = 0, \quad \langle p_1, \overline{q}_2 \rangle = 0,$$

$$\langle p_2, q_1 \rangle = 0, \quad \langle p_2, \overline{q}_1 \rangle = 0, \quad \langle p_2, \overline{q}_2 \rangle = 0,$$

where $q_1, q_2$ are the eigenvectors given in Section 3.2. We note that the orthogonality conditions

$$\langle p_1, q_2 \rangle = 0, \quad \langle p_1, \overline{q}_1 \rangle = 0, \quad \langle p_1, \overline{q}_2 \rangle = 0,$$

$$\langle p_2, q_1 \rangle = 0, \quad \langle p_2, \overline{q}_1 \rangle = 0, \quad \langle p_2, \overline{q}_2 \rangle = 0,$$
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are automatically satisfied. We obtain

\[
p_1 = a_1^0 \begin{bmatrix} \xi_{10} \sinh \Omega_3 x / \sinh \Omega_3 L \\ -1 \\ f_w / (i \omega_1 + \epsilon g_w) \\ 1 \\ -f_w / (i \omega_1 + \epsilon g_w) \end{bmatrix}, \quad p_2 = a_2^0 \begin{bmatrix} \xi_{20} \cosh \Omega_4 x / \cosh \Omega_4 L \\ 1 \\ -f_w / (i \omega_2 + \epsilon g_w) \\ 1 \\ -f_w / (i \omega_2 + \epsilon g_w) \end{bmatrix},
\]

where the constants

\[
a_1^0 = 0.250508 - i 0.172379, \quad a_2^0 = 0.253847 - i 0.181974,
\]

are chosen so that the normalization conditions (C.0.2) hold, and

\[
\Omega_3 = \sqrt{\frac{k-i \omega_1}{D}}, \quad \Omega_4 = \sqrt{\frac{i \omega_2}{D}}, \quad \xi_{10} = \frac{\beta}{\kappa + DT_3 \text{coth} \Omega_3 L}, \quad \xi_{20} = \frac{\beta}{\kappa + DT_4 \tanh \Omega_4 L}.
\]

We define the projection \( P^c \), of \( H \) onto the critical eigenspace \( T^c \), by

\[
P^c X = z_1 q_1 + \bar{z}_1 \bar{q}_1 + z_2 q_2 + \bar{z}_2 \bar{q}_2,
\]

for any \( X \in H \), where \( z_1, z_2 \) are complex numbers given by the inner products

\[
z_1 = \langle p_1, X \rangle, \quad z_2 = \langle p_2, X \rangle.
\]

Now we can use the projection \( P^c \) to split any vector \( X \in H \) into two parts

\[X = X^c + Y,\]

where the “center” part

\[X^c = P^c X = z_1 q_1 + \bar{z}_1 \bar{q}_1 + z_2 q_2 + \bar{z}_2 \bar{q}_2\]

belongs to the four-dimensional critical eigenspace \( T^c \) and the complementary part

\[Y = (I - P^c) X = X - \langle p_1, X \rangle q_1 - \langle p_1, X \rangle \bar{q}_1 - \langle p_2, X \rangle q_2 - \langle p_2, X \rangle \bar{q}_2,\]

where \( I \) denotes the identity operator, belongs to the infinite-dimensional stable subspace \( T^s \). Correspondingly, the system (3.3.1) splits into two parts

\[
\dot{X}^c = M X^c + \frac{1}{2} P^c B(X^c + Y, X^c + Y) + \frac{1}{6} P^c C(X^c + Y, X^c + Y, X^c + Y), \quad \text{(C.0.3)}
\]

and
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\begin{equation}
\dot{Y} = MY + \frac{1}{2} (I - P^c) B (X^c + Y, X^c + Y) + \frac{1}{6} (I - P^c) C (X^c + Y, X^c + Y, X^c + Y). \tag{C.0.4}
\end{equation}

By center manifold theory, there is an invariant, exponentially attracting, four-dimensional local center manifold in \( H \) that is tangent to the critical eigenspace \( T^c \), and the center manifold can be expanded in a Taylor series as

\begin{equation}
Y = Y(z_1, \bar{z}_1, z_2, \bar{z}_2) = \sum_{j+k+l+m=2} \frac{1}{j!k!l!m!} w_{jklm} z_1^j \bar{z}_1^k z_2^l \bar{z}_2^m + O(\| (z_1, \bar{z}_1, z_2, \bar{z}_2) \|^3). \tag{C.0.5}
\end{equation}

Substituting the expansion \( (C.0.5) \) into \( (C.0.3) - (C.0.4) \) and using the invariance of the center manifold, we collect terms of like powers and obtain nonhomogeneous linear boundary value problems for each of the ten coefficient vectors \( w_{jklm} \) at second order \((j + k + l + m = 2; j, k, l, m \geq 0)\),

\begin{align*}
(2i\omega_1 I - M)w_{2000} &= (I - P^c) B(q_1, q_1), \\
-Mw_{1100} &= (I - P^c) B(q_1, \bar{q}_1), \\
(i\omega_1 I + i\omega_2 I - M)w_{1010} &= (I - P^c) B(q_1, q_2), \\
(i\omega_1 I - i\omega_2 I - M)w_{1001} &= (I - P^c) B(q_1, \bar{q}_2), \\
&\text{etc.}
\end{align*}

Using the explicit expressions \((3.2.17)\) for \( q_1 \) and \( q_2 \), we use matrix algebra and the method of undetermined coefficients, assisted by the mathematical software package Maple, to solve for the \( w_{jklm} \) that we require. It is helpful to use symmetry to reduce the number of explicit solutions needed.

Substituting \( (C.0.5) \) into each of the components of \( (C.0.3) \), we obtain a four-dimensional ordinary differential equation that gives the dynamics restricted to the invariant local center manifold,

\begin{align*}
\dot{z}_1 &= i\omega_1 z_1 + g(z_1, \bar{z}_1, z_2, \bar{z}_2), \\
\dot{z}_2 &= i\omega_2 z_2 + h(z_1, \bar{z}_1, z_2, \bar{z}_2). \tag{C.0.6}
\end{align*}

Expanding in Taylor series

\begin{align*}
g(z_1, \bar{z}_1, z_2, \bar{z}_2) &= \sum_{j+k+l+m \geq 2} g_{jklm} z_1^j \bar{z}_1^k z_2^l \bar{z}_2^m, \\
h(z_1, \bar{z}_1, z_2, \bar{z}_2) &= \sum_{j+k+l+m \geq 2} h_{jklm} z_1^j \bar{z}_1^k z_2^l \bar{z}_2^m,
\end{align*}
Appendix C. Calculation of Normal Form Coefficients

the ten quadratic coefficients of the center manifold system (C.0.6) are given by

\[ g_{2000} = \frac{1}{2} \langle p_1, B(q_1, q_1) \rangle, \]
\[ g_{1100} = \langle p_1, B(q_1, \bar{q}_1) \rangle, \]
\[ g_{1010} = \langle p_1, B(q_1, q_2) \rangle, \]
\[ g_{1001} = \langle p_1, B(q_1, \bar{q}_2) \rangle, \]

etc.

Note that several of these coefficients vanish due to symmetry. We need explicitly only four of the cubic coefficients of the centre manifold system (C.0.6),

\[ g_{2100} = \langle p_1, B(q_1, w_{1100}) \rangle + \frac{1}{2} B(\bar{q}_1, w_{1200}) + \frac{1}{2} C(q_1, q_1, \bar{q}_1), \]
\[ g_{1011} = \langle p_1, B(q_1, w_{0011}) \rangle + B(q_2, w_{0101}) + B(q_1, w_{1001}) + C(q_1, q_2, q_2), \]
\[ h_{1110} = \langle p_2, B(q_2, w_{1100}) \rangle + B(q_1, w_{0110}) + B(q_1, w_{0010}) + C(q_1, q_1, q_2), \]
\[ h_{0021} = \langle p_2, B(q_2, w_{0011}) \rangle + \frac{1}{2} B(\bar{q}_2, w_{0200}) + \frac{1}{2} C(q_2, q_2, \bar{q}_2). \]

Finally, a near-identity coordinate transformation of the form

\[ z_1 = \zeta_1 + O(||(\zeta_1, \bar{\zeta}_1, \zeta_2, \bar{\zeta}_2)||^2), \quad z_2 = \zeta_2 + O(||(\zeta_1, \bar{\zeta}_1, \zeta_2, \bar{\zeta}_2)||^2), \]

takes the the center manifold system (C.0.6) into the normal form (C.0.1). The procedure to construct the coordinate transformation is lengthy but standard, and is described in textbooks. For example, see [39] for more details. In the end, there are formulas derived for the cubic coefficients in the normal form (C.0.1), in terms of the quadratic and cubic coefficients of the center manifold system (C.0.6); see equations (8.90)–(8.93) in [39]. We use Maple to evaluate these coefficients numerically, obtaining (3.3.3).
Appendix D

Two Specific Biological Models

D.1 The Dictyostelium Model

The amoeba *Dictyostelium discoideum* is one of the most studied organism in biology. There are many stages in the life cycle of each such amoeba cell. When nutrient is readily available, they live as single cell organisms. However, when food becomes scarce, each cell starts to release cyclic AMP (cAMP) in order to attract other cells, and at the same time themselves are attracted by the cAMP signal emitted by others. This secretion results in an aggregation of individual amoeba to form aggregate centers [19]. This intercellular communication mechanism presents some similarities with the endocrine system in higher organisms. In [19] a two-variable model was proposed to describe the cAMP (cyclic adenosine monophosphate) oscillations in Dictyostelium cells. This minimal model was obtained from a reduction of a more elaborate model based on desensitization of the cAMP receptor which consists of variables representing molecules such as the active(R) and desensitized(D) forms of the receptor, free(C) and active form(E) of adenylate cyclase, intracellular(\(P_i\)) and extracellular(\(P_e\)) cAMP, and substrate ATP(S). In [19] this minimal model was used to analyze the bursting and birhythmicity observed in experiments with amoeba cells. The model is formulated as

\[
\frac{d\rho_t}{dt} = f_2(\gamma) - \rho_t(f_1(\gamma) + f_2(\gamma)), \quad \frac{d\gamma}{dt} = \sigma^* \psi(\rho_t, \gamma) - k_e \gamma, \quad \text{(D.1.1a)}
\]

where

\[
f_1(\gamma) \equiv \frac{k_1 + k_2 \gamma^2}{1 + \gamma^2}, \quad f_2(\gamma) \equiv \frac{k_1 L_1 + k_2 L_2 c_\theta^2 \gamma^2}{1 + c_\theta^2 \gamma^2}, \quad \psi(\rho_t, \gamma) \equiv \frac{\alpha \left( \Lambda \theta + \frac{\rho_t \gamma^2}{1 + \gamma^2} \right)}{(1 + \alpha \theta) + \left( \frac{\rho_t \gamma^2}{1 + \gamma^2} \right)(1 + \alpha)}. \quad \text{(D.1.1b)}
\]
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Here $\rho_t$ is the total fraction of receptor in the active state, $\alpha$ and $\gamma$ denote the normalized concentration of intracellular ATP and extracellular cAMP, $\theta$ is the ratio of Michaelis constants for the E and C forms of adenylate cyclase, $\Lambda$ is the ratio of catalytic constants of forms C and E of adenylate cyclase, $\epsilon$ is the coupling constant for activation of C by cAMP-receptor complex in active state, $k_1$ is the rate constant for the modification step from R to D, $L_1$ is the equilibrium ratio of the states R and D, $k_2$ is the rate constant for modification step from R to D in the presence of cAMP, $L_2$ is the corresponding equilibrium ratio, $k_e$ is the ratio of maximum activity for extracellular phosphodiesterase and the Michaelis constant of extracellular phosphodiesterase for cAMP, $c_d$ is the ratio of dissociation constants of cAMP-receptor complex in R and D states, $\sigma^*$ is calculated as some combination of other constants. For a more detailed discussion of this model see [19] (pp. 195–258).

Since the cAMP molecules can diffuse in space, in our model we assume that the extracellular cAMP is also a function of location, so that $\gamma = \gamma(x,t)$. We assume that it can diffuse freely in space, with some bulk decay, but that all the reactions occur on the boundaries of amoeba cells. In this way, our model for cAMP, given a cell at $x = 0$ and at $x = 2L$, and with $\tau \equiv 1/k_e$ is

$$
\frac{\tau}{\partial t} \frac{d\gamma}{dx} = D \frac{\partial^2 \gamma}{\partial x^2} - \gamma, \quad t > 0, \quad 0 < x < L; \\
\gamma_x(L,t) = 0, \quad D\gamma_x(0) = -\sigma^* \psi(\rho_t, \gamma(0,t)), \\
\frac{d\rho_t}{dt} = f_2(\gamma(0,t)) - \rho_t [f_1(\gamma(0,t)) + f_2(\gamma(0,t))].
$$

(D.1.2)

D.2 The GnRH Model

Gonadotropin-releasing hormone (GnRH) is a decapeptide secreted by GnRH neurons in the hypothalamus that regulates the reproductive function in mammals. There are about 800-2000 GnRH neurons scattered in a few areas of the hypothalamus. Each GnRH neuron releases GnRH to portal blood in an oscillatory profile with a period of several minutes and they synchronize to produce large GnRH pulses with a period ranging from twenty minutes to one hour. Experiments reveal that GnRH neurons express GnRH receptors. Based on these biological facts, a possible synchronization mechanism of GnRH neurons was proposed in [17, 32, 47]. In this model, it is assumed the the GnRH neurons are coupled through GnRH in the extracellular environment. This model was able to predict that oscillations occur over a one hour period. Assuming two neurons, one each at $x = 0$ and at
\[ x = 2L, \text{ this model system is} \]
\[ g_t = D g_{xx} - g, \quad t > 0, \quad 0 < x < L; \quad g_x(L, t) = 0, \quad D g_x(0) = -\sigma j, \quad (D.2.1a) \]
with the three-component membrane dynamics
\[ \alpha_t = \phi_{\alpha} \left( \frac{[g(0, t)]^{n_\alpha}}{k_{\alpha}^{n_\alpha} + [g(0, t)]^{n_\alpha}}, \alpha \right), \quad \alpha = \{s, q, i\}. \quad (D.2.1b) \]
with coefficients \( n_s = 4, n_q = 2 \) and \( n_i = 2 \). In \((D.2.1a)\), \( \sigma \) reflects the secretion efficiency, and the boundary flux is
\[ j = 1 + \beta \left( \frac{\mu + 1 + \delta q}{\mu + 1 + \delta q} \right)^3 \left( \eta + \frac{s}{\omega + i} \right)^3, \quad (D.2.1c) \]
(see [32, 47] for further details and definition of the parameters). In \((D.2.1a)\), \( s, q \) and \( i \) represent the concentration of three G-proteins, \( G_S, G_Q \) and \( G_I \), respectively. It is postulated that the release of GnRH is mediated through activation \( (G_S, G_Q) \) and inhibition \( (G_I) \) of these proteins. With the assumption that the time scales of \( s \) and \( q \) are much faster than \( i \), we use a quasi-steady state approximation to fix \( s \) and \( q \) at (approximately) their steady-state values. This leads to the following reduced coupled system
\[ g_t = D g_{xx} - g, \quad t > 0, \quad 0 < x < L; \quad g_x(L, t) = 0, \quad D g_x(0) = G(g(0, t), i), \quad (D.2.2a) \]
with the one-component membrane dynamics and boundary flux given by
\[ i_t = \epsilon \left( \frac{[g(0, t)]^2}{k_i^2 + [g(0, t)]^2} - i \right), \quad (D.2.2b) \]
\[ G(g(0, t), i) = -\sigma \left[ 1 + \beta \left( \frac{\mu + 1 + \delta q}{\mu + 1 + \delta q} \right)^3 \left( \eta + \frac{s}{\omega + i} \right)^3 \right], \]
Here, \( s \) and \( q \), which depend on \( g(0, t) \), are given by
\[ s = \frac{[g(0, t)]^4}{k_s^4 + [g(0, t)]^4}, \quad q = \frac{[g(0, t)]^2}{k_q^2 + [g(0, t)]^2}. \quad (D.2.2c) \]