Yield stress fluid flows in uneven geometries: applications to the oil & gas industry

by

Ali Roustaei

BSc Mechanical Engineering, Sharif University of Technology, 2007
MSc Mechanical Engineering, Sharif University of Technology, 2010

A THESIS SUBMITTED IN PARTIAL FULFILLMENT
OF THE REQUIREMENTS FOR THE DEGREE OF

Doctor of Philosophy

in

THE FACULTY OF GRADUATE AND POSTDOCTORAL
STUDIES
(Mechanical Engineering)

The University of British Columbia
(Vancouver)

May 2016

© Ali Roustaei, 2016
Abstract

We study a set of yield stress fluid flows in channels with geometric non-uniformities, motivated by theoretical aspects and industrial applications. Methodology is primarily computational and we try to analytically investigate as much as possible. Theoretical interest arises from the self-selection phenomenon, meaning that the original flow geometry is modified by the fluid itself. This occurs due to yield stress and is accomplished via stagnant zones of the fluid attached to the boundary of original geometry. Industrial motivations stem from oil/gas well construction operations: primary and squeeze cementing and hydraulic fracturing. In all we have drilling mud, cement or a gelled fluid which exhibit yield stress. Specifically, we model a washout along the well as a non-uniform channel and extensively study flows through it. This is an enlarged segment of the well where the wellbore is washed out or collapsed. The main industrial concern is the residual mud left in the washout after primary cementing which weakens the hydraulic sealing function of the cement.

Self-selection has been analytically studied for duct flows \cite{168, 169}, and not much in 2D flows. \textbf{Chapter 2} is a study of self-selection in wavy walled channels as a model for smooth non-uniform channels. We find similar results to \cite{168, 169}, however a complete understanding eludes us. \textbf{Chapter 3} looks at the flow of Bingham fluid in fractures. We study the limits of validity of Darcy approach first and then focus at the minimal pressure drop required to mobilize the fluid in fracture. We demonstrate knowing self-selection properties can greatly improve approximations here. Chapters 4-6 are step by step investigation of the flows in washout, from Stokes to
inertial and finally displacement flow. In Chapter 4 we show self-selection in Stokes flow of washout and use it to estimate the residual fluid in the washout. We study the effects of inertia on it in Chapter 5, illustrating only finite amount of inertia would help in better displacement of the mud which is counter intuitive. Chapter 6 is a preliminary study of the displacement flow and we report some interesting observations.
Preface

The contents of this thesis are the results of the research of the author, Ali Roustaei during the course of his PhD studies at UBC, under the supervision of professor Ian Frigaard. The following papers have been published and/or are in progress:

  This paper was co-authored with I.A. Frigaard and I did the implementation of the code, running, data compilation and contributed to analysis of the results. I. A. Frigaard supervised the research.

  This paper was co-authored with I.A. Frigaard and I did the implementation of the code, running, data compilation and contributed to analysis of the results. A. Gosselin—intern student—implemented the koch semi-fractal shape and assisted with running some of the computations. I.A. Frigaard supervised the research.


This paper was co-authored with I.A. Frigaard and I did the implementation of the code, running, data compilation and contributed to analysis of the results. I.A. Frigaard supervised the research.


This paper was co-authored primarily with I.A. Frigaard and L. Talon. I and I.A. Frigaard ran the main computations and analysis for the paper and T. Chevalier and L. Talon contributed to the affine fracture computations and collaborated on some aspects of the analysis.


This paper was the outcome of A. Maleki’s masters thesis research. I helped in the implementation of his code, initial computations of the encapsulation flows and to validation/verification studies. The paper was authored primarily by the rest of authors. I read the draft and provided comments and participated in some of the analysis. I. A. Frigaard supervised the research.
# Table of Contents

Abstract ................................................................. ii

Preface ................................................................. iv

Table of Contents ....................................................... vi

List of Figures .......................................................... xi

Acknowledgments ......................................................... xxx

1 Introduction ........................................................... 1

1.1 Industrial motivations ............................................... 1

1.1.1 Primary cementing .............................................. 2

1.1.2 Plug cementing for abandonment .............................. 2

1.1.3 Squeeze cementing and other remedial tasks ............... 3

1.1.4 Hydraulic fracturing ............................................ 8

1.1.5 Other fracture-like geometries ............................... 10

1.2 Yield stress fluids .................................................. 11

1.2.1 Thixotropy ....................................................... 13

1.2.2 The yield stress debate ........................................ 14

1.2.3 Governing equations .......................................... 16

1.2.4 Lubrication paradox ........................................... 20

1.3 Variational principles for yield stress fluids .................. 22

1.4 Numerical methods ................................................ 28

1.4.1 Methods that use the exact Bingham model ............... 28

vi
1.4.2 Regularization methods ........................................ 34
1.4.3 Selected applications of computational methods ............. 37
1.5 Related work on self-selection ................................. 40
  1.5.1 Self-selection of flow geometry in duct flows .............. 41
  1.5.2 Non-uniform channels and self-selection .................. 47
1.6 Thesis outline .................................................. 49

2 Flow of a Bingham fluid in wavy walled channels .......... 53
  2.1 Introduction .................................................. 54
  2.2 The wavy-walled channel ..................................... 58
    2.2.1 Numerical solution method .............................. 60
  2.3 Results ...................................................... 62
    2.3.1 Channels with small $\delta$ ............................. 63
    2.3.2 Channels with $\delta \sim O_S(1)$ ......................... 68
    2.3.3 Parameter regimes ..................................... 70
    2.3.4 Characteristic features of the fouling layer for $B \gtrsim O_S(1)$ 75
  2.4 Discussion and summary ...................................... 88

3 Flow of yield stress fluids along fracture: pressure drop prediction and flow onset ............................... 90
  3.1 Introduction .................................................. 91
  3.2 Model setup .................................................. 95
    3.2.1 Fracture geometries .................................... 97
    3.2.2 Computational overview ................................ 98
    3.2.3 Example results ....................................... 99
  3.3 Darcy-law estimates ......................................... 102
  3.4 The limit of no flow ....................................... 109
    3.4.1 Examples ................................................. 112
    3.4.2 The critical limit from a variational method .......... 114
    3.4.3 Short fractures ........................................ 119
    3.4.4 Long fractures with no fouling ....................... 122
    3.4.5 Intermediate fractures with partial fouling ........... 124
6.6.1 Discussion and summary .................................. 248

7 Summary and conclusions .................................. 250

7.1 Results, insights and contributions from the individual chapters
7.1.1 Bingham fluid flow along wavy channels (Chapter 2) .... 250
7.1.2 Fracture flow and critical pressure drop (Chapter 3) .... 258
7.1.3 Washout flows at Re = 0; Chapter 4 .................... 256
7.1.4 Inertial flow in washouts; Chapter 5 ...................... 258
7.1.5 Displacement flow; Chapter 6 .......................... 259

7.2 Context of the thesis ...................................... 263
7.2.1 Scientific context ........................................ 263
7.2.2 Industrial context ...................................... 267

7.3 Limitations .................................................. 270
7.3.1 Rheological idealizations ............................... 270
7.3.2 Experimental study ..................................... 270
7.3.3 Computations .......................................... 271

7.4 Future directions .......................................... 271

Bibliography .................................................. 274

A Macro-size drop encapsulation ............................ 298
A.1 Introduction ................................................ 298
A.2 Physical problem ......................................... 301
A.2.1 The plane Poiseuille solution $U_P(y)$ .................. 306
A.2.2 Inertial effects and the droplet flow ................... 306
A.2.3 Why large droplets yield the plug ....................... 308
A.3 Small-slender droplets: $h(x) \sim \delta \ll 1$ .................. 310
A.3.1 $O(1)$ solution in the yielded region ................... 313
A.3.2 $O(\delta)$ solution in the yielded layer ................. 314
A.3.3 Size of the yield surface perturbation from $y_{y,0}$ and
effects of inertia .............................................. 316
A.4 Order unity iso-dense droplets: $h(x) \sim \delta \sim 1$ ............ 319
A.4.1 Computational algorithm and benchmarking ............. 320
A.4.2 Effects of droplet spacing .............................. 324
List of Figures

Figure 1.1 Primary cementing and static mud in washout region

Figure 1.2 DeepWater Horizon explosion at Gulf of Mexico, April 2010. One of the main causes was poor primary cementing

Figure 1.3 Squeeze cementing, used for correction of primary cement. Right: showing the schematic of equipment for squeeze. Left: a closer view to fracture flow, courtesy of GKE engineering

Figure 1.4 Plug cements are used to persistently isolate necessary zones for abandonment, Figure courtesy of GKE engineering

Figure 1.5 Depiction of fracturing, photo from US Environmental Protection Agency

Figure 1.6 The velocity profile and yielded/unyielded fluid in channel flow of a yield stress fluid

Figure 1.7 Lubrication paradox example: flow of yield stress fluid in a slowly varying channel with pseudo plug region

Figure 1.8 An example of mesh adaptation strategy suggested by Saramito and Roquet to improve accuracy of capturing yield surfaces. Very fine, highly anisotropic mesh can be observed around yield surfaces. Figure from the Gallery of Rheolef library

Figure 1.9 The Bingham model (dashed black line) and the typical curves for Papanastasiou (red), Bercovier (green) and bi-viscosity regularizations
Figure 1.10  The original Fig 5a in paper by Burgos et al. \cite{3}. Circles show the analytic yield surface and other lines are yield surfaces from Papanastasiou regularization with increasing value of $m$. The main difference is that the convexity of regularized yield surface is reversed compared to analytical.

Figure 1.11  Original Fig 3 in paper \cite{16}, showing the stagnant zone $ABC$ which exists in the corner point $B$ and the convexity of the boundary.

Figure 1.12  Flow of viscoplastic fluid in a square pipe. As shown in \cite{16}, the yield surface of static regions has the shape of arc of a circle.

Figure 1.13  Original Fig. 8 in paper \cite{16}, showing how the boundary of duct can be arbitrarily changed without changing the solution.

Figure 1.14  Original Fig. 12 of paper \cite{16}. Showing arbitrary subdomain $\omega$ inside the main duct domain. The flow in main domain has stagnant zone $OR_1R_2$. This is sufficient condition for hatched area of subdomain $\omega$ to be stagnant.

Figure 2.1  Schematic of the flow geometry and boundary conditions $\Omega$.

Figure 2.2  Showing a mesh adaptation cycle for the case of $(h = 1, \delta = .125, B = 10)$.

Figure 2.3  Effects of increasing amplitude $h$ on speed (left panel) and pressure (right panel), for $\delta = .05, B = 10$. From top to bottom, $h = (.01, .25, 1, 2, 4)$. The same color scale is valid for each $h$. The dark lines in the left panel are the streamlines, gray regions in right are plugs.

Figure 2.4  More detailed results from the case $\delta = .05, B = 10, h = 4$. Left panel, from top to bottom shows $(p, \sigma_{xx}, \tau_{xy})$. Right panel from top to bottom shows $(\tau_{xx}, \sigma_{yy}, ||\gamma||)$ respectively.
Figure 2.5 Effects of increasing amplitude $h$ on speed (left panel) and pressure (right panel), for a bigger $\delta$ than Fig 2.3, $\delta = .25, B = 10$. From top to bottom, $h = (.25, 5, 1)$. The same color scale is valid for each $h$. The dark lines in the left panel are the streamlines, gray regions in right are plugs.

Figure 2.6 Panorama of plug shapes for $B = 1$ (top) and $B = 2$ (bottom).

Figure 2.7 Panorama of plug shapes for $B = 5$ (top) and $B = 10$ (bottom).

Figure 2.8 Appearance and evolution of mushroom shape plug and stress field ($||\tau||$) at the narrowest part of channel for ($h = 1, \delta = .25$) and $B = (20, 10, 5, 2)$ (from left to right); gray regions are plugs (figure zoomed on narrowest part of channel).

Figure 2.9 Plot of flow regimes in $(h, \delta)$ plane for different Bingham numbers, a) $B = .1$, b) $B = 1$, c) $B = 10$, d) $B = 100$. Markers of flow regimes: (▲) intact central plug+fouling, (♦) broken central plug+fouling, (□) broken central plug-no fouling, (◦) intact central plug-no fouling.

Figure 2.10 Phase plot of all computations (≈500 points), Markers of flow regimes: (▲) intact central plug+fouling, (♦) broken central plug+fouling, (□) broken central plug-no fouling, (◦) intact central plug-no fouling, equations $h\delta_n = \frac{.039B^2 + .55B + .07}{B^2 + 3.21B + 15}$, $h\delta_s = \frac{.054B^2 + 1.03B + .31}{B^2 + 13.67B + .06}$ represent fitted curves.

Figure 2.11 Positions $y = y_p$ of the two yield surfaces in the widest part of the channel: a) $\delta = .5, B = 2$; b) $\delta = .25, B = 10$; c) $\delta = .125, B = 10$; d) $\delta = .05, B = 10$. 
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Figure 2.12 Comparison of wavy wall flow ($\delta = 0.5, h = 1, B = 2$) with a triangular and rectangular walls, left panel: speed, right panel: pressure. The same color scale is valid for each column. The dark lines in the left panel are the streamlines, gray regions in right are plugs.

Figure 2.13 Ratio of yielded fluid, $\omega$, plotted against $\bar{B}$: a) $\delta = 1, 0.5, 0.25$; b) $\delta = 0.125, 0.05, 0.025$.

Figure 2.14 Detail of the yielded layer at the widest part of the channel for $(h = 4, \delta = 0.5, B = 10)$, (see also Fig. 2.6). Left panel, from top to bottom shows $(U_x, P)$. Right panel from top to bottom shows $(\tau_{xy}, \sigma_{yy})$.

Figure 2.15 The parameter $a(\bar{B}, \omega)d_0$ from our computed data with fouling layers. The symbols are for different $\delta$, following the key in Fig. 2.13.

Figure 2.16 Streamlines and unyielded regions for a) Newtonian flow ($h = 0.65, \delta = 0.5$) where recirculation has just begun; b) same channel but now with $B = 0.01$; c) same $B$ as b) but now $h$ is increased to $h = 0.75$; d) same channel as c) but $B$ is increased to $B = 0.04$.

Figure 2.17 Streamlines and unyielded regions for $(h = 2.5, \delta = 0.5)$ and a) Newtonian flow b) $B = 0.001$ c) $B = 0.05$ d) $B = 0.09$ e) $B = 0.12$ f) $B = 0.13$.

Figure 3.1 a) Schematic of the fracture geometry showing dimensional parameters; b) schematic of the wavy-walled dimensionless geometry, with lower wall shifted to the right by $\psi L$.

Figure 3.2 Computed examples of speed $|u|$ & streamlines (left column), and pressure $p$ with (gray) unyielded plugs (right column), at $H = 1, L = 10, B = 2$. Top row: triangular fracture profile, $\psi = 0$; middle row: wavy fracture profile, $\psi = 0$; bottom row: wavy fracture profile, $\psi = 0.5$. 

Figure 3.3 Computed examples of speed $|\mathbf{u}|$ & streamlines (left column), and scaled pressure $p/B$ with (gray) unyielded plugs (right column), at $H = 1$, $L = 10$, $\psi = 0$, wavy fracture profile. Top row: $B = 5$; middle row: $B = 10$; bottom row: $B = 100$.

Figure 3.4 Computed examples of speed $|\mathbf{u}|$ & streamlines (left column), and pressure $p$ with (gray) unyielded plugs (right column), at $B = 2$, $L = 10$, $\psi = 0.5$, wavy fracture profile. Top row: $H = 3$; bottom row: $H = 5$.

Figure 3.5 Computed examples of the speed $|\mathbf{u}|$ & streamlines with (gray) unyielded plugs, at $H = 2$, $L = 20$, for a symmetric affine fracture. Top row: $B = 1$; middle row: $B = 10$; bottom row: $B = 100$.

Figure 3.6 Relative error in predicted pressure drops between numerically computed and lubrication approximation (3.12), for $B = 0.1$ in wavy fracture: a) $H = 2$ and varying $L$; b) $L = 10$ and varying $H$. For both figures: black circle $\psi = 0$, red square $\psi = 0.25$, blue cross $\psi = 0.5$.

Figure 3.7 a) Ratio of pressure drops computed numerically ($\Delta p_N$) and from the lubrication approximation ($\Delta p_L$): $B = 1$ (circles), $B = 5$ (squares), $B = 10$ (diamonds); filled symbols from triangular fracture profile, hollow symbols from wavy profile; $\psi = 0$. b) Relative error in predicted pressure drops between numerically computed and lubrication approximation (3.12), for $L \geq 10$ and $B \geq 1$ in a wavy fracture: black circle $\psi = 0$, red square $\psi = 0.25$, blue cross $\psi = 0.5$. 
Figure 3.8  a) Consistent errors in average pressure gradient prediction using (3.12), for $H = 2$, $L = 2$: black = wavy, red/white = triangular; circles = numerical, squares = lubrication approximation.  b) relative error for the data in a) (squares); relative error using the lubrication approximation (3.12) with the fracture width replaced by yield surface position (diamonds).  c) Ratio of relative errors (lubrication approximation using yield stress position vs lubrication approximation using fracture width): $H = 2$, $L = 2$ in black; $H = 5$, $L = 20$ in red. Note that the multiple points displayed at the same $B$ correspond to different values of $\psi$.

Figure 3.9  Colormap of the speed with superimposed streamlines in a relatively short fracture $H = 1.5$, $L = 4$: increasing $B = 10, 100, 1000$ (from left to right). Unyielded regions are shown in gray.

Figure 3.10  Colormap of the speed with superimposed streamlines in a relatively short fracture $H = 0.1$, $L = 20$: increasing $B = 10, 100, 1000$ (from top to bottom). Unyielded regions are shown in gray.

Figure 3.11  Colormap of the speed with superimposed streamlines in a relatively short fracture $H = 2$, $L = 20$: increasing $B = 10, 100, 1000$ (from top to bottom). Unyielded regions are shown in gray.

Figure 3.12  Limiting behaviour as $B \to \infty$ for the geometries of Figs. 3.9-3.11: a) $Od$ plotted against $B$; b) $\Delta P/L$ plotted against $B$.

Figure 3.13  Viscous dissipation, plastic dissipation and flow rate, $a(u^*, u^*)$, $j(u^*)$ and $Q(u^*)$ for the 3 geometries illustrated in Figs. 3.9-3.11, from left to right.
Figure 3.14 Limiting behaviour as $B \to \infty$ for 5 short fracture geometries: a) shear layer thickness $d_0$; b) $Od_c - Od$. Data is shown for: $\circ, H = 1, L = 3$), $(\square, H = .5, L = 2), \triangle, H = .25, L = 4), (*, H = 3, L = 2), (+, H = 4, L = 4); recall that $Od_c = 1$ for short fractures.

Figure 3.15 Convergence of $Od_c - Od$ as $B \to \infty$ for $H = 1, L = 20$.

Figure 3.16 Comparison of computed velocity (solid line) with the asymptotic approximation at: a) $2x/L = 0.2$; b) $2x/L = 0.4$; c) $2x/L = 0.6$; d) $2x/L = 0.8$, (as marked by vertical broken lines in the colormap). Main figure shows the colormap of speed with streamlines and unyielded regions in gray; $H = 2$, $L = 20$, $B = 10000$.

Figure 3.17 Colormaps of $\tau_{xx}$ (unyielded regions in gray) for $B = 1000$. Top panels: $H = 0.5, L = 40$, comparisons are shown with the predictions of (3.35) at values $2x/L = 0.25, 0.5, 0.7$, as marked with broken lines on the colormap. Lower panel: $H = 2, L = 20$, comparisons are shown with the predictions of (3.35) at values $2x/L = 0.45, 0.6, 0.8$.

Figure 3.18 a) Variation of $Od(x_f)$ from (3.37) for: $L = 20$, $H = 0, 1, \ldots, 8$ (black); $L = 6$, $H = 0, 0.25, 0.5\ldots, 2$ (red). b) Variation of $Od_c$ (computed by maximizing $Od(x_f)$ in (3.37) with $L$ for $H = 1$ (black) and $H = 4$ (red). Broken lines indicate the limit of $Od_c$ with no fouling.

Figure 3.19 a) Variation of $Od_c$, computed by maximizing (3.37). b) Variation of the value of $x_f$, that maximizes (3.37), scaled with $L/2$. c) Variation of $Od_c$, approximated as the largest value of $Od$ from our 2D computations, typically at $B = 10^4$. d) Absolute relative error between a & c.

Figure 3.20 a) Variation of $Od_c$, computed by maximizing (3.41). b) Variation of the value of $x_f$, that maximizes (3.41), scaled with $L/2$. c) Absolute relative error between a & our $Od_c$ calculated from the 2D computations.
Figure 3.21 Computed examples of speed $|u|$ & streamlines for a symmetric affine fracture. Parameters are: $H = 2$, $L = 20$, $B = 100$, 1000, 10000, from top to bottom, with (gray) unyielded plugs.

Figure 3.22 Computed examples of speed $|u|$ & streamlines for a fracture formed from two different affine surfaces. Parameters are: $H = 2$, $L = 20$, $B = 100$, 1000, 10000, from top to bottom, with (gray) unyielded plugs.

Figure 3.23 Computed examples of speed $|u|$ & streamlines for a fracture formed from two identical affine surfaces, shifted. Parameters are: $H = 2$, $L = 20$, $B = 100$, 1000, 10000, from top to bottom, with (gray) unyielded plugs.

Figure 3.24 Computed Oldroyd number as function of the Bingham number for the three different affine fractures of Figs. 3.21-3.23. Blue squares: the two surface are symmetrical. Red circles: the two surfaces are uncorrelated. Black lozenges: the two surfaces are identical, shifted laterally with a constant gap.

Figure 4.1 Geometry of the washout in a section along the annulus.

Figure 4.2 Dimensionless computational domain and boundary conditions for this study.

Figure 4.3 Four different categories of symmetric washout geometry, shown for $x < 0$: a) sudden expansion-contraction (square wave); b) triangular wave; c) sinusoidal wave; d) semi-fractal, based on the Koch snowflake. All washout shapes are fully determined by $(h, \delta)$.

Figure 4.4 Streamlines superimposed on colourmaps of the fluid speed for different types of washout: $\delta = 0.25$, $B = 5$. Columns are $h = (0.5, 1, 2, 4)$ from left to right and unyielded regions are shown in gray.
Figure 4.5 Streamlines superimposed on colormaps of the fluid speed for different types of washout: $\delta = 0.25$, $B = 100$. Columns are $h = (0.5, 1, 2, 4)$ from left to right and unyielded regions are shown in gray. 

Figure 4.6 Components of the stress for different types of washout: $\delta = 0.25$, $B = 5$, $h = 4$. Columns show $\tau_{xx}$, $\tau_{xy}$, $\sigma_{yy}$, $p$ respectively, from left to right. The color key for each column is same shown at the bottom. Unyielded regions colored with gray. 

Figure 4.7 Components of the stress speed for different types of washout: $\delta = 0.25$, $B = 100$, $h = 4$. Columns show $\tau_{xx}$, $\tau_{xy}$, $\sigma_{yy}$, $p$ respectively, from left to right. The color key for each column is same shown at the bottom. Unyielded regions colored with gray. 

Figure 4.8 Unyielded regions of the flow (shown in black) for different types of washout at $B = 5$. For each type of washout columns show $\delta = (0.5, 0.25, 0.1, 0.05)$ from left to right respectively and rows are $h = (0.5, 1, 2, 4)$ from top to bottom respectively. 

Figure 4.9 Unyielded regions of the flow (shown in black) for different types of washout at $B = 100$, for each type of washout columns show $\delta = (0.5, 0.25, 0.1, 0.05)$ from left to right respectively and rows are $h = (0.5, 1, 2, 4)$ from top to bottom respectively. 

Figure 4.10 Onset of stationary fluid at the upper wall for: a) triangular wave; b) sinusoidal wave. Dark symbols indicate stationary fluid at the upper wall. 

Figure 4.11 Comparison of static region for triangular and wavy washout (solid black/red) with the corresponding square washout (dashed). Only washout enlargement section is shown. Flowing are correction is shown in gray. Rows are $h = (1, 2, 3)$ from top to bottom, for the two left columns $(B, \delta) = (2, 0.5)$ and two right columns $(B, \delta) = (10, 25)$. 
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Figure 4.12 Corrected flowing area of wavy and triangular washouts against the square washout flowing area as the washout gets deeper (increasing $h$). Left plot $(B, \delta) = (2, 0.5)$ and right plot $(B, \delta) = (10, .25)$. Markers are ○ Wavy washout and ▽ linear washout. The dashed blue line shows $A_{F, \infty}(B, \delta)$, the limiting flowing area of square washout.

Figure 4.13 Pressure drop reduction (compared to uniform channel) for the square washout: a) $B = 1$; b) $B = 10$. In b the broken red line indicates the analogous results for the wavy washout.

Figure 4.14 Averaged computed pressure $\bar{p}(x)$ (square washout) compared with the pressure in the uniform channel (broken line): a) $(h, \delta, B) = (.5, .25, 10)$; $(h, \delta, B) = (.5, 1, 10)$.

Figure 4.15 Computed pressure gradient reduction for large $h$, compared to Poiseuille flow uniform pressure gradient (for the square washout).

Figure 5.1 Geometry of the washout in a section along the annulus.

Figure 5.2 Dimensionless computational domain and boundary conditions for this chapter.

Figure 5.3 Decay of the velocity residual $\|u^{n+1} - u^n\|_{L^2}/\Delta t$ for the washout $(h, \delta) = (4, 0.25)$ at increasing $B = (0, 1, 2, 8)$: (a) $Re = 2000$; (b) $Re = 500$.

Figure 5.4 Validation of our code with published results from the lid-driven cavity flow. Plots show the horizontal velocity component, $U(0.5, y)$, along the centre of the cavity. a) Comparison with Ghia et al. [107] for $Re = 1000$, $B = 0$. b) Comparison with Syrakos et al. [224] and with Vola2003 et al. [241] for $Re = 1000$, $B = 10$. 
Figure 5.5 Convergence of the entrance velocity profile $u(-0.5\delta^{-1} - l_e, y)$ to the plane Poiseuille solution as the entrance length $l_e = l_d$ increases. The black dotted line shows the plane Poiseuille flow: $(Re, B, h, \delta^{-1}) = (200, 2, 10, 10)$ and entrance lengths are $l_e = (0, 2, 5, 10)$ indicated by markers (+, ●, □, △), respectively.

Figure 5.6 Colourmaps of the flow speed with streamlines and pressure compared for periodic washout (two left columns) with washout that has entrance length (two right columns). Parameters are $(h, \delta, B) = (2, 0.25, 5)$ and $Re = 0, 50, 100, 200$, from top to bottom. The gray regions indicate unyielded fluid.

Figure 5.7 Colourmaps of the flow variables, restricted to the washout region for $(h, \delta, B) = (1, 0.25, 5)$. At the top of the figure the columns show speed, pressure and $\tau_{xx}$; the columns at the bottom of the figure show $\tau_{xy}$, $\sigma_{xx}$ and $\sigma_{yy}$, from left to right. The rows show $Re = 0, 50, 100, 200, 500$, from top to bottom. The gray regions indicate unyielded fluid.

Figure 5.8 Effects of increasing flow rate at $(h, \delta) = (1, 0.25)$ and $Re = 10, 50, 100, 200, 500$ from top to bottom, at fixed $He = 500$. Left: velocity magnitude and streamlines; right pressure with unyielded regions shown as gray.

Figure 5.9 Average pressure along the channel (black) compared with the Poiseuille flow pressure (broken line) as the flow rate increases. $(h, \delta^{-1}) = (1, 4)$ and $Re = 50, 100, 200, 500$ with fixed $He = 500$. The vertical dotted lines marks the washout start and end.
Figure 5.10 Pressure drop offset due to washout with increasing $Re$ at fixed $He = 500$. The solid line shows the pressure drop and the broken line shows the normalized value with the pressure drop, normalized with the Poiseuille flow pressure drop over the length of washout. a) $(h, \delta) = (1, 0.25)$ and b) $(h, \delta) = (1, 0.1)$.

Figure 5.11 Flowing area (black, +) and displaced area (red, □) variations with increasing $Re$ at fixed $He = 500$. (a) $(h, \delta) = (1, 0.25)$ (b) $(h, \delta) = (2, 0.1)$ (c) $(h, \delta) = (1, 0.1)$.

Figure 5.12 Effects of increasing flow rates at fixed $He$. The inertial effects are controlled by $Re = 50, 100, 200, 400$ (top to bottom) and geometric variables are $(h, \delta) = (1, 0.25)$. The gray areas denote unyielded fluid. Left column: $He = 200$, right column: $He = 1000$.

Figure 5.13 Flowing area (black, +) and displaced area (red, □) variation with increasing $Re$ for $(h, \delta) = (1, 0.25)$ and different fixed Hedström numbers: (a) $He = 200$ (b) $He = 1000$.

Figure 5.14 Variation of the $x$-component of velocity $u(x, y)$ with increasing $h$ at a) $x = -0.25\delta^{-1}$, b) $x = 0$, c) $x = 0.25\delta^{-1}$ for a square washout. $(Re, B, \delta) = (100, 5, 0.1)$.

Figure 5.15 Variation of the $x$-component of velocity $u(x, y)$ with increasing $h$ at a) $x = -0.25\delta^{-1}$, b) $x = 0$, c) $x = 0.25\delta^{-1}$ for a sinusoidally wavy washout. $(Re, B, \delta) = (100, 5, 0.1)$.

Figure 5.16 Comparison of $x$-component of velocity $u(x, y)$ at a) $x = -0.25\delta^{-1}$, b) $x = 0$, c) $x = 0.25\delta^{-1}$ for $(Re, B, h, \delta) = (100, 5, 30, 0.1)$, between three different washout shapes. The markers are: □, expansion-contraction/square washout; △, linear variation/triangular washout; ○, wavy sinusoidal washout.
Figure 5.17 Plot of viscous (solid line) and plastic (broken line) dissipation functionals for \((Re, B, \delta) = (100, 5, 0.1)\) and different types of washouts. The markers are: \(\Box\), expansion-contraction/square washout; \(\triangle\), linear variation/triangular washout; \(\bigcirc\), wavy sinusoidal washout.

Figure 6.1 Problem domain, geometrical dimensions and boundary conditions used for displacement flow.

Figure 6.2 Volume fractions values assigned to each cell in VOF.

Figure 6.3 A 1D domain and its finite volume discretization. Figure courtesy of C. Olivier-Gooch.

Figure 6.4 Checker-board pattern of pressure field due to violation of Inf-Sup condition.

Figure 6.5 The original element types used for displacement flows a) velocity, b) pressure, c) multiplier, and d) color spaces.

Figure 6.6 The modified elements for Inf-Sup compatibility. a) velocity, b) pressure, c) multiplier, and d) color spaces. The red line shows rectangle divided to two triangular elements.

Figure 6.7 The elements set with discrete divergence free property. a) velocity, b) pressure, c) multiplier, and d) color spaces.

Figure 6.8 \(x\)-velocity profiles \(u(x, y)\) at three sections of the washout (left to right): \(x = -L/4, 0, L/4\). The displacement solver (red circles) is compared with the steady inertial solutions of the flow computed using FreeFEM++ with mesh adaptation (solid lines). The rows are \(Re = 10\), all with \(He = 500\).

Figure 6.9 \(x\)-velocity profiles \(u(x, y)\) at three sections of the washout (left to right): \(x = -L/4, 0, L/4\). The displacement solver (red circles) is compared with the steady inertial solutions of the flow computed using FreeFEM++ with mesh adaptation (solid lines). The rows are \(Re = 50\), all with \(He = 500\).
Figure 6.10 $x$-velocity profiles $u(x, y)$ at three sections of the washout (left to right): $x = -L/4, 0, L/4$. The displacement solver (red circles) is compared with the steady inertial solutions of the flow computed using FreeFEM++ with mesh adaptation (solid lines). The rows are $Re = 100$, all with $He = 500$.

Figure 6.11 $x$-velocity profiles $u(x, y)$ at three sections of the washout (left to right): $x = -L/4, 0, L/4$. The displacement solver (red circles) is compared with the steady inertial solutions of the flow computed using FreeFEM++ with mesh adaptation (solid lines). The rows are $Re = 100$, all with $He = 500$.

Figure 6.12 $x$-velocity profiles $u(x, y)$ at three sections of the washout (left to right): $x = -L/4, 0, L/4$. The displacement solver (red circles) is compared with the steady inertial solutions of the flow computed using FreeFEM++ with mesh adaptation (solid lines). The rows are $Re = 500$, all with $He = 500$.

Figure 6.13 Colormaps of $c$ for $H = 2, L = 4, M = 0.1$ and $Re = 10, 50, 100, 200$ from top to bottom. The flow is from left to right and the times are $\bar{t} = 4, 4, 4, 4$.

Figure 6.14 The speed colormap for $H = 2, L = 4, M = 0.1$ and $Re = 10, 50, 100, 200$ from top to bottom (the same flows as Figure 6.13).

Figure 6.15 Colormaps of $c$ for $H = 2, L = 4, M = 9$ and $Re = 10, 50, 100, 200$ from top to bottom and times are $\bar{t} = 4, 4, 4, 4$.

Figure 6.16 Colormaps of $c$ for $H = 2, L = 4, M = 27$ and $Re = 10, 50, 100, 200$ from top to bottom and the times are $\bar{t} = 4, 4, 4, 4$.

Figure 6.17 Colormaps of $c$ for $H = 2, L = 10, M = 9$ and $Re = 10, 50, 100, 200$ from top to bottom and times are $\bar{t} = 5, 5, 5, 5$. 
Figure 6.18 Colormaps of $c$ for $H = 2$, $L = 10$, $M = 27$ and $Re = 10, 50, 100, 200$ from top to bottom and the times are $\bar{t} = 5, 5, 5, 5$.  
Figure 6.19 Colormaps of $c$ for $L = 20$ and the rest of parameters the same as Figure 6.18. Flow demonstrates a steady full displacement.  
Figure 6.20 Colormaps of $c$ for $H = 2$, $L = 20$, $M = 3$ and $Re = 10, 50, 100, 200$ from top to bottom and snapshot times are $t = 6, 6, 6, 6$.  
Figure 6.21 Colormaps of $c$ for $H = 2$, $L = 20$, $M = 0.3$ and $Re = 10, 50, 100, 200$ from top to bottom and times are $t = 6, 6, 3.42, 1.5$.  
Figure 6.22 Colormaps of $c$ for $H = 2$, $L = 10$, $M = 0.1$ and $Re = 10, 50, 100, 200$ from top to bottom and times are $t = 5, 5, 3.7, 1.84$.  
Figure 6.23 The evolution of $c$ for $H = 2$, $L = 20$, $Re = 100, M = 0.3$.  
Figure 6.24 The stagnant fluid circled in a) is displaced by yielding, and can be tracked in b). Parameters are $H = 5$, $L = 10$, $Re = 100$, $M = 0.1$.  
Figure 6.25 Progress of $c$ for a stable displacement. $H = 5$, $L = 20$, $Re = 10$, $M = 0.3$.  
Figure 6.26 Colormaps of $c$ for $H = 2$, $L = 10$, $M = 0.3$ and $Re = 10, 50, 100, 200$ from top to bottom and times are $t = 5, 5, 5, 1.3$.  
Figure 6.27 Colormap of the speed for $H = 2$, $L = 10$, $Re = 100, M = 0.3$.  
Figure 6.28 Comparing the effect of increasing $H$ on final shape of the displacement. Colormaps of $c$ are shown. Left column $H = 5$ and right column $H = 10$. Rows from top to bottom: $Re = 10, 50, 100$ and $L = 10, M = 0.3$.  
Figure 6.29 The effect of increasing $H$ in unstable flows. $L = 20$, $Re = 200, M = 0.3$ and from top to bottom $H = 2, 5, 10$.  
Figure 6.30 Colormap of $c$ for $H = 10$, $L = 20$, $Re = 200$, $M = 27$.
Figure 6.31 Colormaps of $c$ for $H = 10$, $L = 20$, $M = 0.3$ and from top to bottom $Re = 10$, 50, 100.

Figure 6.32 Colormaps of $c$ for increasing $M = 0.1$, 0.3, 3, 9, 27 from top to bottom and $H = 10$, $L = 20$, $Re = 10$. Times are $\bar{t} = 7.4$, 9.4, 8.9, 11.5, 10 respectively.

Figure 6.33 Colormaps of $c$ for increasing $M = 0.1$, 0.3, 3, 9, 27 from top to bottom and $H = 2$, $L = 10$, $Re = 10$. Times are $\bar{t} = 5$ for all.

Figure A.1 Geometry of the encapsulated droplet train.

Figure A.2 Contours of the $X$-component of velocity obtained by the perturbation solution; $H = 0.2$, $\delta = 0.1$ and $B = 1$: a) leading order $U_0(X,Y)$; b) corrected velocity $U_0(X,Y) + \delta U_1(X,Y)$. Uncorrected yield surface position $y_y(X)$ marked with dashed line and corrected yield surface $y_T(X)$ marked with solid line. Pressure gradient for both solutions is also plotted.

Figure A.3 Position of the yield surfaces $y_T(X)$ (solid line) and $y_y(X)$ (dashed line) for a range of different (elliptical) droplets at $B = 10$. Top row $L = 0.5$, bottom row $L = 0.75$ and columns left to right $H = 0.05$, 0.1 and 0.2. Note that $y_{y,0}$ is equal to the values of $y_y(X)$ at two ends. Due to the adopted scaling, all elliptic droplets are mapped to a circle with radius of $H$.

Figure A.4 Mesh adaptation cycles for the case of $B = 20$, $H = 0.1$ and $L = 0.5$, where we start with an initial mesh scale, $d_0 \approx 0.02$: a) cycle 1, 3165 elements; b) cycle 2, 12689 elements; c) cycle 3, 21425 elements; d) cycle 4, 37290 elements. After the 4th cycle the typical mesh sizes are: in the plug: 0.02; near the yield surface: $0.001 \times 0.004$; near the wall: 0.002.
Figure A.5  Code Validation: Error of numerical results for channel Poiseuille flow compared to the exact solution; ○ : $B = 10$, ◦ : $B = 20$ and △ : $B = 50$. a) velocity and b) pressure.

Figure A.6  Example of the effects of droplet spacing for $B = 20$, $H = 0.5$ and $L = 0.6$: a) $l = 1.625$; b) $l = 1.8$; c) $l = 2.5$. The colour map shows the range of speeds in the flow and grey areas show unyielded fluid.

Figure A.7  Variation in the pressure drop upstream of the droplet plotted versus a scaled spacing between droplets. a) $B = 10$, □: $H = 0.45$, $L = 0.6$; ○: $H = 0.55$, $L = 0.15$; △: $H = 0.05$, $L = 0.75$; ♠: $H = 0.25$, $L = 0.25$ and ◦: $H = 0.375$, $L = 0.5$ b) $B = 20$, □: $H = 0.5$, $L = 0.6$; ○: $H = 0.65$, $L = 0.2$; △: $H = 0.1$, $L = 0.9$; ♠: $H = 0.25$, $L = 0.25$ and ◦: $H = 0.375$, $L = 0.5$. The broken lines show the pressure drop for Poiseuille flow.

Figure A.8  Speed distribution ($u$) as the droplet gets larger. Rows represent constant Bingham number; $H = 0.2$ over left column (slender drop) and $L = 0.5$ over right column (fat drop). a) $B = 5$ and $L = 0.55$, 0.6, 0.65, 0.675 and 0.7; b) $B = 5$ and $H = 0.3$, 0.34, 0.375, 0.4 and 0.425; c) $B = 20$ and $L = 0.8$, 0.85, 0.9, 0.925 and 1; d) $B = 20$ and $H = 0.5$, 0.55, 0.575, 0.61 and 0.625; e) $B = 50$ and $L = 0.95$, 1, 1.05, 1.15, 1.2; f) $B = 50$ and $H = 0.6$, 0.65, 0.69, 0.725 and 0.75.

Figure A.9  Stress distribution as the droplet gets larger. $B = 20$, $H = 0.2$ and $L = 0.8$, 0.85, 0.9, 0.925 and 1. a) speed; b) pressure; c) $\tau_{xy}$; d) $\tau_{xx}$; e) $\sigma_{xx} = -p + \tau_{xx}$ and f) $\sigma_{yy} = -p + \tau_{yy}$.

Figure A.10  Stress distribution as the droplet gets larger. $B = 20$, $L = 0.7$ and $H = 0.5$, 0.55, 0.575, 0.61 and 0.625. a) speed; b) pressure; c) $\tau_{xy}$; d) $\tau_{xx}$; e) $\sigma_{xx}$ and f) $\sigma_{yy}$.
Figure A.11 Variation of pressure perturbation parameter $\phi_p$ with size of the droplet for different Bingham numbers ($\circ: B = 5$, $\square: B = 20$ and $\triangle: B = 50$); a) drops with varying length and constant height ($H = 0.2$) and b) drops with varying height and constant length ($L = 0.5$). In each subplot the largest value of $L$ or $H$ corresponds to a case with a yielded plug.

Figure A.12 Maximum size of encapsulated droplets, computed for five different $B$. $\bigcirc: B = 5$; $\square: B = 10$; $\triangle: B = 20$, $\bigtriangleup: B = 50$ and $\star: B = 200$.

Figure A.13 $B = 20$ (a) Variation of maximum height (maximum $H$ which does not break the plug) for two different length of drop $\square: L = 0.4$ and $\bigcirc: L = 1.75$ with density difference ($\chi$). (b) Maximum size of drop for for three different $\chi$. $\bigcirc: \chi = 20$; $\square: \chi = 0$ and $\triangle: \chi = -20$.

Figure A.14 Stress distribution as the droplet becomes heavier: $B = 20$, $L = 0.9$ and $H = 0.2$. From top to bottom in each panel: $\chi = -10$, $-1$, $0$, $1$ and $10$. a) speed; b) pressure; c) $\tau_{xy}$; d) $\tau_{xx}$; e) $\sigma_{xx}$ and f) $\sigma_{yy}$.

Figure A.15 Stress distribution in the axisymmetric geometry as the droplet gets longer: $B = 20$, $H = 0.4$ and $L = 1.2$, $1.25$, $1.3$, $1.34$ and $1.45$. a) velocity; b) pressure; c) $\tau_{xz}$; d) $\tau_{zz}$; e) $\tau_{r\theta}$ and f) $\tau_{\theta\theta}$.

Figure A.16 Stress distribution in the axisymmetric geometry as the droplet height is increased: $B = 20$, $L = 0.5$ and $H = 0.4$, $0.45$, $0.5$, $0.525$ and $0.55$. a) velocity; b) pressure; c) $\tau_{xz}$; d) $\tau_{zz}$; e) $\tau_{rr}$ and f) $\tau_{\theta\theta}$.

Figure A.17 Maximum size of encapsulated droplets for four different Bingham numbers. $\bigcirc: B = 5$; $\square: B = 10$; $\triangle: B = 20$, $\bigtriangleup: B = 50$ Included for comparison is a single curve showing the maximum size of droplet in the channel geometry for $B = 10$ (broken line).
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Chapter 1

Introduction

Much of the work presented in this thesis is motivated by flows that are found in oil & gas well construction and later in well stimulation (although also occurring in other industrial and natural settings). The fluids are viscoplastic, meaning that they are viscous fluids with a yield stress. The geometries that result in these industrial flows have certain non-uniform features that result in interesting static regions and also in limiting parameters that demarcate flow from no-flow, i.e. yielding.

In this chapter we first explain industrial origins of the flows that we study (§1.1) and hence part of the motivation for this thesis. Secondly, we review general features of yield stress fluids (§1.2). In §1.3 we give an overview of the variational principles that underly viscoplastic fluid flows. Computational methods are discussed in §1.4. Section 1.5 reviews specific yield stress fluid flows that show similar geometric effects to those studied here, e.g. static regions and self-selection of the flowing domain. Finally, we close the chapter with an overview of the research objectives and thesis outline (§1.6).

1.1 Industrial motivations

Since the production of oil from Edwin Drake’s 1859 well near Titusville, Pennsylvania, the petroleum industry has grown tremendously. Drake’s well
can be considered a founder of modern commercial oil production practice: 
(a) it was drilled, not dug; (b) it used a steam engine \[251\] to power the 
drilling; (c) there was a company associated with the drilling. Today oil 
represents the blood of the modern economy and many other industries like 
commercial aviation, automotive, electronics, chemical and pharmaceutical, 
materials and others heavily depend on the availability of oil.

This thesis considers single- and two-phase flows of viscoplastic fluids 
flows in a variety of nonuniform geometries. The main characteristic of 
these fluids is that they deform only when the applied stress exceeds a 
limit \(\tau_y\) called yield stress. Below \(\tau_y\) they show rigid solid-like behaviour. 
This rheological behaviour can have an impact on many upstream oil & gas 
processes, which we now review.

1.1.1 Primary cementing

Well construction is the most critical and technical part of oil & gas ex-
traction engineering. Without a long life and trustworthy well, reservoir 
production is unlikely to reach its full potential. The key to such a well 
is effective zonal isolation of different layers of the reservoir at the well. 
An innovation of Drake’s well was in drilling through a metal pipe (casing) 
to prevent collapse of the well and as a later pathway for producing oil. 
This idea is still employed and further improved by the process of primary 
cementing.

Primary Cementing is a technique in well construction for placing cement 
slurry in the annular space between the metal casing and the borehole. A 
typical primary cementing operation proceeds as follows. After the drilling 
is done, the casing is lowered into the well which is full of drilling mud. Then 
cement is pumped into the casing at the well head, cement goes all the way 
down inside the pipe (casing), exits at the bottom, and displaces drilling 
mud as it moves back up the annulus. The cement has several roles \[176\]:

1. The cement provides a hydraulic seal in the wellbore, preventing the 
migration of formation fluids in the annulus.

2. The cement anchors and supports the casing.
3. The cement protects the casing against corrosion, due to hot formation brines and/or hydrogen sulfide (H\textsubscript{2}S).

As well as cement, a number of other specially designed fluids (e.g. washes and spacers) are pumped ahead of the cement slurry to aid displacement/removal of the drilling mud, reduce cement contamination and to improve the eventual bonding to the outside of the casing and to the formation.

Today’s oil wells can be over 10km long, with long horizontal sections. For these wells, having good hydraulic sealing provided by the cement throughout the well is critical to both safety and efficiency. A poor seal results in production loss and environmental effects. In extreme situations it may lead to loss of well control and to a blow out. A notorious example is the Deepwater Horizon blow out in the Gulf of Mexico at April 2010, which caused eleven deaths, sinking and explosion of the rig and massive oil spill in the Gulf. It was the largest environmental disaster in U.S. history \[250\]. Later, investigations mentioned that not enough centralizers were used for the cementing job \[142\], resulting in poor mud removal and leaving well in an unstable state.

From a fluid mechanics perspective, primary cementing is a displacement flow. This is a term generally used for a two phase flow in which one phase (displacing fluid) is forcing another phase (displaced fluid) to move out from its current location. Initially the displaced fluid is at rest, the displacing fluid is injected with pressure at inlet(s) and the displaced fluid starts to exit from drain(s). Displacement flows are important in a wide variety of applications, including secondary and tertiary oil recovery, fixed bed regeneration in chemical processing, hydrology, and filtration \[122\]. Also in bio-medical applications (mucus \[128\] and biofilms \[191\]) and in food processing for cleaning of pipes and machinery \[108\]. An important parameter of these flows is the displacement efficiency, which is defined as the fraction of displaced fluid that is washed by the displacing fluid. A displacement efficiency of 1 is always desired as the goal is to completely evacuate the displaced fluid.

Displacement flows like primary cementing are very rich in terms of phys-
Figure 1.1: Primary cementing and static mud in washout region

...
unstable mixing of the fluids. Usually for the downward displacement plastic plugs are used to separate the fluid stages. However, sometimes this is not possible due to the operating conditions. The geometries are also very different: the downward displacement geometry is a pipe of 3cm–50cm diameter; the upwards annular displacement can have an annular gap that varies between 2mm–5cm.

In this thesis we study features of the narrow annular flows, both single phase and displacement flow, and the focus is on the study of flow within washouts. As mentioned, the annular gap is usually narrow with some statistical variations in aperture due to drilling variability. However sometimes, there are large variations in the gap width due to partial collapse of wellbore during drilling. These regions are called washouts (Figure 1.1) and may exist due to several reasons  

1. Soft and unconsolidated formations
2. In-situ rock stresses
3. Excessive jet velocity of fluids passing through the drillbit
4. Chemical reactions
5. Mechanical damage by the rotating drill string

Single phase flow occurs just prior to cementing, when the drilling mud is circulated around well to condition the mud. Displacement flows occur during mud removal/cement placement. Except for very shallow washouts, a washout always lowers the quality of primary cementing. This is because the cement fails to displace drilling mud in the depths of a washout section and mud stays attached to the wall after cementing. If static regions are connected longitudinally they can allow a path through which formation fluids and gas can migrate to surface. Geometry is a key factor in the appearance of static regions and washout geometries are unpredictable. Hence we need to systematically address the geometric diversity of washouts and the effects this has on the flow. This issue is examined in Chapter 4.
Figure 1.2: DeepWater Horizon explosion at Gulf of Mexico, April 2010. One of the main causes was poor primary cementing

1.1.2 Plug cementing for abandonment

Cement plugs are set in wells sometimes during construction, e.g. to initiate directional drilling by providing a firm base for drill bit to turn (sidetracking), and always at the end of a well’s life in the abandonment process; see [176]. It is common to set a number of plugs to isolate producing zones of the reservoir. Different regulations and methods exist worldwide. The placement process typically involves pumping cement down a narrow tube, displacing upwards the wellbore fluids. The geometry in the upwards flowing stage is thus again annular, similar to the primary cementing operation, although the annulus is no longer narrow.

A recent trend in the North Sea has been to mill out the wellbore, through the casings and cement, so that the set plug fully isolates and seals across the steel and cement layers. These milled out sections are ~ 100m in length. The annular geometry of the milled out “window” is thus somewhat similar to that of a deep and long washout in primary cementing. The
concern again is that the pumped slurry manages to effectively displace the wellbore fluids and bonds well to the rock formation.

1.1.3 Squeeze cementing and other remedial tasks

After primary cementing is performed, the hope is that a continuous seal has been obtained along the whole length of the well. However, this does not happen always. Equally, sometimes later in the producing life of a well the cement seal may deteriorate (e.g. due to thermal or geophysical stress cycling), and perhaps crack. These defects are repaired by the squeeze cementing process. In this operation the casing is typically perforated and isolated (Figure 1.3) with packers at the location of interest, before cement is forced into specific locations under an applied pressure.

Although squeeze cementing usually refers to the phase after well completion, i.e. to repair cracks/fissures or fill severe washouts, all in order to improve productivity, other similar scenarios arise. During construction, cement could be pumped into the rock formation to cure lost-circulation (also

Figure 1.3: Squeeze cementing, used for correction of primary cement. Right: showing the schematic of equipment for squeeze. Left: a closer view to fracture flow, courtesy of GKE engineering
potentially linked to cement plugging). At the abandonment stage, some squeezing is done in sections of the wellbore that have been perforated/fractured for production, i.e. to fill the fissures before the well itself is plugged.

1.1.4 Hydraulic fracturing

Hydraulic fracturing is a well-stimulation technique used to boost oil and gas wells production. It is done by injecting a mixture of fluid and grains (called proppant) down the well at very high pressures. This mixture enters into well perforations (small explosively initiated fractures) and fracture the rocks, resulting in an increased effective permeability which allows hydrocarbon to flow easier. Common proppants are sand, ceramics or aluminum oxide. After the rock is fractured to the designed level, pressure is removed and the fracture closes on the proppant, squeezing the frac fluid away. During this flowback stage the returning fluid is a mix of injection fluid, formation brines, hydrocarbons and other well contaminants, all of which are collected at the well head.

Hydraulic fracturing is not a new technology, it has been used since at least 1950. However, there has been an increasing interest in recent
years, as conventional hydrocarbon resources are dwindling and production from unconventional reserves such as shale gas and sandstone oil/gas has become economically competitive with the aid of fracturing and extended reach horizontal drilling. These resources are present in Canada, where a large percentage of the reserves are held in sandstones. In British Columbia current reserves are mainly natural gas in held in tight shales. The fracturing process is essential for developing these resources. There are also environmental concerns associated with fracturing. First, large amounts of water are needed for fracturing, which is obtained from a mix of land and underground water. Usually the returned fluid (waste water) is treated and used again. However, during the process, frac fluid leaks off into the surrounding rocks. If not controlled properly, leak off can even be as large as %70 of
the initial volume [252]. This means that considerable fresh water will be needed for each new well. Second, the leak-off fluid can contaminate underground water reservoirs used for drinking and agriculture, causing public health problems. Third, large fracturing jobs change the stress distribution in rock layers and hence seismic activity of the location. There has been recent concern that fracking may potentially trigger earthquakes.

Many fracking operations simply use water with drag reducing agents, suspending the proppant (sand) in turbulent eddies. Viscous fluids are also used for fracking and these are basically water with the addition of different chemicals and gelling agent which creates a yield stress in the fluid. The yield stress helps to prevent proppant settling and gives better transport properties. Although the yield stress is useful in this role, it also results in higher frictional losses. Also during the flowback stage the gelled frac fluid might get stuck in the fracture, reducing the permeability of fracture. Therefore the design of fluid properties must be carefully considered.

In this thesis we consider the flow rate–pressure drop relation of a yield stress fluid flowing along simple fractures. We specifically consider the problem of the critical pressure drop necessary to start the flow in fracture, which is also related to the invasion type flows discussed in squeeze cementing (see chapter 3).

1.1.5 Other fracture-like geometries

As well as artificially occurring fractures, the flow of yield stress fluid in natural fractures is also important. Examples include drilling mud loss into formations during drilling and various methods advocated for sealing CO₂ sequestration reservoirs by injecting cement. In both scenarios we have the flow of a yield stress fluid into a porous media and due to yield stress the fluid invades only into a finite volume of the media for a given pressure. The question here is that how far does the fluid invades? This also relates closely to the problem of the critical pressure drop required to initiate flow along a fracture (see chapter 3).
1.2 Yield stress fluids

As mentioned yield stress or viscoplastic fluids deform only after a certain stress limit $\tau_y$ is overcome. There are many examples of these fluids:

1. Health/Cosmetics: gels, creams, toothpaste

2. Foods: chocolate, yogurt, soft butter, cake batter, whipping cream, wet pasta . . .

3. Natural and biological: Lava, mucus, some suspensions

4. Industrial: Cement slurries, drilling mud, mine tailing, . . .

The simplest and most commonly used rheology model was first suggested by Bingham \[32\], which corresponds (in 1D) to adding a yield stress to the Newtonian viscosity:

$$
\tau = \dot{\gamma} + \mu \frac{d\dot{u}}{dy}, \quad \iff \dot{\gamma} < |\dot{\tau}|
$$

(1.1)

$$
\frac{d\dot{u}}{dy} = 0, \quad \iff \dot{\gamma} \geq |\dot{\tau}|
$$

(1.2)

Here $\dot{\tau}$ is the shear stress in a 2D parallel flow with velocity field $\dot{u}(\dot{y})$ in the $\dot{x}$ direction, $\dot{\mu}$ is the plastic viscosity. The extension of this model to 3D tensorial formulation was introduced by Prager \[120, 195\]:

$$
\dot{\tau}_{ij} = \left( \dot{\mu} + \frac{\dot{\tau}_y}{\dot{\gamma}(\dot{u})} \right) \dot{\gamma}(\dot{u}), \quad \iff \dot{\tau}_y < \dot{\tau}
$$

(1.3)

$$
\dot{\gamma}(\dot{u}) = 0, \quad \iff \dot{\tau}_y \geq \dot{\tau}
$$

(1.4)

Where $\dot{u}$ is velocity vector, $\dot{\tau}_{ij}$ is the deviatoric stress tensor,

$$
\dot{\gamma}(\dot{u}) = (\nabla \dot{u} + \nabla \dot{u}^T),
$$

is the strain rate tensor and the norms of strain rate and stress are defined as:

$$
\dot{\gamma}(\dot{u}) = \sqrt{\frac{1}{2} \dot{\gamma}_{ij} \dot{\gamma}_{ij}}, \quad \dot{\tau} = \sqrt{\frac{1}{2} \dot{\tau}_{ij} \dot{\tau}_{ij}}
$$

(1.5)
The locus of points with $\tau = \tau_y$ represents the boundary of yielded and unyielded regions and is called the *yield surface*. Prager also contributed to the variational theory of viscoplastic fluid, especially minimization-maximization principles for stokes flow which will be presented later. The Bingham model in dimensionless form becomes:

$$\tau_{ij} = \left(1 + \frac{B}{\dot{\gamma}(u)}\right) \dot{\gamma}_{ij} \quad \Leftrightarrow\ B < \tau, \quad (1.6)$$

$$\dot{\gamma}_{ij} = 0 \quad \Leftrightarrow\ B \geq \tau. \quad (1.7)$$

The dimensionless Bingham number $B = \frac{\tau_y\hat{l}}{\hat{\mu}\hat{U}}$ is the ratio of the yield stress to a typical viscous stress; $\hat{l}$, $\hat{U}$ are length and velocity scales respectively.

In practice almost no fluid has the idealised behaviour of the Bingham model. A more realistic model is the Herschel-Bulkley fluid which considers a power-law type of viscosity in the Bingham model. In dimensionless form:

$$\tau_{ij} = \left(\gamma^{n-1} + \frac{B}{\gamma(u)}\right) \dot{\gamma}_{ij} \quad \Leftrightarrow\ B < \tau, \quad (1.8)$$

$$\dot{\gamma}_{ij} = 0 \quad \Leftrightarrow\ B \geq \tau B. \quad (1.9)$$

For $n < 1$ the fluid is shear thinning, meaning that the viscosity decreases with increasing shear rate. For $n > 1$ the fluid is shear thickening and the viscosity grows with shear rate. For $n = 1$ the model reduces to Bingham fluid.

The Casson model is a more complicated and less common model that is based on a structural model for the dynamic behavior of a solid suspension. It also includes a shear thinning effect.

$$\dot{\tau}_{ij} = \left(\sqrt{\mu} + \sqrt{\frac{\tau_y}{\dot{\gamma}(u)}}\right)^2 \dot{\gamma}_{ij} \quad \Leftrightarrow\ \dot{\tau}_y < \dot{\tau}, \quad (1.10)$$

$$\dot{\gamma}_{ij} = 0 \quad \Leftrightarrow\ \dot{\tau}_y \geq \dot{\tau}. \quad (1.11)$$

---

1In the thesis all physical quantities with dimension are shown with hat, vector and tensor entities with bold and scalar values using normal font.
This model by also be generalised, replacing the square root with a power-law, i.e.

\[ \hat{\tau}_{ij} = \left( \hat{\mu}^n + \left( \frac{\hat{\tau}_y}{\hat{\gamma}(\hat{u})} \right)^n \right)^{1/n} \hat{\gamma}_{ij}. \]

Note that the Bingham, Herschel-Bulkley and Casson models are different only in the effective viscosity term. Hence, we expect the yielding behavior of the the models to be very similar.

1.2.1 Thixotropy

The origin of the yield stress is related to the structure of the material. This means that the value of the yield stress may change with the state of material structure. When the rheology is time dependent in this way, we say the fluid shows thixotropic behaviour. In fact many viscoplastic fluids such as muds, paints and food products show this behavior; see [65].

Thixotropy generally widens the single yield stress value to a range between a dynamic yield stress (\(\hat{\tau}_{yd}\)) and a static yield stress (\(\hat{\tau}_{ys}\)). After a fluid stops deforming, at the dynamic yield stress, the thixotropic structure of the material starts to form and the yield stress increases to its static limit, which might be significantly higher than the dynamic limit. If the material is sheared again the structures is destroyed and the yield stress returns to the dynamic value. Usually the time scale for reaching \(\hat{\tau}_{ys}\) is much longer than the reverse process, i.e. the structures are easily destroyed, but it takes long time to heal back.

Thixotropic yield stress fluid models usually make the yield stress (and other rheological parameters) dependent on a (scalar) structural variable \(\lambda\). An evolution equation is introduced for this variable that contains both construction and destruction terms. One simple and illustrative model is
from Houska [151], which takes the form (fixing \( n = 1 \)):

\[
\begin{align*}
\hat{\tau}_y &= \hat{\tau}_0 + \lambda \hat{\tau}_1 & (1.12) \\
\hat{\mu} &= \hat{\mu}_0 + \lambda \hat{\mu}_1 & (1.13) \\
\frac{\partial \lambda}{\partial t} + \hat{\mathbf{u}} \cdot \nabla \lambda &= \hat{a}(1 - \lambda) - \hat{b} \hat{\gamma}^m & (1.14)
\end{align*}
\]

Here \( \lambda \in [0, 1] \) is the structure parameter, \( \hat{\tau}_0, \hat{\mu}_0 \) are the dynamic yield stress and viscosity, \( \hat{\tau}_1, \hat{\mu}_1 \) are the thixotropic yield stress and viscosity, \( \hat{a} \) is the buildup parameter, \( \hat{b} \) is the breakdown parameter and \( m \) an adjustable parameter. As you can see the yield stress and viscosity vary linearly with \( \lambda \). Also we observe that when the fluid is at rest (\( \hat{\mathbf{u}} = 0, \hat{\gamma} = 0 \)) the structure builds up in an exponential way towards \( \lambda = 1 \), which is the static structure.

There are many different thixotropic models. In some of these destruction of the structure is shear stress dependent, rather than \( \hat{\gamma} \)-dependent; see e.g. [77, 78]. In other models the yield stress results wholly from thixotropy; see e.g. [68, 69, 202].

### 1.2.2 The yield stress debate

No matter whether analytical or computational methods are used for the solution of viscoplastic flow, a key problem is to correctly identify unyielded regions in the flow. The reason is that classical viscoplastic models give constitutive relations only for the yielded part of the flow. Inside unyielded regions the only thing known is that the stress is below the yield stress and satisfies the momentum equations. So it is not possible to solve the system until we know the position of the yield surfaces, which themselves depend on the stress field and are not known initially. The singular behaviour at the yield surface has motivated a lot of efforts in the viscoplastic community to resolve the (yield surface) free boundary problem, in both analytical and computational directions. The naive consideration of unyielded regions resulted in the so called lubrication paradox [146], where it was claimed that it would be impossible to have true unyielded regions within flows with complex geometries, e.g. a varying width channel. This paradox will be
discussed in more detail later.

The singularity of the effective viscosity has been a motivating force to question the actual existence of a real yield stress. This was first raised by Barnes and Walters [24] who argued that the unyielded fluid is actually a very high viscous state at low shear rates and the known yield stress is a threshold at which abrupt change of viscosity occurs. In a later paper [23] Barnes gives evidence to support his viewpoint and asserts that the so called “yield stress” fluids are merely shear thinning with a very high viscosity at low shear. Based on this idea, different rheological models have been proposed, e.g. [158], although such models were also proposed for computational ease much earlier. However, justification of Barnes’ claim needs strong experimental evidence which is hard to obtain, as low shear rate experiments are very delicate to do even with today’s high precision rheometers. One important discovery with the help of modern equipment, is that the flows at low stresses are not always steady; see [72]. Other complications such as wall slip and transient shear banding make low shear experiments hard to interpret [71, 57]. There is much recent and ongoing work around this issue [50, 53, 71, 167, 184]. However it is not yet fully agreed how to define and measure a true yield stress.

In practice even if a viscoplastic fluid is only highly viscous (and not really unyielded), the timescale of the low shear flow is often so long that we may consider the fluid as an ideal yield stress fluid. This is true for many problems in industry, such as those considered in this thesis. Thus, models like Bingham are still useful and effective. We will use this model for all the work presented in this thesis, as it simplifies but still keeps the main physical effects that we are interested in studying.
1.2.3 Governing equations

The Navier-Stokes equations govern the flow of a yield stress fluid. For an incompressible fluid with constant density the dimensionless equations are:

\[ Re \left( \frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} \right) = -\nabla p + \nabla \tau + f \quad (1.15) \]
\[ \nabla \cdot \mathbf{u} = 0 \quad (1.16) \]

where the second equation is the conservation of mass, which has been reduced to the divergence free condition for incompressible flows. Here the stresses are scaled with the viscous stress scale: \((\mu \dot{U}_0 / \hat{L})\) and the Reynolds number is \((\tilde{\rho} \hat{U}_0 \hat{L} / \mu)\), representing the ratio of inertial to viscous stresses. The dimensional values \(\mu, \dot{U}_0, \hat{L}, \tilde{\rho}\) are the plastic viscosity, velocity scale, length scale and fluid density, respectively. The source term \(f\) represents any external body force, e.g. typically gravity.

Having the above equations and a rheological model e.g. Bingham, the system is closed and we should be able to solve the equations. Analytical solutions can be found for a number of situations like plane channel flow, or the lubrication approximation used for asymptotic solutions. For more complicated flows computation is used.

Poiseuille flow of Bingham fluid

To introduce the problem of finding free boundaries in yield stress fluid flows we consider the plane Poiseuille flow of a Bingham fluid. The solution of this flow of can be derived analytically. We consider the 2D infinite channel with \(y = -1, 1\) as the dimensionless locations of bottom and top walls, respectively; see Figure 1.6. No-slip boundary conditions are applied on these walls and we consider a steady fully developed flow. With these considerations the flow field and pressure gradient would be \(\mathbf{u} = (u(y), 0), \nabla p = (-f, 0)\) respectively, i.e. the flow is driven by the applied pressure gradient \(f\). The strain rate tensor and its norm becomes:

\[ \gamma_{xx} = \gamma_{yy} = 0, \quad \gamma_{xy} = \gamma_{yx} = \frac{du}{dy}, \quad \dot{\gamma} = \left| \frac{du}{dy} \right|. \quad (1.17) \]
It follows that the only non-zero component of stress is $\tau_{xy}$ and the Bingham model reduces to:

$$\tau_{xy} = \left(1 + \frac{B}{du}{dy}\right) \frac{du}{dy}, \quad \Leftrightarrow |\tau_{xy}| \geq B; \quad \frac{du}{dy} = 0, \quad \Leftrightarrow |\tau_{xy}| < B. \quad (1.18)$$

The momentum equations simplify to:

$$0 = \frac{\partial \tau_{xy}}{\partial y} + f. \quad (1.19)$$

By integrating the above equation and knowing that $\tau_{xy}(0) = 0$ (from symmetry) the stress distribution is found:

$$\tau_{xy} = -fy. \quad (1.20)$$

From this solution we can instantly identify $|y| \leq y_s = B/|f|$ as the unyielded region of the flow. This part would be moving with a constant velocity and is called a plug region as shown in Figure 1.6. Also we see that a minimum pressure gradient $|f| = B$ should be applied to start the flow in the channel. For $|f| \leq B$ the plug fills the entire channel and there would be no flow. Using (1.18) and knowing that $du/dy \leq 0$ for the upper half of channel we get:

$$\frac{du}{dy} - B = -fy \quad \text{for} \quad y \in [y_s, 1], \quad u(1) = 0, u(|y| < y_s) = u_p. \quad (1.21)$$

Integrating the above gives the velocity profile as:

$$u(y) = \begin{cases} \frac{f}{2}(1 - y_s)^2 = u_p, & \Leftrightarrow |y| \leq y_s, \\ \frac{f}{2}[(1 - y_s)^2 - (|y| - y_s)^2], & \Leftrightarrow |y| > y_s. \end{cases} \quad (1.22)$$

Here $u_p$ is the velocity of central plug which is the maximum velocity.

Another formulation of the channel flow problem assumes a fixed flowrate (in place of fixing $f$). Here we would scale velocity with the mean velocity.
and then can then find $y_s$ by satisfying the flowrate constraint: $\int_0^1 u dy = 1$. This leads to the Buckingham equation [12]:

$$y_s^3 - 3(1 + \frac{2}{B})y_s + 2 = 0,$$

(1.23)

which has a single root $y_s \in [0, 1]$. Having found $y_s$, we can find $f = B/y_s$ and the rest is as before. This formulation is useful e.g. for flow in a nonuniform channel.

If we look back to the solution procedure, it was possible to solve this problem analytically because we could obtain the stress distribution first and then could use that to identify the unyielded region of the flow. Finally with knowing $y_s$ we were able to integrate (1.22) over the appropriate range $[y_s, 1]$ to obtain the velocity profile. In most of the problems it is not possible to find the stress distribution first, hence we cannot find the yield surfaces and this is the main challenge.

**Other analytical solutions of yield stress fluid**

Other than Poiseuille flow there are a few other simple cases like Couette flow and flow between two concentric cylinders that can be solved with the same procedure. The review paper of Bird et al. [201] gives analytical solutions for a variety of standard geometries. One of the rare 2D analytical solutions is the shear flow in antiplane geometry which is derived by Burgos et al. [44], using a hodograph transformation. In addition to these, it is also possible to find asymptotic solutions if careful considerations are taken. Examples here
are [17, 102, 246], all of which were able to construct physically consistent velocity fields. Nevertheless in all of the mentioned work it is necessary to have some knowledge of (or make assumptions about) the location of yield surfaces, so that the velocity field can be solved. This might be possible for simple geometries, but becomes very hard as soon as it gets a bit more complicated.

A completely different direction for analytical investigation of yield stress flows is variational formulations, which turn to be very powerful. Here an integral (or weak) formulation is used which is valid throughout the whole domain of the flow. Hence, it can be used without knowing the position of yield surfaces, contrary to the differential formulation. These formulations usually do not give detailed information like the velocity profile, except in special cases. Instead through the use of functional analysis techniques, useful qualitative information can be obtained.

The first step was made by Prager [196] who introduced two variational formulations for Bingham fluid flow: velocity minimization and stress maximization principles. Further development was made by Duvaut and Lions [92] who generalized the previous work and introduced variational inequalities for yield stress fluids. Glowinski and co-workers expanded this direction and used variational formulations for the development of robust numerical methods based on convex optimization theory [99, 110, 111, 113]. These methods are able to exactly handle the singularity of yield stress rheological models.

The seminal work of Mosolov and Miasnikov [168, 169] are elegant examples of the use of variational formulation. They studied the flow of yield stress fluid inside ducts of arbitrary cross section shape. They gave qualitative predictions for the shape and location of yield surfaces and showed that the problem of finding the critical pressure drop necessary for the onset of the flow reduces to a geometric optimization problem. They derived exact values of critical pressure drop for several geometries like square, rectangle and others. This is explained more in Section 1.5.1.

Another very useful equality for yield stress fluids is the classical mechanical energy balance of the flow, relating viscous and plastic dissipation
of energy to the work done by external forces on the flow. Using it, an integral expression of the minimum critical yield stress for flow stoppage can be found. Also Glowinski [113] used it to show that certain transient flows of yield stress come to rest in a finite time, in contrast to Newtonian fluids that need infinite time for the kinetic energy to decay.

1.2.4 Lubrication paradox

In 1984 Lipscomb and Denn published a paper [146] which puzzled the viscoplastic community for a decade or so. Basically they argued that it is not possible to have true unyielded regions for confined flows of yield stress fluids in any geometry which is more complicated than uniform channel. They were drawn to this conclusion by the study of lubrication type flows of the Bingham fluid in long-thin geometries, e.g. in molding. Lubrication/thin film scaling is a classical method of analysis for long-thin geometries and has been successfully applied to many types of fluids, so there was no reason not to apply it for yield stress fluids. However it was giving contradictory results when (naïvely) used for Bingham fluid.

To better understand this paradox let’s reconsider the flow of Bingham fluid in the channel of Section 1.2.3 but with a varying width of \([-h(x)\ h(x)\]\) where \(h(x) \approx 1\). Because the width is slowly varying we can assume the flow is mainly parallel (lubrication scaling). Then at each cross section of the channel the zeroth order flow equations would be exactly the same as the plane Poiseuille flow. We can basically use (1.22) to obtain velocity profile. As the flow rate is constant through the channel we should use (1.23) with varying Bingham number \(B(x) = \tau_y h(x)/\mu U_0(x)\). Note that (1.22) predicts a plug at the centre of channel with velocity \(u_p\). Apparently \(u_p\) is varying along the channel as \(B(x)\) is changing which means it is not possible to have a true unyielded central plug moving with a constant speed. This is basically the lubrication paradox argument by Lipscomb and Denn. The term pseudo-plug was coined for this region to make it distinct it from true plug and a decade of ambiguity started. The Bingham model was quickly charged with this problem and led many workers to consider regularized
viscoplastic constitutive models as the correct one.

On the other hand, the existence of true plugs at the points of symmetry of the flow geometry seems obvious, as the strain rate vanishes at these points. Following this idea, Walton and Bittleston built asymptotic solutions with true plugs inside the pseudo plug region of axial flow between two eccentric cylinders. The main point was to go to higher terms of asymptotic expansion to get consistent stress fields which produce true plugs. One difficulty of resolving the paradox was that numerical verification of these results was very challenging. At the time, most of the numerical solutions were computed using regularization, which could not account for the exact Bingham model. There was less awareness about the numerical methods developed by Glowinski and coworkers, that were relatively new at the time. This, combined with lack of easily accessible hardware and software led to a longer survival of the lubrication paradox. Szabo and Hassager were the first to compute the exact Bingham flow in the eccentric geometry of Walton and Bittleston and showed true plugs exist. Interestingly, they didn’t use the augmented Lagrangian methods of Glowinski, instead they started with a good guess of yield surfaces and then found the exact locations of them iteratively.

Additional progress was made by Balmforth and Craster who constructed consistent higher order expansions for thin film flows of Bingham fluid. They used it for many geophysical related problems such as lava flow down an inclined plane, iso-thermal lava domes and non-isothermal

**Figure 1.7:** Lubrication paradox example: flow of yield stress fluid in a slowly varying channel with pseudo plug region
lava flows [10]. Frigaard and Ryan [102] considered a small amplitude wavy walled channel and again using higher order expansions they showed that a true intact plug exists in the centre of channel for small enough amplitudes. Putz et al. [194] used the augmented Lagrangian method and numerically verified results in [102]. They also showed that for larger amplitudes of wall the central plug breaks into two parts, each around a symmetry point of the wall variation and constructed the associated asymptotic solution, with numerical verification.

In summary, with the help of all these works, the lubrication paradox has been successfully resolved. Once again the Bingham model has secured its position as the simplest physically sensible model of yield stress fluids and we will be continuing to enjoy this simple but tricky model.

1.3 Variational principles for yield stress fluids

As mentioned in Section 1.2.3 weak formulations of yield stress fluid flows are very useful. Prager [196] stated two variational principles for the Stokes flow of Bingham fluid: velocity minimization and stress maximization. These principles can be generalized to the Herschel-Bulkley and many other rheological models of generic type [133]:

\[ \tau_{ij} = (\phi(\dot{\gamma}) + \frac{\tau_y}{\dot{\gamma}}) \dot{\gamma}_{ij}, \]  

(1.24)

provided the function \( \phi(t) \) has specific properties.

Let's consider a sufficiently regular domain \( \Omega \) in 2D or 3D. The boundary is divided into two parts \( \partial \Omega_t, \partial \Omega_v \) where the stress and velocity are given respectively and also \( \partial \Omega_t \cap \partial \Omega_v = \emptyset \). The Stokes flow is governed by the
momentum equations, the continuity equation and the boundary conditions:

\[ \nabla \cdot \sigma + f = 0 \quad \text{in } V \quad (1.25) \]
\[ \nabla \cdot u = 0 \quad \text{in } V \quad (1.26) \]
\[ \sigma \cdot n = T_n \quad \text{on } \partial \Omega_t \quad (1.27) \]
\[ u = U_v \quad \text{on } \partial \Omega_v \quad (1.28) \]
\[ \tau_{ij} = (1 + \frac{B}{\gamma}) \tilde{\gamma}_{ij}(u) \quad \text{if } B < \tau \quad (1.29) \]
\[ \tilde{\gamma}_{ij} = 0 \quad \text{if } B \geq \tau \quad (1.30) \]

where \( \sigma = -pI + \tau \) is the total stress tensor, \( n \) is the unit normal vector pointing to the outside of the flow domain, \( T_n \) is an imposed traction vector and \( U_v \) an imposed Dirichlet velocity. A kinematically admissible velocity field is defined as one which satisfies the continuity equation (1.26) and the boundary condition (1.28) for the velocity. A statically admissible stress field is defined as one which satisfies stress equilibrium equation (1.25) and the boundary condition (1.27) for the traction. Note that the stress field corresponding to a kinematically admissible velocity field may not satisfy stress equilibrium (1.25). Accordingly the strain rate field corresponding to a statically admissible stress field does not necessarily satisfy continuity equation (1.26). Having these preliminaries we are ready.

**Velocity Minimization principle**

Let \( v^* \) be a kinematically admissible velocity field for the problem (1.25)–(1.30). Excluding the case \( \partial \Omega_v = \emptyset \) then the unique solution \( u \) minimizes the following functional:

\[ H(v^*) = \frac{1}{2} \int \dot{\gamma}(v^*)^2 dV + B \int \dot{\gamma}(v^*) dV \]
\[ - \int f \cdot v^* dV - \int_{\partial \Omega_t} T_n \cdot v^* dS \quad (1.31) \]

Note that the terms in this functional are not exactly those of the mechanical energy balance of the flow. It is half of viscous dissipation plus the
plastic dissipation, minus the power from the body force and traction over the boundary.

**Stress Maximization principle**

Let \( T^* \) be a statically admissible stress field and \( u \) the unique velocity field solution for the problem. Excluding the case \( \partial \Omega_t = \emptyset \), then the stress solution maximizes the following functional:

\[
K(T^*) = \int_{\partial \Omega_t} T^*_n \cdot u \, dS - \frac{1}{8} \int (|\tau^* - B| + (\tau^* - B))^2 \, dV, \tag{1.32}
\]

\[
\tau^* = \sqrt{\frac{1}{2} \tau^*_{ij} \tau^*_{ij}}, \tag{1.33}
\]

Here \( \tau^* \) is the deviatoric part of total stress \( T^* \) and \( \tau^* \) is its norm as defined. Note that the stress solution is unique only in the yielded regions of the flow and the second integral is actually zero over any unyielded regions where \( \tau^* \leq B \).

As mentioned in Section 1.2.3, these variational principles are the foundation for a family of numerical algorithms that consider the exact Bingham model without any modification. The augmented Lagrangian methods of Glowinski et al. [99, 110, 111, 113] all use the strain minimization. Very recently Treskatis et al. [232] introduced another method using the stress maximization formulation which shows promising results for a faster rate of convergence.

**Equivalence of the variational principles for the solution**

As noted in the previous sections the function \( H(v) \) is minimized by the actual velocity field solution and the function \( K(T) \) is maximized by the actual stress field solution. It can be proven [196] that these two functions are equal for the solution field. In other words

\[
K(T^*) \leq K(T) = H(u) \leq H(v^*) \tag{1.34}
\]
Where $u, T$ are solution velocity and stress fields and $v^*, T^*$ are admissible velocity and stress fields respectively.

**Variational inequality**

Duvaut & Lions [92] introduced variational inequalities for yield stress fluid flows. These include unsteady and inertial terms and are more general than the previous formulations for Stokes flow, (as considered above). Following Duvaut & Lions [92] we introduce the notation below for simplification:

$$a(u, v) := \frac{1}{2} \int \dot{\gamma}_{ij}(u) \dot{\gamma}_{ij}(v) \, dV \quad j(v) := \int \dot{\gamma}(v) \, dV$$

$$b(u, v, w) := \int u \cdot \nabla v \cdot w \, dV \quad L(v) := \int f \cdot v \, dV \quad \langle u, v \rangle := \int u \cdot v \, dV$$

The first 4 terms above represent the viscous dissipation, plastic dissipation (divided by $B$), inertial power and body force power, respectively. Consider $u$ as the solution of the Bingham flow from differential formulation and $v$ as a kinematically admissible velocity field, both divergence free. Then the theorem finally shows (Duvaut and Lions [92]):

$$Re[\langle u, v - u \rangle + b(u, u, v - u) + a(u, v - u) + B[j(v) - j(u)] \geq L(v - u) + \int_{\partial\Omega_t} (v - u) \cdot T_n \, dS$$

(1.37)

Here $\partial\Omega_t$ is part of boundary which stress is given and $T_n$ is traction vector. This theorem has served for many numerical and analytical studies of Bingham fluid flow.

**Variational equality (Mechanical Energy balance)**

Another useful integral relationship for yield stress fluid flows is simply the mechanical energy balance of the flow. This is obtained by multiplying the momentum equation by the velocity and integrating. Using the notation
introduce in the above section:

\[ \text{Re}[\langle \mathbf{u}, \mathbf{u} \rangle + b(\mathbf{u}, \mathbf{u}, \mathbf{u})] + a(\mathbf{u}, \mathbf{u}) + B j(\mathbf{u}) = L(\mathbf{u}) + \int_{\Omega} \mathbf{T}_n \cdot \mathbf{u} \, dS \] (1.38)

This equation has been used by Glowinski \[113\] to show that yield stress fluid takes finite time to rest when the left had side of (1.38) vanishes i.e. when the driving force stops injecting energy to sustain the flow. Huilgol \[133\] gives more results of this type.

From this energy balance equation we can derive an expression for the critical \( B = B_c \) at which the yield stress is large enough to stop the flow. For this purpose we can neglect the unsteady and inertial terms and the (1.38) simplifies as:

\[ a(\mathbf{u}, \mathbf{u}) = L(\mathbf{u}) + \int_{\Omega} \mathbf{T}_n \cdot \mathbf{u} \, dS - B j(\mathbf{u}) \] (1.39)

Let \( L(\mathbf{u}) = L(\mathbf{u}) + \int_{\Omega} \mathbf{T}_n \cdot \mathbf{u} \, dS \). Thus we can write:

\[ 0 \leq a(\mathbf{u}, \mathbf{u}) = j(\mathbf{u}) \left\{ \frac{L(\mathbf{u})}{j(\mathbf{u})} - B \right\} \leq j(\mathbf{u}) \left\{ \sup_{\mathbf{v} \in \mathbf{V}, \mathbf{v} \neq 0} \frac{L(\mathbf{v})}{j(\mathbf{v})} - B \right\} \] (1.40)

Here the space \( \mathbf{V} \) is the space of all admissible velocity fields. Note that \( a(\mathbf{u}, \mathbf{u}) \) and \( j(\mathbf{u}) \) are always positive. So the expression within the brackets should inevitably be positive, which means:

\[ B \leq \sup_{\mathbf{v} \in \mathbf{V}, \mathbf{v} \neq 0} \frac{L(\mathbf{v})}{j(\mathbf{v})} = B_c \] (1.41)

This expression gives the critical \( B \) that would stop the flow. In practice the problem is that we do not know how to evaluate \( B_c \). However, we can use other velocity fields (e.g. Newtonian flow with the same boundary conditions) to obtain bounds for \( B_c \) or to give conditions for which there should be flow. An example is the paper by Dubash and Frigaard \[91\] who studied conditions for moving and trapped bubbles in a viscoplastic medium.

It is possible to get much better estimates of the \( B_c \) if we know the
approximate velocity field close to the stopping point. Numerical simulation can help here and by replacing the velocity field in (1.41) by an approximate velocity field, a good estimate of $B_c$ can be found. Karimfazli et al. [141] have recently used this method for natural convection problems with yield stress fluids. We will also use this method later to estimate the critical pressure drop for the onset of flow in fractures.

**Critical yield stress for Poiseuille flow using variational method**

As an example we may apply (1.41) for the Poiseuille flow in Section 1.2.3. Let us first consider that we do not know anything about the velocity profile close to stopping. We insert the Newtonian solution into (1.41) and this gives us a lower bound on the value of $B_c$. For the Newtonian solution:

\[
\begin{align*}
  u(y) &= \frac{f}{2}(1 - y^2), \\
  \mathcal{L}(u) &= \int_0^1 f u(y) \, dy = \frac{f^2}{3}, \\
  j(u) &= \int_0^1 |\frac{du}{dy}| \, dy = u(0) - u(1) = \frac{f}{2},
\end{align*}
\]

which gives us $B_{Newtonian} = \frac{2f}{3}$ as a lower bound for $B_c > B_{Newtonian}$. To improve we need more information about velocity profile. Let us suppose that we suspect that close to the onset there would be a large plug in the centre or the channel, moving with speed $U_p$, separated from the walls by thin shear layers. Now we can approximate:

\[
\begin{align*}
  \mathcal{L}(u) &= \int_0^1 f u \, dy \approx f U_p, \\
  j(u) &= \int_0^1 |\frac{du}{dy}| \, dy = U_p,
\end{align*}
\]

and hence $B_c \approx \frac{f U_p}{U_p} = f$, as the critical yield stress to stop the flow. We also know that this is actually the exact value, i.e. from the analytical solution. Note that we didn’t know the actual value $U_p$, but the final result for $B_c$ didn’t depend on it. This means (1.41) is scale independent. The
same procedure can be applied to more complicated scenarios. We will use this idea for the critical pressure drop in fractures, considered in chapter Chapter 3.

1.4 Numerical methods

As mentioned before in Section 1.2.2 the singularity of yield stress models is the main problem for both numerical and analytical investigation. For simplicity we use the Bingham model, but without the loss of generality. In numerical simulation the different approaches that have been used can be grouped into 2 main categories:

- Methods considering the exact Bingham model
- Methods that modify the model to remove the singularity in the effective viscosity

We review each of the groups.

1.4.1 Methods that use the exact Bingham model

Szabo and Hassager [225] used a creative approach to compute the steady flow of Bingham fluid between two eccentric cylinders. Basically they guessed a reasonable initial shape for the yield surfaces and solved the flow problem only in the unyielded regions. The location of the yield surfaces was then corrected based on the obtained solution. This was repeated iteratively until convergence. This approach has the following advantages:

- It considers the exact Bingham model.
- The shape of the unyielded regions can be obtained with very high precision. They were able to resolve very sharp corners of the yield surface in [225], and showed that the stresses can be discontinuous on these corners

Some disadvantages of this approach include:
• It relies on knowing a good initial guess for the location of unyielded regions. Commonly we cannot guess these for non-trivial geometries.

• There is no general equation for the evolution of the yield surface, so that the method used to update the yield surface position at each iterate must be specially tailored to the problem.

• Computational cost is high, even for steady flows several iterations of solving a full problem is needed.

The first and second points above are quite restrictive. Although the results in [225] are impressive, there is also no theoretical basis to generalize the method to more complex flows in a way that would guarantee convergence of the iteration. In fact [225] is the only published paper using this kind of idea, which was not apparently extended by the community.

We should note here that Szabo and Hassager idea probably stems from the earlier work by Beris et al. [31] who studied the Bingham flow around a sphere. They used regularization, however a nice way of detecting and adjusting yield surface was used.

Augmented Lagrangian approaches

On the other hand, the methods developed by Glowinski and coworkers [99, 110, 111, 113] can handle the Bingham model exactly and can be used for any kind of geometry. The basic idea of these methods is to use the variational formulations of the problem as discussed in Section 1.3 (mainly the velocity minimization principle). We outline this here for convenience:

$$H(u) = \frac{1}{2}a(u, u) + Bj(u) - L(u) - \int_{\Omega} T_n u dS$$

(1.47)

Where the functionals $a(u, u), Bj(u), L(u)$ are defined in (1.35)-(1.36). We see the term $j(u)$ which contains the plastic contribution is not differentiable at $\dot{\gamma}(u) = 0$, which are the unyielded regions. The singularity of the Bingham model has thus shown itself here as well. This prevents the use of gradient-type methods for solution of the minimization problem. However thanks
to convex optimization theory we can still handle this situation if \( H(u) \) is sufficiently regular and convex, which is true here. In fact, Glowinski formulates this optimization problem as the following more general type:

\[
\min_x f(Ax) + g(x) \quad (1.48)
\]

Here \( A \) is a linear operator and \( f, g \) are convex functions. This is a generic form for a large range of problems in solid/fluid mechanics, statistics and signal/image processing. Note that it is not required that \( f, g \) be differentiable.

The idea used by Glowinski et al is to introduce \( y = Ax \) as a new variable into the problem and then enforce the equality condition of \( y \) and \( Ax \) with a Lagrange multiplier. So the problem becomes:

\[
\min_{x,y} f(y) + g(x) \text{ subject to } y = Ax \quad (1.49)
\]

This becomes a saddle-point problem of Lagrange multiplier type, for the principal variables \( (x, y) \). Fortin and Glowinski proposed a set of augmented Lagrangian methods for the solution of (1.49) that have become well known as ALG1-ALG4. The algorithms are quite similar, with ALG2 perhaps the most popular method implemented for applications in engineering, finance and other fields. It is also a popular algorithm for numerical simulation of yield stress fluids, as we consider here.

To explain ALG2 for Bingham fluid we consider the velocity minimization principle (1.47) which is stated in terms of velocity \( u \). We set \( x = u \) as the principal variable in (1.49). The operator \( A \) in (1.49) is taken to be \( \nabla + \nabla^T \), which means the relaxed variable \( y = Ax \) would be the strain rate tensor of the associated velocity field and we use notation \( \gamma \) for this. The
minimization functional for the Bingham fluid becomes:

\[
V(u, \gamma, T) = \frac{1}{2} \int \gamma^2 dV + B \int \gamma dV - \int f(u) dV - \int_{\partial \Omega} T \cdot u dV \\
+ \int (\gamma - \hat{\gamma}(u)) : T dV + \frac{a}{2} \int (\hat{\gamma}(u) - \gamma)^2 dV
\]  

(1.50)

The terms in the first row are just \(H(u)\) as (1.47), but with \(\hat{\gamma}(u)\) replaced by relaxed variable \(\gamma\). With this selection the functions \(f(Ax), g(x)\) in (1.49) of the Bingham flow are shown. Note that this is not the only way of splitting \(f, g\). The second row is the Lagrange multiplier term and (with \(a > 0\)) the augmentation term, hence the name augmented Lagrangian. It is proven that the optimal point of functional \(V(u, \gamma, T)\) is the same as the original \(H(u)\). However, it depends on three variables instead of one. To handle this, the minimization is performed separately on each variable, in fixed point format and then iterated. The final form of the popular algorithm ALG2 of Glowinski is as follows. Start with initial value \(\gamma = T = 0\) (or a better guess).

**Step 1:** Minimization with respect to \(u\) reduces to a Stokes flow like system with addition of a right hand side term:

\[
-a\nabla \cdot \nabla = -\nabla p + \nabla (T - a\gamma), \quad \text{With given BC} \quad (1.51)
\]

\[
\nabla \cdot u = 0 \quad (1.52)
\]

**Step 2:** Minimization with respect to \(\gamma\)

\[
\gamma = \begin{cases} 
0, & \iff |T + a\hat{\gamma}(u)| \leq B \\
(1 - \frac{B}{|T + a\hat{\gamma}|}) \frac{T + a\hat{\gamma}}{1 + a}, & \text{otherwise}
\end{cases} \quad (1.53)
\]

**Step 3:** Update of \(T\), assuming that at each step, \(0 < \rho < \frac{1 + \sqrt{5}}{2} a\) is satisfied

\[
T = T + \rho(\hat{\gamma} - \gamma) \quad (1.54)
\]
These 3 steps are continued until convergence is achieved. In many cases it seems that the choice $\rho = a$ provides good convergence \[109\] and often we follow it. The choice of optimal $a$ is however problem dependent and there is no easy way to find it in practice. We usually use $1 \leq a \leq 50$.

With this algorithm we can consider the exact Bingham model. However, due to meshing we may not be able to get nice sharp yield surface, e.g. as in Szabo and Hassager \[225\]. One remedy was suggested by Saramito and Rouqet \[206, 214\]. They used anisotropic mesh adaptation and showed yield surfaces can be very accurately tracked with this strategy. An example for the flow around a cylinder is shown in Figure 1.8. Our implementation of ALG2 very closely follows the works by Saramito and Rouqet \[206, 214\].

In addition to ALG1-ALG4, there are other variations e.g. combining regularization with multiplier for higher convergence rates or a multiplier like algorithm which is based on the introduction of viscoplastic extra ten-
sor $\lambda$ and using projection. Further details can be found in the review article by Dean and Glowinski [80] and book chapter [112] by Glowinski and Wachs. We have used ALG2 for all of our computations combined with the anisotropic adaptation strategy by Roquet and Saramito [206].

All of the multiplier based methods discussed were developed about 3 decades ago. In practice these methods work effectively, however the main practical issue is the slow convergence rate which is $O(1/\sqrt{k})$, where $k$ is the iteration number. The reason for the slow convergence is that algorithms like ALG2 are quite general in terms of the requirements imposed on the functionals (convexity only). From the existing theory we cannot get a better convergence rate for such general problems.

A very recent work from Treskatis et al. [232] has revisited the problem of Bingham fluid flow and proposed a method with $O(1/k)$ convergence. They note that the velocity minimization (1.50) is convex while the stress maximization (1.32) is strictly convex: this property can be used to obtain higher order of convergence. Strong convexity of a function $f$ means that there exists $\sigma > 0$ such that for $(x_1, x_2)$ in the domain of $f$ and $t \in [0,1]$

$$f(tx_1 + (1-t)x_2) \leq tf(x_1) + (1-t)f(x_2) - \frac{\sigma}{2}t(1-t)|x_1 - x_2|^2$$

Instead of using velocity minimization Treskatis et al. use stress maximization and develop a variant of the FISTA method [27] for the solution of Bingham fluid flows. Their methodology has the following interesting properties:

- Considers the exact Bingham model.
- There is no heuristic parameter like $a$ in ALG2, which must be selected and can significantly affect the convergence rate.
- Gives convergence rates of $O(1/k)$.

All of these properties makes this algorithm very exciting for use. However we didn’t have time to implement it as it was only very recently developed.

As a final remark we say that algorithm ALG2 is one of the well known set of algorithms under the name of Alternating Direction Method of Multi-
plier (ADMM), which have become extremely popular, due to applications in today’s “hot topics”, such as: machine learning, data mining, statistics and image processing.

1.4.2 Regularization methods

The methods described in the above section were efforts to keep the exact Bingham model. These algorithms rely on fairly complex theories and are usually slow in practice. As we know, the main problem is the singularity of the effective viscosity in the Bingham model at \( \gamma(u) = 0 \). By looking at the model we can think of eliminating this singularity by adding a small value \( \epsilon \), e.g.

\[
\tau_{ij} = \left( 1 + \frac{B}{\epsilon + \gamma(u)} \right) \hat{\gamma}_{ij}(u) \tag{1.56}
\]

We can see that the modified rheological model becomes differentiable. In other words, the singularity has been regularized. We can now use the regularized model just like any generalized non-Newtonian fluid and solve the flow with available standard solvers. Several regularization models have been proposed.

**Bercovier and Engleman** model from (1980); see [28]:

\[
\tau_{ij} = \left( 1 + \frac{B}{\sqrt{\gamma(u)^2 + \epsilon^2}} \right) \hat{\gamma}_{ij}(u). \tag{1.57}
\]

**Bi-viscosity** models, such as that from O’Donovan and Tanner [181] (1984):

\[
\tau_{ij} = \begin{cases} 
(1 + \frac{B}{\gamma(u)}) \hat{\gamma}_{ij}(u), & \gamma(u) \leq \gamma_c, \\
(1 + \frac{B}{\gamma(u)}) \hat{\gamma}_{ij}(u), & \gamma(u) > \gamma_c.
\end{cases} \tag{1.58}
\]

**Papanastasiou** model from (1987); see [186]:

\[
\tau_{ij} = \left( 1 + \frac{B}{\gamma(u)} \left[ 1 - e^{-m\gamma(u)} \right] \right) \hat{\gamma}_{ij}(u) \tag{1.59}
\]
Figure 1.9: The Bingham model (dashed black line) and the typical curves for Papanastasiou (red), Bercovier (green) and bi-viscosity regularizations.

Figure 1.9 shows a sketch of how each of these models modify the Bingham model.

Physically, regularization replaces the unyielded fluid with a very high viscosity fluid, which means that there wouldn’t be any true unyielded regions with zero strain rate in the flow. This also makes the definition of unyielded regions ambiguous in such computations. Of course one can take $\tau \leq B$ as a definition of unyielded regions. However, the yield surfaces would depend on the value of regularization parameter $\epsilon$ (or $m = 1/\epsilon$). This is the main disadvantage of regularization.

One might intuitively expect from general continuity results that by letting $\epsilon \to 0$, the solution of the regularized model should converge to the exact Bingham model. Consideration of this limit by Frigaard and Nouar [101] shows that this intuition is only guaranteed for the velocity field and not necessarily for the stress field. This means that the yield surfaces predicted by a regularized method may not converge to the exact Bingham model.

This has been shown in a very nice paper by Burgos et al. [44]. They derive analytical solution for the anti-plane flow of a Herschel-Bulkley fluid and compare the analytic yield surface with those predicted by regularization models such as Papanastasiou, Bercovier and bi-viscosity. They show that
Figure 1.10: The original Fig 5a in paper by Burgos et al. [11]. Circles show the analytic yield surface and other lines are yield surfaces from Papanastasiou regularization with increasing value of $m$. The main difference is that the convexity of regularized yield surface is reversed compared to analytical.

some regularization methods (and parameters) predict a yield surface which is convex toward the corner, in disagreement with the analytic result which is concave. Figure 1.10 shows one example of the comparison in the original paper. With this shortcoming, one might think regularization methods are not useful at all, however we can mention these positive points:

- Easy to implement in standard Navier-Stokes solvers such as commercial software.
- The convergence is faster, hence less computing time is needed.
- If only the velocity field is of concern, it is guaranteed to converge to the exact Bingham model.

For many flows of industrial relevance e.g. in pipes, pumps, etc. . . regularization methods are perfectly adequate and there is no real benefit to performing a more expensive computation for the same result.

However, if accurate resolution of the stress field (i.e. yield surfaces) is important for the problem at hand, then multiplier based methods are a better choice. One very important class of such problems is finding the
onset point of flow, as noted by Moyers-Gonzalez and Frigaard [171]. For example the minimum pressure drop to start the flow or the minimum yield stress required to stop a particle from sedimenting. Another class, are those dealing with computing finite time to rest of yield stress fluid flows, as noted by Glowinski and Wachs [112]. Superiority of multiplier methods is obvious in these cases. Industrial problems where multiplier based methods are advantageous include those considered in this thesis, where we are directly concerned with finding unyielded zones and yield limits of flows.

1.4.3 Selected applications of computational methods

We give a brief chronological review of some of the computational studies performed using both regularization and multiplier methods. Definitely this is not inclusive and the intention is to give a historical perspective of the of adoption and evolution of the methods for different applications.

Bercovier and Engleman (1.57)

This model was first used in analysis by Glowinski and co-workers, but the earliest computational application was for an inertial cavity flow; see [28]. A well known application of the regularization (1.57) is in the study of Bingham flow around a sphere by Beris et al. [31]. Indeed it is one of the nicest works with a regularization method. In this flow two plug zones appear at poles of the sphere and there is an envelope of unyielded fluid surrounding the sphere. They used a transformed mesh and carefully considered the yield surfaces via an iteration method. The result was very accurate shapes for the yielded regions and the critical yield stress needed to keep the sphere static in the fluid. They confirmed the quality of their results for the drag force by examining the equality of the functionals $H$ & $K$, introduced for velocity minimization and stress maximization principles (Equation 1.34). Later Bercovier and Engleman used (1.57) for simulation of forming process [29]. Scott et al. [217] used (1.57) in the study of a 2:1 expansion, a stenosis and a bifurcation flow. Walton and Bittleston [246] solved the flow between two eccentric cylinders using (1.57). Other examples of duct flows include
Taylor and Wilson [230] and Wang [247]. Nouar et al. [180] numerically and experimentally considered the forced convection flows of Herschel-Bulkley fluid between concentric ducts using (1.57).

**Bi-viscosity model (1.58)**

O’Donovan and Tanner [181] introduced the bi-viscosity regularization (1.58) in 1984 and used it for study of squeeze flow. This model has been implemented in commercial CFD solvers, but has been used more often as an analytical tool, e.g. Wilson [253] used (1.58) in an asymptotic study of the squeeze flow.

**Papanastasiou model (1.59)**

The most popular regularization model was introduced by Papanastasiou [186] in 1987. He used (1.59) to compute the flow in a diverging channel and also the extrusion flow of Bingham fluid. Ellwood et al. studied jet flows using (1.59); see [93]. A set of high quality computational studies of the flows involving interface dynamics have been conducted using (1.59), by Tsamopoulos and co-workers. Direct tracking of the interface using mesh mapping methods gave them accurate resolution of the flow. Examples are: spin coating flow [234], squeeze flow of a Bingham fluid [110, 221], transient displacement of visco-plastic fluids in expansion-contraction geometries with air [86], and a nice study of bubble rise in viscoplastic fluids [130].

Fan, Phan-Tien and Tanner [95] used both (1.58) and (1.59) for the study of advective mixing of Bingham flow between eccentric cylinders, with the inner one rotating. Alexandrou, Georgiou and coworkers have also used (1.59) for analyzing several industrial flows such as injection molding [6], and squeeze flow [7, 97].

Mitsoulis and co-workers have extensively studied a wide range of industrially related flows, all using (1.59). Examples are the Stokes flow of a sphere in a tube [33], extrusion die flows [11, 163, 166, 190], duct flows [237], Bingham fluid flow around a cylinder [253], entry flow of a Bingham fluid in an expansion [163], squeeze flow [156, 165], fountain flow [161, 162].
toothpaste flow in extrusion dies with thixotropy [13] and dip coating flow [96]. The popularity of this regularization is due to it being very easy to implement and due to the usage of the exponential term for regularization, giving a very sharp yet infinitely continuous approximation of the Bingham model.

Augmented Lagrangian (AL) approaches

On the other side, there is much less works using augmented Lagrangian (AL) methods. First published in 1976 in French editions, widespread understanding waited until [99]. Various advanced texts have appeared from Glowinski and co-authors (e.g. [98, 99] and others), most of which contain benchmark computations. Hurez et al. [134] analyzed die swell flow. Huigol and Pinazzi [132] considered the eccentric cylinders of Walton and Bittleston [246] and tried to verify their results using ALG2. This work had the potential to support the idea that proper asymptotic solutions can resolve the lubrication paradox. Unfortunately they didn’t make a comprehensive comparison for the shape of the plug zones (i.e. the controversial issue) and just showed a few velocity contour plots. This task was postponed to Putz and Frigaard [199], who compared AL and asymptotic solutions for lubrication flow in a long thin wavy channel. Roquet and Saramito [206, 214] introduced anisotropic mesh adaptation for computation of Bingham fluids and thus achieved higher rates of convergence. Vola et al. [240] computed gravity currents of Bingham fluids. Weakly compressible yield stress flows are studied by Vinay et al. [238, 239]. They modeled waxy crude oil as a compressible Bingham fluid and studied the pipeline restart process using AL. Wachs [215] and Yu and Wachs [256], introduced a combined fictitious domain + AL algorithm for particulate flows of yield stress fluids. Finally some recent papers show the increasing popularity of AL: Muravleva et al. [173] studied the time to rest of Bingham flows, Dimakopoulos et al. computed bubble rise flows in Bingham fluids [82].

There are two studies that directly compare numerical results of augmented Lagrangian with regularization for the same flow. Putz and Frigaard
consider lubrication flow in a long thin wavy channel. For this case an intact plug exists at the center of channel. They showed regularization methods can produce reasonable yield surfaces, but only if a proper yield criterion is used and the numerical errors should be carefully controlled with respect to the regularization parameter, while augmented Lagrangian always converges to correct result. The other paper by Dimakopoulos et al. compares Papanastasiou regularization and augmented Lagrangian for the steady bubble rise in yield stress fluid. They conclude that close to the yielding, augmented Lagrangian correctly captures asymptotic behavior of the drag coefficient while regularization fails.

To wrap up, regarding the main two methods (regularization and augmented Lagrangian) we should say that both are useful and applicable in the proper contexts. Regularization has been well established for the study of many kinds of application flows for > 30 years. Augmented Lagrangian methods have reached a mature state, however there is still room for application of AL to many flows of interest.

1.5 Related work on self-selection

This thesis largely deals with flows of yield stress fluids along channels with non-uniform geometries. This is one type of flows that is directly connected with the various oil & gas related flows introduced in §1.1. Flows of viscoplastic fluids have a unique feature which is the (possibility of) existence of regions with static fluid attached to the walls of a flow region. For such flows we can consider another geometry which is the same as initial one, but now the yield surfaces of static regions in the original flow are replaced by solid walls. Essentially the flow should be the same in these two geometries. The interesting mathematical interpretation is that the flow has self-selected its flowing geometry and is neutral (to some extent) to changes we make in parts of the domain that are static. This is a specific aspect of the free-boundary problem. We will repeatedly come back to self-selection in this thesis. Each chapter of this thesis has its own detailed related literature. However, here we try to give a centralized overview of works that are related
to flow in non-uniform geometries, stationary geometries and self-selection.

1.5.1 Self-selection of flow geometry in duct flows

The two seminal papers by Mosolov and Miasnikov [168, 169] study pressure driven flow of a Bingham fluid in ducts of an arbitrary cross-sectional shape. These papers explain probably the class of non-trivial yield stress fluid flows which we understand analytically the best. Mosolov and Miasnikov pioneered the use of variational principles. Also these papers give the best understood results about the self-selection mechanisms of yield stress fluids, which gives insights into more complicated flows.

Consider a fully developed flow of Bingham fluid in an arbitrary duct $\Omega$ in the $(x, y)$-plane. The boundary $\partial \Omega$ is assumed to be smooth, except at finite number of points. We consider no-slip conditions to be satisfied on
\partial \Omega$, and the only non-zero velocity component is $u_z = u(x, y)$. Thus:

\begin{align*}
\dot{\gamma}_{xx} &= \dot{\gamma}_{yy} = \dot{\gamma}_{zz} = \dot{\gamma}_{xy} = \dot{\gamma}_{yx} = 0 \quad (1.60) \\
\dot{\gamma}_{xz} &= \frac{du}{dx}, \quad \dot{\gamma}_{yz} = \frac{du}{dy} \quad (1.61) \\
\dot{\gamma} &= \sqrt{(\frac{du}{dx})^2 + (\frac{du}{dy})^2} = |\nabla u| \quad (1.62)
\end{align*}

With these assumptions, only $\tau_{xz} \& \tau_{yz}$ are non-zero stress components and the z-momentum equation is:

\begin{equation}
\frac{\partial \tau_{xz}}{\partial x} + \frac{\partial \tau_{yz}}{\partial y} = -f, \quad (1.63)
\end{equation}

where $f$ is the constant pressure gradient in the z-direction. Mosolov and Miasnikov [168, 169] consider the velocity minimization principle for this problem:

\begin{equation}
H(u) = \frac{1}{2} \int \nabla u^2 + B \int |\nabla u| - \int f u \quad (1.64)
\end{equation}

Similar to Section 1.3, they show that flow exists if and only if:

\begin{equation}
f \int u \leq B \int |\nabla u|, \quad u(\partial \Omega) = 0 \quad (1.65)
\end{equation}

Which is written in the following form:

\begin{equation}
\int u \leq K \int |\nabla u|, \quad u(\partial \Omega) = 0, \quad K = \frac{B}{f} \quad (1.66)
\end{equation}

The above inequality is a pure functional analysis problem. The question is what are properties of the functions $u(x, y)$ that satisfy the inequality? and what is the constant $K$?

Through a detailed analysis of the above inequality Mosolov and Miasnikov [168] give a number of interesting answers. We summarize the main results from their paper as follows.
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#1 If \( u(x, y) \) is a smooth function with \( u(\partial \Omega) = 0 \), then we have:

\[
\int u \leq K \int |\nabla u|, \quad K = \sup_{\omega \subseteq \Omega} \frac{\text{Area } \omega}{\text{Perimeter } \omega}
\] (1.67)

Where \( \omega \) is an arbitrary sub-domain of \( \Omega \). This gives a critical pressure drop \( B/K = f_c \). The necessary and sufficient value for having flow in the duct is for \( f \) to exceed \( f_c \).

#2 There exist a sub-domain \( \omega^* \) such that it gives the supremum value of \( K \) in the above. The parts of \( \partial \omega^* \) which are not on \( \partial \Omega \), should be arcs of circles that touch \( \partial \Omega \). In addition the convexity of the arc should be towards the inside of the domain as shown in Figure 1.11.

#3 If the domain \( \Omega \) is p-connected, and \( d \) is the inner diameter of the domain, then the constant \( K \) satisfies:

\[
\frac{d}{2} \leq K \leq 8pd
\] (1.68)

Where the lower bound is exact in the inequality. The inner diameter of the domain is defined as \( \max P(\rho(P, \Omega)) \), where \( P \in \Omega \) is any point in the domain and \( \rho(P, \Omega) \) is the distance between \( P \) and boundary. This part gives lower and upper bounds for the critical pressure drop. Consider the biggest circle that fits in \( \Omega \) completely. The lower bound states that if the pressure drop is higher than what is needed to move this circle \( (2B/d < f) \), then flow definitely exists. The upper bound states if \( f \leq B/8pd \), then definitely there is no flow.

#4 The velocity distribution that minimizes (1.64) satisfies:

\[
\int_{\Omega} u \leq 2K(fK - B)\text{Area}(\Omega),
\] (1.69)

which is a bound on the flow rate.

#5 Any local maximum of the solution \( u(x, y) \) is achieved in a domain which contains a circle of diameter \( B/8pf \) and does not contain a
Figure 1.12: Flow of viscoplastic fluid in a square pipe. As shown in the yield surface of static regions has the shape of arc of circle larger than $2B/f$ in diameter. Also

$$max\ u \leq \left(\frac{8pf}{B}\right)^2 \frac{2K\text{Area}(\Omega)}{\pi} (fK - B) \quad (1.70)$$

The subdomain which contains the local maximum of $u$ is called a nucleus of the flow.

#6 For any pressure gradient that results in a positive flow, there exists at least one nucleus moving with constant speed, (i.e. such nuclei are simply unyielded interior plug regions).

All of the above results are very interesting. Using these we can compute the analytical critical pressure in many shapes. For example consider a square pipe with sides of length $a$. If there are static zones, we know they will be in the corners and will have the shape of an arc, say with radius $r$, as illustrated in Figure 1.12. According to result #2 we should find the $r$ which maximizes the area to perimeter ratio:

$$\frac{B}{f_c} = K = Max\ \frac{a^2 - (4r^2 - \pi r^2)}{2\pi r + 4(a - 2r)} \quad (1.71)$$

$$\Rightarrow \ r = K = \frac{a}{2 + \sqrt{\pi}} \quad (1.72)$$

Similarly the critical pressure drop can be computed for several other shapes.

These results provide valuable insights about self-selection:
1. The self-selection mechanism that yield stress fluid adopts is to maximize the ratio of flow area to its perimeter. So self-selection can be formulated as a purely geometric problem.

2. As a result of the above strategy, there will often be stagnant zones at convex corners of the duct geometry. These are those corners for which a tangent arc will be inside the domain.

In the second paper titled as “On stagnant flow regions of a visco-plastic medium in pipes” Mosolov and Miasnikov [169] focus on properties of static zones and give more details and proofs:

#7 The boundary of stagnant zones are curved toward the unyielded domain and the radius of any arc is not less than $B/f$. Boundaries of nuclei are curved opposite (convex) to the unyielded domain with radius of curvature less than $B/f$ at each point. Thus, for example there is a limiting $f$ above which no fluid is trapped in corners.

#8 The yield surface of stagnant zones can approach the boundary at non-zero angle only at non-smooth points of the boundary.

#9 Consider stagnant domain $OAB$ in Figure 1.13 (original figure of the paper), where $\gamma$ is the inner boundary of stagnant zone toward the flow. Assume arbitrary line $L$ which divides $OAB$ into two parts, then the solution of the flow will be the same if $AOB$ is replaced by $L$. This is true also if the boundary of stagnant zone grows (shown at the right) within some limits. Particularly if the growth is so big that a circle of diameter $B/f$ fits into the expanded region then stagnant zone would be flowing.

#10 Consider a sub-domain $\omega$ which completely lies in the main domain as shown in Figure 1.14. Then we will have $u_\omega \leq u_\Omega$, where $u_\omega$ is velocity solution for sub-domain with the same conditions and $u_\Omega$ is the velocity of main domain. The contour $OR_1R_2$ shows the stagnant zone in the main domain. The interesting result is that for the flow in $\omega$ we will have stagnant zone at least in the area shown by hatching.
Figure 1.13: Original Fig. 8 in paper [169], showing how the boundary of duct can be arbitrarily changed without changing the solution.

Figure 1.14: Original Fig. 12 of paper [169]. Showing arbitrary subdomain $\omega$ inside the main duct domain. The flow in main domain has stagnant zone $OR_1R_2$. This is sufficient condition for hatched area of subdomain $\omega$ to be stagnant.

The theorems of these two papers represent the body of available analytical knowledge about self-selection. Unfortunately the results are limited to duct flows and do not necessarily extend to more general 2D flows such as flow in non-uniform channels that we are interested in. There are some 2D analytical works for very special cases, e.g. [14] that study local isolated flow in a corner. Otherwise, we will have to use computations for 2D flows. However, at least they provide some intuitions to interpret the features of self-selection for 2D flows. For example we will see later that static zones show up at the corners of an expansion-contraction channel, analogous to
duct flows. They also appear where the curvature of the channel wall is high and the yield surface of static region effectively reduces the curvature of the wall, again exactly the same mechanism shown by Mosolov and Miasnikov in ducts.

Another interesting connection concerns how the outer boundary of stagnant zones in 2D can be changed without affecting the flow? We saw that for ducts we can reduce the wall to any other line which is completely inside the static zone. Perhaps a similar result should be true for 2D flows, as we can pose the same stress and velocity field on the new boundary. But this is especially important for the case of growth of the wall, i.e. as in expanding a washout. In channels, what are the restrictions on expanding the boundary? These are the questions that we try to investigate in considering washout flows in primary cementing as the underlying industrial application.

1.5.2 Non-uniform channels and self-selection

There are a number of previous works in the literature that consider non-uniform channel flows and are related to self-selection phenomena. The works include both numerical and experimental studies. Also there are a few industrial papers (SPE) that study the flow in model washout geometries and are related to the basic motivation of this part of the thesis. We review here specific studies in which the appearance of stagnant zones and consequent self-selection are observed.

The oldest study reporting static zones of the flow of a yield stress fluid in a fully 2D setting is by Abdali and Mitsoulis [1], who studied both 2D and axisymmetric Stokes flows in a 4:1 contraction geometry. They were interested in this geometry due to extrusion die applications. Thus, most of the paper discusses issues like entrance and exit correction, swell ratio and pressure drop... However, they also mention that the “well-known Newtonian vortex” in the corners becomes a “dead zone” even for small yield stress values, and that its size grows by increasing the yield stress. In a later work Mitsoulis and Huigol study the same flow in a wider range of parameters, confirm the previous results and extend to the new range, [164].
Vradis and coworkers published two papers related to flow in a 1:2 axisymmetric expansion. In the first work numerical simulation using the bi-viscosity model is performed for a variety of Reynolds and Bingham numbers. They try to address the existence of stagnant zones at corners using this method, but finally state that no definite conclusion can be drawn. In their second work higher quality simulations are performed and they conduct experiments using a PIV method. They show that both numerical and experimental results show the existence of stagnant zones in the corner. As we have seen in 1D (duct flow), in 2D and in axisymmetric geometries, static zones show up in the corner regions. This has also been observed in 3D by Burgos and Alexandrou who investigated Herschel-Bulkley flow in 1:2 and 1:4 three dimensional expansions.

Jay et al. study structure of the flow in 1:4 axisymmetric expansion of Herschel-Bulkley fluid, experimentally and computationally, for a range of Reynolds, yield stress and shear thinning index. Again stagnant zone exists at corners for all range of parameters studied. However, depending on the Reynolds and Bingham number there might be a vortex as well at the corner region, which turns into a stagnant fluid zone by increasing the yield stress. They also nicely compared the shape of stagnant zone and vortex with experiments for a few cases. In a following study Jay et al. consider axisymmetric contractions where, instead of an abrupt change, the contraction takes place through an angled section. They show by decreasing the angle for fixed contraction ratio the stagnant zone becomes smaller and eventually disappears, i.e. this means that the contracting section is becoming longer. More recently, de Souza Mendes et al. conducted an experimental and numerical study of the slow flow of Carbopol through an axisymmetric expansion-contraction geometry. The static zones were nicely visualized by tracer particles and by taking long exposure time photos of the flow. With this technique the particles in stagnant zones are visible as shiny dots while the flowing particles show a faint light path. They observe static zones at corners in all range of parameters. When the length of expansion-contraction region is short these static zones are connected as one large piece which completely hides the walls of the test section from the flow. However
for longer lengths the flow touches the wall after a development region like expansion flows explained before.

To recap, most of the computational and experimental studies use a singular geometry, either sudden change in width or having corner points. We will try to study self-selection in a smooth sinusoidal channel in Chapter 2.

1.6 Thesis outline

The general class of petroleum industry problems that are closely related to this thesis were presented in above (e.g. 1.1). Broadly speaking, these flows all involve of a yield stress fluid through a duct/channel with non-uniform cross section. In fact, applications of these flows are not at all limited to well drilling/construction and hydraulic fracturing. Very similar flows are important and found in the food, pharmaceutical, health, cosmetics and mining and industries, as well as in natural settings, e.g. mammalian digestion and earthworms. Nevertheless, the need to understand these oil and gas industry flows remains the main motivation.

Three themes run through the thesis: (i) Physical phenomena for which there is novelty in our analysis and/or understanding. (ii) Development of numerical and analytical methodologies for understanding these phenomena. (iii) Building our knowledge progressively of specific flows.

Regarding (i) a pervading theme in each chapter is that of self-selection of the flowing region. In mathematical terms, yield stress fluid flows are free boundary problems, with the free boundary being the yield surface. Those parts of the flow for which the stress lies below the yield stress are not deformed and (when attached to a wall) they may remain static. These static fouling regions change the geometry of the fluid flow, which may in turn affect physical features such as the pressure drop. The fouled material may also itself have an adverse effect on a process flow. Thus, better understanding of self-selection is key to understanding our target oil and gas industry flows.

Regarding (ii) the methodological framework developed and used consists of: (a) Numerical computation of the flows, using the augmented La-
grangian method and mesh adaptivity (to define the yield surfaces), all within a finite element framework. (b) Dimensional analysis in order to reduce the problem parameter space and to help with analysis of the results. (c) Some asymptotic analysis, for exploring yield limits. Important in (a) is to understand that while each numerical computation is relatively quick to compute in 2D, we perform large-scale computations by investigating wide ranges of parameters for each problem.

Regarding (iii) we study two flows specifically. Chapters 2 & 3 study flows along varying channels, extending existing knowledge to include deep variations in width, the onset of fouling and eventually the limit of zero flow. Chapters 4-6 comprise a progressively complex study of flow past washouts. Starting with Stokes flow we then include inertia and finally a second displacing fluid. In more details, these chapters are as follows.

**Chapter 2** considers the Stokes flow of Bingham fluid in a sinusoidal 2D channel. Here we focus on understanding the conditions when stagnant zones appear (i.e. the start of fouling and self-selection) in the channel. This is the first study that considers the self-selection mechanism in a 2D smooth channel. All previous works have studied singular geometries such as expansions and contractions. Furthermore, this chapter is the extension of the previous works of Frigaard and Ryan [102] and Putz and Frigaard [199] to larger wall amplitude and shorter channel length which are non asymptotic ranges. Adding this last piece, a full picture of the Bingham fluid flow in sinusoidal walls emerges.

**Chapter 3** studies the slow flow of a Bingham fluid along fractures. We investigate the limits of applicability of the lubrication approximation and show that if self-selection is well understood then the valid range of lubrication can be extended to much wider limits of the geometrical parameters. For most of the study a simple wavy profile is used for fracture walls, thus extending **Chapter 2**. Also a few cases with more realistic affine fracture geometries are considered. We are interested in the pressure vs flow-rate relationship (effectively Darcy’s law) and how non-linear effects for Bingham fluids affect Darcy’s law, i.e. via
nonlinearity of the constitutive equations and via changing the flow domain through self-selection. Another important question examined here is the minimum required pressure to start flow.

Chapter 4 turns to the study of self-selection in geometries relevant to washed out sections of an oil/gas well, during cementing operations. These channels consist of one straight wall and one non-uniform wall. The former represents the casing and the latter is the rock formation/reservoir, which is irregular due to the washout. In reality the cementing geometry is a 3D annulus, but for simplicity we consider a 2D longitudinal section along the axis. Naturally, the geometry of washout is very complicated and unpredictable. We therefore consider four different classes of geometry for the washout. We observe that eventually self-selection gives very similar flow geometries, i.e. for sufficiently deep washouts and/or large yield stresses. Industrially this is very useful to give a big picture of the worst mud-conditioning scenario in the washout.

Chapter 5 extends the previous chapter by including inertia in the flow and looking how self-selection changes compared to the inertia-less case. This makes the study more relevant to the industrial application, but also makes the flows more complex. Thus we try to process the results mostly to give practical insights. As inertial effects are the focus of this chapter we use only the wavy wall shape for the washout geometry in this chapter.

An interesting result is the existence of a critical Reynolds number \( Re_c \) at which the minimum amount of static mud in the washout is reached. Beyond \( Re_c \) the amount of static mud actually increases. This is quite counter-intuitive to the common industrial perception that the higher the Reynolds number, the better mud conditioning will be. Also we observe that yield stress increases the stability limit of the flow, however we do not quantify this effect.

Chapter 6 starts to address the final problem relevant to washout in pri-
mary cementing, i.e. mud removal from the washout. This is a displacement flow and is very interesting theoretically as well as practically. Since the number of dimensionless parameters increases dramatically with two fluids, we study only the displacement flow of a yield stress fluid by a Newtonian fluid of the same density. This is the simplest displacement flow with the possibility of static layers (representing drilling mud that is not removed) on the walls. This serves as model for real cementing flows, giving insights into what new phenomena might need to be considered once a second fluid is introduced, and they might impact cementing. A sudden one-sided expansion-contraction channel is used for modeling the washout geometry, as suggested by the insights gained from the previous chapters.

Chapter 7 Wraps up the thesis, summarizing the main contributions, industrially and scientifically. Limitations of the work are discussed and a number of suggestions are made for future directions of the research.
Chapter 2

Flow of a Bingham fluid in wavy walled channels

Slow flows of Bingham fluids through sinusoidal wavy-walled channels are defined dimensionally by 3 dimensionless groups: $(h, \delta, B)$. These are the amplitude of the wall perturbation $(h)$, the aspect ratio $\delta$ (half-width to length), and the Bingham number, $B$, denoting the ratio of yield stress to typical viscous stress. These flows are found to have stationary fouling layers at the wall in the deepest part of the channel, whenever the amplitude $h$ exceeds some critical value $h_f$. We have characterised the occurrence of fouling and the main characteristics of fouling layers, by using Stokes flow computations extensively over the parameter space $(h, \delta, B)$.

Fouling can occur over a range of channel aspect ratios $\delta$ and progressively at larger $h$. Fouling begins at a value of $h\delta$ that varies primarily with $B$: both necessary and sufficient conditions for fouling are given. The limit of large $B$ appears to plateau to constant values of $h\delta$, with the interpretation that for sufficiently shallow fixed geometries, as $B \to \infty$ (large yield stress) some channels will never foul. At moderate $B$, for $h > h_f$ the fluid appears to self-select the flowing region, i.e. the shape of the fouling layer. This phenomenon is partly understood in our analysis via selection of a new length-scale for the flow in the widest part of the channel. Fouling at small $B$ (generally in deeply wavy channels) coincides with the onset of
2.1 Introduction

Shear flow of Newtonian fluids along wavy walled ducts and over wavy topography has received significant attention over the years, e.g. [112, 178]. Insofar as duct flows are concerned, at least initially much of the engineering motivation came from an interest in enhancing heat transfer, e.g. [157]. Other interest in such geometries comes from e.g. peristaltic pumping [45, 194] and pore scale modelling of porous media [258]. For non-Newtonian fluid flows in these geometries a different set of applications are important.

Here specifically we are interested in yield stress fluids and in the phenomenon of fouling, by which we mean that the fluid becomes stationary in layers attached to the wall of a duct. Fouling occurs in a variety of industrial flows (see [25, 51, 60, 129, 177, 219]) but is often associated with physicochemical changes in the fluid in the flowing fluid, e.g. dried deposits of milk solids [61, 64], precipitation of asphaltene deposits [10, 94]. An alternative terminology sometimes used in specific cases is channeling. Here we consider only the combination of rheological and geometric causes of fouling. Neither effect alone is able to cause fouling. Flow of a yield stress fluid along a uniform plane channel or circular pipe exhibits maximal shear stress at the wall and unyielded fluid is found only in the centre of the duct. Equally, Newtonian fluids flowing in wavy walled channels do not form stationary layers, although recirculatory regions may develop. Our use of the term fouling for our flows is perhaps a little unconventional, as often fouling refers to the build up of layers from the wall over time. However, one the layers have formed their continued status at the wall is determined mostly by mechanical considerations. Here we are concerned with the steady mechanical problem of whether layers may remain static at the wall under given flow and geometric conditions, rather than the actual formation process.

In order for fouling to occur in a wavy-walled duct flow of a yield stress

fluid it is intuitive that a sufficiently large amplitude of perturbation from a uniform geometry is needed. Two important situations where such variations are likely are: (i) in the processing of food pastes through machinery; (ii) in the construction of oil and gas wells. In the first case, where geometric non-uniformities exist there is the risk of dead-zones appearing in the flow. As these represent sites for bacterial growth and a potential health hazard it is important to identify such zones, [236]. In oil and gas well drilling (see e.g. [11]) the well is drilled through a range of different geological strata. In soft or unconsolidated rock formations it is fairly common for the drilled wellbore to become uneven. This can depend on aspects of the drilling process (drill bit geometry and jetting), as well as on in-situ rock stresses, and on longer term effects due to prolonged contact of the rock with wellbore fluids (e.g. chemical effects, swelling, etc). Drilling muds that are used in well construction have a yield stress and are likely to become stationary in deep washouts. The consequences of this during drilling are not necessarily problematic but during the subsequent operation of primary cementing it is unlikely that the drilling mud will be displaced effectively from these regions; see e.g. [176].

Evidently, problems such as (i) and (ii) above are ill-defined in terms of the range of potential geometries and process conditions. The objective of our study is to begin to systematically understand geometric effects on fouling with yield stress fluid flows. We take the simplest non-trivial case, of a Bingham fluid in Stokes flow along a channel with a sinusoidal wavy-wall. The geometry is described by a wavelength and amplitude of the wall oscillation, and by the channel width, i.e. 3 parameters. Inertia is eliminated for ease, as in any case stationary flows are clearly non-inertial locally, and the Bingham rheology is certainly simplified compared to that of most yield stress fluids. Nevertheless, we can expect to gain insight into the main qualitative effects of fouling.

Wavy walled channel flows of Bingham fluids have been studied previously in [102, 199]. Although physically analogous to that studied here the focus was quite different. These studies looked at the asymptotic limit of small aspect ratio (long wavelength channels with small amplitudes), and in
particular sought to clarify the behaviour of the central plug region as the amplitude of the wall perturbation was increased from zero. In [102] it was shown that for sufficiently small perturbations of the wall, the flow retained its characteristic rigid central plug. In [199] the focus was on breaking of the central plug region as the wall perturbation amplitude was increased. This analysis was still focused at the long wavelength limit and showed that after the plug breaks the centre of the channel is occupied by a mix of rigid plugs and low shear extensional pseudo-plug regions. However, the amplitudes of wall perturbation were still modest in [199]. Here we continue these studies by looking firstly at a range of different wavelength wall perturbations and always at large amplitude wall perturbations, sufficient to allow the fluid to become stationary in the widest part of the channel.

The phenomenon of fouling of yield stress fluid flows due to geometric features has been identified before. Perhaps the oldest study is that of [168] who consider generically the conditions needed for stationary wall regions in one-dimensional duct flows. For example, in flow of a Bingham fluid along a duct of square cross-section, if the driving pressure gradient is too small then static regions form in the corners of the duct. Below a critical value of the pressure gradient (see [168]) the corner regions join with the central plug region and the entire flow becomes stationary. Computed examples of this type of phenomenon are given in [131, 171, 214].

Moving to multi-dimensional velocity fields, flow of yield stress fluids through an expansion-contraction has been studied experimentally and computationally in [79, 174, 175]. In [79] Carbopol solutions were pumped through a sudden expansion/contraction, i.e. narrow to wide to narrow pipe. A range of flow rates are studied and the yield surfaces are visualised nicely by a particle seeding arrangement. Although at fairly low Reynolds numbers, inertial effects are evident in the results via asymmetry of the flow (not present in the accompanying computations). There is a significant qualitative difference with the results from our study, presumably resulting from having the abrupt change in diameter. For all the experiments shown, stagnant regions first appear in the corners of the expansion (rather than at the centre of the widest part) and for all results shown there are stagnant
regions (whereas we shall see an onset value in terms of the amplitude). Comparisons are made between experimental and numerical results, which are at least qualitatively in agreement. The computations in \cite{79,174} use a finite volume method and a form of viscosity regularization to compute solutions. In \cite{175} qualitatively similar computations are carried out, but using an elasto-viscoplastic model. We must also recognise that a similar phenomenon of fouling in sharp corners occurs in the flow of yield stress fluids through a sudden expansion (or contraction). For example, in \cite{164} both planar and axisymmetric expansion flows are studied, over a wide range of Bingham and Reynolds numbers, showing significant regions of static fluid in the corner after the expansion. As already commented, the main geometric difference with the above studies is that the change in channel geometry that we consider is smooth, so that fouling occurs first in the widest part of the channel, driven by extensional stress gradients.

Other related flows include peristaltic pumping, which has been studied recently by \cite{235} for Herschel-Bulkley fluids. It is worth noting that although geometrically similar, typically in models of peristaltic flow the wall itself is displaced in and out, shearing the fluid. Thus, it is not clear how yield stress effects manifest at all in such flows. Instead of fouling, there is the phenomenon of fluid trapping in which a region of recirculating fluid appears, translating with the wall wave speed. This is largely driven by kinematics and the results in \cite{235} suggest that the effects of rheology on this phenomenon are rather minimal.

An outline of this chapter is as follows. Below in \S 2.2 we describe the physical problem and give a brief overview of the solution method and its implementation. Results are presented in \S 2.3, covering the main features of fouling layers as the three main dimensionless parameters are varied, with conclusions drawn from approximately 500 computations. The chapter closes with a brief summary of results and discussion.
2.2 The wavy-walled channel

The problem we consider is very much as described in [102, 199]: the two-dimensional (2D) Stokes flow of a Bingham fluid in a periodically wavy walled channel, periodic in $x$, as illustrated in Fig. 2.1. We adopt the convention of denoting dimensional variables with a hat symbol, e.g. $\hat{\cdot}$, and work primarily with dimensionless variables. The dimensionless Stokes equations are:

\[ 0 = -\frac{\partial p}{\partial x} + \frac{\partial}{\partial x}\tau_{xx} + \frac{\partial}{\partial y}\tau_{xy}, \]  
\[ (2.1a) \]

\[ 0 = -\frac{\partial p}{\partial y} + \frac{\partial}{\partial x}\tau_{xy} + \frac{\partial}{\partial y}\tau_{yy}, \]  
\[ (2.1b) \]

\[ 0 = \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y}, \]  
\[ (2.1c) \]

where $\mathbf{u} = (u, v)$ is the velocity, $p$ is the pressure and $\tau_{ij}$ is the deviatoric stress tensor. The constitutive laws are:

\[ \tau_{ij} = \left(1 + \frac{B}{\dot{\gamma}(\mathbf{u})}\right)\dot{\gamma}_{ij} \iff \tau > B \]  
\[ \dot{\gamma}_{ij}(\mathbf{u}) = 0 \iff \tau \leq B, \]  
\[ (2.2a) \]

\[ (2.2b) \]

where

\[ \dot{\gamma}_{ij}(\mathbf{u}) = \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i}, \quad \mathbf{u} = (u, v) = (u_1, u_2), \quad \mathbf{x} = (x, y) = (x_1, x_2). \]

and $\dot{\gamma}$, $\tau$ are the norms of $\dot{\gamma}_{ij}$, $\tau_{ij}$, defined as

\[ \dot{\gamma} = \sqrt{\frac{1}{2} \sum_{ij} \dot{\gamma}_{ij}^2} \quad \text{and} \quad \tau = \sqrt{\frac{1}{2} \sum_{ij} \tau_{ij}^2}, \]  
\[ (2.3) \]

The single dimensionless number appearing above is the Bingham number, $B$:

\[ B = \frac{\dot{\gamma}_Y \dot{D}}{\hat{\mu}U_0}, \]  
\[ (2.4) \]

where $\dot{\gamma}_Y$ is the yield stress and $\hat{\mu}$ is the plastic viscosity of the fluid; see
The channel geometry is as depicted in Fig. 2.1. The upper wall is at $y = y_w(x)$:

$$y_w(x) = 1 + \frac{h}{2}(1 - \cos 2\pi x).$$

The parameter $\delta = \hat{D}/\hat{L}$ reflects the aspect ratio between the channel half-width and the dimensionless wavelength $\hat{L}$ of the wall variation. The parameter $h = \hat{H}/\hat{D}$ is the maximal depth of the wall perturbation. More precisely, the unperturbed channel is considered to have uniform half-width 1 and the perturbed channel has half width varying from 1, at $x = 0$, to $(1 + h)$ at $x = 1/2\delta$, with periodicity $\delta^{-1}$. We consider the flow as steady and periodic and consider only a single period of the channel. Further, as we consider a Stokes flow, in place of periodicity conditions we may infer symmetry about the channel centreline and maximal/minimal widths. Therefore, only one quarter of the channel is considered; see Fig. 2.1. At

---

Note: The definition of $\delta$ is identical with that in [198]. The definition of $h$ here differs from that in [198], where $h$ was defined so that the scaled channel half-width varied from $(1 - h)$ to $(1 + h)$. 

---
the upper wall we impose no-slip conditions:

\[ u(x, y_w(x)) = v(x, y_w(x)) = 0, \quad (2.5) \]

and at the channel centreline, symmetry conditions:

\[ \tau_{xx}(x, 0) = v(x, 0) = 0. \quad (2.6) \]

Symmetry conditions are imposed at \( x = 0 \) and \( x = 1/2\delta \):

\[ \tau_{xx}(x, y) = v(x, y) = 0, \quad \text{at} \quad x = 0, \ 1/2\delta. \quad (2.7) \]

Finally, as we have scaled with the mean velocity, the mean pressure gradient in the \( x \)-direction must be adjusted to ensure that

\[ \int_0^{y_w(x)} u(x, y) dy = 1. \quad (2.8) \]

### 2.2.1 Numerical solution method

The finite element method is used for discretizing the Stokes problem \((2.1)-(2.8)\). Due to symmetry of the flow and to save computational time only a quarter of the channel is considered, as illustrated in Fig. 2.1. A limited number of computations were also carried out in the development stage, to verify the symmetry of the flow. The algorithmic approach we have used is the augmented Lagrangian (AL) method described by Glowinski and co-workers; see \([99, 110, 111]\). The chief advantage of AL over viscosity regularization is that the exact form of constitutive relation is used and the algorithm gives truly unyielded regions with exactly zero strain rate. As the ultimate goal of this chapter is to study the onset of fouling layers (which are stationary unyielded regions), it is important to distinguish true unyielded regions of the flow from those where the strain rate is merely small. This is the main motivation for using the AL method.

Very briefly, in AL the proper variational formulation of a Bingham fluid flow is used; see e.g. Duvaut & Lions \([92]\). This formulation contains
non-differentiable terms which hamper the use of conventional optimization methods for solving the variational form. To circumvent this problem two Lagrange multipliers ($\gamma_{ij}, T_{ij}$) are introduced into the variational formulation and the global optimization problem is split into three separate optimization problems, with respect to $u, \gamma_{ij}$ and $T_{ij}$. These are solved sequentially until acceptable convergence is achieved. The minimization problem for $u$ (step 1) reduces to a classical weak form of Stokes flow. The minimization problems for $\gamma_{ij}$ & $T_{ij}$ (steps 2 & 3) reduce to explicit algebraic updates on each discrete component (node or element, according to the implementation). The Lagrange multipliers ($\gamma_{ij}, T_{ij}$) have physical meanings: they represent the strain rate tensor and an admissible deviatoric stress tensor of the flow, when the algorithm has converged. Regions with $\gamma_{ij} = 0$ can be easily identified as unyielded regions of the flow. The details of the numerical method are explained in [199].

The AL was implemented within the excellent code Rheolef [213], a C++ FEM library by P. Saramito and colleagues in Grenoble. For a good explanation of the details of the algorithm we refer reader to the papers by Saramito & Roquet [206, 207, 214]. The special feature of this implementation is that the meshing is adaptive, according to the positions of the yield surfaces (identified via the Hessian of the strain rate). A typical computation is started with a nearly uniform triangular mesh in which the top wavy wall is divided to 100 ($125 \leq \delta$) or 150 ($\delta < .125$) edges. For each step of the refinement cycle the computations are iterated up to the point that $\max \{ \|u^n - u^{n-1}\|, \|\gamma^n - \gamma^{n-1}\| \} \leq 10^{-6}$, or that a maximum number of iterations (4000) is reached. At the end of the computation a new mesh with denser cells around the yield surface is generated and the computation is repeated for the new mesh on the new cycle. An example of the meshes generated in a typical refinement cycle is shown in Fig. 2.2. Typically we use four mesh adaptation cycles. The yield surfaces are clearly identified in the last adaptation. BAMG performs the meshing [36, 41]. On any computation the maximum number of mesh points was limited to 40000, due to available hardware. The details of mesh adaptation strategy can be found at [211]. The code was validated with a uniform channel flow, for which
Figure 2.2: Showing a mesh adaptation cycle for the case of \((h = 1, \delta = .125, B = 10)\)

the analytical solution is available. Other benchmark computations can be found in [199, 206].

2.3 Results

As discussed in §2.1 the aim of this chapter is to study the onset and characteristics of fouling layers in the widest part of the channel. For fixed \((B, \delta)\), these appear to arise as the depth \(h\) exceeds some critical value \(h_f\). Here we start by presenting a range of typical flow results that illustrate the main features of this phenomenon. In §2.3.1 we examine numerical results computed for small \(\delta\), for which we find fouling layers. We examine the asymptotic solutions from [102, 199], to see if they are able to predict \(h_f\). Section 2.3.2 considers channels of order 1 aspect ratio. We then give a broad overview of the types of flow observed, in terms of \((B, \delta, h)\); see §2.3.3. Characteristics of the shape of the yield surfaces when fouling occurs are explored in §2.3.4, for \(B \sim O_S(1)\), focusing on self-selection of the flow regime. Interesting features of the Newtonian limit \(B \to 0\) are considered in §2.3.5.
Figure 2.3: Effects of increasing amplitude $h$ on speed (left panel) and pressure (right panel), for $\delta = .05$, $B = 10$. From top to bottom, $h = (0.01, 0.25, 1, 2, 4)$. The same color scale is valid for each $h$. The dark lines in the left panel are the streamlines, gray regions in right are plugs.

2.3.1 Channels with small $\delta$

Figure 2.3 shows a typical progression in the solution and plug regions as $h$ is increased from zero in a channel of relatively small aspect ratio ($\delta = .05$). The small aspect ratio puts the computations in the range of the analysis of [102, 199] for small enough $h$. For $h = 0.01$ we can see that the unyielded plug remains intact, being slightly wider in the narrower part of the channel than in the wider part, as observed in [102]. The velocity field is only slightly perturbed from the uniform plane Poiseuille flow and the streamlines are pseudo-parallel.

At larger $h$ the single central plug breaks, due to growth of extensional
stresses. The flow consists of two true plugs connected by an extensional pseudo-plug region. Outside the plug/pseudo-plug regions we find a sheared region extending to the wall for $h = 0.25$, $h = 1$. This breaking process and flow structure was studied in [199]. As $h$ increases the speed in the wider part of the channel decreases. This induces extensional stress gradients and also lowers the pressure drop through the wider part of the channel. The combination of these allows the appearance of the fouling layer, at $h_f < 2$, as evidenced by the results for $h = 2$ (the exact value of $h_f$ could be found iteratively). The fouling layer grows thicker as $h$ increases. We also observe that as the single plug breaks in two, the plug region in the narrow part of the channel is initially wider than in the wide part. However as $h$ increases, the plug in the widest part of the channel grows wider, mimicking the reduced pressure drop.

In Fig. 2.3 we examine the last case from Fig. 2.3 ($h = 4$) in more detail, showing the various stress fields and the strain rate. There are a number of interesting features. Firstly, the pressure is by far the largest component of the stress in the narrower part of the channel, up until approximately the position where the fouling layer appears at on the upper wall. From this point and into the widest part of the channel, the extensional stress has comparable size to the pressure. Indeed we observe that $\sigma_{yy}$ is approximately zero between the larger plug and the fouling layer, suggesting that the pressure is balanced with $\tau_{yy} = -\tau_{xx}$ in this region. We also observe that $\tau_{xy}$ appears to only just exceed the yield stress ($B = 10$) in this region. This is the key difference between this flow and the shear flow in a plane channel, where $|\tau_{xy}|$ increases linearly until the wall. Leaving the region between the plug and fouling layer, $\sigma_{yy}$ remains approximately independent of $y$, suggesting that $\tau_{xy}$ is approximately independent of $x$ (from the Stokes equations). Note however that near the upper wall, as we enter the expansion and the fluid is yielded, there is a thin layer of higher stress gradients.

For sufficiently small $\delta$ we may expect the asymptotic solutions of [112, 199] to be valid. A natural question is to ask if these solutions are able to predict the fouling layer? The general asymptotic structure of the solutions is to have two outer regions matched in an inner layer close to the
Figure 2.4: More detailed results from the case $\delta = .05$, $B = 10$, $h = 4$. Left panel, from top to bottom shows $(p, \sigma_{xx}, \tau_{xy})$. Right panel from top to bottom shows $(\tau_{xx}, \sigma_{yy}, \|\gamma\|)$ respectively.

pseudo-yield surface $y = y_y(x)$. The outer region that extends from the plug/pseudo-plug to the channel wall is of interest here, since this is where the fouling layer first appears as $h$ increases. The lubrication approximation in [102, 199] considers an outer solution in the yielded region that is of form:

$$p \sim p_0(x) + \delta p_1(x)...$$  \hfill (2.9)

$$u \sim u_0(x, y) + \delta u_1(x) + ..., \hfill (2.10)$$

The $x$-dependency in $u_0$ comes only via the channel width $y_w(x)$. The
leading order velocity is:

\[ u_0(x, y) = \begin{cases} 
  u_p(x), & y \in [0, y_y(x)] \\
  u_p(x) \left[ 1 - \frac{(y - y_y(x))^2}{(y_w(x) - y_y(x))^2} \right], & y \in (y_y(x), y_w(x)] 
\end{cases} \tag{2.11} \]

where the pseudo-plug speed is:

\[ u_p(x) = \frac{B}{2y_y(x)}(y_w(x) - y_y(x))^2. \tag{2.12} \]

The position of the pseudo-yield surface, \( y_y(x) = y_w/\xi \), where \( \xi = \xi(B^*) \), is the single root of the cubic Buckingham equation:

\[ 2\xi^3 - (3 + \frac{6}{B^*})\xi^2 + 1 = 0, \tag{2.13} \]

for which \( \xi > 1 \), and \( B^* = By_w^2 \). On finding the root, (see Fig. 2 in [102]), we can determine \( p_0 \) up to an additive constant from the pressure gradient:

\[ y_y = \frac{B}{-p_{0,x}}. \tag{2.14} \]

The deviatoric stress components are:

\[ \tau_{xy} \sim u_{0,y} + B\text{sgn}(u_{0,y}) + \delta u_{1,y} + O(\delta^2), \tag{2.15} \]
\[ \tau_{xx} \sim 2\delta \left( 1 + \frac{B}{|u_{0,y}|} \right) u_{0,x}, \tag{2.16} \]

The leading order shear stress term can also be represented as: \( \tau_{xy} \sim -p_{0,x} y + O(\delta) \). The first order velocity is given in [102, 103] and gives the first order shear stress and pressure gradient.

We can see from the above that it is impossible for the leading order solution to exhibit fouling. The leading order pressure gradient is negative and the leading order shear stress satisfies \( \tau_{xy} \sim y p_{0,x} + O(\delta) \). This is the usual Poiseuille flow solution resolved on a channel of width \( 2y_w(x) \). The only way in which the stress can fall below the yield stress at the outer wall is if the higher order terms become extremely large.
However, we can at least examine whether the trends towards fouling are present in the higher order terms. If we consider the widest part of the channel where \( \tau_{xx} = 0 \) then the occurrence of a fouling layer depends only on \( \tau_{xy} \). Instead of decreasing monotonically, it is necessary for \( \tau_{xy} \) to increase near the wall. The axial momentum balance (2.1a) is valid at \( x = 1/2\delta \), and we see that since \( p \) has no \( y \)-dependency up to second order in \( \delta \), an increase in \( \tau_{xy} \) is only possible if \( \frac{\partial}{\partial x} \tau_{xx} < 0 \) in the yielded region.

The \( x \)-dependency of the leading order velocity \( u_0 \) enters only through the channel width, so that

\[
\frac{\partial u_0}{\partial x} = \frac{\partial u_0}{\partial y_w} \frac{dy_w}{dx}.
\]

We see that the \( x \)-derivative of \( \tau_{xx} \) will contain terms with both 1st and second derivatives of \( y_w(x) \). Since \( x = 1/2\delta \) is a maximum of \( y_w(x) \), only the second derivative terms are non-zero at \( x = 1/2\delta \):

\[
\left( \frac{\partial}{\partial x} \tau_{xx} \right)_{x=1/2\delta} = 2\delta \left[ 1 + \frac{B}{u_{0,y}} \left( \frac{d^2 y_w}{dx^2} \frac{\partial u_0}{\partial y_w} \right)_x \right].
\]

The effective viscosity is positive and the second derivative of \( y_w \) is negative at the maximum, so that the sign of \( \frac{\partial}{\partial x} \tau_{xx} \) depends on:

\[
\frac{\partial u_0}{\partial y_w} = \frac{\partial u_p}{\partial y_w} \left[ 1 - \frac{(y - y_y)^2}{(y_w - y_y)^2} \right] + 2u_p \frac{(y - y_y)}{(y_w - y_y)^3} \left[ \frac{y_w - y}{\frac{\partial y_y}{\partial y_w}} + (y - y_y) \right].
\]

The first term above is always negative as \( u_p \) decreases in a wider channel. In contrast, the second term is always positive as \( y_y \) increases with \( y_w \). We also note that the first term, vanishes at the wall whereas the second term is positive at the wall, but vanishes near the pseudo-yield surface \( y_y \). It follows that at the maximal channel width \( (x = 1/2\delta) \), \( \frac{\partial}{\partial x} \tau_{xx} > 0 \) close to the pseudo-yield surface \( y_y \) but changes sign so that \( \frac{\partial}{\partial x} \tau_{xx} < 0 \) close to the wall \( y_w \). Therefore, the physical mechanism that would allow \( \tau_{xy} \) to increase near the wall and a fouling layer to develop is present in the asymptotic solution.
The mechanism by which the fouling layer emerges is via a change in the streamwise gradient of the extensional stresses, as we approach in the upper wall. It is worth noting that the extensional stress effect represented in (2.17), although of the required sign, is also rather weak. The second derivative of \(y_w\) is of second order in \(\delta\). Therefore, it is unlikely to overcome bulk pressure gradient effects unless the pressure gradient is also significantly reduced in the wider part of the channel, as we have observed in Fig. 2.4, i.e. it seems that reduction in the pressure gradients is also necessary for a fouling layer to emerge. Finally, we need to note that the emergence of a fouling layer in the asymptotic solution would also mean the breakdown of the scaling assumptions that are behind the approximation.

2.3.2 Channels with \(\delta \sim O_S(1)\)

Fouling layers also occur in channels of larger aspect ratio \(\delta\), for which the asymptotic theories are not valid and which have not to our knowledge been systematically studied. An example of a shorter channel is shown in Fig. 2.5 for \((B, \delta) = (10, 0.25)\). Perhaps surprisingly, we observe that fouling occurs when the central plug region is still intact. Also we can see a large variation in the plug width, between the narrowest and widest part of the channel. At a larger depth \((h = 1)\) the central plug breaks, but this is after the onset of fouling. An interesting feature of the pressure field is the region of negative pressure in Fig. 2.5 near the upper wall when fouling occurs. Essentially the fluid is being sucked away from the wall.

Related to the negative pressure, we observe that there are two competing influences that generate extensional strain rates (and stresses). Firstly, there is a bulk geometric effect in that the channel widens with \(x\), so that we expect \(\frac{\partial u}{\partial x} < 0\) as the flow rate is fixed. This in turn suggests \(\tau_{xx} < 0\). On the other hand, the velocity at the upper wall is zero, whereas in the absence of fouling we expect a positive axial component of velocity away from the wall. Therefore, acceleration away from the wall within the undulation implies \(\frac{\partial u}{\partial x} > 0\) and hence \(\tau_{xx} > 0\). These effects are reversed as we move from the widest part of the channel to the narrowest. The distribution of
Figure 2.5: Effects of increasing amplitude $h$ on speed (left panel) and pressure (right panel), for a bigger $\delta$ than Fig. 2.3. $\delta = .25, B = 10$. From top to bottom, $h = (.25, .5, 1)$. The same color scale is valid for each $h$. The dark lines in the left panel are the streamlines, gray regions in right are plugs.
\(\tau_{xx}\) inferred by the geometric/kinematic competition just discussed suggests that \(\frac{\partial}{\partial x} \tau_{xx} < 0\) in the upper part of the channel, which is needed in \((2.13)\) in order for \(\tau_{xy}\) to increase with \(y\), which must occur at the onset of fouling.

### 2.3.3 Parameter regimes

Approximately 500 cases have been computed, covering a significant range of \((B, h, \delta)\). Here we present the main features of the results, in terms of a qualitative description of the flows. Figures 2.6 & 2.7 show the evolution of unyielded regions with changing \((h, \delta)\), each at fixed Bingham numbers: \(B = (1, 2, 5, 10)\). Several interesting points can be observed. First, for the limit of short channels \((\delta \sim O_S(1))\) once \(h\) is large enough to have a significant fouling layer, the flowing region seems to become approximately invariant with \(h\). It does not seem that sufficient extensional stresses are developed in order to break the central plug. The fouling layer appears to choose its own geometry of yielded fluid.

For longer channels \((e.g., \delta \leq .25)\) increasing the unevenness \(h\) creates high extensional stresses close to the inflow which can break the central plug, as we see for \(\delta = 0.05\) in Figs. 2.6 & 2.7. As \(h\) increases further we see an interesting phenomenon close to the entrance, where the plug effectively disappears. In fact, the plug is still there, but very reduced. Indeed, a symmetry and continuity argument establishes that there should always be a true plug at the centre of the narrowest part of the channel. At larger \(B\) we are able to follow the evolution of the narrow section plug for these intermediate \(\delta\). For example, for \((B, h, \delta) = (5, 1.5, 0.25)\) we see a triangular \textit{mushroom shape} plug, connected to \((0, 0)\) by a thin strand of unyielded plug. Figure 2.8 explores this evolution in more detail. As \(h\) increases or \(B\) decreases the thickness of the \textit{stalk} of the mushroom decreases to below the mesh resolution.

As the channel gets longer (smaller \(\delta\)) extensional stresses grow and the central plug is broken even for large \(B\), unless the case of \(h \ll O(\delta)\) is considered; see [102]. On breaking, there appears to be a form of stress relaxation at the narrow part of the channel, as the plugs actually grow in
Figure 2.6: Panorama of plug shapes for $B = 1$ (top) and $B = 2$ (bottom)
Figure 2.7: Panorama of plug shapes for $B = 5$ (top) and $B = 10$ (bottom)
Figure 2.8: Appearance and evolution of mushroom shape plug and stress field (∥τ∥) at the narrowest part of channel for (h = 1, δ = .25) and B = (20, 10, 5, 2) (from left to right); gray regions are plugs (figure zoomed on narrowest part of channel).

size and the mushroom shape is lost. However, small δ alone does not it seems prevent fouling, which still occurs for sufficiently large h and B.

Qualitatively, four different regimes have been observed: the central plug may be broken or unbroken, a fouling layer may be present or absent. From a practical perspective, we might be more concerned with the fouling layer than the central plug being broken. The results presented in Figs. 2.6 and 2.7 suggest that the product hδ as a relevant geometric criteria for detecting the onset of fouling layer (at fixed B). Dimensionally, note that hδ = \( \tilde{H}/\tilde{L} \), which is rather natural as an indicator of fouling (see the schematic in Fig. 2.1). Figure 2.9 plots the 4 different types of flow for \( B = (1, 1, 10, 100) \) and in each case attempts to delineate fouling regimes from non fouling regimes by a curve of constant hδ. The value of hδ appears to decrease monotonically with B, i.e. at larger B and fixed aspect ratio δ we expect a lower value of hₖ, as is intuitive. Equally, looking at Fig. 2.9 we see that our results confirm that if, for example, \((B, h, δ)\) has a fouling layer then larger values of \((B, h, δ)\) will also have fouling layers. We shall see later that there is some complexity as \( B \to 0 \), but for \( B \sim O_S(1) \) this conclusion holds true.

Although a reasonable approximation is given by the curves of constant hδ in Fig. 2.9, this is not completely accurate as a prediction: there is also
Figure 2.9: Plot of flow regimes in \((h, \delta)\) plane for different Bingham numbers, a) \(B = .1\), b) \(B = 1\), c) \(B = 10\), d) \(B = 100\). Markers of flow regimes: (▲) intact central plug+fouling, (♦) broken central plug+fouling, (□) broken central plug-no fouling, (◦) intact central plug-no fouling.
some small independent variation with \( \delta \) (or equivalently \( h \)). This is evident from Fig. 2.4 where in each case some points can be spotted in the wrong side of the constant \( h\delta \) curves. Nevertheless, the characterization of the fouling transition as occurring for \( h\delta = f(B) \) is very close. To explore this further Fig. 2.10 shows all of our computational results (\( \approx 500 \) different cases) plotted in the \((B,h\delta)\)-plane. We see that there is not a single boundary separating fouling flows from non-fouling flows, but instead there is a narrow range of \( h\delta \) at each \( B \) over which we transition. In other words, we can identify two critical curves in our results. The curve \( h\delta_s = g(B) \) gives sufficient conditions for there to be a fouling layer. The curve \( h\delta_n = f(B) \) gives necessary conditions for there to be a fouling layer. Between these two curves we find both fouling flows and non-fouling flows, with slight dependency on \( h \) and \( \delta \).

The sufficient and necessary curves have been fitted, as indicated in Fig. 2.10, by the following two functions:

\[
g(B) = h\delta_s = \frac{0.054B^2 + 1.03B + 0.31}{B^2 + 5.67B + 0.66}, \quad (2.19)
\]

\[
f(B) = h\delta_n = \frac{0.039B^2 + 0.55B + 0.07}{B^2 + 3.21B + 0.15}; \quad (2.20)
\]

evidently \( f(B) \leq g(B) \). The above functions coincide approximately as \( B \to 0 \). This limit is closely related to the onset of recirculation for a Newtonian fluid, as we explore later in §2.3.5. Both expressions (2.19) & (2.20) approach constant plateaus (with constant offset) as \( B \to \infty \). For any fixed \( h \) this confirms the insights from the asymptotic analysis that for sufficiently small \( \delta \) there should be no fouling layer. However, although our numerical data supports the idea of a constant plateau, we have not explored the range of very high \( B \).

### 2.3.4 Characteristic features of the fouling layer for \( B \gtrsim O_S(1) \)

We have seen that at fixed \( B \sim O(1) \) a fouling layer appears at \( h = h_f \) and remains for \( h > h_f \). It was observed that the shape of the upper plug region
and central plug, although initially sensitive to \( h > h_f \), becomes increasingly fixed. In particular, at the widest part of the channel \( (x = 1/2\delta) \) the width of yielded fluid between the two plugs appears to become constant as \( h \) increases. This is illustrated in Fig. 2.11 for a number of different values of \( (B, \delta) \). Particularly for larger values of \( \delta \) the positions of the yield surfaces become constant rapidly for \( h > h_f \).

To some extent the above feature is expected. Once there is a significant fouling layer filling the undulation in the wall, changes in \( h \) have only a minor effect on the geometry of the yielded flow region. In other words the flow selects the shape of the yielded region close to the widest part of the channel, independent of the depth of the fouling region behind the
Figure 2.11: Positions \( y = y_p \) of the two yield surfaces in the widest part of the channel: a) \( \delta = .5, B = 2 \); b) \( \delta = .25, B = 10 \); c) \( \delta = .125, B = 10 \); d) \( \delta = .05, B = 10 \).

This self-selection of the flow region is further illustrated in Fig. 2.12. Although the channel shape is significantly different the yielded flow region selected in each case is quite similar.

If the idea of self-selection of the (yielded) channel shape is correct, we might expect some kind of similarity scaling of the flow variables to be recovered in the widest part of the channel. Let us denote the width

---

\(^3\)Strictly, this description applies only to \( B \sim O_S(1) \) and we will explore \( B \ll 1 \) later.
Figure 2.12: comparison of wavy wall flow ($\delta = .5, h = 1, B = 2$) with a triangular and rectangular walls, left panel: speed, right panel: pressure, The same color scale is valid for each column. The dark lines in the left panel are the streamlines, gray regions in right are plugs.
of the central plug by \( y_{pc} \) and the position of the second yield surface by \( y = y_{pc} + 2d_0 \), i.e. the width of yielded layer at the widest part of the channel is \( 2d_0 \). Once \( h > h_f \) and the shape of the fouling layer becomes established, it follows that \( \hat{D} \) is no longer the appropriate length-scale for the flow. Instead we may expect \( \hat{D}(y_{pc} + 2d_0) \) to be the relevant length-scale. In Stokes flow the solution is generally dependent only on the Bingham number, so now we redefine

\[
\tilde{B} = B(y_{pc} + 2d_0) = \frac{\hat{\tau}_Y \hat{D}(y_{pc} + 2d_0)}{\hat{\mu} U_0}.
\]  

(2.21)

In terms of the new length-scale, the dimensionless ratio of yielded to unyielded fluid in the channel of maximum width \( \hat{D}(y_{pc} + 2d_0) \) is \( \omega \):

\[
\omega = \frac{2d_0}{y_{pc} + 2d_0}.
\]  

(2.22)

i.e. \( (1 - \omega) \) is the scaled central plug width. Figure 2.13 plots \( \omega \) against \( \tilde{B} \) for each of our computations that have a fouling layer. As expected from the above discussion, at each \( \delta \) the computed \( \omega \) collapse onto a curve, dependent only on \( B \). At \( \tilde{B} = 0 \) we have \( \omega \rightarrow 1 \) and \( \omega(\tilde{B}) \) asymptotes to a constant plateau at large \( \tilde{B} \) (as far as our data suggest). The dependence on \( \delta \) is rather weak and interestingly, the largest yielded ratios are observed at intermediate \( \delta \). We have no insights into why this might be.

We now focus on the yielded region between central plug and fouling layer, in an effort to gain insight into the flow structure. Figure 2.14 shows the same solution as in Fig. 2.4 (parameters: \( \delta = .05, B = 10, h = 4 \)), but zoomed in close to the yielded part of the flow. Qualitatively similar solutions are obtained for other parameters. There is considerable symmetry in the flow, about the centreline of the yielded layer, evident in both velocity and stress fields.

Most interesting is the observation that \( \sigma_{yy} \approx 0 \) throughout this region. Note from Fig. 2.4 that the net pressure drop along the channel is approximately 80 for these parameters, yet this is largely focused in the narrow part of the channel. The consequence of \( \sigma_{yy} \approx 0 \) is that \( p \approx \tau_{yy} = -\tau_{xx} \) at leading order. We also note that the main variation \( \tau_{xy} \) appears to be with
Figure 2.13: Ratio of yielded fluid, $\omega$, plotted against $\tilde{B}$: a) $\delta = 1, 0.5, 0.25$; b) $\delta = 0.125, 0.05, 0.025$.

$y$, across the yielded region. We now consider the form of the solution based on these observations. First let us shift to a coordinate system based at the midpoint of the yielded region at the widest part of the channel and scaled with $d_0$:

$$\bar{x} = \frac{x - \frac{1}{2}d_0}{d_0}, \quad \bar{y} = \frac{y - y_0c - d_0}{d_0}. \quad (2.23)$$

We rescale the stresses, pressure and Bingham number also with $d_0$: $\tau_{ij} = d_0\tau_{ij}$, $\bar{p} = d_0p$, $\tilde{B} = d_0B$.

At $\bar{x} = 0$, the computational results suggest a shear stress distribution of form: $\tilde{\tau}_{xy} = -\tilde{B}[1 + a(1 - \bar{y}^2)]$, for some $a$. But there is also a weaker $\bar{x}$-dependency. Since the yielded region is observed to become narrower away from the widest part of the channel, and due to the expected symmetry at $\bar{x} = 0$, we assume the following form:

$$\tilde{\tau}_{xy} = -\tilde{B}[1 + a(1 - \bar{y}^2 - F(\bar{x}))] \quad (2.24)$$

where $F(\bar{x})$ is a positive even function of $\bar{x}$, vanishing at $\bar{x} = 0$. The pressure
Figure 2.14: Detail of the yielded layer at the widest part of the channel for $(h = 4, \delta = .05, B = 10)$, (see also Fig 2.3). Left panel, from top to bottom shows $(U_x, P)$. Right panel from top to bottom shows $(\tau_{xy}, \sigma_{yy})$.

and extensional stress must adopt the forms:

\[
\bar{\sigma} = Ba\bar{y}\left[\bar{x} + \frac{1}{2} \frac{dF}{d\bar{x}}\right] \tag{2.25}
\]

\[
\tau_{xx} = -Ba\bar{y}\left[\bar{x} - \frac{1}{2} \frac{dF}{d\bar{x}}\right]. \tag{2.26}
\]

With this form of stress field, the yield surfaces are where: $\tau_{xy}^2 + \tau_{xx}^2 = B^2$, i.e. where

\[
[1 + a(1 - \bar{y}^2 - F(\bar{x}))]^2 + a^2\bar{y}^2\left[\bar{x} - \frac{1}{2} \frac{dF}{d\bar{x}}\right]^2 = 1.
\]
We observe that firstly only $y^2$ is determined by this equation and secondly that the yield surface positions are even functions of $\bar{x}$, as suggested by Fig. 2.4.

The constant parameter $a$ we may determine via the solution at $x = 0$. Since $\tau_{xx} = 0$, we find that:

$$\frac{\partial u}{\partial \bar{y}} = -a\bar{B}(1 - \bar{y}^2), \quad \Rightarrow \quad u(0, \bar{y}) = a\bar{B}[1 - \bar{y} + \frac{\bar{y}^3 - 1}{3}].$$

The speed of the central plug is $u_{plug} = u(0, -1) = 4a\bar{B}/3$ and the parameter $a$ is given by the condition that the mean flux through the half-channel is 1:

$$\frac{1}{d_0} = \bar{y}_{pc}u(-1) + \int_{-1}^{1} u(\bar{y})d\bar{y} = \frac{4a\bar{B}}{3}[\bar{y}_{pc} + 1], \quad (2.27)$$

where $\bar{y}_{pc} = y_{pc}/d_0$. Therefore,

$$a = \frac{0.75}{d_0\bar{B}(1 + \bar{y}_{pc})} \Rightarrow a(\bar{B}, \omega) = \frac{0.75}{d_0\bar{B}(1 - 0.5\omega)}. \quad (2.28)$$

Figure 2.15 plots the parameter $a(\bar{B}, \omega)d_0$ for all our computed data with fouling layers. The data collapses in the form $a \approx f(\bar{B})/d_0$.

Potentially now we might try to construct the function $F(\bar{x})$ and to find the yield surface positions $\bar{y} = \pm \bar{d}(\bar{x})$. The yield surface position is slaved to the form of $F(\bar{x})$ by the condition the yield stress is attained at the yield surface:

$$0 = [1 + a(1 - [\bar{d}(\bar{x})]^2 - F(\bar{x}))]^2 + a^2[\bar{d}(\bar{x})]^2 \left[ \bar{x} - \frac{1}{2} \frac{dF}{d\bar{x}} \right]^2 - 1. \quad (2.29)$$

Two conditions are obvious for $F(\bar{x})$. Firstly, at any $\bar{x} \neq 0$, the velocity must attain the plug speed $u_{plug} = 4a\bar{B}/3$ at $\bar{y} = -\bar{d}(\bar{x})$. The velocity gradient is:

$$\frac{\partial u}{\partial \bar{y}} = \left(1 - \frac{\bar{B}}{\tau} \right) \bar{\tau}_{xy}. $$

Since, $\bar{\tau} = [\bar{\tau}_{xy}^2 + \bar{\tau}_{xx}^2]^{1/2}$ and $\bar{\tau}_{xy}$ are even functions of $\bar{y}$, it follows that $[u(\bar{x}, \bar{y}) - u(\bar{x}, 0)]$ is an odd function of $\bar{y}$. Taking into account the symmetry
of \( u \), we can write the condition on the plug speed as:

\[
\int_0^{	ilde{d}(\bar{x})} \left( 1 - \frac{\bar{B}}{\bar{\tau}} \right) \bar{\tau}_{xy} \, d\bar{y} = -\frac{2a\bar{B}}{3}. \tag{2.30}
\]

We note that this is effectively a first order differential equation for \( F(\bar{x}) \) as the first derivative of \( F(\bar{x}) \) appears in \( \bar{\tau}_{xx} \).

A second condition on \( F(\bar{x}) \) comes from mass conservation: all of the fluid must flow within the region bounded by the fouling yield surface at \( \bar{y} = \bar{d}(\bar{x}) \). Suppose that we have \( F(\bar{x}) \) and \( \bar{d}(\bar{x}) \) satisfying (2.29) and (2.31).
Then, in order to conserve the volume flux along the channel, we need:

\[
\frac{1}{d_0} = \int_{-\bar{y}_{pc} - 1}^{\bar{y}_{pc}} u(\bar{x}, \bar{y}) \, dy = u(\bar{x}, -\bar{d}(\bar{x})) [\bar{y}_{pc} + 1 - \bar{d}(\bar{x})] + \int_{-\bar{d}(\bar{x})}^{\bar{d}(\bar{x})} u(\bar{x}, \bar{y}) \, d\bar{y}
\]

\[
= \frac{4a\bar{B}}{3} [\bar{y}_{pc} + 1 - \bar{d}(\bar{x})] + 2\bar{d}(\bar{x}) u(\bar{x}, 0) + \int_{-\bar{d}(\bar{x})}^{\bar{d}(\bar{x})} [u(\bar{x}, \bar{y}) - u(\bar{x}, 0)] \, d\bar{y}
\]

\[
= \frac{4a\bar{B}}{3} [\bar{y}_{pc} + 1 - \bar{d}(\bar{x})] + 2\bar{d}(\bar{x}) \frac{2a\bar{B}}{3} + 0 = \frac{4a\bar{B}}{3} [\bar{y}_{pc} + 1]
\] (2.31)

Remarkably, this condition is already satisfied. Therefore, it suffices to attain the true plug speed at \( \bar{y} = -\bar{d}(\bar{x}) \) in order to satisfy the flow constraint. This is essentially due to the symmetry properties of the assumed solution.

We have not proceeded further than this. Although in principle one could substitute from (2.29) for \( \bar{d}(\bar{x}) \) and then unravel (2.30) to produce the first order differential equation for \( F(\bar{x}) \), it does not appear straightforward to solve. Both \( F(\bar{x}) \) and the first derivative vanish at \( \bar{x} = 0 \), suggesting some indeterminacy. Note also that the equations are still effectively parameterised by \( \bar{y}_{pc} \) and \( \bar{B} \), which are not determined. Although results such as Fig. 2.15 suggest strong similarity properties these are derived empirically from the computation, rather than determined a priori. It is still unclear how \( \bar{y}_{pc} \) and \( \bar{B} \) are determined. Possibly, having determined the solution and shape of the central plug region, one could formulate a momentum balance on the plug (one condition) and impose continuity of velocity with the pseudo-plug region immediately preceding (second condition).

### 2.3.5 Complexity of the Newtonian limit

The results shown so far have not considered the Newtonian limit, \( B \to 0 \). The precise Newtonian flow has not to our knowledge been studied for \( h \sim O_S(1) \). However, Pozikridis [193] studies a similar flow with one wavy wall and one plane wall, using a boundary element method. We can infer that our results, when both walls have symmetric undulations, should be at least qualitatively similar to those of [193]. Pozikridis finds instead of stationary regions that recirculatory vortices appear for sufficiently large
Figure 2.16: Streamlines and unyielded regions for a) Newtonian flow \((h = .65, \delta = .5)\) where recirculation has just begun; b) same channel but now with \(B = .01\); c) same \(B\) as b) but now \(h\) is increased to \(h = 0.75\); d) same channel as c) but \(B\) is increased to \(B = .04\).

\(h\delta\). The critical values, say \((h\delta)_N\), now depend on \(\delta\). The limit \(\delta \to 0\) finds \((h\delta)_N \approx 0.56\) and this decreases, asymptoting to a constant lower limit at large \(\delta\); e.g. for \(\delta \approx 1\), \((h\delta)_N \approx 0.28\). Pozikridis [193] also compares his computed results against a first and second order perturbation theory prediction, neither of which produce quantitatively good predictions. For \(h\delta > (h\delta)_N\), when the undulation is sufficiently deep, the Newtonian flow can have secondary vortices forming. An analogy can be formed between these flows and the classical corner vortex flows studied earlier by Moffatt [166]. As with Moffatt’s vortices the length-scale and intensity of the eddies decay significantly with each successive vortex.

From the perspective of fouling and trapping fluid, we can consider recirculation as analogous to the onset of fouling, although the trapped Newtonian fluid is not static. At the onset of recirculation we do have \(\tau_{xy} = \tau_{xx} = 0\) at the wall in the widest part of channel, suggesting that in the same geometry a Bingham fluid \(B \approx 0\) would have a fouling layer appearing. Indeed, we can consider the Newtonian solution as the zero-th order term in a small \(B\) perturbation expansion for the Bingham fluid solution. Figure 2.16 explores some of the features of small \(B\) flows at \(\delta = 0.5\). First of all, Fig. 2.16a
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shows the Newtonian onset of recirculation, for \( h \approx 0.65 \), where we observe a very small vortex close to the upper wall. It is worth commenting that (at least for \( \delta = 0.5 \)) the critical value of \((h\delta)_N\) appears close to that in [193]. This suggests that for Stokes flow the effects of the shape of the opposite wall are not critical in determining onset of recirculation.

As expected, the deviatoric stresses are close to zero at onset and we see that for a small \( B = 0.01 \) there is a small static layer in the same geometry (Fig. 2.16b). On increasing \( h \) to \( h = 0.75 \) we get the flow of Fig. 2.16c, in which the fouling layer has not survived! Instead we observe a vortex with a plug close to the centre. Initially this may look strange, but note that a zero strain rate is associated with the centre of the vortex, not with the point on the wall. As we increase \( h \) past its critical value for recirculation \( \tau_{xy} \) becomes positive at the wall in the Newtonian solution. Although \( |\tau_{xy}| \) is still much less than the bulk flow stresses \((\mu U_D)/D\), it can be sufficient to break the yield stress \( \hat{\gamma}_Y \), i.e. provided \( B \ll 1 \). On increasing the yield stress sufficiently \((B = 0.04)\), we get Fig. 2.16d where the fouling layer is present again.

As in [193], as we increase \( h \) a second vortex appears in our computed Newtonian flow, as illustrated in Fig. 2.17a. Presumably these are also similar to Moffatt’s vortices, [166]. Figures 2.17b-f show the same flow geometry but for an increasing sequence of \( B \). Even for \( B = .001 \) the second vortex is replaced by a fouling layer (Fig. 2.17b). It is worth recalling that although both length and intensity of the Moffatt vortices decreases exponentially with successive generations, the intensity decrease is significantly larger (typically by a factor \( \sim 10^3 \)). The deviatoric stress would follow a similar scaling and thus, it is hardly surprising that even for \( B = .001 \) there is no motion.

The transition in the primary vortex in Figs. 2.17b-f is also interesting. The small plug region at the vortex centre grows progressively with \( B \) (Figs. 2.17b-d). A small plug grows out from the stagnation point at the wall as both vortex plug and fouling layer approach each other (Fig. 2.17e). Finally, the yield stress is sufficient \((B = 0.13)\) to extinguish flow even in the primary vortex (Fig. 2.17f).
Figure 2.17: Streamlines and unyielded regions for $(h = 2.5, \delta = .5)$ and a) Newtonian flow b) $B = .001$ c) $B = .05$ d) $B = .09$ e) $B = .12$ f) $B = .13$

In conclusion, the Newtonian limit of this problem is rather interesting. Theoretically in a sharp-cornered wedge, we would expect to find an infinite number of vortices and hence an infinite number of small centre-vortex plugs should be possible as $B \to 0$. However, as the vortex intensity decays exponentially these will be difficult to capture computationally. Although we were only able to compute 2 generations of vortices, with a better resolution and a sharper/deeper wall undulation, we can expect to find further generations. With care, it is likely that the small $B$ solutions could be computed with a second vortex (or perhaps approximated by a perturbation method). Finally, it is emphasized again that these flow regimes only happen for small $B$. When $B = \frac{\tau_y}{\mu u_0 / D} \sim O_S(1)$ the yield stress is of the order of the bulk flow viscous stresses. The viscous stresses in the secondary flow zone are an order of magnitude smaller than the bulk flow viscous stresses, meaning for $B \sim O_S(1)$ insufficient stress is generated by the secondary flow and the recirculation zones become static.
2.4 Discussion and summary

In this initial chapter of the thesis, we have shown that slow flows of Bingham fluids through wavy-walled channels develop fouling layers if the amplitude of the wall perturbation $h$ exceeds some critical value $h_f$. The fouling layer appears first at the widest part of the channel and is apparently unrelated to whether or not the central plug region is broken or intact. The main mechanism responsible for the onset of fouling is the influence of the geometry on the extensional stresses. At the widest part of the channel we find that $\tau_{xx}$ increases with $x$ when close to the central plug, but $\tau_{xx}$ decreases with $x$ close to the wall upper wall. This effect allows $\tau_{xy}$ to increase with $y$ close to the upper wall, which is necessary for the fouling layer to form.

We have systematically studied the results of approximately 500 computations, largely covering the parameter space of $(B, h, \delta)$. Qualitatively, 4 types of flow can be distinguished (fouling or no fouling; broken plug or intact plug) and we have presented a new understanding of where these different regimes can be found. Perhaps surprisingly, for $\delta \sim O_S(1)$ intact central plugs are more prevalent than in the limit $\delta \to 0$. In the latter case, extensional stresses break the central plug before fouling occurs. Provided $B \sim O_S(1)$, if fouling occurs at $(B, h, \delta)$, then larger values of the 3 parameters also have fouling layers.

Regarding onset of fouling, our data suggests that this occurs at a value of $h\delta$ that varies mainly with $B$, but there is also some weak variation with $h$ and $\delta$. We have been able to characterise our results by two curves: $h\delta_s = g(B)$ and $h\delta_n = f(B)$, describing sufficient and necessary conditions for fouling, respectively. The fitted expressions are given in equations (2.19) & (2.20), valid within the range of our data $B \lesssim 10^2$. These fitted expressions suggest that at large $B$, there are constant values of $h\delta$ (independent of $B$) describing sufficient and necessary conditions for fouling. This has the interesting consequence that certain geometries will not have fouling layers in the widest part of the channel, even as $B \to \infty$. This interesting limit is studied more explicitly in Chapter 3, as it corresponds to the limit of zero flow along the channel: a fact hidden by the scaling adopted here.
At moderate $B$, as $h$ is increased beyond $h_f$, further changes to the shape of the fouling layer are minimal. The fluid effectively selects the shape of the flowing region. Computations with different shapes of wall perturbation can tend to give very similar fouling layer shapes, at least in the widest part of the channel. The flow here is characterised by $\sigma_{yy} \approx 0$. We have attempted to understand the solution structure and selection mechanism, but a complete understanding eludes us. Re-scaling the flow variables with the width of the flowing fluid in the widest part of the channel shows a high degree of self-similarity in determining the yielded flowing region and the plug speed, (Figs. 2.13 & 2.15), but still leave undetermined parameters.

The limiting case of $B \to 0$ has also been examined. The flow analogy for this limiting case is with the onset of recirculation for a Newtonian fluid. For small enough $B$, as $h$ increases beyond $h_f$, we can find cases of recirculation of the Bingham fluid. On increasing $h$ still further a series of decaying vortices can be found for $B = 0$. The intensity of the Newtonian vortices decays rapidly with each successive vortex. Thus, for $B > 0$ we have found that secondary vortices tend to become stagnant even for very small $B$.

Qualitatively, we might expect very similar results for other common yield stress fluid models (Casson, Herschel-Bulkley, etc). The geometry considered here has a high degree of symmetry and there are many other wavy-walled variants that merit attention. For example, for well cementing applications, one wall planar and one wall uneven would correspond to a washout geometry (see Chapter 4). In porous media/fractures & cracks, it might be interesting to offset the sinusoidal variations to produce tortuous channels and/or to consider more complex geometries, avenues pursued to some extent in Chapter 3. On top of these interesting avenues, the effects of including inertia in computations of flows along such geometries may be significant (see Chapter 3) and eventually many industrial applications in the oil & gas industry involve displacement by another fluid (studied in Chapter 6).
Chapter 3

Flow of yield stress fluids
along fracture: pressure drop
prediction and flow onset

There are many situations where non-Newtonian fluids flow through porous
media, narrow fractures or cracks. A common way of approximating this
type of flow is to build a closure law based on geometrically simpler struc-
tures. Thus, fibre bundle and similar lubrication/Hele-Shaw approximations
are frequently used to derive laws that are extensions of the classical Darcy
law. In considering only Newtonian fluids, non-Darcy effects can arise from
geometrical complexity and are often corrected via a variety of methods.
In non-Newtonian fluids, these same complexities still remain, but one en-
counters additional non-Darcy effects. Firstly, the nonlinear nature of the
constitutive law naturally results in flow laws that mimic nonlinear filtra-
tion. The coupling of geometry to flow is generally more complex in these
nonlinear relationships than for Newtonian flows. A second important effect
in considering yield stress fluids occurs in fouling of the pore-space/fracture,
i.e. in regions of the domain in which the fluid remains stationary, attached
to the walls, as explored in Chapter 2. This can be viewed as a novel type
of non-Darcy effect, the study of which is the focus of this chapter.

We explore firstly the limits of validity of standard lubrication/Hele-
Shaw approximations to the flow laws, showing that the range of geometries for which the approximation is effective is indeed limited to small aspect ratios $H/L$. Included in this part of the study is the effect of the onset of fouling, at intermediate yield stresses (captured in the Bingham number $B$). Fouling leads to $O(1)$ errors in predicting the flow-rate vs pressure drop relationship, due to self-selection of the flowing domain. We then show how this can be corrected for if the fouled geometry is known. Next we focus on the critical limit of zero flow as the yield stress is increased (equivalently the pressure drop decreased). We derive a theoretical characterization of this limit, explore limiting asymptotic behaviours in short and long fractures, and derive a simplistic toy model that is able to approximate the computed critical limit remarkably effectively over a wide range of fracture aspect ratios. For more complex fractures we make less progress, but may infer that the limiting process could be approximated effectively provided the fouling phenomenon is better understood.\footnote{A version of this chapter has been submitted for publication to *J. Fluid Mech.* in December 2015 and is under review: A. Roustaei, T. Chevalier, L. Talon & I. Frigaard. “Non-Darcy effects in fracture flows of a yield stress fluid.”}

### 3.1 Introduction

Many complex fluids used in industrial applications exhibit yield stress behaviour, e.g. polymers, colloidal suspensions, foams, cement slurries, paints, muds, heavy oil \footnote{[66]}, and flows are actively studied from theoretical, rheological and experimental perspectives; \footnote{[21, 67]}. Here we are concerned with the flow of such fluids in natural rocks, both in porous media and along fractures. Interest in the flow characteristics of non-Newtonian fluids in these settings dates back at least 50 years, e.g. \footnote{[187, 215]}. Much of the early work is summarised in the text by \footnote{[22]}, and particularly the large body of Soviet-era research.

Yield stress fluid interest initially stemmed from the production of heavy oils that exhibit a limiting pressure gradient (nonlinear filtration) and more recently from enhanced oil recovery operations, e.g. \footnote{[188]}. Sealants are routinely injected into brickwork to block the spread of moisture in old buildings.
(a damp-proof course). Cement injection into porous media is advocated as a means of sealing $CO_2$ storage reservoirs. Cement slurries and drilling fluids flow along uneven narrow eccentric annuli in the primary cementing process. In the squeeze cementing process oil & gas wells are repaired by injecting cements and other thin slurries into thin cracks; see [176]. Injection of yield stress fluids has also been proposed as a potential method for porosimetry by [11]. In hydraulic fracturing operations, some frac fluids used have a yield stress (designed in order to enhance proppant transport). At the end of hydraulic fracturing, the flowback phase attempts to clean the gelled fluids from the proppant laden fracture. Thus, we see that many different industrial processes are concerned with these flows.

Consequently, the determination of a constitutive law to relate the flow rate to the applied pressure in porous or fractured materials has been the subject of many investigations in the past, e.g. [1, 13, 16, 52, 62, 157, 213, 223, 227]. However, this remains a challenging and sometimes controversial issue; see [35]. Based on experimental observations [1, 53, 57, 157], the common constitutive law proposed in the literature between the flow rate and the applied pressure has the following form:

$$\dot{Q} \propto (\Delta P - \Delta P_c)^n,$$

where $\dot{Q}$ is the mean flow rate, $n$ is the Herschel-Bulkley power law index and $\Delta P_c$ is a minimal limiting pressure drop, below which there is no flow.

However, theoretical models and direct simulations [62, 57, 210, 212, 228, 229] have revealed that the presence of heterogeneities in the porous medium can induce a complex dependence of the flow rate with the pressure. Since each flow path experiences different heterogeneous pore throats, their critical opening pressures are different. As a result, the disorder of the porous media induces a hierarchy in the flow paths that open, leading to a non-trivial relationship between the flow rate and the applied pressure drop; see [59, 228].

A rather simple approach to model the flow in porous media is the so-called “fibre bundle model” [57, 77], where the material is considered as a
succession of parallel tubes, each with a uniform throat (i.e. cross-sectional area). This model has the advantage of being easily solved because the constitutive equation and the critical pressure is known in each throat. The major drawback is of course that it neglects the influence of heterogeneity along each flow path, which can be non-trivial. It is therefore crucial to better investigate flows along a single channel with spatially varying width (or equivalently a tube of varying cross-section for 3D porous media), in order to better understand the flow in both porous media and in rough 2D fractures.

As with the Newtonian case, the most classical approach is to assume a lubrication or Hele-Shaw approximation \([88, 106, 154, 205]\), i.e. the mean flow is driven by uniform pressure gradient along the varying gap. This approach has been long exploited in the modelling of laminar primary cementing flows, e.g. \([33, 189]\). After some algebra involving the solution of the Buckingham-Reiner equation, the flow rate can then be related to the local width of the gap. In a single rough channel \([227]\) show that the critical pressure is proportional to the harmonic mean of the gap width and the flow-pressure relationship is related to a series of power-means. In non-uniform Hele-Shaw geometries the critical pressure is local and the fluid flows preferentially, e.g. in the eccentric annular cementing flows of \([33, 189]\) the widest part of the annulus can flow while the narrowest part is stationary.

While the Hele-Shaw/lubrication approach can be straightforwardly applied to randomized varying gap widths, it has been long recognised that to do so may result in significant error where yield stress fluids are concerned. First of all, one faces the usual geometric restrictions of slow geometric variation that are likely to be invalid for many fractures. Secondly, as demonstrated by \([146]\), straightforward application of Hele-Shaw/lubrication scaling arguments leads to an apparent contradiction in the leading order flow solutions. Although this inconsistency has long since been resolved in different geometries \([17, 199, 240]\), the leading order stress fields exhibit an \(O(1)\) deviation from those of the naïve Hele-Shaw/lubrication approach. This discrepancy is due to extensional stresses that develop within the (initially unyielded) central plug eventually causing it to break; see \([102, 199]\).
While plug-breaking occurs for relatively modest heterogeneities that would normally allow for lubrication approaches to retain validity, larger amplitude heterogeneity leads to the emergence of so-called “fouling layers” at the walls of the duct, in which residual fluid is held stationary by the yield stress. This geometric effect has been observed scientifically in various experimental and computational/analytical studies \cite{35, 58, 72, 208, 209}, as well as being an everyday observation for those who spread butter/margarine on Ryvita or adhesive on the back of ceramic bathroom tiles. \cite{208} demonstrate that as the heterogeneity amplitude increases at fixed yield stress, fouling occurs beyond a critical amplitude and give an empirical prediction for the onset of fouling; (see Chapter 2). Such predictions are however strongly dependent on the specific geometry, e.g. in the abrupt expansion of \cite{72} fouling occurs first in the corners, whereas for the smooth geometries of \cite{208}, fouling is first found in the deepest part of the channel.

The most important result, from the perspective of predicting flow rate-pressure drop relationships, is that fouling results in self-selection of an $O(1)$ variation of the flowing geometry \cite{209}, which should therefore have an $O(1)$ effect on such relationships. However, such phenomena have not been systematically studied from the perspective of flow rate-pressure drop. This is one of the objectives of this chapter. In particular, we have the objective of understanding and quantifying the flow onset problem, i.e. in a given section of an uneven fracture what is the critical pressure drop at which the fluid begins to flow? Other objectives are to examine the ranges of fracture amplitude to fracture length for which lubrication/Hele-Shaw type scaling remains valid and to begin to explore how to apply these results to fracture geometries of high complexity.

A plan of the chapter is as follows. In Section 3.2 following we present the model problem and fracture geometries that we consider in this chapter, scale the corresponding equations, give an overview of the computational method and present example results. This is followed in Section 3.3 by a systematic comparison of the flow rate-pressure drop relationships from the computations, with those from a naive lubrication approximation, including some methods to improve the approximations in the situation where fouling occurs. Section
focuses on analysis of the critical limit of zero flow, both from mathematical and computational perspectives. This is largely focused at characterizing the limiting flows in simple fracture geometries, although insights are also gained from these results for more complicated and realistic fractures. The chapter closes with a discussion of the main results and future directions.

### 3.2 Model setup

Figure 3.1 shows the flow geometry and notation used in the current study. We assume a fracture of nominal minimal width $2\hat{D}$, with walls located at $\hat{y} = \pm [\hat{D} + \hat{Y}(\hat{x})]$, where $0 \leq \hat{Y}(\hat{x}) \leq \hat{H}$. Both walls and the flow are assumed to be periodic in $\hat{x}$ with period $\hat{L}$. The periodic fracture cell is assumed to be filled with a yield stress fluid (assumed a Bingham fluid for simplicity), that is flowing slowly in Stokes flow. The Stokes equations are made dimensionless using $\hat{D}$ as length-scale. As we wish to understand how Darcy law type behaviour is modified geometrically and rheologically, we are interested in the mapping from flow rate (mean velocity) to pressure drop (and vice versa).

In a fracture of varying width the flow rate $\hat{Q}$ is constant and the pressure gradient varies along the flow direction. An imposed flow formulation will be adopted. Let $\hat{U}_0$ denote the mean velocity along the fracture, defined at the minimum fracture width, i.e. $\hat{U}_0 = \hat{Q}/2\hat{D}$, which is used to scale the velocity. The shear stresses are scaled with $\hat{\mu}\hat{U}_0/\hat{D}$, where $\hat{\mu}$ is the plastic viscosity of the Bingham fluid. Any static pressure component is subtracted from the pressure, before also scaling with $\hat{\mu}\hat{U}_0/\hat{D}$. The resulting equations are:

\begin{align}
0 &= -\frac{\partial p}{\partial x} + \frac{\partial}{\partial x} \tau_{xx} + \frac{\partial}{\partial y} \tau_{xy}, \tag{3.1} \\
0 &= -\frac{\partial p}{\partial y} + \frac{\partial}{\partial x} \tau_{xy} + \frac{\partial}{\partial y} \tau_{yy}, \tag{3.2} \\
0 &= \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y}, \tag{3.3}
\end{align}

where $\mathbf{u} = (u, v)$ is the velocity, $p$ is the modified pressure and $\tau_{ij}$ is the
Figure 3.1: a) Schematic of the fracture geometry showing dimensional parameters; b) schematic of the wavy-walled dimensionless geometry, with lower wall shifted to the right by $\psi L$.

deviatoric stress tensor. The scaled constitutive laws are:

$$\tau_{ij} = \left(1 + \frac{B}{\dot{\gamma}(\mathbf{u})}\right) \dot{\gamma}_{ij} \iff \tau > B$$

$$\dot{\gamma}_{ij}(\mathbf{u}) = 0 \iff \tau \leq B,$$  \hspace{2cm} (3.4a) \hspace{2cm} (3.4b)

where

$$\dot{\gamma}_{ij}(\mathbf{u}) = \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i}, \quad \mathbf{u} = (u, v) = (u_1, u_2), \quad \mathbf{x} = (x, y) = (x_1, x_2).$$

and $\dot{\gamma}$, $\tau$ are the norms of $\dot{\gamma}_{ij}$, $\tau_{ij}$, defined as

$$\dot{\gamma} = \sqrt{\frac{1}{2} \sum_{ij} \dot{\gamma}_{ij}^2} \quad \text{and} \quad \tau = \sqrt{\frac{1}{2} \sum_{ij} \tau_{ij}^2}.$$  \hspace{2cm} (3.5)
A single dimensionless number appears above, the Bingham number, $B$:

$$B = \frac{\tilde{\tau}_Y \tilde{D}}{\bar{\mu} U_0},$$

(3.6)

represents the competition between the yield stress $\tilde{\tau}_Y$ and the viscous stresses. Two other geometric groups characterize the fracture shape: the dimensionless length $L = \tilde{L}/\tilde{D}$, and the maximal out of gauge depth, $H = \tilde{H}/\tilde{D}$; see Fig. 3.1.

No-slip conditions are satisfied at the upper and lower walls

$$u = 0, \quad \text{at} \quad y = 1 + y_+(x) \quad \text{and} \quad y = -1 - y-(x),$$

(3.7)

where $y_+(x) = \tilde{Y}_+ (\tilde{x}) / \tilde{D}$. At the ends of the fracture we impose periodicity:

$$u(-L/2, y) = u(L/2, y), \quad \tau_{ij}(-L/2, y) = \tau_{ij}(L/2, y), \quad p(-L/2, y) = p(L/2, y) + \Delta p,$$

(3.8)

$$2 = \int_{-1-y-(x)}^{1+y_+(x)} u_1(x, y) \, dy.$$  

(3.9)

Here $\Delta p$ denotes the frictional pressure drop, which is part of the solution and is determined by satisfying the flow rate constraint (3.9).

### 3.2.1 Fracture geometries

The dimensionless fracture wall shape $y_\pm(x)$ satisfy the bounds: $0 \leq y_\pm(x) \leq H = \tilde{H}/\tilde{D}$. We consider 2 generic simplified fracture geometries (sinusoidal walls and triangular walls) and a more complex affine geometry. An example affine geometry is shown schematically in Fig. 3.1a and the sinusoidal wavy fracture in Fig. 3.1b. The sinusoidal fracture widths are given by:

$$y_+(x) = \frac{H}{2} [1 + \cos(2\pi x/L)], \quad y_-(x) = \frac{H}{2} [1 + \cos(2\pi [x/L - \psi])],$$

(3.10)

with $\psi \in [0, 1]$ denoting a phase shift of the lower wall relative to the upper, i.e. the lower wall is translated $\psi L$ to the right. The triangular geometry is
defined analogously.

In many applications it has been observed that fracture roughness may display self-affine correlations, [38, 153, 210]. A surface $\hat{y}(\hat{x})$ is self-affine if the probability to find the increment $\Delta \hat{y}$ after a distance $\Delta \hat{x}$ displays the scaling invariance:

$$p(\Delta \hat{y}, \Delta \hat{x}) = \lambda^\zeta p(\lambda^\zeta \Delta \hat{y}, \lambda \Delta \hat{x}),$$

where $\lambda$ is any scaling factor and $\zeta$ is called the Hurst exponent. An important property of self-affine surfaces is that all the moments scale with the length of measurement as:

$$M_n(\hat{x}) = \langle |\hat{y}(\hat{x} + \hat{x}_0) - \hat{y}(\hat{x}_0)|^n \rangle^{1/n} \propto |\hat{x} - \hat{x}_0|^\zeta$$

For the present chapter, we have generated three types of fracture. In the first type, the two walls $y_\pm$ are independently generated with a Hurst exponent $\zeta = 0.5$ using a Fourier transform method (see [212, 226]). Both surfaces are scaled to have $\min y_\pm = 0$ and $\max y_\pm = H$. In the second type, we used $y_+ = y_-$. In the third type, we used $y_+ = -y_-$. 

### 3.2.2 Computational overview

Numerical solution of viscoplastic fluids poses a unique challenge which is the singularity of the effective viscosity in the constitutive equation (3.4), where $\dot{\gamma} \rightarrow 0$, (unyielded regions). Aside from such points, the Bingham fluid is simply a generalized Non-Newtonian fluid with an effective viscosity $\mu = (1 + \frac{B}{\dot{\gamma}_0})$. A common workaround to the singular effective viscosity is to simply regularize the viscosity, introducing a small parameter $\epsilon \ll 1$, such that the effective viscosity scales like $\epsilon^{-1}$ as $\dot{\gamma} \rightarrow 0$. Many such regularizations are possible. It can be shown that as $\epsilon \rightarrow 0$ the velocity solution will converge to that of the exact Bingham fluid, but the stress field may not; see [101]. Consequently we may not infer the correct shape of yield surface from $\tau = B$, e.g. [247].

Instead we use the augmented Lagrangian (AL) method [99, 110], which
uses the proper variational formulation of the problem as formulated for example by \[92\]. The AL method introduces two new fields: the strain rate $\gamma$ and stress $T$, in addition to the velocity and pressure $(u, p)$ of the original problem. In this way it relaxes the convex but non-differentiable velocity minimization problem to an associated saddle point problem. The saddle point problem is solved iteratively. Each iteration consists of 3 Uzawa split steps, to update $(u^n, p^n)$, $\gamma^n$ and $T^n$ respectively. These iterations are repeated until $\max \{|\gamma^n - \hat{\gamma}(u)^n|_{L^2}, |u^n - u^{n-1}|\} \leq 10^{-6}$ is satisfied, or a maximum number of iterations (here 10000) is reached. The $\gamma, T$ fields of the AL method converge respectively to the strain rate and deviatoric stress tensors of the exact Bingham flow.

We have implemented the AL method using the freely available FreeFEM++ finite element environment \[118\]. Our algorithm is based on that in \[214\] with the addition of a flowrate constraint. To satisfy the inf-sup condition, Taylor-Hood ($P2 - P1$) elements are used for velocity and pressure. Linear discontinuous elements $P1_d$ are used for $\gamma$ and $T$ fields, to follow compatibility conditions between the velocity space and strain/stress spaces. Both velocity and pressure are implicitly solved and the system matrix is factorized once for all iterations. To improve the accuracy of the solution while keeping reasonable runtime, five cycles of the anisotropic mesh adaptation \[36\] is used. A typical computation starts with size of 8000-10000 mesh points. A new mesh is generated based on a metric computed from the current solution. We use the dissipation field as the metric which results in finer mesh around the yield surface. After the fifth cycle the mesh may contain up to 150,000 mesh points and the yield surfaces can be clearly identified by a much finer local mesh. More details of the numerical algorithm are presented in \[208, 209\] and skipped here for conciseness.

### 3.2.3 Example results

We have computed over 2000 flows, covering a wide range of $H, L, B$, for both triangular and wavy fracture profiles with different $\psi$. In addition we have computed a smaller number of flows in affine fracture geometries.
Before analyzing specific features of the flow, we present some examples to illustrate qualitative features of our results.

Figure 3.2 shows results from a relatively modest fracture geometry and yield stress rheology \((H = 1, L = 10, B = 2)\). The top two rows show the triangular and wavy profiles for \(\psi = 0\) (symmetric fracture). The flow is evidently symmetric about the centreline and widest part of the fracture. Unyielded plug regions are found at the symmetry points in \(x\) and close to the fracture centreline. There is very little difference, qualitatively or quantitatively, between triangular and wavy profiles. The bottom row shows the wavy profile at \(\psi = 0.5\), where the lower wall is out of phase with the upper wall. Here the differences are quite significant. The velocity field appears to adapt smoothly to the wavy geometry, but no longer has the fastest fluid in the centre of each cross-section. Instead the fastest travelling fluid moves at larger radius of curvature, while the plug regions are displaced into each bend. Due to symmetry effects we observe a rather spectacular effect on the pressure field: the displaced central plug regions are joined by thin strands of unyielded fluid. It appears that the pressure is discontinuous across these strands, which is possible. Note however that the traction vector, defined by the normal to these strands, is continuous.

Figure 3.3 explores the effects of increasing the yield stress on the flow of Fig. 3.2 \((H = 1, L = 10, \psi = 0)\). The flow of course remains symmetric and, since the flow rate is fixed, we only observe a relatively small change in the streamlines (left column) as \(B\) is increased. This however masks the changes that are occurring in the pressure and stress fields. Increasing \(B\) results in a widening of the plugs in both narrow and wide parts of the fracture (right column). The magnitude of the pressure field also increases with \(B\): the flow rate is fixed and the pressure gradient therefore needs to overcome the yield stress everywhere along the fracture to ensure flow (hence \(p/B\) is shown to aid comparison). For \(B \approx 10\) we observe that a region of stationary fluid emerges at the upper and lower walls, in the deepest part of the fracture. We refer to this as a fouling layer. The fouling layer grows in size as \(B\) increases. Growth of the fouling layer has effects on the pressure drop along the fracture and is an important part of the yield limit that is attained as

100
Figure 3.2: Computed examples of speed $|\mathbf{u}|$ & streamlines (left column), and pressure $p$ with (gray) unyielded plugs (right column), at $H = 1$, $L = 10$, $B = 2$. Top row: triangular fracture profile, $\psi = 0$; middle row: wavy fracture profile, $\psi = 0$; bottom row: wavy fracture profile, $\psi = 0.5$.

$B \to \infty$, both of which are studied later; see §3.4.

Figure 3.4 explores the effects of increasing $H$ on the flow illustrated in the last row of Fig. 3.2 ($B = 2$, $L = 10$, $\psi = 0.5$). The flow asymmetry is preserved as $H$ is increased, together with the interesting unyielded fluid strands. The main observation is that, although the yield stress is maintained constant, the region of fouled fluid in the deepest parts of the fracture increases markedly with $H$. The increase in fouling has the interesting effect of reducing the tortuosity of the flowing region of fluid. This self-selection of the flowing area is a unique effect of the yield stress.

Finally we show an example from an affine fracture at $H = 2$, $L = 20$, for increasing $B$; see Fig. 3.5. We observe that even for $B = 1$ much of
the small scale roughness of the fracture wall is smoothed out by fouled immobile fluid. This effect increases with $B$ as also the size of plug regions within the flowing region increases. Unyielded flowing plugs are observed at the symmetry points of the flow. We can observe a slight asymmetry in the positions of the flowing plug regions, although for all practical purposes the velocity field is symmetrical about the $x$-axis. This asymmetry is due to the unstructured mesh, which is not constrained to be symmetric.

### 3.3 Darcy-law estimates

In a uniform channel of dimensionless width $2(1 + h)$ the dimensionless pressure gradient is found from the constraint of fixed flow rate. This amounts
Figure 3.4: Computed examples of speed $|\mathbf{u}|$ & streamlines (left column), and pressure $p$ with (gray) unyielded plugs (right column), at $B = 2$, $L = 10$, $\psi = 0.5$, wavy fracture profile. Top row: $H = 3$; bottom row: $H = 5$. 
Figure 3.5: Computed examples of the speed $|\mathbf{u}|$ & streamlines with (gray) unyielded plugs, at $H = 2$, $L = 20$, for a symmetric affine fracture. Top row: $B = 1$; middle row: $B = 10$; bottom row: $B = 100$. 
to solving the Buckingham-Reiner equation:

\[ 1 = \frac{B(1 + h)^2}{3\phi^2} (1 - \phi)^2 (1 + \phi/2) \quad (3.11) \]

for the dimensionless parameter \( \phi \in [0, 1] \), which denotes the ratio of yield stress to wall shear stress. We note that \( \phi \) depends only on the parameter \( B(1 + h)^2 \), which can be interpreted as an appropriately modified Bingham number, i.e. the mean velocity is reduced by \( 1/(1 + h) \) due to mass conservation, and the minimal width is amplified by \( (1 + h) \). Having found \( \phi \) by solving (3.11) numerically, the pressure gradient is computed from:

\[ \frac{\partial p}{\partial x} = \frac{B}{(1 + h)\phi}. \quad (3.12) \]

In the case that the fracture has slowly varying width in \( x \), it is natural to expect that the uniform channel solution gives a leading order approximation. The flow rate is the same at each \( x \) along the fracture, so we simply compute \( \phi(x) \) from (3.11) using the varying width:

\[ 2(1 + h(x)) = 2 + y_+(x) + y_-(x), \quad \Rightarrow \quad h(x) = \frac{1}{2}[y_+(x) + y_-(x)]. \quad (3.13) \]

We then evaluate the pressure gradient from (3.12). For example, for the wavy channel we have:

\[ h(x) = \frac{H}{4}[2 + \cos(2\pi x/L) + \cos(2\pi[x/L - \psi])]. \]

Adopting this procedure, we compute the lubrication pressure drop along the fracture \( \Delta p_L \), using (3.11) & (3.12). This may be compared directly with the numerical pressure drop \( \Delta p_N \), from the finite element solution. We evaluate the accuracy of the lubrication approximation using the relative error in predicted pressure drops:

\[ \text{Relative error} = \frac{2|\Delta p_N - \Delta p_L|}{\Delta p_N + \Delta p_L}. \]
Figure 3.6: Relative error in predicted pressure drops between numerically computed and lubrication approximation \((3.12)\), for \(B = 0.1\) in wavy fracture: a) \(H = 2\) and varying \(L\); b) \(L = 10\) and varying \(H\). For both figures: black circle \(\psi = 0\), red square \(\psi = 0.25\), blue cross \(\psi = 0.5\).

Figure 3.6 shows typical variations in relative error as both \(H\) and \(L\) are varied, for relatively small \(B = 0.1\). For this small value of \(B\) the velocity field is very close to that of a Newtonian fluid as are the relative errors in pressure drop. We observe that the relative error decreases for fixed \(H\) as \(L\) increases and for fixed \(L\) as \(H\) decreases. The relative errors appear largest for \(\psi = 0.5\), when the sinusoidal walls variations are out of phase. This particular effect is due to tortuosity.

For Newtonian fluids various authors have proposed corrections to Darcy’s law, based on improved representations of the geometric effects. For example, [258] have used an effective fracture width, derived by calibrating with the analytical solution from a sinusoidal variation. They have then generalized this approach somewhat to more general planar fractures. A slightly different approach is followed by [106], who essentially use the fracture wall geometry to define a centreline of the fracture and consequently the local fracture width. This new fracture width is used in the classical lubrication approximation, integrated along the fracture length. This approach does
have the advantage of addressing tortuosity directly, i.e. the increase in flow path length, but is impractical in rough fractures as it relies on differentiating the fracture geometry. In general we can say that the main efforts to correct geometric effects on Darcy’s law for Newtonian fluids do not involve fluid rheology. This is for the simple reason that the geometry and rheology decouple for a Newtonian fluid, due to the linearity of the Stokes equations. We may infer from general continuity results as \( B \to 0 \) that any of these correction methods could be extended perturbatively into the weakly nonlinear regime of \( 0 < B \ll 1 \); indeed this is a relatively straightforward but laborious algebraic exercise to so.

We turn instead to moderate values of \( B \). Figure 3.7a shows the ratio of pressure drops along the fracture: \( \Delta p_N/\Delta p_L \), for \( B = 1, 5, 10 \) and at \( \psi = 0 \). Both wavy and triangular fracture shapes are plotted. We observe that the computed pressure drop exceeds the lubrication pressure drop. The ratio approaches 1 as \( H/L \to 0 \). Note that multiple computations in our data set have the same values of \( H/L \). Taking now \( B \geq 1 \) and \( L \geq 10 \), we plot in Fig. 3.7b the relative error for the wavy fracture, grouped by phase shift \( \psi \). We observe that the relative errors are numerically of size \( \sim H/L \) over all parameters. Note that at the same \( \psi \) and \( H/L \) different data points correspond to different \( B \). Interestingly, the smallest errors are found for \( \psi = 0.5 \), i.e. out of phase (reversing the trend at small \( B \)). Possibly this results from some form of cancellation of errors when averaged over a full wavelength (due to the phase shift). Analogous results are found for the triangular fracture profile. This leads us to suppose that for quite general geometries with \( H/L \ll 1 \), using (3.12) will give a reliable approximation to the pressure drop; roughly speaking, errors of 10% or less are found for \( H/L < 0.05 \).

We now explore a slightly different yield stress effect. We have seen in Fig. 3.3 that the flow domain may self-select. From our earlier work [208, 209] we expect to find this phenomena for sufficiently large \( H/L \) and \( B \). The occurrence of a significant unyielded plug region in the deep parts of the fracture (called fouling layers) clearly changes the flow geometry, making this is a non-Darcy flow effect that is unique to yield stress fluids. In the
Figure 3.7: a) Ratio of pressure drops computed numerically ($\Delta p_N$) and from the lubrication approximation ($\Delta p_L$): $B = 1$ (circles), $B = 5$ (squares), $B = 10$ (diamonds); filled symbols from triangular fracture profile, hollow symbols from wavy profile; $\psi = 0$. b) Relative error in predicted pressure drops between numerically computed and lubrication approximation (3.12), for $L \geq 10$ and $B \geq 1$ in a wavy fracture: black circle $\psi = 0$, red square $\psi = 0$, blue cross $\psi = 0.25$, blue cross $\psi = 0.5$.

In the case that we have fouling layers, the yield surface forms one boundary of the flow domain. This surface is defined as a contour of constant $\tau = B$, and is coincidentally a material surface when $\mathbf{u} = 0$ within the plug. Imposing the condition $\mathbf{u} = 0$ on the yield surface and solving only within the flowing region of the fracture gives the same velocity solution. This suggests that a reasonable way of approximating the pressure drop through such a fracture would be to replace $y_\pm(x)$ in (3.13) with the yield surface positions of the boundary of the fouling layer, denoted say $y = \pm y_{y,\pm}(x)$, i.e.

$$h(x) = \frac{1}{2} \left[ \min\{y_+(x), y_{y,+}(x)\} + \min\{y_-(x), y_{y,-}(x)\} \right].$$

(3.14)

To illustrate this approach, we take a fracture geometry $H = 2 \& L = 2$, for which the lubrication approximation (3.12) should not provide a good
approximation. The 2D computed mean pressure gradients and those approximated from (3.12) are shown in Fig. 3.8a for both triangular and wavy profiles, over $\psi = 0, 0.125, 0.25, 0.5$, and for increasing values $B \geq 1$. Both mean pressure gradients increase with $B$, as might be expected, and we observe a consistent and significant error for all parameters. The relative error is shown in Fig. 3.8b for the same data (squares) and we see this is $\sim 1$ over all parameters. Also in Fig. 3.8b (diamonds) are the results of predicting the pressure drop using (3.12) but taking the modified fracture width from (3.14), i.e. where there is a fouling layer we take the yield surface position instead of the fracture wall position. Physically, as $B$ increases the fouling layer progressively fills in and smoothes the fracture wall variations. Thus, as $B$ increases the geometry of (3.14) resembles a geometry more suited to a lubrication approximation. On using (3.14) we see a significant decrease in the relative error, so that at large $B$ equation (3.12) again leads to a reasonable approximation of the pressure drop, but with the inconvenient caveat that we must first know the extent of the fouling region in order to make this prediction! Nevertheless, this is an interesting and unusual flow in that increasing the non-Newtonian nature of the fluid leads to improved approximation.

Finally, we must note that the improvement in approximation is geometry dependent. For a fracture that is anyway relatively long and thin, as $B \to \infty$ we may either: (i) have no fouling at all, or (ii) have a fouling layer that does not fill the entire wall profile at large $B$. Characteristics of the limit of large $B$ relate to the limit of no flow along the fracture, which we study below in 3.4. Fig. 3.8c illustrates the reduction in relative error, using (3.14) compared to (3.13), for two specific fracture geometries. We see that short wavelength fractures are most affected by using (3.14).

### 3.4 The limit of no flow

When yield stress fluids are pushed through a pipe or duct, it is well known that a certain critical pressure gradient must be exceeded in order for flow to occur. For example, in pipe of diameter $\hat{D}$ the pressure gradient must
Figure 3.8: a) Consistent errors in average pressure gradient prediction using (3.12), for $H = 2, L = 2$: black = wavy, red/white = triangular; circles = numerical, squares = lubrication approximation. b) relative error for the data in a) (squares); relative error using the lubrication approximation (3.12) with the fracture width replaced by yield surface position (diamonds). c) Ratio of relative errors (lubrication approximation using yield stress position vs lubrication approximation using fracture width): $H = 2, L = 2$ in black; $H = 5, L = 20$ in red. Note that the multiple points displayed at the same $B$ correspond to different values of $\psi$. 
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exceed $4\tilde{\gamma} / \check{D}$). Critical pressure gradients are known for many other duct cross-sections shapes, following the seminal work of [169, 170]. Here the fully two-dimensional nature of the flow along the fracture complicates things, but physical intuition still suggests that a critical pressure drop is required in order to initiate flow.

One approach to finding the critical pressure drop would be to compute flows at successively large pressure drops, until flow initiates. However, the dimensionless formulation we have adopted appears to prevent this, since we have scaled with a mean velocity so that $(3.9)$ is always satisfied. Thus, an alternative scaling is needed to study this limiting flow directly. Suppose therefore that we impose a fixed pressure drop $\Delta \check{P}$ along the fracture. We then define a velocity scale $\check{U}^*$ to implicitly balance with the shear stress, i.e.

$$\frac{\Delta \check{P}}{\check{L}} = \frac{\check{\mu} \check{U}^*}{\check{D}^2} \Rightarrow \check{U}^* = \frac{\Delta \check{P} \check{D}^2}{\check{L} \check{\mu}}.$$  

The viscous stresses and the modified pressure are scaled with $\check{\mu} \check{U}^*/\check{D}$, the velocity is scaled with $\check{U}^*$ and lengths again with $\check{D}$. This results in the same system $(3.1)-(3.4b)$, with all variables now designated with an * to denote the different scaling. In place of $B$ in the constitutive laws $(3.4a)$ & $(3.4b)$ we now have:

$$Od \equiv \frac{\tilde{\gamma} \check{D}}{\check{\mu} \check{U}_s} = \frac{\check{L}}{\check{D}} \frac{\tilde{\gamma}}{\Delta \check{P}},$$  

(3.15)

representing the balance between the yield stress and the imposed pressure drop. We refer to $Od$ as the Oldroyd number. The boundary conditions are again:

$$\mathbf{u}^* = 0, \quad \text{at} \quad y = 1 + y_+(x) \quad \text{and} \quad y = -1 - y_-(x),$$

$$\mathbf{u}^*(-L/2, y) = \mathbf{u}^*(L/2, y),$$

$$\tau_{ij}^*(-L/2, y) = \tau_{ij}^*(L/2, y),$$

$$p^*(-L/2, y) = p^*(L/2, y) + L,$$

i.e. now the pressure drop is known (with average gradient $-1$ along the fracture); the flow rate must be calculated. Our physical intuition about
requiring a finite pressure drop to initiate flow along the fracture translates into the belief that there will be a critical value, say $O_d = O_{d_c}$, that separates flowing and static fractures. This notion will be made more precise below in §3.4.2.

As in either formulation described, the flow is a Stokes flow with a unique velocity solution, we expect that the solutions may be mapped to one-another. Equivalence of the 2 formulations is established straightforwardly by re-scaling, from which we deduce:

$$O_d = \frac{L B}{\Delta p} = B q^*, \quad 2 q^* = \int_{-1-y(x)}^{1+y(x)} u^*_1(x, y) \, dy,$$

i.e. $2 q^*$ is the areal flow rate from the imposed pressure formulation, which is equivalent to the inverse of the mean pressure gradient, $L/\Delta p$, computed in the imposed velocity formulation.

Although it is quite possible to compute $u^*$ from the imposed pressure formulation and then vary $O_d$ to study the limit of no flow, numerically this is less well-conditioned than using the fixed flow rate formulation. Since the computational method is iterative and has tolerances imposed for convergence, it proves easier to impose a tolerance on an iteration for which $u^* \sim O(1)$, than where $u^* \to 0$. The identity (3.16) shows that it is feasible to work in this way. Using the imposed flow formulation we find $\Delta p$ as part of the solution and monitor convergence of $O_d = LB/\Delta p \to O_{d_c}$ as we increase $B$. We also see that if a critical stress balance is achieved, $u^* \to 0$ (i.e. as $O_d \to O_{d_c}$), then implicitly $q^* \sim B^{-1}$ as $B \to \infty$.

### 3.4.1 Examples

We now examine 3 example sequences where we take increasingly large $B$ at fixed geometry, to understand the limiting behaviour. For simplicity we fix $\psi = 0$. Figure 3.3 shows a relatively short fracture ($H = 1.5$, $L = 4$) at $B = 10$, 100, 1000. Even at $B = 10$ the majority of the flow is unyielded, with stationary fouling regions filling the deep parts of the fracture and an intact plug moving along the centre. These regions are separated by a
Figure 3.9: Colormap of the speed with superimposed streamlines in a relatively short fracture $H = 1.5$, $L = 4$: increasing $B = 10$, 100, 1000 (from left to right). Unyielded regions are shown in gray.

thin shear layer that extends between the narrowest parts of the fracture, widening slightly at the deepest parts. As $B$ increases the width of this sheared layer is reduced, albeit slowly.

Next we consider a relatively long fracture with small $H/L$, ($H = 0.1$, $L = 20$); see Fig. 3.10. The flow has unyielded plug regions at the narrowest and widest parts of the fracture, but no static fouling layers in the deepest parts of the fracture. The plug in the widest part is moving slower than that in the narrowest part and these two plugs remain separated as $B$ is increased.

Lastly, we consider a more intermediate geometry ($H = 2$, $L = 20$); see Fig. 3.11. As may be expected the limiting process at large $B$ is qualitatively somewhere between the previous 2 examples. The narrowest and widest parts of the fracture have moving central plug regions, but there is also a static fouling layer in the deepest part of the fracture, extending between say $x \in (-x_f, x_f)$. The fouling layer and central plug are separated by a shear layer, that decreases slowly in width as $B$ increases (similar to the short fracture). The length $x_f$ appears to approach a constant value as $B$ increases. Similar to the long fracture, the narrow and wide plugs remain separated at large $B$, moving at different speeds.
Figure 3.10: Colormap of the speed with superimposed streamlines in a relatively short fracture $H = 0.1$, $L = 20$: increasing $B = 10$, 100, 1000 (from top to bottom). Unyielded regions are shown in gray.

Figure 3.12 plots the variation of $Od$ and $\Delta P/L$, with increasing $B$, for the 3 geometries illustrated in Figs. 3.9-3.11. We see that in all cases the computed $Od$ appears to asymptote to a constant value at large $B$. This value denotes the critical limit $Od_c$. Interestingly, the short and long fractures appear to asymptote to $Od_c \approx 1$, whereas the intermediate geometry asymptotes to a value that is significantly larger. These examples are typical of the behaviour found over the whole range of our results.

3.4.2 The critical limit from a variational method

We now define the critical limit more precisely. Using the imposed pressure formulation has some advantages for this, as we may use standard variational techniques (as in e.g. [198]) to consider the zero flow limit. The solution $u^*$
Figure 3.11: Colormap of the speed with superimposed streamlines in a relatively short fracture $H = 2$, $L = 20$: increasing $B = 10$, 100, 1000 (from top to bottom). Unyielded regions are shown in gray.

satisfies:

$$0 \leq a(u^*, u^*) = -Od \ j(u^*) + L \int_{-1-y_-(x)}^{1+y_+(x)} u_1^*(x, y) \, dy$$

$$= -Od \ j(u^*) + \int_{-L/2}^{L/2} \int_{-1-y_-(x)}^{1+y_+(x)} u_1^*(x, y) \, dy \, dx = Od \ j(u^*) + Q(u^*).$$

(3.17)
Figure 3.12: Limiting behaviour as $B \to \infty$ for the geometries of Figs. 3.9–3.11: a) $Od$ plotted against $B$; b) $\Delta P/L$ plotted against $B$.

The functionals $a(u^*, u^*)$ and $j(v^*)$ denote respectively the viscous and plastic dissipation rate functionals:

$$a(u^*, v^*) \equiv \int_{-L/2}^{L/2} \int_{-1-y_-(x)}^{1+y_+(x)} \frac{1}{2} \dot{\gamma}_{ij}(u^*) \dot{\gamma}_{ij}(v^*) \, dy \, dx, \quad u^*, v^* \in \mathcal{V}$$

$$j(v^*) \equiv \int_{-L/2}^{L/2} \int_{-1-y_-(x)}^{1+y_+(x)} \dot{\gamma}(v^*) \, dy \, dx, \quad v^* \in \mathcal{V},$$

and note that we have extended the velocity integral at the inflow to the entire fracture:

$$Q(u^*) \equiv \int_{-L/2}^{L/2} \int_{-1-y_-(x)}^{1+y_+(x)} u_1^*(x, y) \, dy \, dx,$$

as the flow rate is identical through each cross-section. Continuing this analysis:

$$0 \leq a(u^*, u^*) \leq -j(u^*) \left[ Od - \sup_{v^* \in \mathcal{V}, \, v^* \neq 0} \frac{Q(v^*)}{j(v^*)} \right] \equiv -j(u^*) \left[ Od - Od_c \right],$$

(3.18)
where $\mathcal{V}$ denotes the space of admissible velocity solutions. The critical value of $Od$ is thus formally defined as:

$$Od_c = \sup_{v^* \in \mathcal{V}, v^* \neq 0} \frac{Q(v^*)}{j(v^*)}. \quad (3.19)$$

Following a similar procedure to [198] we can show that

$$a(u^*, u^*) \sim O([Od_c - Od]^2) \quad \text{as } Od \to Od_c^+, \quad (3.20)$$

$$Odj(u^*) \sim Q(u^*) \sim O(Od_c - Od) \quad \text{as } Od \to Od_c^-, \quad (3.21)$$

$$j(u^*) \gtrsim \frac{a(u^*, u^*)}{[Od_c - Od]} \geq 0 \quad \text{as } Od \to Od_c^-. \quad (3.22)$$

Figure 3.13 shows the computed values of $a(u^*, u^*)$, $j(u^*)$ and $Q(u^*)$ as $B$ is increased, for the 3 geometries illustrated in Figs. 3.9-3.11. We see that $a(u^*, u^*)$ does indeed converge much faster than $j(u^*)$ and $Q(u^*)$, as is implicit in the above bounds. Note that the $O([Od_c - Od]^2)$ in (3.20) is a lower bound on the decay rate of the viscous dissipation and we can see that the decay rate is indeed faster than quadratic. Equation (3.22) ensures that the plastic dissipation decays to zero at least one order slower and (3.21) ensures that the limiting balance is between the plastic dissipation and flow rate. We again observe this in Fig. 3.13. This in turn can be used to argue that the supremum in (3.19) is in fact achieved by the solution. Indeed, if one knows the distribution of the limiting velocity solution, this can be used to estimate $Od_c$ by inserting in (3.19). Note that the size of the limiting velocity is not important in this determination as (3.19) is scale invariant.

For computing the velocity, especially numerically, it can be more convenient to work with $O(1)$ quantities, e.g. in tracking convergence. In moving between formulations it is necessary to rescale velocities with $q^*$. Thus, to evaluate $Od_c$ by inserting the limiting solution $u^*$ into (3.19), we may instead work directly with $u$ in the large $B$ limit, i.e.

$$Od_c \sim \lim_{B \to \infty} \frac{Q(u)}{j(u)} = \lim_{B \to \infty} \frac{2L}{j(u)}. \quad (3.23)$$
Figure 3.13: Viscous dissipation, plastic dissipation and flow rate, $a(u^*, w^*)$, $j(u^*)$ and $Q(u^*)$ for the 3 geometries illustrated in Figs. 3.9-3.11, from left to right.
on noting that $Q(u) = 2L$ in the fixed flow rate formulation. In the next sections we will estimate $j(u)$ in order to derive approximations to $Od_c$.

### 3.4.3 Short fractures

In short fractures we have seen that increasingly narrow sheared layers separate fouling layers and the moving plug. As the plug remains intact as $B \to \infty$, from mass conservation we may assume that the plug velocity $u_p \sim 1$. There is an evident symmetry in the shape of the sheared regions, which we assume can be reasonably approximated by boundaries: $y = \pm[y_c \pm d_0(B, x)]$, in upper and lower sheared layers respectively. Here $y = \pm y_c$ denote the central positions of the sheared layers at $x = 0$. To leading order we may expect that within the sheared layers:

$$
\dot{\gamma}(u) \sim \left| \frac{\partial u}{\partial y} \right| \sim O \left( \frac{u_p}{d_0} \right).
$$

On integrating first with respect to $y$ and then along the sheared layer we find a leading order contribution to $j(u)$, of size $\sim u_p L$, from each sheared layer. Therefore, we find that $j(u) \sim 2u_p L \sim 2L$, and hence that $Od_c \sim 1$, as observed.

We may extend this analysis to examine the convergence of $Od \to Od_c^-$. Let us suppose that $d_0(B, 0) \sim B^{-k}$ as $B \to \infty$. Examination of the velocity profile at $x = 0$ reveals that $u(0, y)$ shows a variation across the sheared layer that is approximately cubic in $y \mp y_c$. This leads to the approximation:

$$
u(x, y) \approx \frac{u_p}{2} - \frac{3u_p}{2} \left[ \frac{y - y_c}{d_0(B, x)} - \frac{1}{3} \left( \frac{y - y_c}{d_0(B, x)} \right)^3 \right],
$$

in the upper sheared layer. In fact as the ends $x = \pm L/2$ are approached the cubic approximation changes to quadratic, but at the same time $d_0(B, x)$ decreases, so that contributions from these regions are smaller. It can be observed that the above profile integrates in $y$ to satisfy the flow rate constraint exactly with $u_p = 1$ (and analogously in the lower shear layer). The
leading order components of the shear rate are:

\[ \hat{\gamma}_{xy} \sim \frac{\partial u}{\partial y} \approx -\frac{3}{2d_0} \left[ 1 - \left( \frac{y - y_c}{d_0} \right)^2 \right], \quad \hat{\gamma}_{xx} \sim \frac{2 \partial u}{\partial x} \approx 3 \frac{d'_0}{d_0} \left[ \left( \frac{y - y_c}{d_0} \right) - \left( \frac{y - y_c}{d_0} \right)^3 \right]. \]

As the sheared layers are relatively long and thin we may assume that

\[ |d'_0(B, x)| \sim d'_0(B, 0)/L \ll 1, \]

and therefore find in the upper layer:

\begin{align*}
\hat{j}(u) & \approx \frac{3}{2d_0} \left[ 1 - \left( \frac{y - y_c}{d_0} \right)^2 \right] \\
& \quad \left[ 1 + 4[d'_0]^2 \frac{\left( \frac{y - y_c}{d_0} \right) - \left( \frac{y - y_c}{d_0} \right)^3}{1 - \left( \frac{y - y_c}{d_0} \right)^2} \right]^{1/2} \\
& \approx \frac{3}{2d_0} \left[ 1 - \left( \frac{y - y_c}{d_0} \right)^2 \right] + 3[d'_0]^2 \left[ \left( \frac{y - y_c}{d_0} \right)^2 - \left( \frac{y - y_c}{d_0} \right)^4 \right] + O([d'_0]^4)
\end{align*}

(3.24)

and a similar contribution from the lower layer. Integrating over the 2 sheared layers gives:

\[ j(u) \sim 2L + \frac{8}{5} \int_{-L/2}^{L/2} [d'_0]^2 \, dx, \]

and therefore as \( B \to \infty \):

\[ Od \sim \frac{Q(u^*)}{j(u^*)} = \frac{Q(u)}{j(u)} \sim 1 - \frac{4}{5L} \int_{-L/2}^{L/2} [d'_0]^2 \, dx \sim 1 - O\left( \frac{1}{L^2B^{2k}} \right). \]  (3.25)

Therefore, we have \( Od_c - Od \sim L^{-2}B^{-2k} \) and since also \( Od = Bq^* \), as \( B \to \infty \) we have: \( q^* \sim 1/B - O(L^{-2}B^{-2k-1}) \). Returning now to (3.21):

\[ Q(u^*) = 2Lq^* \sim 2L/B - O(L^{-1}B^{-2k-1}) \sim O(Od_c - Od) \sim O(L^{-2}B^{-2k}). \]

This implies that \( k \leq 1/2 \) is the maximal convergence rate for the width of the sheared layer in short fractures, (recall \( d_0(B, 0) \sim B^{-k} \)).

Following on similar lines, for short fractures, we may deduce that \( a(u^*, u^*) \sim \)
\[ m = -1/3 \]

\[ m = -2/3 \]

**Figure 3.14:** Limiting behaviour as \( B \to \infty \) for 5 short fracture geometries: a) shear layer thickness \( d_0 \); b) \( Od_c - Od \). Data is shown for: \( \circ, H = 1, L = 3 \), \( \square, H = .5, L = 2 \), \( \triangle, H = .25, L = 4 \), \( *, H = 3, L = 2 \), \( +, H = 4, L = 4 \); recall that \( Od_c = 1 \) for short fractures.

\[ \frac{L(q^*)^2}{d_0}, \text{ as } B \to \infty. \] From the bound (3.20) we deduce that:

\[ LB^{2-k} \sim L(q^*)^2/d_0 \sim a(u^*, u^*) \sim O([Od_c - Od]^2) \sim O(L^{-4}B^{-4k}), \quad \Rightarrow \quad 5k \leq 2, \]

(3.26)

i.e. \( k \leq 0.4 \). Finally, we examine (3.22):

\[ LB^{-1} \sim Lq^* \sim j(u^*) \geq \frac{a(u^*, u^*)}{[Od_c - Od]} \sim \frac{L(q^*)^2}{d_0 L^{-2}B^{-2k}} \sim L^3 B^{3k-2} \quad \Rightarrow \quad k \geq 1/3. \]

(3.27)

To summarise, as \( B \to \infty \), theoretical arguments imply that \( Od \to 1 - O(B^{-2k}) \) and \( d_0 \sim B^{-k} \) for some \( k \in [1/3, 0.4] \). Figure 3.14 explores the same convergence from our numerical results, taken from 5 different short fracture geometries, each as \( B \) is increased. It appears that in fact \( d_0 \sim B^{-1/3} \) with \( Od \to 1 - O(B^{-2/3}) \), in accordance with this analysis.
3.4.4 Long fractures with no fouling

In a long symmetric fracture we commonly observe true plug regions in the widest and narrowest parts of the fracture, separated by pseudo-plug regions. For $L \gg 1$ we can expect that the flow is pseudo 1D and that the lubrication approximation should give a reasonable estimate of the pressure gradients and flow velocity. Indeed this has been verified in §3.3. Therefore, we may use the lubrication pressure gradient to evaluate the limiting $Od$.

At large $B$ we may expand (3.11) in series form:

$$\phi \sim 1 - \frac{\sqrt{2}}{(1 + h)B^{1/2}} + \frac{2}{3(1 + h)^2B} + \frac{\sqrt{2}}{9(1 + h)^3B^{3/2}} + \ldots$$

(3.28)

Thus, the total pressure drop is

$$\Delta p = \int_{-L/2}^{L/2} \left| \frac{\partial p}{\partial x} \right| dx = \int_{-L/2}^{L/2} \frac{B}{(1 + h)\phi} dx, \quad \sim B \int_{-L/2}^{L/2} \frac{1}{1 + h} + \frac{\sqrt{2}}{(1 + h)^2B^{1/2}} + O(B^{-1}) dx,$$

$$Od = \frac{BL}{\Delta p} \sim \int_{-L/2}^{L/2} \frac{1}{1 + h} dx + \frac{\sqrt{2}}{B^{1/2}} \int_{-L/2}^{L/2} \frac{1}{(1 + h)^2} dx + O(B^{-1}),$$

$$\sim \left( \frac{1}{L} \int_{-L/2}^{L/2} \frac{1}{1 + h} dx \right)^{-1} \left[ 1 - \frac{\sqrt{2}}{B^{1/2}} \frac{1}{1 + h} \frac{1}{L} \int_{-L/2}^{L/2} \frac{1}{1 + h} dx + O(B^{-1}) \right].$$

(3.29)

The first term above is clearly $Od_c$, and can be derived by effectively integrating the yield stress along the slowly varying wall. For example, for the wavy interface we find the expression:

$$Od_c = \sqrt{1 + H + \frac{1 - \cos(\pi\psi)}{8} H^2}.$$

Referring back to Fig. 3.11 and the limiting behaviour illustrated in Fig. 3.12, we note that typically $Od_c > 1$ for this flow regime. The condition for having
no fouling layer seems to require a small ratio $H/L$. Provided this is satisfied, $Od_c$ is in fact independent of $L$. In the example shown, since we have small $H$ it appears that $Od_c \approx 1$, but this need not be the case.

From the analysis leading to (3.29) we see that $Od_c - Od \sim B^{-1/2}$ as $B \to \infty$, i.e. faster than convergence with $B$ for the short fractures. Comparing with the bounds (3.20)-(3.22) we deduce that:

$$q^* \sim \left( \frac{B}{L} \int_{-L/2}^{L/2} \frac{1}{1 + h} \, dx \right)^{-1} + O(B^{-3/2}), \quad j(u^*) \sim \frac{2L}{B} + O(B^{-3/2}), \quad \text{as } B \to \infty,$$

and the following bound

$$a(u^*, u^*) \lesssim O(B^{-3/2}), \quad \text{as } B \to \infty.$$

Figure 3.15 illustrates the convergence rate of $Od_c - Od$ as $B \to \infty$ for one of our computed “long” fractures. The $B^{-1/2}$ scaling is verified.
3.4.5 Intermediate fractures with partial fouling

In the previous 2 subsections we have seen that for both short and long fractures, it is possible to estimate the critical limit using (3.12). For sufficiently short periodic fractures the flow yields at the narrowest width, which means that (3.12) can be used, taking the modified fracture width from (3.14), which amounts to \( h(x) \to 0 \) as \( B \to \infty \). For long enough fractures, no fouling occurs and (3.12) is applied directly. However, as we have seen in Fig. 3.11 for intermediate \( H/L \) the limit \( B \to \infty \) results in only a limited portion of the fracture being fouled, say \( x \in [-x_f, x_f] \) for a symmetric fracture (\( \psi = 0 \)). So far it is unclear: (i) how to predict \( Od_c \) for such intermediate fractures; (ii) how is the fouling length \( x_f \) determined; (iii) what determines transitions from nominally short to intermediate to long fractures?

One feature observed in e.g. Fig. 3.11 is that for intermediate \( H/L \) a significant portion of the fracture length remains yielded in the limit \( B \to \infty \). Indeed the limiting solutions appear to result in true unyielded regions only in the narrowest and widest parts of the fracture (approximately \( x \in [-x_f, x_f] \)), with a sheared pseudo-plug region in between. The pseudo-plug region is of course necessary, since the true plug speeds in wide and narrow parts of the fracture are different. This type of region arises in many visco-plastic flows.

The classical pseudo-plug procedure

Analysis of the pseudo-plug region stems from the studies of [246] and [17] that resolved the so-called lubrication paradox of [146]. We examine this approach as offering a potential description of the pseudo-plug observed here. In this approach, the plug velocity is derived from the Buckingham-Reiner equation (3.11), which is approximated at large \( B \) by (3.28). From \( \phi \) we deduce the yield surface position at \( y = \pm y_Y(x) = (1 + h(x))\phi \):

\[
y_Y(x) \sim 1 + h(x) - \frac{\sqrt{2}}{B^{1/2}} + \frac{2}{3(1 + h(x))B} + \frac{\sqrt{2}}{9(1 + h(x))^2B^{3/2}} + \ldots \quad (3.30)
\]
Interestingly, the thickness of the high shear layer is independent of $h(x)$ to leading order at large $B$, simply following the wall profile. The pseudo-plug velocity to leading order is calculated as:

$$u_{p,0} \sim \frac{1}{1 + h} \left[ 1 + \frac{\sqrt{2}}{3(1 + h)B^{1/2}} - \frac{16}{9(1 + h)^2B} + O((1 + h)^{-3}B^{-3/2}) \right]$$

(3.31)

As for the thin shear layers observed in short fractures, we deduce that $\dot{\gamma}_{xy} \sim u_{p,0}B^{1/2}$ within the sheared layer. The size of $\dot{\gamma}_{xx}$ comes from differentiating $u_{p,0}$ with respect to $x$, i.e.

$$|\dot{\gamma}_{xx}| \sim \left| \frac{dh}{dx} \right| \sim \frac{1}{1}$$

since the $x$-dependency is through both $h(x)$ and $y_Y(x)$, both derivatives of which scale with $\frac{dh}{dx}$ at large $B$ (we assume $H \sim O(1)$.

In the sheared layers, the leading order shear rate varies linearly with $y$:

$$\frac{\partial u}{\partial y} \sim \dot{\gamma}_{xy} = \dot{\gamma}_{xy} + B \sim B \left( 1 - \frac{y}{y_Y} \right),$$

so that the velocity profile is parabolic in $y$. It becomes apparent that the scaling arguments that have been made (i.e. assuming $|\dot{\gamma}_{xy}| \gg |\dot{\gamma}_{xx}|$), break down as $y \to y_Y^+$ and more specifically for:

$$y - y_Y \sim \frac{dh}{dx}B^{-1} \sim \frac{1}{BL}.$$  

The above is the usual argument for emergence of a pseudo-plug region, within which the strain rates are of comparable size. Since, within any pseudo-plug the main cause of straining will come from the geometrical changes we may assume that $|\dot{\gamma}_{xy}| \sim |\dot{\gamma}_{xx}| \sim |\frac{dh}{dx}| \sim 1/L$. Therefore, within the pseudo-plug we expect that:

$$\tau_{ij} = \left[ 1 + \frac{B}{\dot{\gamma}} \right] \dot{\gamma}_{ij} \sim B \frac{\dot{\gamma}_{ij}}{\dot{\gamma}} \left[ 1 + O\left( \frac{1}{BL} \right) \right].$$
At leading order therefore we have that $\tau = B$ in the pseudo-plug.

For large $L$, the $x$-momentum equation at leading order in the pseudo-plug still does not include $\tau_{xx}$. It follows that:

$$\tau_{xy} \sim -B \frac{y}{1 + h(x)}, \quad \tau_{xx} \sim -\text{sign}(h'(x))B\sqrt{1 - \frac{y^2}{(1 + h(x))^2}}, \quad (3.32)$$

noting that $y_Y(x) \sim 1 + h(x)$. Equally we may deduce that to leading order:

$$\dot{\gamma}_{xx} \sim -\frac{2h'(x)}{(1 + h(x))^2}, \quad \dot{\gamma}_{xy} \sim \frac{-y|\dot{\gamma}_{xx}|}{\sqrt{y^2 + (1 + h(x))^2}}, \quad (3.33)$$

which may be integrated to give the velocity distribution across the pseudo-plug:

$$u \sim u_{p,0} + |\dot{\gamma}_{xx}|[\sqrt{2}(1 + h(x)) - \sqrt{y^2 + (1 + h(x))^2}].$$

Note that under the assumption of near-parallel flow, i.e. $L \to \infty$, both strain rates scale with $|\dot{\gamma}_{xx}| \sim H/L$ and consequently the correction to the leading order velocity from the variation across the plug is also $\sim H/L$.

In Fig. 3.16 we make a comparison between the predicted pseudo-plug $x$-velocity and that from the 2D computations. We can see that the prediction is not particularly good, in terms of the shape of the velocity profiles. Note that we have not carried out a matching procedure here [199], which would soften the corners of the pseudo-plug $x$-velocity. The shape of the corrected velocity, across the pseudo plug, does not capture the variations in the computed velocity field.

**Pseudo-plug regions**

One reason for the poor performance of the classical pseudo-plug procedure above is that the limit we consider at zero flow is the critical limit of zero flow as $B \to \infty$, for reasonably large $L$. However, it is not necessarily close to the asymptotic limit $L \to \infty$, which is required for the preceding analysis to be valid. The stress distribution found as $L \to \infty$ is shear-dominated, even within the pseudo-plug. Thus, for example $\tau_{xx} \to 0$ in (6.32) as the yield surface is approached, as the solution must match with that in the
Figure 3.16: Comparison of computed velocity (solid line) with the asymptotic approximation at: a) $2x/L = 0.2$; b) $2x/L = 0.4$; c) $2x/L = 0.6$; d) $2x/L = 0.8$, (as marked by vertical broken lines in the colormap). Main figure shows the colormap of speed with streamlines and unyielded regions in gray; $H = 2$, $L = 20$, $B = 10000$. 
thin shear-layer close to the wall. This is not found to be the case here at intermediate $L$.

On the other hand, parts of the scaling of the previous section are correct. Firstly, the velocity is observed to vanish in a relatively thin layer close to the wall. Secondly, since the strain rate is $\dot{\gamma} \ll B$ within the pseudo-plug, the approximation $\tau \sim B$ holds throughout the pseudo-plug. In place of (3.32), the following is found to give a reasonable representation of the shear stress field within the pseudo-plug:

$$\frac{\tau_{xy}}{B} \sim -\text{sign}(y)\sqrt{1 - \left[f_0|h'(x)|\eta^2 + \sqrt{1 - \eta^2}\right]^2}$$  \hspace{1cm} (3.34)

$$\frac{\tau_{xx}}{B} \sim -\text{sign}(h'(x))f_0|h'(x)|\eta^2 + \sqrt{1 - \eta^2}$$  \hspace{1cm} (3.35)

where $\eta = y/(1 + h(x))$. Note that $f_0h'(x)$ approximates a normalized $\tau_{xx}$ as the walls are approached. Setting $f_0 = 0$, the distribution of (3.32) is recovered, but generally we find that $f_0 \approx 1$ within the pseudo-plug. Figure 3.17 compares (3.35) with the computed stress distributions across the pseudo-plug for 2 different intermediate geometries, in both cases illustrating the good agreement.

**Toy model for estimating $j(u)$ as $B \to \infty$**

We expect that the intermediate fractures have asymptotic behaviour as $B \to \infty$ that is intermediate between that of the short fractures and the long fractures with no fouling. Let us therefore consider fractures with relatively large $L$ and $H \sim O(1)$ so that $h'(x)$ is relatively small. For simplicity we consider $\psi = 0$. The flow rate constraint determines $Q(u) = 2L$ and therefore, to estimate $Od$ in the limit $B \to \infty$ it suffices to estimate $j(u)$. We suppose that the limiting flows are divided into 2 distinct regions. Firstly, in the wider part of the fracture we assume that there are fouling layers that fill the deepest parts of the fracture for $x \in (-x_f, x_f)$. Secondly, for $x \notin (-x_f, x_f)$ we assume that there are no fouled regions at the walls of the fracture.

In the unfouled regions the mean velocity in the $x$-direction is simply
Figure 3.17: Colormaps of $\tau_{xx}$ (unyielded regions in gray) for $B = 1000$. Top panels: $H = 0.5$, $L = 40$, comparisons are shown with the predictions of (3.35) at values $2x/L = 0.25$, 0.5, 0.7, as marked with broken lines on the colormap. Lower panel: $H = 2$, $L = 20$, comparisons are shown with the predictions of (3.35) at values $2x/L = 0.45$, 0.6, 0.8
\( \bar{u} = 1/(1 + h(x)) \). In these regions, as we approach the walls, the velocity drops from \( u \approx \bar{u} \) to zero over a thin layer of \( O(B^{-1/2}) \). This thin layer gives a contribution to \( j(u) \) of approximate size

\[
j_s(u) \approx 4 \int_{x_f}^{L/2} \frac{1}{1 + h(x)} \, dx,
\]

with the subscript denoting the shear layer. Further away from the wall, in the pseudo-plug, we assume that variations from the mean velocity are driven by axial variations in the fracture shape, and that \( u \approx \bar{u} \). Assuming \( u \approx \bar{u} \) suggests that:

\[
\frac{\partial u}{\partial x} \approx -\frac{h'(x)}{(1 + h(x))^2} \Rightarrow v \approx O(h'(x)),
\]

and hence we expect the next order of terms approximating \( u \) to also have size \( O(h'(x)) \). It follows that within the pseudo-plug:

\[
\hat{\gamma}(u) = |\hat{\gamma}_{xx}| \left[ 1 + \left( \frac{\hat{\gamma}_{xy}}{\hat{\gamma}_{xx}} \right)^2 \right]^{1/2} \sim \frac{2|h'(x)|}{(1 + h(x))^2} \left[ 1 + \left( \frac{\hat{\gamma}_{xy}}{\hat{\gamma}_{xx}} \right)^2 \right]^{1/2}.
\]

The contributions to \( j(u) \) for \( x \notin (-x_f, x_f) \), within the pseudo-plug is therefore:

\[
j_{pp}(u) \approx 4 \int_{x_f}^{L/2} \frac{2|h'(x)|}{(1 + h(x))^2} \int_0^{1 + h(x)} \left[ 1 + \left( \frac{\hat{\gamma}_{xy}}{\hat{\gamma}_{xx}} \right)^2 \right]^{1/2} \, dy \, dx
\]

Note that since we have assumed \( \psi = 0 \) we have exploited symmetry in both \( x \) and \( y \) to simplify this expression. To calculate the strain rates we assume that (3.4) \& (3.35) approximate the stresses in the pseudo-plug. The ratio
of the strain rates is then given by that of the stresses. Therefore, we find:

\[ \int_0^{1+h} \left[ 1 + \left( \frac{\gamma_{xy}}{\gamma_{xx}} \right)^2 \right]^{1/2} dy = (1 + h) \int_0^1 \frac{1}{f_0|h'| \eta^2 + \sqrt{1 - \eta^2}} d\eta \]

\[ = \frac{\pi}{2} \frac{1 + h}{1 + \sqrt{f_0|h'|}} \approx (1 + h) \frac{\pi}{2} [1 + O(|h'|^{1/2})], \]

\[ j_{pp}(u) \approx 4\pi \int_{x_f}^{L/2} \frac{|h'|}{(1 + h)(1 + \sqrt{f_0|h'|})} dx = 4\pi \ln(1 + h(x_f))[1 + O(|h'|^{1/2})]. \]

Secondly, we consider \( x \in (-x_f, x_f) \), where only a thin layer of fluid is sheared. The contribution \( j_f(u) \) to \( j(u) \) from the fouling region comes from the thin shear layers, at \( y \approx \pm 1 + h(x_f) \). The plug velocity is approximately \( u_p \approx |1 + h(x_f)|^{-1} \) and it therefore follows that:

\[ j_f(u) \approx \frac{4x_f}{1 + h(x_f)} [1 + O((d_0')^2)], \]

where again \( d_0(x, B) \) is taken to represent the width of the sheared layer (see the analysis of the short fracture). To summarise, if \( x_f \) is known then \( j(u) \) is approximately:

\[ j(u) \approx j_s(u) + j_{pp}(u) + j_f(u) \]

\[ \approx 4 \int_{x_f}^{L/2} \frac{1}{1 + h(x)} dx + 4\pi \ln(1 + h(x_f)) + \frac{4x_f}{1 + h(x_f)} + ... \]

where the additional terms are of smaller order in either \( 1/L \) or \( 1/B \). Consequently, as \( B \to \infty \) we approximate:

\[ Od(x_f) \sim \frac{Q(u)}{j(u)} \approx \frac{L/2}{\int_{x_f}^{L/2} \frac{1}{1 + h(x)} dx + \frac{x_f}{1 + h(x_f)} + \pi \ln(1 + h(x_f))} \quad (3.37) \]

In general we expect that the strain rate is minimized, amongst all con-
strains. If we regard $x_f$ as being selected in this way, the actual $x_f$ is determined by maximizing $Od(x_f)$ with respect to $x_f$, thus giving $Od_c$. Note that the first 2 terms in the denominator of (3.37) effectively interpolate between the limiting $Od_c$ derived for short channels ($x_f \to L/2$) and that for long channels with no fouling ($x_f \to 0$). The 3rd term in (3.37) also vanishes as $x_f \to L/2$, so that the expression for short channels is contained in (3.37).

Figure 3.18a shows examples of the variation of $Od(x_f)$ computed from (3.37) for $L = 20$, $H = 0, 1, 0.8$ (black), and $L = 6, H = 0, 0.25, 0.5, 0.2$ (red). The maximum of $Od(x_f)$ is attained either at an endpoint or at the zero of:

$$x_f = \pi(1 + h(x_f)),$$

which is straightforwardly computed. For the examples shown, for $L = 6$ the maximum is $Od_c = 1$, attained at $x_f = L/2$, for all $H$. As $(1 + h(x_f)) \in [1, 1 + H]$, we see that the above equation has a root only for $L > 2\pi$. Since when this is not satisfied we find $Od_c = 1$, which is the short fracture limit we adopt the condition

$$L < 2\pi,$$

as our definition of short fractures. At larger $L$ we see that there is a maximum in $(0, L/2)$ and compute this numerically. As $L \to \infty$ we find that $2x_f/L \to 0$ since $x_f \to (1 + H)\pi$. The 2nd and 3rd terms in the denominator of (3.37) then become $O(1/L)$ smaller than the first, which converges to $Od_c$ for the long fracture limit without fouling. Figure 3.18b shows the variation of $Od_c$ with $L$ for 2 values of $H$, computed as the maximum of (3.37). For $L$ satisfying (3.39) we see $Od_c = 1$, increasing smoothly to the asymptotic values for no fouling at large $L$, marked with the broken lines.

We have computed $Od_c$ from this toy model, by maximizing (3.37) over $x_f$. Figure 3.19a & b plot respectively $Od_c$ and $x_f$ as functions of $(H, L)$. We see that the limiting behaviour for both short and very long fractures is represented in $Od_c$. As $(H, L)$ both increase the predicted $Od_c$ also increases away from 1. The computed values of $x_f$ are close to $L/2$ for short fractures and approach zero only for very long fractures (Fig. 3.19b). Figure 3.19c presents a contour plot of the largest values of $Od$ attained in our compu-
Figure 3.18: a) Variation of $Od(x_f)$ from (3.37) for: $L = 20$, $H = 0, 1, \ldots, 8$ (black); $L = 6$, $H = 0, 0.25, 0.5\ldots2$ (red). b) Variation of $Od_c$ (computed by maximizing $Od(x_f)$ in (3.37)) with $L$ for $H = 1$ (black) and $H = 4$ (red). Broken lines indicate the limit of $Od_c$ with no fouling.

...
Figure 3.19: a) Variation of $Od_c$, computed by maximizing (3.37). b) Variation of the value of $x_f$, that maximizes (3.37), scaled with $L/2$. c) Variation of $Od_c$, approximated as the largest value of $Od$ from our 2D computations, typically at $B = 10^4$. d) Absolute relative error between a & c.

An improved toy model

Although the relative errors in Fig. 3.19d are reasonable, it is possible to improve the estimate of $j(u)$. From consideration of Fig. 3.16 and similar, it is evident that the pseudo-plug behaviour is more complex than that given by the proposed $j_{pp}(u)$. The simplest improvement is to include the
neglected $f_0|h'|$ term, i.e.

$$j_{pp}(u) \approx 4\pi \int_{x_f}^{L/2} \frac{|h'|}{(1+h)\left(1 + \sqrt{f_0|h'|}\right)} \, dx. \quad (3.40)$$

The stress approximations (3.34) & (3.35) can be matched with the computed stresses at each $x$ in the pseudo-plug, approximating $f_0(x)$ from the stress values close to the wall. Interestingly, this procedure suggests that $f_0(x) = \text{constant}$ throughout the pseudo-plug region. Inspection of many computations suggests that $f_0 \approx 1$.

We may now repeat the same procedure as for the toy model. We find $x_f$ by maximizing $Od_{x_f}$, now given by:

$$Od(x_f) \sim \frac{Q(u)}{j(u)} \approx \frac{L/2}{\int_{x_f}^{L/2} \frac{1}{1+h(x)} \, dx + \frac{x_f}{1+h(x)} + \pi \int_{x_f}^{L/2} \frac{|h'|}{(1+h)\left(1 + \sqrt{f_0|h'|}\right)} \, dx}. \quad (3.41)$$

This results in $Od_c$ and $x_f$ as illustrated in Fig. 3.20a & b, respectively. We observe a general increase in $Od_c$ and a small shift in $x_f$. The relative error with the computed 2D results is however diminished; see Fig. 3.20c, now typically remaining below 10% for most of the parameter space.

### 3.4.6 Affine fractures

Finally we present some examples of the limiting process in affine fractures. Three different styles of affine fracture are generated for intermediate $H = 2$, $L = 20$. Figures 3.21-3.23 present the sequence $B = 100, 1000, 10000$ for each case, plotting the speed, streamlines and unyielded plug regions. In general we observe that the small scale fracture roughness is always fouled. As $B$ increases a larger fraction of the fracture becomes immobilised. The boundaries of the flowing part of the fracture are formed by arc-like surfaces that span between locally narrow points of the fracture wall. The radius of curvature of these surfaces increases with $B$. 
Figure 3.20: a) Variation of $Od_c$, computed by maximizing (3.41). b) Variation of the value of $x_f$, that maximizes (3.41), scaled with $L/2$. c) Absolute relative error between a & our $Od_c$ calculated from the 2D computations.
Figure 3.21: Computed examples of speed $|\mathbf{u}|$ & streamlines for a symmetric affine fracture. Parameters are: $H = 2$, $L = 20$, $B = 100, 1000, 10000$, from top to bottom, with (gray) un-yielded plugs.

It is notable that as $B$ increases, the self-selected flowing channel geometry consists of a series of joined segments along which the streamlines are approximately parallel. In such sections shear components evidently dominate. These parallel segments are connected by angular converging and diverging segments, in which extensional stresses and strain rates will be significant. The limiting process as $B \to \infty$ appears to result again in a combination of thin yielded shear-layers and non-vanishing $O(1)$ pseudo-plug
regions. Although the evident complexity of the self-selection and limiting processes so far elude a simple explanation, there is some hope that these component structures can be understood. Thus, if one can first understand the geometric features of flow self-selection (meaning the fouling process and orientation of flowing part of the fracture, generating tortuosity) it should be possible to estimate the critical pressure drops (or yield stresses).

More quantitatively, we may evaluate $O_d_c$ for these geometries from the
Figure 3.23: Computed examples of speed $|u|$ & streamlines for a fracture formed from two identical affine surfaces, shifted. Parameters are: $H = 2$, $L = 20$, $B = 100$, 1000, 10000, from top to bottom, with (gray) unyielded plugs.

computed 2D solution. Figure 3.24 shows convergence of $Od \to Od_c$ as $B \to \infty$. The symmetric fracture has the smallest $Od_c$, and also appears to have the more constricted flow apertures. The other 2 geometries appear to compensate increasing tortuosity (smaller $Od$) with an larger effective channel width (larger $Od$).
Figure 3.24: Computed Oldroyd number as function of the Bingham number for the three different affine fractures of Figs. 3.21-3.23. Blue squares: the two surfaces are symmetrical. Red circles: the two surfaces are uncorrelated. Black lozenges: the two surfaces are identical, shifted laterally with a constant gap.

3.5 Discussion and summary

In this chapter we have investigated the two-dimensional flow of a Bingham fluid along an uneven fracture. The work has 2 principal foci. Firstly, to determine numerically the flow rate-pressure drop relationship in such geometries (the appropriate Darcy law), to understand better the limits of simple approximations that are presently used in a somewhat ad hoc manner. Secondly, we explore the limiting values of pressure drop (equivalently yield stress) at which non-zero flows are first found. This question has critical consequences for the study of flow onset in pressure driven porous media.
flows, i.e. selection of the critical initial path, as well as helping provide practical estimates for invasive sealing of porous media/channels, i.e. how far will a sealing fluid penetrate under a given driving pressure?

The initial part of the chapter has extensively studied geometric effects in idealized fractures (periodic with wavy or triangular profiles) of dimension \((H, L)\). Strict application of lubrication/Hele-Shaw type approximations to the Darcy law has been shown to be limited to \(H/L \ll 1\), as may be expected. As a rule of thumb, errors of 10% or less appear to require \(H/L \lesssim 1/20\). For geometries outside of these limits, flow approximations are vulnerable to similar effects to Newtonian fluids, e.g. developing tortuosity etc. One significant difference between Newtonian and Bingham (or other generalised Newtonian) fluids is in the coupling of geometrical and rheological parameters in the flow law. In the Newtonian fluid literature there are many efforts to improve and extend Darcy-law type estimates to these situations. Here we have resisted the temptation to develop analogous methods. It is clear that some of these methods would be effective, especially in the limit of low \(B\) and for \(H/L\) increasing away from the lubrication limit, but inflicting this algebraic misery on the reader is left to other researchers.

Moving to larger \(B\) or for \(H/L \not\ll 1\) a more serious limitation of lubrication type approximations to the Darcy law emerges. Unyielded fluid appears at the wall in deeper parts of the fracture (fouling layers). Fouling layers provide an \(O(1)\) adjustment of the flowing area and hence \(O(1)\) errors in the predictions of lubrication type approximations. We have demonstrated that these errors can be reduced significantly, by adopting the yield surface of the fouling layers as the new fracture wall and applying the usual lubrication approximation. Therefore, approximating the flow-law presents no particular problem provided the fouling layers are known. Unfortunately, this is not the case as the fluid self-selects the flowing area.

Previous work has addressed the question of onset of fouling in idealized geometries with \(O(1)\) variations \([208, 209]\); (see Chapter 2 & Chapter 4). Smaller scale roughness also seems to readily foul, although to our knowledge this has not been quantified. At intermediate \(B\) estimating the degree of fouling appears difficult, as a general problem for which one would like to
specify a simple predictive closure relationship. However, numerical solution as here is an effective tool even for the very complex affine geometries, and can be easily extended to more general yield stress fluid models. The other parameter range where fouling can be predicted is that in which $B \rightarrow 1$ and the flow stops.

A significant part of the chapter has considered the limit of no flow $B \rightarrow \infty$, which via a rescaling can be characterized with the Oldroyd number:

$$Od = \frac{\hat{L}}{D} \frac{\hat{\gamma}}{\Delta P},$$

(3.42)

directly representing the balance between applied pressure and resisting yield stress. Above a critical value $Od_c$ there is no flow. On the theoretical side, we have formally characterized $Od_c$ as a limiting ratio of flow rate to plastic dissipation, shown that this limit is attained by the velocity solution, and provided general bounds on convergence of the viscous dissipation, plastic dissipation and flow rate, in the limit $Od \rightarrow Od_c^-$. We have then studied the approach to $Od_c$ numerically and asymptotically for simpler symmetric fracture geometries, deriving the leading order behaviour in the cases of both short and long-thin fractures.

For short fractures we find that $Od_c = 1$: at large $B$ the flow consists of an intact central plug region separated from the walls (and fouling layers) by a progressively thinning shear layer. This limit is analogous to the flow in a uniform channel, for which also $Od_c = 1$. Short fractures, for the purposes of this limiting process, are defined as $L < 2\pi$. For long-thin fractures no fouling occurs and the lubrication approximation is valid, leading to a readily calculable $Od_c > 1$.

Intermediate fractures are more interesting. The central plug region here is broken into 2 parts (in wide and narrow parts of the fracture) and remains so as $B \rightarrow \infty$. The plug in the widest part occupies a length approximately equal to that of the fouling layer (defined as $2x_f$), whereas the size of plugs in the narrowest part of the fracture remains of $O(1)$. Between the two plug regions we find a slightly sheared pseudo-plug region. The pseudo-plug joins to the wall in a narrow layer of high shear and a similar high shear layer
separates fouling layers and the central plug in the wide part of the fracture. Based on these observations, we have proposed a rather simple toy model to describe the limiting flows. In each of the above regions we are able to estimate the strain rate and hence construct an approximation to the plastic dissipation that depends only on the single parameter $x_f$, the half-length of the fouled layers. Via minimizing the plastic dissipation at fixed flow rate we are able to estimate both $x_f$ and to calculate the limiting $Od_c$. The relative errors in this crude approximation are typically $\leq 10 - 15\%$, allowing us to effectively predict critical pressure for the onset of flow.

We have also performed several simulations in self-affine fracture as shown in Figs. 3.21-3.23. Although these geometries deserve a far more complete study, we may infer some trends from our current results. Firstly, both pseudo-plugs and the fouling layers are present in the affine fractures. Secondly, the limiting zero flow behaviours again appears to be characterized by geometries that simplistically are componentwise constructed of shear layers, pseudo-plugs and fouled regions. This leads us to the conclusion that to understand the flow one needs to understand how the fouling layer is self-selected. It seems for instance obvious that it acts as a filter for the small scales - the roughness problem. It is however unclear how the larger-scale heterogeneities are filtered. Similarly to the wavy fractures, the final selected flowing channel seems to have a rather constant width, at least in sections.

Finally, we should observe that the critical Oldroyd number frequently is quite far from that obtain by the lubrication approximation, where it is derived from the harmonic mean of the fracture width. The result has a strong consequence if one want to investigate onset/channelization in porous media or in a rough Hele-Shaw cells (2D fractures). As seen, the range of wavelengths for which the naïve lubrication approximation is valid is limited and its usage will incur $O(1)$ errors.
Chapter 4

Stokes flow through washouts

In this chapter we begin to study the industrial flows that arise in the primary cementing of oil and gas wells, in cases where the well has a washed out section. This narrow annular geometry is idealized by studying flows in a longitudinal 2D section. We perform a detailed computational study of the flow of a Bingham fluid along a narrow channel, with one locally uneven wall (the washed out section of an oil well about to be cemented). By studying a wide range of different washout geometries, of differing shapes characterized by dimensionless height $h$ and length $L$, we discover that the flows exhibit a type of self-similarity in the limit of large $h$ and $B$. More specifically, in this limit we find that regardless of the washout geometry, the area of the channel that contains moving fluid is the same for each $L$. Essentially, uneven and distant parts of the washout become full of static fluid, below the yield stress, while the flow self-selects its own unique geometry. The washout geometry with the largest flowing region within the washout, appears to be the square wave. We show how a simple correction can be calculated that allows one to predict the flowing area for other washout geometries. Lastly, we examine the effect on the pressure drop of different washout geometries.

The flows considered in this chapter are Stokes flows, which might correspond to the breaking of circulation in the well, i.e. low initial flow rate. This restriction is to enable us to study a simplified initial problem with only 3 dimensionless groups, while addressing some of the complexity of the geom-
etry (which is typically unknown in a washout). Subsequently, in Chapter 5 we consider inertial flows and later in Chapter 6 we consider later in the cementing process when the drilling mud is displaced by another fluid.

4.1 Introduction

A crucial part of the primary cementing operation \[176\] is the removal of drilling mud from the annular space between casing and formation. This occurs during the fluid displacement (or cement placement) phase of the process, which is itself a complex flow not fully understood; see e.g. \[33, 49, 189\]. Prior to the fluid displacement phase, most service companies and operators recommend to pre-circulate the well, by pumping the drilling mud from the bottom to the top of the well at least once (“circulating bottoms-up”).

The circulation phase has two main purposes. Firstly, drilled cuttings and other solids still in the well, which may have settled as the casing is run in to the borehole, are cleared from the flowpath. Secondly, the circulation serves to shear the mud and hence condition it prior to displacement. Depending on the operational circumstances and the type of drilling mud, the mud may have been static in the borehole for a period of hours before circulation. Over this time significant gel strengths may develop due to thixotropic effects. Simplistically speaking this gel strength is destroyed by shear, returning the drilling mud to its dynamic yield stress (which may still be significant).

Unlike drilling geometries, the annuli in primary cementing are relatively narrow. If the borehole is reasonably uniform, the flow is primarily in the axial direction and on each azimuthal section the largest shear stresses are found at the walls of the annulus. The wall shear stresses are smaller on the narrow side of the eccentric annulus. This means that there is a critical minimal pressure gradient that must be exceeded in order to mobilize the

drilling fluid on the narrow side of the annulus; see e.g. [157, 225, 246]. Thus, stationary residual drilling fluid is an inherent part of flowing through irregular geometries.

A different type of irregularity occurs in poorly consolidated formations that may partially collapse during the drilling process. The resulting “washouts” (see e.g. Fig. 4.1) are geometrically dependent on both the drilling hydraulics and the local geology, hence unpredictable, although sometimes measured using a caliper. The effect on mud circulation of such geometries can however be guessed: for sufficiently deep washouts we expect the drilling mud to remain static within parts of the washout during the circulation operation. The objective of this chapter is to begin to systematically study this phenomenon, with the aim of being able to offer quantitative predictions.

We have not found any work that directly studies this problem. Three difficulties present themselves. First, the washout geometries are unpredictable and three-dimensional (3D), making analytical study difficult and computational study slow. Second, the critical feature of the yield stress in the drilling mud must be accounted for physically and computationally in a way that distinguishes slowly flowing regions from stationary regions. For example, slow flows past cavities of Newtonian fluids can yield arbitrarily slowly moving fluid, see e.g. [166]. Thirdly, a range of flows are experienced in cementing and drilling operations (see [41, 176]), ranging from the breaking of circulation through to fully turbulent flows. Thus, at the outset it is necessary to focus in on specific flow types and make simplifications in order to make the problem tractable while still preserving some relevance. In this chapter we study non-inertial or Stokes flow solutions ($Re = 0$) past two-dimensional (2D) washout regions.

A number of authors have studied flow of yield stress fluids past cavities or expansions, either in 2D or axisymmetric geometries. Mitsoulis and co-workers (e.g. [164]) have studied both planar and axisymmetric expansion flows, over a wide range of Bingham and Reynolds numbers, showing significant regions of static fluid in the corner after the expansion. Flow of yield stress fluids through an expansion-contraction has been studied experimen-
tally and computationally in [73, 173, 175]. In [73] Carbopol solutions were pumped through a sudden expansion/contraction, i.e. narrow pipe – wide pipe – narrow pipe. A range of flow rates were studied and the yield surfaces were visualised nicely by a particle seeding arrangement. Inertial effects are evident in asymmetry of the flow. For all the experiments shown, stagnant regions first appear in the corners of the expansion and for all the results shown there are stagnant regions. Comparisons are made between experimental and numerical results, which are at least qualitatively in agreement, see [79, 174]. In [175] qualitatively similar computations are carried out, but using an elasto-viscoplastic model.

Previous work has studied flow along a symmetric 2D wavy channel. Small amplitude long wavelength perturbations from a uniform channel geometry have been studied in [102, 199]. The focus is on deformation and breaking of the central plug region. Secondly, in [208] (see Chapter 2) we have studied larger amplitude perturbations, using a numerical method similar to that here. We have derived predictions for the onset of stationary fluid regions (fouling layers), which occurred always initially at the walls in the widest part of the channel, quantified in terms of a critical slope of the wall. The main difference between the present chapter and [208] is that, having noticed qualitative difference between smooth wavy walls and abrupt expansion-contractions, we now begin to consider geometric variability in a more systematic way, i.e. we aim to derive results that may be applicable to generic washout shapes.

An outline of this chapter is as follows. In §4.2 we derive the general model and describe the four washout geometries that we study. We also present an overview of the computational method, targeted here at $Re = 0$. For the results we first present examples of typical variations in the velocity, unyielded plug boundaries and the stress components, for the four washout geometries as the depth is increased; see §4.3.1. This is followed by a more systematic study of geometry and yield stress effects in §4.3.2, focusing only on the plug regions. We show that the onset of stationary flow is more complex than suggested in [208], but in contrast for large enough amplitudes a type of similarity emerges between geometries as the flow self-selects the
flowing area. Section 4.3.3 describes our analysis of this self-selection and how to predict the flowing area of the washout. In 4.3.4 we describe the effects of the washout on the pressure drop along the channel, in terms of a correction. The chapter closes with a summary in §4.4.

4.2 A simplified washout model

Primary cementing circulation occurs through a long narrow eccentric annulus. In many situations, restrictions on frictional pressures limit the flow rates to the laminar regime, in which case the main velocity components are along the borehole axis, with azimuthal flows driven by slow axial variations in eccentricity. Supposing in this situation that we have a washout section, a reasonable simplification of the flow might be to consider a two-dimensional (2D) azimuthal-axial slice through the annulus; see Fig. 4.1. Neglecting azimuthal flow, the channel formed has an in-gauge width $\hat{D}$ (dependent on the inner and outer diameters and the eccentricity), being bounded on the inside by the casing and on the outside by the formation.

The washout geometry is as yet unspecified, but in the 2D section described we will characterize the washout as having a length $\hat{L}$ and a maximum amplitude $\hat{H}$. Coordinates ($\hat{x}, \hat{y}$) are aligned along the channel and
across the annular gap, respectively; see Fig. 4.1. Fluid circulates axially along the 2D section and we might assume a mean velocity \( \hat{U}_0 \) in the \( \hat{x} \)-direction. As a typical width, \( \hat{D} \) is in the range 3 – 80 mm, the drilling mud may be considered as locally incompressible over the length of the washout, even for \( \hat{L} \) of the order of a few meters. A suitable model therefore is given by the Navier-Stokes equations for an incompressible viscous fluid. Non-Newtonian effects are significant and principal amongst these is the yield stress effect (at least for the flows we consider). The simplest rheological model containing a yield stress is the Bingham fluid. This model is also one that is used in drilling applications, although more complex models (e.g. Herschel-Bulkley) are also used. We use the Bingham constitutive model here, characterizing the fluid via its density \( \hat{\rho} \), yield stress \( \hat{\tau}_Y \) and plastic viscosity \( \hat{\mu} \). Although a gross simplification, the key feature of yielding/not-yielding is captured by this model.

The Navier-Stokes equations are made dimensionless using \( \hat{D} \) and \( \hat{U}_0 \) as length and velocity scales, respectively. Time is scaled with \( \hat{D}/\hat{U}_0 \), the shear stresses are scaled with \( \hat{\mu}\hat{U}_0/\hat{D} \) and the static pressure is subtracted from the pressure before also scaling with \( \hat{\mu}\hat{U}_0/\hat{D} \). The resulting equations are:

\[
\begin{align*}
Re \frac{Du}{Dt} &= -\frac{\partial p}{\partial x} + \frac{\partial}{\partial x} \tau_{xx} + \frac{\partial}{\partial y} \tau_{xy}, \quad (4.1) \\
Re \frac{Dv}{Dt} &= -\frac{\partial p}{\partial y} + \frac{\partial}{\partial x} \tau_{xy} + \frac{\partial}{\partial y} \tau_{yy}, \quad (4.2) \\
0 &= \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y}, \quad (4.3)
\end{align*}
\]

where \( u = (u, v) \) is the velocity, \( p \) is the modified pressure and \( \tau_{ij} \) is the deviatoric stress tensor. The constitutive laws are:

\[
\begin{align*}
\tau_{ij} &= \left( 1 + \frac{B}{\hat{\gamma}(u)} \right) \hat{\gamma}_{ij} \iff \tau > B \quad (4.4a) \\
\hat{\gamma}_{ij}(u) &= 0 \iff \tau \leq B, \quad (4.4b)
\end{align*}
\]
where

\[ \dot{\gamma}_{ij}(\mathbf{u}) = \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i}, \quad \mathbf{u} = (u, v) = (u_1, u_2), \quad \mathbf{x} = (x, y) = (x_1, x_2). \]

and \( \dot{\gamma}, \tau \) are the norms of \( \dot{\gamma}_{ij}, \tau_{ij} \), defined as

\[ \dot{\gamma} = \sqrt{\frac{1}{2} \sum_{ij} \dot{\gamma}_{ij}^2} \quad \text{and} \quad \tau = \sqrt{\frac{1}{2} \sum_{ij} \tau_{ij}^2}. \quad (4.5) \]

Two dimensionless numbers appear above. Firstly, the Reynolds number, \( Re \):

\[ Re \equiv \frac{\rho U_0 D}{\mu}, \quad (4.6) \]

which represents the ratio of inertial to viscous effects. Secondly, the Bingham number, \( B \):

\[ B \equiv \frac{\dot{\gamma}_Y D}{\mu U_0}, \quad (4.7) \]

represents the competition between yield and viscous stresses. As well as these, two geometric dimensionless parameters result: \( h = H/D \), representing the maximal depth of the washout, and \( \delta = \dot{D}/\dot{L} \), characterizing the aspect ratio of the washout.

### 4.2.1 The model problem, \( Re = 0 \)

For the remainder of this chapter we consider only steady non-inertial flows \( (Re = 0) \), which would characterize the flow directly after the breaking of circulation, i.e. as the pressure drop is increased sufficiently for drilling mud to begin to flow. The main reason however for the neglect of inertial effects is that our study is focused at the relative importance of viscous and yield stress effects, i.e. the potential for immobility of the mud in the washout, and is sufficiently complicated by geometric considerations. Some simplification is needed in order to be able to extract meaningful results. We might intuitively expect that more problematic cases industrially are likely to be in wells where \( Re \) is restricted and stationary regions consequently
large, i.e. does neglect of inertia reflect a worst case situation?

The equations we study therefore are:

\[ 0 = \frac{\partial p}{\partial x} + \frac{\partial}{\partial x} \tau_{xx} + \frac{\partial}{\partial y} \tau_{xy}, \quad (4.8) \]
\[ 0 = -\frac{\partial p}{\partial y} + \frac{\partial}{\partial x} \tau_{xy} + \frac{\partial}{\partial y} \tau_{yy}, \quad (4.9) \]
\[ 0 = \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y}, \quad (4.10) \]

For a computational domain we extend the channel uniformly both upstream
and downstream of the washout section; see Fig. 4.2. The two extensions
are determined empirically (see below in Section 4.2.3), to be sufficient to allow
that imposition of a constant drop in pressure along the channel produces
fully developed velocities at both \( x = -1/2\delta - l_d \) (entry development length)
and at the exit, \( x = 1/2\delta + l_e \). If the washout geometry is symmetric, then
due to symmetry properties of the Stokes equations, we would expect that
\( l_d = l_e \). Boundary conditions of

\[ u = 0, \quad (4.11) \]

are applied at the walls (no-slip). The flow is assumed fully developed at
entry and exit:

\[ \sigma_{xx} = -p + \tau_{xx} = -s, \quad v = 0, \quad \text{at } x = -1/2\delta - l_d, \quad (4.12) \]
\[ \sigma_{xx} = -p + \tau_{xx} = 0, \quad v = 0, \quad \text{at } x = 1/2\delta + l_e. \quad (4.13) \]

Since we have scaled the velocity with the mean axial velocity along the
channel, the pressure drop \( s \) must be found as part of the problem. Essentially, \( s \) is increased until the mean velocity at the entry is 1, i.e. \( s \) satisfies:

\[ 1 = \int_0^1 u(x, y) \, dy, \quad \text{at } x = -l_d. \quad (4.14) \]

The computational domain and boundary conditions are illustrated schemati-
cally in Fig. 4.2.
4.2.2 Washout geometries

We consider 4 families of washout geometry in this study. For all geometries the maximum depth of the washout is $h = \hat{H}/\hat{D}$ and the length is $\delta^{-1} = \hat{L}/\hat{D}$, i.e. the length of that part of the channel that does not have unit width. For each geometry we explore a range of $h, \delta$. The geometries are described as follows.

- **Square wave**: an abrupt change in channel width from 1 to $1 + h$.
- **Triangular wave**: a linear change in channel width from 1 to $1 + h$, over a distance $0.5/\delta$, i.e. the angle of the washout wall, relative to the uniform channel wall is $\alpha_0$, where $\tan \alpha_0 = 2h\delta$.
- **Sinusoidal wave**: linear change in channel width from 1 to $1 + h$, over a distance $0.5/\delta$ following a sine wave. The upper wall of the washout is given by: $y_w = 1 + 0.5h[1 + \cos 4\pi\delta x]$.
- **Koch snowflake**: the shape is based on the Koch snowflake curve; see [232]. The typical Koch snowflake construction involves repeated subdivision of each straight edge into 3, with the addition of a triangular shape on the central $1/3$ of each edge. Normally, this is carried out on an equilateral triangle. Here the initial triangle is formed only on the washout length: $x \in [-0.5/\delta, 0.5/\delta]$, and has depth $h$, i.e. as for the triangular wave. Subsequent iterations form an isosceles triangle with...
4.2.3 Computational overview

The main difficulty in finding solutions of Bingham fluid flows (and other yield stress models) is due to the singularity in the effective viscosity as \( \dot{\gamma} \to 0^+ \). This limit marks the boundary of unyielded (or plug) regions, which may be either attached to the walls of the flow domain or moving rigidly in the interior of the flow domain. The deviatoric stress is undetermined in these regions, satisfying the inequality \( \|\tau\| \leq B \). Only in simple flows are the boundaries known and stresses calculable analytically, e.g. due to symmetry considerations. With some pre-knowledge of the plug topology, numerical solution can be attempted with an iteration loop for the shape of the unyielded regions, e.g. \( [225] \). Although effective in some cases, extension of these methods to general flows with no initial guess for the plug shape is unclear.

A common way to compute general flows is to regularize the singularity by introducing a numerical perturbation into \( (1.13) \), to define the effective viscosity everywhere in the flow domain. Typically this perturbation is charac-

Figure 4.3: Four different categories of symmetric washout geometry, shown for \( x < 0 \): a) sudden expansion-contraction (square wave); b) triangular wave; c) sinusoidal wave; d) semi-fractal, based on the Koch snowflake. All washout shapes are fully determined by \( (h, \delta) \).

equal angles \( \alpha_0 \) on each central third of each straight edge. The number of iterations is stopped when the straight edges being subdivided are just greater than the initial mesh size used for the computation.
terized by a small parameter $\epsilon$, that characterizes the transition to low shear-rates. Several types of regularization have been proposed, e.g. [9, 28, 186]. In these schemes the computational method is exactly as for a nonlinearly viscous (generalised Newtonian) fluid with unyielded regions characterised by very viscous fluid. The usual method to interpret unyielded fluid is by the criterion: $||\tau|| \leq B$, but note that the shape of the unyielded regions then depends on the choice of regularization parameter and regularization method. In addition, on taking $\epsilon \rightarrow 0$ it is known that the velocity solution converges to that of the exact Bingham model, but the stress field will not necessarily converge; see the discussion in [101]. This method is clearly inappropriate for a study that seeks to distinguish static regions from non-static and to characterize the shapes of unyielded regions. Therefore, instead we have used the augmented Lagrangian (AL) method developed by Glowinski and co-workers; see [99, 110, 111]. The chief advantage of AL over viscosity regularization is that the exact form of constitutive relation is used and the algorithm gives truly unyielded regions with exactly zero strain rate.

Basically, the AL method finds the velocity field which minimizes a functional $J(u)$; see e.g. [92]. Because $J(u)$ contains a non-differentiable term, conventional optimization methods cannot be used for solving the minimization. In the AL method $J(u)$ is made differentiable by substituting a strain-rate variable $\gamma$ into the plastic dissipation functional. Then the equality constraint of $\gamma$ and $\dot{\gamma}$ is relaxed, to be enforced by introducing a Lagrange multiplier $T$. Interestingly, $T$ will converge to the stress field in yielded regions and to an admissible stress field for unyielded regions. The unyielded regions are easily identified by the condition $\gamma = 0$ in the AL method. The rest of details are skipped here for conciseness, but for a good explanation we refer to papers by Saramito & Roquet [206, 207, 214]. The final AL algorithm consists of three steps. The first step is a standard Stokes flow problem with a right-hand side term. The second and third steps are simple point-wise updates of $\gamma_{ij}$ and $T_{ij}$ fields. These steps are shown in Algorithm 1, repeated until the acceptable convergence is achieved.

Algorithm 1 shows our solution procedure for the washout flow. Basically it is the same as Algorithm 1 of [193] with a modest improvement for
Algorithm 1 augmented Lagrangian algorithm (AL) for washout

repeat

Step 1: \( \mathbf{u} \) minimization with unit flow constraint:

\[-a \nabla \dot{\gamma}(u^*) = -\nabla p^* + \nabla (T - a \gamma)^n - 1 \]

Applying pressure drop for unit flow constraint:

\[(u^n, p^n) = (u^*, p^*) + \frac{1 - Q^*}{Q_{\Delta p=1}}(u_{\Delta p=1}, p_{\Delta p=1}) \]

Step 2: \( \gamma \) minimization is explicit update at each node:

\[ \gamma_{ij}^n = \begin{cases} 
0, & \text{if } \left\| T_{ij}^{n-1} + a \dot{\gamma}_{ij}(u^n) \right\| < B \\
1 - \frac{B}{\left\| T_{ij}^{n-1} + a \dot{\gamma}_{ij}(u^n) \right\|} \left( T_{ij}^{n-1} + a \dot{\gamma}_{ij}(u^n) \right), & \text{otherwise}
\end{cases} \]

Step 3: \( T \) minimization is explicit update at each node:

\[ T_{ij}^n = T_{ij}^{n-1} + a(\dot{\gamma}_{ij}(u^n) - \gamma_{ij}^n) \]

until \( \left\| \gamma_{ij}^n - \dot{\gamma}_{ij}(u^n) \right\|_{L^2} \leq 10^{-6} \) or 1000 iterations

applying unit flow constraint. The parameter \( a > 0 \) is a constant for the algorithm. In step 1 of the algorithm 1 of [199] the unit flow is obtained using a secant iteration for finding the proper overall pressure drop \( \Delta p \) that gives a unit flow rate across the channel. However we note that a secant iteration is not necessary as the equation is linear with respect to \( \Delta p \). This means the flow rate \( Q = \int_{inlet} u_x \, dy \) also depends linearly on \( \Delta p \). Therefore, we simply find the solution of the system when the only right hand side comes from a unit pressure \( \Delta p = 1 \), and save this solution \((u_{\Delta p=1}, p_{\Delta p=1}, Q_{\Delta p=1})\) denoting velocity, pressure and flow rate, respectively. Then we can simply find the correct \( \Delta p \) needed to get unit flow based on the flow rate \( Q^* \) obtained from all other right hand side contributions except \( \Delta p \). As shown in step 1 of algorithm 1, we find the solution without any overall pressure drop term as \((u^*, p^*, Q^*)\) and then correct the solution to enforce the unit flow rate. Note
that the alternative to this procedure is to enforce the flow rate constraint separately, e.g. in an outer iterative loop, which is generally more costly. Basically, this can be done for free in step 1 due to the linearity.

The finite element method is used for discretizing the Stokes problem in step one of algorithm 1. Due to symmetry of the flow and to save computational time only half of the channel is considered, as illustrated in Fig. 4.3. A limited number of computations were also carried out in the code development stage with the full geometry channel, to verify the symmetry of the flow. For boundary conditions, no-slip is applied at the top and bottom walls and symmetry conditions are used for the left/right boundaries.

The AL algorithm was implemented using the Rheolef [213] C++ FEM library developed by P. Saramito and colleagues in Grenoble. The special feature of this implementation is an anisotropic mesh adaptation. First, the solution is obtained on an initial mesh that is unstructured but of approximately uniform size. Then a new mesh is generated that evenly distributes the interpolation error of the dissipation field, as discussed in [214]. The adapted mesh is refined and aligned along the boundary of unyielded regions. This greatly helps to improve convergence and accuracy of the steady state results, particularly for flow applications such as here. We perform 5 cycles of adaptation. The yield surfaces are clearly identified in the last adaptation. On any computation the maximum number of mesh points was limited to 100000, due to available hardware. BAMG performs the meshing [36, 37]. The details of mesh adaptation strategy can be found at [206]. A typical computation is started with a nearly uniform triangular mesh with 9000 elements and iterations are finished when \( \| \gamma^{ij} - \hat{\gamma}^{ij} \|_{L^2} \leq 10^{-6} \) or after a maximum of 1000 iterations. The code was validated with a uniform channel flow, for which the analytical solution is available. Other benchmark computations can be found in [199, 206].

4.3 Results

In total we have run approximately 1000 computations for the 4 different generic geometries, with the numerical procedure described above. The
ranges of parameters covered for each washout geometry are the same: $1 \leq B \leq 100; 0.5 \leq h \leq 10; 0.05 \leq \delta \leq 1$. Examples of the computed results are presented first in §4.3.1. Section 4.3.2 gives a qualitative description of the parametric results for the 4 geometries, with the focus being on the occurrence of static zones of fluid within the washout zone. In §4.3.3 we uncover some of the universal aspects of stationary zones, showing that at large $h$ these adopt a yield surface profile that is largely independent of washout shape. This enables us to define in a meaningful way parameters that are useful for design of flows through channel-like geometries with washouts.

### 4.3.1 Examples results

For very small $h$ and $\delta < 1$ the flows are effectively perturbations from a plane Poiseuille flow. The central plug region initially remains intact, but eventually breaks as $h$ is increased. The breaking process has been studied in [102, 109] for channel flows with walls that are symmetrically perturbed and similar methods might potentially be employed here. However, this is not the main focus of our study.

Figures 4.4 and 4.5 present examples of variations in fluid velocity (speed plus streamlines) for the 4 geometries at fixed $\delta = 0.25$ and for $h = 0.5, 1, 2, 4$, at $B = 5$ and $B = 100$, respectively. We show half of the domain, with the full development length extending upstream to $x = -5 - 0.5/\delta$. The flow in the development section is very close to a plane Poiseuille flow near the inflow, but as the washout approaches the streamlines spread and are diverted into the washout. This asymmetry couples with axial compression to create deviatoric stresses that yield the fluid in the entry region to the washout. Further along the washout (and in particular for smaller $\delta$) the flow in the main part of the channel recovers into a Poiseuille-like flow with unyielded plug region. However, the shear layers above and below the plug are different and the plug is asymmetrically positioned in the moving part of the fluid.

The main interest of the flow is in the washout part of the channel, where
Figure 4.4: Streamlines superimposed on colourmaps of the fluid speed for different types of washout: $\delta = 0.25$, $B = 5$. Columns are $h = (0.5, 1, 2, 4)$ from left to right and unyielded regions are shown in gray.
Figure 4.5: Streamlines superimposed on colourmaps of the fluid speed for different types of washout: $\delta = 0.25$, $B = 100$. Columns are $h = (0.5, 1, 2, 4)$ from left to right and unyielded regions are shown in gray.
we find areas of stationary fluid growing with $h$. The onset of the stationary areas is however qualitatively different, depending on geometry. First of all, for the Koch snowflake it is common to have stationary fluid trapped in the smallest scale structures, even for relatively small $h$ and $B$. This effect is essentially a wall roughness effect, i.e. simulations with a repeating roughness pattern at the wall would likely also trap fluid on small scales. Secondly, we note that the abrupt step change in channel width exhibits the feature that stationary fluid is first found in the corner regions; see also [79, 164, 174]. The other geometries (discounting small scale roughness) each first encounter stationary fluid zones at the widest part of the channel as $h$ increases through a critical value.

As $h$ increases further, the stationary zone increases but the yield surface position in the upper part of the channel and the streamlines in the flowing region become increasingly insensitive to geometry of the washout. To the eye it appears that the shapes are broadly similar between washout geometries. Larger $B$ results in more stationary fluid in the washout, as might be expected.

Typical stress distributions are explored for the 4 geometries for $B = 5$ and $B = 100$, in Figs. 4.6 and 4.7, respectively (at $\delta = 0.25$, $h = 4$). The columns (from left to right) show $\tau_{xx}$, $\tau_{xy}$, $\sigma_{yy}$, $p$ for each of the washout geometries. We observe broadly similar features between the different geometries. The development region (just prior to entering the washout) is characterised by large negative $\tau_{xx}$, except close to the beginning of the washout at the upper wall. There is a singularity in the stress gradients around the entry corner of the washout (square and triangle shapes), where we may expect relatively poor local convergence of our computations. We also observe an intriguing wispy strand of unyielded fluid that extends from the plug upwards towards the corner of the flow domain. Across this thin plug we appear to have a jump in tangential component of the deviatoric stress from positive to negative. Similar singular behaviours near the corner of a yield surface were found in [225, 246] in studying eccentric annular duct flows; see also [199]. The shear stresses are reduced in the washout part of the flowing fluid, suggesting a significantly reduced pressure drop. As in
Figure 4.6: Components of the stress for different types of washout: \( \delta = 0.25, B = 5, h = 4 \). Columns show \( \tau_{xx}, \tau_{xy}, \sigma_{yy}, p \) respectively, from left to right. The color key for each column is same shown at the bottom. Unyielded regions colored with gray.

\[208\], we find that \( \sigma_{yy} \) becomes largely independent of \( y \) in the shear layers, in the region of the washout where there is a plug.

4.3.2 Parametric variations

Figs. 4.8 and 4.9 show a wide range of unyielded fluid regions for the 4 geometries, again at \( B = 5 \) and \( B = 100 \), respectively. The Koch snowflakes exhibit the “roughness” feature at larger \( \delta \), but for long washouts (\( \delta = 0.05 \)) the snowflake construction does not result in sharp enough undulations to trap fluid. Instead the general effect is of an uneven/rough washout, gradually increasing in size. The uneven wall produces interesting stress variations in the bulk of the flowing region that result in plugs of different sizes and shapes. However, since all these regions are flowing, the practical implications are minimal. For larger \( h \) than is shown, even for long washouts
Figure 4.7: Components of the stress speed for different types of washout: $\delta = 0.25, B = 100, h = 4$. Columns show $\tau_{xx}, \tau_{xy}, \sigma_{yy}, p$ respectively, from left to right. The color key for each column is same shown at the bottom. Unyielded regions colored with gray.

the stationary zones at the wall increase to form a single connected area. For shorter washouts the upper part of the washout has stationary fluid for relatively moderate $h$.

The step change in channel width is interesting in that we see a two stage transition for long washouts. Even for relatively small $h$ we find stationary zones in the corners. The central part of the washout is then simply a uniform channel of width $1 + h$, within which the flow develops into a uniform Poiseuille flow again. As $h$ increases, both the corner regions and yielded development zone at the entry to the washout appear to grow in length. Finally at a critical value of $h$ the corner regions join and the washout has a simply connected region of stationary fluid. After this point, the upper boundary is a yield surface and the moving plug zone becomes asymmetrically located in the washout, i.e. closer to the lower wall.
Figure 4.8: Unyielded regions of the flow (shown in black) for different types of washout at $B = 5$. For each type of washout columns show $\delta = (0.5, 0.25, 0.1, 0.05)$ from left to right respectively and rows are $h = (0.5, 1, 2, 4)$ from top to bottom respectively.
Figure 4.9: Unyielded regions of the flow (shown in black) for different types of washout at $B = 100$, for each type of washout columns show $\delta = (.5, .25, 1, .05)$ from left to right respectively and rows are $h = (.5, 1, 2, 4)$ from top to bottom respectively.
The two most similar geometries are the triangular and sinusoidal washouts. Stationary regions appear at the centre of the washout at the upper wall, at approximately the same $h$, the plug regions in the flowing zone are qualitatively very similar. The differences with larger $B$ are as expected: a general increase in all unyielded regions. However, we also observe an interesting feature for short washouts, in that the central plug region yields only in a narrow fracture at the start of the washout. This suggests that as we take the washout length to zero, there is likely to be a critical $\delta$ above which the central plug does not yield. This is perhaps analogous to a wall roughness effect.

The above figures and our earlier observations suggest that there is little universal about the onset of stationary fluid at the upper wall, i.e. the position of the initial fouling depends on wall roughness and the abruptness of the angle at the end of the washout. Nevertheless, for the triangular and sinusoidal washouts the onset of fouling (stationary fluid at the wall) appears unambiguously at the widest part of the washout. As in our previous work [208], it appears that the onset occurs at a combination of $(h\delta)$, which is effectively the slope of the washout wall. Figure 4.10 plots the results of all our computations for these 2 geometries, classified as either having stationary or mobile fluid in the washout. The critical values of $(h\delta)$ appear to be primarily a function of $B$; see also Fig. 10 in [208].

4.3.3 Flowing area

Since successive increases in washout size do not appear to have a large effect on the area of mobile fluid, it becomes of interest to characterize this effect. In all our computations stationary fluid has only been observed within the washout region. We therefore define $A_F$ as the area of the washout that has non-zero velocity, i.e. meaning that part of the flow geometry above $y = 1$ and between $x = \pm 0.5\delta^{-1}$.

The initial increase in $A_F$ scales for some washout geometries and parameter ranges like $h/\delta$ (i.e. increasing like the washout area) and for others like $\delta^{-2}$ (characterized approximately by the arc of a circle). However, none
of these scalings was found to be uniformly valid. For any non-zero $B$ we have observed that $A_F$ increases and asymptotically approaches a constant value as $h \to \infty$. It was also noted in parametric studies such as those in Figs. 4.8 and 4.9, that the shape of the yield surface bordering the static fluid, in the widest part of the channel, appeared to be similar between geometries, as $h$ increases. Figure 4.11 illustrates this effect for two sets of $(B, \delta)$ with both triangular and wavy washout geometries, compared against the square washout. The broken black line indicates the computed position of the yield surface in the square washout. The red line indicates the yield surface in the wavy (or triangular) washout. As $h$ increases we see that the red and black profiles converge in the centre of the washout. Away from the centre of the washout the yield surfaces cannot coincide, since the wall of the washout (for triangular and wavy geometries) lies inside the yield surface of the square washout. Effectively, the convergence must wait until $h \to \infty$ and the washout wall progressively approaches the square washout shape. This convergence is consequently relatively slow and is slowest for the wavy washout, which is always smooth.

Although the convergence is slow the trend is clear, and a simple method
Figure 4.11: Comparison of static region for triangular and wavy washout (solid black/red) with the corresponding square washout (dashed). Only washout enlargement section is shown. Flowing are correction is shown in gray. Rows are $h = (1, 2, 3)$ from top to bottom, for the two left columns ($B, \delta) = (2, 5)$ and two right columns ($B, \delta) = (10, 25)$

of predicting $A_F$ suggests itself. Suppose that we are able to characterize $A_F$ for the square washout, as $h \to \infty$ and the yield surface approaches a constant shape. We call this (square washout) limiting flowing area $A_{F,\infty}(B, \delta)$ and note that in fact the convergence to $A_{F,\infty}$ with $h$ appears to be relatively fast for the square wave. For any other shape of washout, we now define a correction by subtracting the areas of the washout from that of the square washout yield surface, say $A_{C,h}(B, \delta)$. These corrections correspond to the shaded gray areas in Fig. 4.11. Note that these corrections are computed from the known washout geometry and the square washout yield surface,
Figure 4.12: Corrected flowing area of wavy and triangular washouts against the square washout flowing area as the washout gets deeper (increasing $h$). Left plot $(B, \delta) = (2, .5)$ and right plot $(B, \delta) = (10, .25)$. Markers are ◦ Wavy washout and ▽ linear washout. The dashed blue line shows $A_{F,\infty}(B, \delta)$, the limiting flowing area of square washout without any need to compute the actual flow. The flowing area is then approximated by:

$$A_F(h, B, \delta) \approx A_{F,\infty}(B, \delta) - A_{C,h}(B, \delta).$$  \hfill (4.15)

To test the validity of this approach, we calculate $A_{C,h}(B, \delta)$ for the triangular and wavy washouts and add the correction to the computed $A_F(h, B, \delta)$. Figure 4.12 plots $A_F(h, B, \delta) + A_{C,h}(B, \delta)$ for triangular and wavy washouts, comparing against $A_F(h, B, \delta)$ for the corresponding square washout. We can see that the corrected flowing areas converge to that of the square washout relatively well.

### 4.3.4 Pressure drop

Apart from flowing area a second parameter of interest to flow design is the effect that the washout has upon the pressure drop. Intuitively, since the washout section is wider we expect that the pressure drop is reduced in comparison to that experienced through a uniform channel of the same
length. We define $\Delta P$ as this reduction in pressure drop, i.e.

$$\Delta P = -(L/2 + 5) \frac{\partial \bar{p}}{\partial x} |_{\text{Poiseuille}} - [\bar{p}(-L/2 - 5) - \bar{p}(0)],$$

(4.16)

where $\frac{\partial \bar{p}}{\partial x} |_{\text{Poiseuille}}$ is the pressure gradient of the plane channel Poiseuille flow and $\bar{p}(x)$ is the computed pressure, averaged with respect to $y$ across the channel. Note that $\tau_{xx} = 0$ at the symmetry plane $x = 0$ and $\tau_{xx} \approx 0$ at $-(L/2 + 5)$, due to the entry length. Thus, the drop in $\bar{p}$ is essentially that in $-\sigma_{xx}$.

Figure 4.13 shows typical variations in $\Delta P$ with $h$ at fixed $B$, for the square wave washout. In each case, as $h$ increases $\Delta P$ approaches a constant value that depends on both $B$ and $L$ (or $\delta$). This convergence to a constant value is of course mimicked by the yield surface approaching a constant shape, as we have seen in the previous sections. Comparing between Figs. 4.13a & b we see that there is an increase in $\Delta P$ with $B$ and each figure illustrates the increase in $\Delta P$ with $L$. At significant $B$ we have seen previously that the flowing areas for all geometries converge to that for the square wave as $h$ increases. Fig. 4.13b plots (red broken line) the same data for the wavy washout for 2 values of $\delta$. We can see that convergence of the pressure drops is evident but relatively slow, as we have seen for the flowing area.

Figure 4.14 shows typical variations in $\bar{p}(x)$, compared against the Poiseuille flow pressure distribution. As expected the pressure drop in the washout section is significantly smaller than the Poiseuille flow gradient would have been. The gradients converge as we approach the entrance to the channel. The square washout induces a sharp change in gradient at the start of the washout: other geometries are smoother.

To quantify the significance of the pressure drop we first note that $\Delta P$ arises mostly from the washout section (although there is some variation in the development length). To compensate (partly) for the evident increases in $\Delta P$ with $L$ we consider instead $2\Delta P/L$ (note $\Delta P$ is for $L/2$ in equation (4.16)), which has an interpretation as the reduction in pressure gradient, (averaged over the washout length). We scale this quantity with $\frac{\partial \bar{p}}{\partial x} |_{\text{Poiseuille}}$.
Figure 4.13: Pressure drop reduction (compared to uniform channel) for the square washout: a) $B = 1$; b) $B = 10$. In b the broken red line indicates the analogous results for the wavy washout.

Figure 4.14: Averaged computed pressure $\bar{p}(x)$ (square washout) compared with the pressure in the uniform channel (broken line): a) $(h, \delta, B) = (.5, .25, 10); (h, \delta, B) = (.5, .1, 10)$. We can see that typically for shorter washouts and larger $B$ the pressure gradient reduction is significantly less that the frictional pressure gradient of the channel flow. It is only for long washouts and smaller $B$ that the pressure gradients become comparable.

Although potentially from our results we could attempt to derive a pressure drop correction to apply to washout geometries, we have not done so. Firstly, in oil well cementing geometries the static pressure is usually dom-
\[
\frac{(2\Delta P/L)}{p \partial x}\text{Poiseuille}
\]

Figure 4.15: Computed pressure gradient reduction for large \(h\), compared to Poiseuille flow uniform pressure gradient (for the square washout)

invariant over the frictional pressure, so that the washout effect is minimal in terms of total pressure. Secondly, it is unclear how such a correction should be applied over a full annular geometry, where the washout geometry may change azimuthally but the axial pressure drop does not.

4.4 Discussion and summary

This chapter has considered slow flows of a yield stress fluid through a plane channel with a non-uniformity on one side. This provides a model for circulation of drilling fluid through a narrow annulus with washouts. Washout geometries are usually not measured and may vary considerably. Although at first it seems an impossible problem to study the mechanics in such an unknown geometry, this proves not to be the case. Our results have shown that in the case that the washout is relatively deep and the yield stress relatively large (high \(B\)), the fluid acts to self-select the flowing region in a way that is (practically speaking) independent of the washout geometry. Practical estimates may be gained by studying the square washout, which becomes the limiting case for all other geometries studied, as \(h \rightarrow \infty\).

This chapter is of course acknowledged to be an idealisation of the industrial situation. Firstly, the rheological description is incomplete. Drilling
fluids are known to be shear-thinning. Although interesting to study, e.g. a Herschel-Bulkley fluid flowing in the same situations, we cannot expect to see qualitatively different results. Another rheological complication is that drilling fluids tend to thicken when left stationary in a wellbore for any appreciable time, i.e. they are thixotropic. Possibly, an estimate of this effect could be accounted for by assuming that $B$ is based on the drilling mud gel strength, rather than dynamic yield stress. Secondly, we have simplified the study considerably by focusing on $Re = 0$. In Chapter 5 following directly, we look at inertial flows. Thirdly, there are other operational features to be studied, e.g. the 3D geometry, the later displacement flow of the drilling mud, etc. Chapter 6 presents our initial results on the displacement flow problem.
Chapter 5

Inertia effects in the flow of yield stress fluid in washout

In this chapter we extend the work of Chapter 4 into the inertial regime. That is, we study steady inertial flows of a Bingham fluid through 2D “washout” geometries, that represent longitudinal sections of an oil and gas well under construction. The washout geometry is again characterised by dimensionless depth $h$ and length $L = \delta^{-1}$. The other dimensionless parameters of problem are the Reynolds number $Re$ and the Bingham number $B$. The effects of increasing $Re$ are studied both for fixed $B$ and for fixed Hedström number, $He = ReB$. The former of these represents a straightforward increase in the parameter space of Chapter 4, by adding $Re$. However, varying $Re$ at fixed $B$ does not correspond to a flow rate increase, which would be a common parameter to vary in the cementing process. Instead, an increase in flow rate for fixed geometry and fluid properties is represented by fixing $He$ and increasing $Re$.

In both cases we observed that the variation in flowing area of the washout (i.e. that area that is mobilised during pre-circulation) was non-monotone. Increasing $Re$ resulted in a straightening of the streamlines passing through the washout region, in the main part of the channel. For fixed $He$, beyond a first critical value of $Re$ the flowing area was observed to decrease, i.e. increasing the flow rate results in larger parts of the washout
being static, as is quite counter-intuitive and contrary to the industrial perception that pumping faster will circulate/condition the mud better. This trend persists for a significant range of $Re$. On passing a second critical value of $Re$, we observed the onset of zones of recirculation within the washout. The flowing area thus increases but the area of washout from which fluid is actually displaced during conditioning continues to decrease. Since the recirculating zones typically have a low velocity (and shear rate), it is unclear whether practically speaking this is sufficient to condition the mud. Finally, we consider self-selection of the flow geometry, as observed in Chapter 4 for $Re = 0$. We conclude that the same phenomenon arises in inertial flows for a given geometry, i.e. at large enough $h$ the flowing areas of differently shaped washouts with static regions become similar in shape.

5.1 Introduction

We continue our study of drilling mud conditioning during the pre-circulation phase of a primary cementing operation. This paper extends the study performed in [209] (see also Chapter 4) into inertial flow regimes. Primary cementing is a critical operation in the construction of every oil and gas well; see [176]. The fluid mechanical aspect of this process involves the removal of drilling mud from the annular space between casing and formation, to be replaced by a cement slurry. When the well is drilled in poorly consolidated formations that may partially collapse during the drilling process, a non-uniform annular space results with outer wall consisting of “washout” sections (see e.g. Fig. 5.1) that will be geometrically dependent on both the drilling operation and the local geology.

Prior to the fluid displacement phase, most service companies and operators recommend to pre-circulate the well, by pumping the drilling mud from the bottom to the top of the well at least once (“circulating bottoms-up”) and this is the phase of the operation that we study. The circulation phase has two main purposes. Firstly, drilled cuttings and other solids still in the

Figure 5.1: Geometry of the washout in a section along the annulus.

well, which may have settled as the casing is run in to the borehole, are cleared from the flowpath. Secondly, the circulation serves to shear the mud and hence condition it prior to displacement. Depending on the operational circumstances and the type of drilling mud, the mud may have been static in the borehole for a period of hours before circulation. Over this time, significant gel strengths may develop due to thixotropic effects. Simplistically speaking this gel strength is destroyed by shear, returning the drilling mud to its dynamic yield stress (which may still be significant).

In Chapter 4 (and [209]) we simplified the flows in a number of ways. First, we considered only a two-dimensional (2D) section of the wellbore as in Fig. 5.1. Second we modeled the drilling mud as a Bingham fluid. Third, we considered only Stokes flows, neglecting inertial effects. These simplifications allowed us to study a wide range of different washout geometries, in terms of both shape and scale (length and depth relative to the annular gap width). As might be expected, yield stress fluid became trapped in sharp corners and small scale features of the washout walls. Whereas initially the geometric uncertainty was a daunting obstacle to understanding, our results showed that for sufficiently large yield stress ($\dot{\gamma}$) and for sufficiently deep washouts ($\dot{H}$), the actual washout geometry had little effect on the amount of fluid that is mobilized. Essentially what was observed for a deep washout
of length $\hat{L}$ was that the flowing fluid “self-selects” its geometry. Having established a stationary region within the depths of the washout, further increasing $\hat{H}$ does not significantly effect the position of the yield surface.

This phenomenon of self-selection is not a new phenomenon, but is a significant feature of many interior laminar flows of yield stress fluids. As perhaps the simplest example of this consider a circular Couette flow, in which the single non-zero shear stress component $\tau_{r\theta}$ decreases in magnitude with radial distance. Depending on the torque exerted at the inner cylinder and the yield stress of the fluid, there can be a stationary layer attached to the outer cylinder. As this stationary layer can be replaced with an outer cylinder of any radius larger than the radius of the yield surface without affecting the moving part of the fluid, we may consider that the fluid has selected its own flow geometry. Yield stress fluid flows are of course, mathematically speaking, free-boundary problems.

One of the few classes of flow for which this self-selection phenomena has been studied in some depth are uniaxial flows, i.e. $\hat{u} = (0, 0, \hat{w}(\hat{x}, \hat{y}))$; see $[168, 169]$. In $[168]$ various results are proven concerning the critical pressure gradient required for flow, which is a limiting case of a flow with stationary regions at the walls. More generally it is shown that the flowing domain should have a convex boundary. Quantitative bounds on the radius of curvature of the flow boundary are proven in $[169]$. Stagnant regions clearly occur in sharp corners, but can also be found in smooth geometries such as an eccentric annulus, bridging between walls as in $[246]$. Burgos et al. $[12]$ considered a two-dimensional anti-plane shear flow in a wedge between 2 plates, for which a mapping method gives the shape of the yield surface bounding the stationary fluid in the corner. Similar methods have been used by Craster $[71]$.

For more general flows, analytical prediction of the flowing area has not been successful to our knowledge, although there exist limiting cases of zero flow where the flow domain is known. There are however many computational studies that show self-selection of the flow domain via stationary regions close to the wall. Mitsoulis and co-workers (e.g. $[164]$) have studied both planar and axisymmetric expansion flows, over a wide range of Bing-
ham and Reynolds numbers, showing significant regions of static fluid in the corner after the expansion. Flow of yield stress fluids through an expansion-contraction has been studied both experimentally and computationally in [79, 174, 175]. In [79] Carbopol solutions were pumped through a sudden expansion/contraction, i.e. narrow pipe – wide pipe – narrow pipe. A range of flow rates were studied and the yield surfaces were visualised nicely by a particle seeding arrangement. Inertial effects are evident in asymmetry of the flow. For all the experiments shown, stagnant regions first appear in the corners of the expansion and for all the results shown there are stagnant regions. Comparisons are made between experimental and numerical results, which are at least qualitatively in agreement; see [79, 174]. In [175] qualitatively similar computations are carried out, but using an elasto-viscoplastic model. In [208] (see Chapter 2) we have studied large amplitude wavy walled channel flows numerically. We have derived predictions for the onset of stationary fluid regions, which occur initially at the walls in the widest part of the channel, unlike the abrupt expansions discussed above.

Although here we focus on primary cementing as the application of interest, yield stress materials are common in the food and cosmetics industries. The above works may be considered as relevant to processing flow of such materials through machinery and/or during mixing. The occurrence of dead zones where fluid is not circulated/mobilized can seriously affect product homogeneity and have potential health consequences.

In this chapter we study the effects of inertia on the results of Chapter 4 (and 209), while retaining the simplifications both of a 2D flow and a Bingham fluid. The importance of including inertia lies in that varying the flow rate is one of the few methods to influence mud conditioning and hence rheology, prior to the displacement stage of the process. At very high flow rates turbulent flows are likely to mobilize the fluid efficiently. However, fully turbulent flows are not always operationally possible (due to either pumping limitations or frictional pressure restrictions from the pore and frac envelope). Thus, many flows are at significant $Re$ but are laminar. For these flows the effects of increasing flow rate in the laminar regime are less predictable. Hence the motivation for this work. The underlying motives are
that poorly conditioned mud will develop a higher yield stress and be harder to displace later on in the cementing process, even in uniform geometries e.g. [9].

A brief outline of this chapter is as follows. In §5.2 we present the general model and flow geometries. This is followed by §5.3 in which we outline the computational algorithm used, present benchmark results for validation and determine a suitable entry length for our flows. The main physical results are in §5.4, where we start with a general description of flow observations as the Reynolds number $Re$ is increased from zero at fixed Bingham number $B$. We show that the flowing area is not monotonically increased, as would be intuitive. Similar effects are observed as $Re$ is increased at fixed Hedström number $He$, simulating a flow rate increase; see §5.4.1. Finally in §5.4.3 we study the effects of varying washout geometry on flow domain self-selection and invariance, following [209]. The chapter closes with a summary in §5.5.

5.2 The simplified washout

The flow geometry considered is similar to that in our previous work, [209]. Primary cementing circulation occurs through a long narrow eccentric annulus for which we may assume that the main velocity components are along the borehole axis, with azimuthal flows driven by slow axial variations in aperture. A reasonable simplification of the flow through a washout section is therefore to consider a two-dimensional (2D) azimuthal-axial slice through the annulus; see Fig. 5.1. Neglecting azimuthal flow, the channel formed has an in-gauge width $\hat{D}$ (dependent on the inner and outer diameters and the eccentricity), being bounded on the inside by the casing and on the outside by the formation.

In the 2D section described we will characterize the washout as having a length $\hat{L}$ and a maximum amplitude $\hat{H}$, as illustrated. Coordinates $(\hat{x}, \hat{y})$ are aligned along the channel and across the annular gap, respectively; see Fig. 5.1. Fluid circulates axially along the 2D section with mean velocity $\hat{U}_0$ in the $\hat{x}$-direction. A typical width, $\hat{D}$ is in the range $3–80$ mm and a typical $\hat{U}_0$ might be in the range $0.01–1$ m/s. The drilling mud is considered
incompressible over the length of the washout, even for $\hat{L}$ of the order of a few meters. Non-Newtonian effects are significant and principal amongst these is the yield stress effect (at least for the flow effects that concern us). The simplest rheological model containing a yield stress is the Bingham fluid, as often used in drilling applications although more complex models (e.g. Herschel-Bulkley) are also used. Although a gross simplification, the key feature of yielding/not-yielding is captured by this model.

The Navier-Stokes equations are made dimensionless using $\hat{D}$ and $\hat{U}_0$ as length and velocity scales, respectively. Time is scaled with $\hat{D}/\hat{U}_0$, the shear stresses are scaled with $\hat{\mu}\hat{U}_0/\hat{D}$ and the static pressure is subtracted from the pressure before also scaling with $\hat{\mu}\hat{U}_0/\hat{D}$, where $\hat{\mu}$ is the plastic viscosity of the Bingham fluid. The resulting equations are:

\[
\begin{align*}
Re\frac{D u}{D t} &= -\frac{\partial p}{\partial x} + \frac{\partial}{\partial x} \tau_{xx} + \frac{\partial}{\partial y} \tau_{xy}, \\
Re\frac{D v}{D t} &= -\frac{\partial p}{\partial y} + \frac{\partial}{\partial x} \tau_{xy} + \frac{\partial}{\partial y} \tau_{yy}, \\
0 &= \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y}.
\end{align*}
\]  

(5.1)

(5.2)

(5.3)

where $u = (u, v)$ is the velocity, $p$ is the modified pressure and $\tau_{ij}$ is the deviatoric stress tensor. The scaled constitutive laws are:

\[
\tau_{ij} = \left(1 + \frac{\hat{B}}{\hat{\gamma}(\mathbf{u})}\right) \hat{\gamma}_{ij} \iff \tau > B
\]

\[
\hat{\gamma}_{ij}(\mathbf{u}) = 0 \iff \tau \leq B,
\]

(5.4a)

(5.4b)

where

\[
\hat{\gamma}_{ij}(\mathbf{u}) = \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i}, \quad \mathbf{u} = (u, v) = (u_1, u_2), \quad \mathbf{x} = (x, y) = (x_1, x_2).
\]

and $\hat{\gamma}$, $\tau$ are the norms of $\hat{\gamma}_{ij}$, $\tau_{ij}$, defined as

\[
\hat{\gamma} = \sqrt{\frac{1}{2} \sum_{ij} \hat{\gamma}_{ij}^2} \quad \text{and} \quad \tau = \sqrt{\frac{1}{2} \sum_{ij} \tau_{ij}^2}.
\]

(5.5)
Two dimensionless numbers appear above. Firstly, the Reynolds number, $Re$:

$$Re \equiv \frac{\hat{\rho} \hat{U}_0 \hat{D}}{\hat{\mu}},$$

(5.6)

which represents the ratio of inertial to viscous effects. Secondly, the Bingham number, $B$:

$$B \equiv \frac{\hat{\gamma} \hat{D}}{\hat{\mu} \hat{U}_0},$$

(5.7)

which represents the competition between yield and viscous stresses. The fluid density is denoted $\hat{\rho}$, and the yield stress is denoted $\hat{\gamma}$. As well as these, two geometric dimensionless parameters result: $h = \hat{H}/\hat{D}$, representing the maximal depth of the washout, and $\delta = \hat{D}/\hat{L}$, characterizing the aspect ratio of the washout.

For the computational domain we extend the channel uniformly both upstream and downstream of the washout section; see Fig. 5.2. The two extensions are determined empirically (see below in x 5.3), to be sufficient to allow fully developed velocities at both $x = 0.5\delta^{-1} - l_d$ (entry development length) and at the exit, $x = 0.5\delta^{-1} + l_e$. For simplicity we set $l_d = l_e$, although unlike [209] we no longer expect symmetry of the flow. No slip conditions, $u = 0$, are applied at the walls. The flow is assumed fully developed at entry and exit, driven by a constant pressure drop:

$$\sigma_{xx} = -p + \tau_{xx} = -s, \quad v = 0, \quad \text{at } x = 0.5\delta^{-1} - l_d, \quad (5.8)$$
$$\sigma_{xx} = -p + \tau_{xx} = 0, \quad v = 0, \quad \text{at } x = 0.5\delta^{-1} + l_e. \quad (5.9)$$

The pressure drop $s$ must be found as part of the problem: $s$ is increased until the mean velocity at the entry is 1, i.e. $s$ satisfies:

$$1 = \int_0^1 u(x, y) \, dy, \quad \text{at } x = -l_d. \quad (5.10)$$

For all geometries the maximum depth of the washout is $h = \hat{H}/\hat{D}$ and the length is $\delta^{-1} = \hat{L}/\hat{D}$, i.e. the length of that part of the channel that does not have unit width. The main geometry considered is that of a
sinusoidally wavy washout: the channel width changes from 1 to 1 + h, over a distance 0.5/δ following a sine wave. The upper wall of the washout is: 
\[ y_w = 1 + 0.5h[1 + \cos 2\pi x] \]. Other geometries will be introduced only to compare geometric effects.

5.3 Computational method

Our objective is to compute steady inertial flows in the washout geometries discussed. The usual difficulties of the yield stress are handled via an augmented Lagrangian method analogous to that used in [209]. The equations are however changed by the addition of the inertial terms which are approximated using a characteristics-based method. As in [209] the saddle point problem is solved iteratively for updated velocity vector, strain rate and stress tensors: denoted \( u^n, \gamma^n \) and \( T^n \), respectively. The main modification comes in the generalized Stokes problem, which takes the form:

\[
\begin{align*}
\frac{3Re}{2\Delta t}u^{n+1} - \nabla \cdot [a(x)(u^{n+1})] + \nabla p^{n+1} &= g, \\
\nabla \cdot u^{n+1} &= 0, \\
-p^{n+1} + a_{xx}(u^{n+1}) &= 0, \quad v^{n+1} = 0, \quad \text{at } x = \pm 0.5\delta^{-1} \pm l_s, \\
\quad u^{n+1} &= 0, \quad \text{at } y = 0, \quad y = y_w(x),
\end{align*}
\]
where $a > 0$ is the augmentation parameter, $\Delta t$ is a pseudo-timestep and $\dot{\gamma}(u^{n+1})$ is the strain rate tensor evaluated from $u^{n+1}$. The method is outlined below as Algorithm 2.

We have implemented the above algorithm using the FreeFEM++ finite element environment [118], which is freely available. Following [40] we have used a backward second order (BDF2) discretization for the time derivative $\frac{Du}{Dt}$, and to calculate characteristic points the velocity $\bar{u} = 2u^n - u^{n-1}$ is used. Note that $\bar{u}$ approximates $u$ at $n + 1$ and for given position $x$ the positions $X^n(x)$ and $X^{n-1}(x)$ track backwards along the streamlines until times $n$ and $n - 1$, respectively. Thus, combining $g$ in (5.15) with (5.11) uses a second order consistent approximation to the derivative of $u$ along the streamline, i.e. $\frac{Du}{Dt}$. The expression $u^n(X^n)$ is evaluated by interpolation from the mesh values of $u^n$ at the position $X^n$; similarly for $u^{n-1}(X^{n-1})$.

Both viscous and pressure terms are implicit. As shown in [40] this configuration leads to an unconditionally stable scheme which is a desired property. We use Taylor-Hood ($P^2 - P^1$) elements for velocity and pressure spaces, respectively. Having set the velocity space, its discrete derivative space $P^1_d$, consisting of discontinuous elements, is used for both strain and stress spaces: $(\gamma, T)$. This constraint is necessary to get full convergence of strain and stress fields as explained in [214].

We also implemented a mesh adaptivity strategy similar to that in [209]. In each adaptation cycle, first the steady solution is computed and then a new mesh is generated based on a metric that depends on the velocity field. Two metrics $M1$ & $M2$ were tested:

$$M1 = \sqrt{\frac{1}{2} \dot{\gamma}^2 + Bn\dot{\gamma}}, \quad M2 = \sqrt{M1^2 + Reu^2}.$$  

The second metric includes inertial effects. However, in practice the flows considered did not generate significant additional gradients due to inertial effects, we didn’t see any significant improvement from $M2$ compared $M1$ and thus use $M1$ for all results below (as for the Stokes flow in [209]).

Basically this metric causes the mesh generator to refine the mesh close to yield surfaces, where the second derivative of velocity is discontinuous. We
Algorithm 2 Uzawa algorithm for inertial flow

Initiate the variables: $u^{-1} = u^0 = 0, \ T^0 = \gamma^0 = 0$.

Solve (5.11)-(5.14) with $g = (1, 0)^T$ to give $(u^*, p^*)$.

Compute the areal flow rate through the channel due to $u^*$:

$$Q^* = \int_0^{y_w} u^*(x, y) \ dy.$$ 

Note that solving (5.11)-(5.14) with $g = (1/Q^*, 0)^T$ gives unit areal flow rate.

for $n = 0, \ldots, n_{max}$ do

1-Solve the generalized Stokes problem at step $n$:

Let $\tilde{u} = 2u^n - u^{n-1}$

Compute characteristics: $X^n(x) = x - \tilde{u} \Delta t, \ X^{n-1}(x) = x - 2\tilde{u} \Delta t$

Define $g$ in (5.14) by:

$$g = \nabla \cdot \left( T^n - a \gamma^n \right) + Re \frac{4u^n(X^n) - u^{n-1}(X^{n-1})}{2\Delta t}. \quad (5.15)$$

Solve (5.11)-(5.14) to give $(u^{n+1}, p^{n+1})$.

2-Modify the solution to give unit areal flow rate:

Let $f^{n+1} = (1 - Q^{n+1})/Q^*$ where $Q^{n+1} = \int_0^{y_w} u^{n+1} \ dy$

Update $(u^{n+1}, p^{n+1}) = (u^{n+1}, p^{n+1}) + f^{n+1}(u^*, p^*)$.

3-Update relaxed strain rate:

$$\gamma^{n+1} = \begin{cases} 0 & |T^n + a\gamma(u^{n+1})| < B \\ (1 - \frac{B}{|T^n + a\gamma(u^{n+1})|})\frac{T^n + a\gamma(u^{n+1})}{1+a} & \text{otherwise} \end{cases}$$

4-Update stress Lagrange multiplier:

$$T^{n+1} = T^n + a(\gamma(u^{n+1}) - \gamma^{n+1})$$

if $\min(\|\gamma(u^{n+1}) - \gamma^{n+1}\|_{L^2}, \|u^{n+1} - u^n\|_{L^2})/\Delta t \leq 10^{-6}$ then

Stop the $n$ loop

end if

end for

183
perform 4 cycles of adaptation. A typical computation starts with a mesh of 8000-10,000 points and the last adapted mesh may have up to 150,000 points. Further details of the mesh adaptivity may be found in [36, 37].

The modifications of (5.11)-(5.14) to fit our problem are two-fold. Firstly, since (5.11) is linear and the boundary conditions are homogeneous, we are able to enforce the fixed flow rate constraint (5.10) in step 2 of the algorithm. Secondly, we have combined time-stepping for the Uzawa iteration with that for the time advance, as a means of accelerating convergence. This pseudo-timestepping does not therefore compute an actual solution to any time-dependent problem at intermediate timesteps. However, if \( \|u^{n+1} - u^n\|_{L^2} / \Delta t \to 0 \) the converged solution is a steady inertial flow, as required.

In general, adding the yield stress increases the viscosity and is thus expected to stabilize the flow (i.e. hydrodynamically). We expect therefore that the velocity residual \( \|u^{n+1} - u^n\|_{L^2} / \Delta t \) should converge more easily for large \( B \) at significant \( Re \). This is indeed what we observe. Figure 5.3 shows the decay of the velocity residual with iterations \( n \) at two different \( Re \) and for 4 increasing values of \( B \) with \( (h, \delta) = (4, 0.25) \). We do not know the limit of stability for a Newtonian fluid in this geometry, but see that the velocity residual does not decay for \( B = 0 \) or \( B = 1 \) at \( Re = 2000 \). This is evidence that the flow is unsteady for these parameters, but as remarked above the actual computed velocity in these cases does not have physical meaning.

For all results presented in this chapter the velocity residual is converged \( (\leq 10^{-6}) \) and we may assume the flow is steady. The code has been benchmarked against the published results for the lid-driven cavity flow problem for both Newtonian and Bingham fluids. For \( Re = 1000 \) and \( B = 0 \), Fig. 5.4a presents the comparison with the Newtonian results of Ghia et al. [107]. Our results also compare well with those of Syrakos et al. [224] for \( Re = 1000 \) and \( B = 10 \), but not with those of Vola et al. [231] for the same parameters; see Fig. 5.4b. As a second check we have recomputed the flows using a finite volume method on regular rectangular mesh, implemented in the code PELIGRIFF (see e.g. [203]). We again reproduce the results of [107, 224] but not [231].

For a given geometry we have computed two types of flow. Firstly, with
Figure 5.3: Decay of the velocity residual $\|u^{n+1} - u^n\|_{L^2}/\Delta t$ for the washout $(h, \delta) = (4, 0.25)$ at increasing $B = (0, 1, 2, 8)$: (a) $Re = 2000$; (b) $Re = 500$.

Figure 5.4: Validation of our code with published results from the lid-driven cavity flow. Plots show the horizontal velocity component, $U(0.5, y)$, along the centre of the cavity. a) Comparison with Ghia et al. [107] for $Re = 1000$, $B = 0$. b) Comparison with Syrakos et al. [224] and with Vola2003 et al. [241] for $Re = 1000$, $B = 10$. 
Figure 5.5: Convergence of the entrance velocity profile $u(-0.5\delta^{-1} - l_e, y)$ to the plane Poiseuille solution as the entrance length $l_e = l_d$ increases. The black dotted line shows the plane Poiseuille flow: $(Re, B, h, \delta^{-1}) = (200, 2, 10, 10)$ and entrance lengths are $l_e = (0, 2, 5, 10)$ indicated by markers (+, ●, □, △), respectively.

$l_e = l_d = 0$ and periodic conditions imposed on the velocity at the two ends of the channel. Inevitably these flows are strongly asymmetrical. Although not relevant for the washout application, these do provide a baseline for the degree of asymmetry in the velocity due to the geometry. The second type of flow is computed with the inflow/outflow conditions discussed earlier and with $l_e = l_d$ increased until the entry and exit flows agree with the plane Poiseuille flow solution $U_{Poiseuille} = U(y)$ to within a tolerance: $\|u - U_{Poiseuille}\|_{L^\infty} \leq 0.002$ at $x = \pm 0.5\delta^{-1} \pm l_e$. An example of the evolution in $u(-0.5\delta^{-1} - l_e, y)$ with $l_e$ is shown in Fig. 5.5, with analogous results at $x = 0.5\delta^{-1} + l_d$.

5.4 Results

Example computed results are shown below in Fig. 5.6 for fixed $(h, \delta, B) = (2, 0.25, 5)$ and for increasing $Re = 0$, 50, 100, 200. We show colourmaps of the speed and pressure, for both the periodic geometry ($l_e = l_d = 0$) and the
Figure 5.6: Colourmaps of the flow speed with streamlines and pressure compared for periodic washout (two left columns) with washout that has entrance length (two right columns). Parameters are \((h, \delta, B) = (2, 0.25, 5)\) and \(Re = 0, 50, 100, 200\), from top to bottom. The gray regions indicate unyielded fluid.

fully developed inflow/outflow \((l_e = l_d = 10)\). For the latter computations we only display results within the washout length, in order to aid comparison. We note that the differences in velocity field between periodic and full developed flows are relatively minor. At lower \(Re\) the streamlines tend to meander into the washout, whereas at higher \(Re\) there is a tendency to bypass the washout and the streamlines tend to straighten. The differences in pressure are more significant, but mostly manifest outside of the washout. The net pressure drop across the washout appears to increase with \(Re\) and the variations in pressure across the washout are more extreme in the fully developed case. Neither effect is unexpected.
The most noticeable feature concerns the position and size of the static plug region within the washout. Contrary to intuition, increases in $Re$ appear to increase the size of stationary plug initially, before eventually the increased stresses result in a smaller stationary plug. At the same time, we observe that although the large $Re$ flows have mobilized the fluid within the lower part of the washout, the fluid remains largely unyielded and continues to recirculate within the washout. We show a second set of results for $(h, \delta, B) = (1, 0.25, 5)$ (reduced $h$) in Fig. 5.7, again for $Re = 0, 50, 100, 200$ but only for the fully developed washout. We see a similar trend in the size of the static plug and in straightening of the streamlines as $Re$ is increased at constant $B$.

We see that this process also involves significant changes in the distribution of stresses within the washout region. The size of extensional stresses in the upstream part of the washout decreases with $Re$ as the plug grows. In [209] we saw that $\sigma_{yy} \approx$ constant, within the central part of the plug/washout region at $Re = 0$. Here inertia results in complex distributions of all stress components, breaking the symmetry of the $Re = 0$ flows.

### 5.4.1 Flow rate effects

We have seen that the main surprising effect above is to increase the size of the static plug region in the washout, with increasing $Re$ at constant $B$. Typically in hydraulic flows, we interpret increasing $Re$ as an increasing flow rate. However, here we see that increasing flow rate (hence $\hat{U}_0$) would result in decreasing $B$, unless one of the other parameters is also varied. Thus, we must interpret the above results with increasing $Re$ as either: (i) increasing $\hat{\rho}$, or (ii) increasing $\hat{U}_0$ and proportionately increasing $\hat{\tau}_Y$. In the latter case it is intuitive that the size of static plug layer may increase.

To investigate further and to make the work more relevant to the cementing application, we study the effect of increasing flow rate independently. As $\hat{U}_0$ appears linearly in both $Re$ and $B$, this corresponds to varying $\hat{U}_0$ at con-
Figure 5.7: Colormaps of the flow variables, restricted to the washout region for \((h, \delta, B) = (1, 0.25, 5)\). At the top of the figure the columns show speed, pressure and \(\tau_{xx}\); the columns at the bottom of the figure show \(\tau_{xy}, \sigma_{xx} \) and \(\sigma_{yy}\), from left to right. The rows show \(Re = 0, 50, 100, 200, 500\), from top to bottom. The gray regions indicate unyielded fluid.
stant Hedström number:

\[ He = ReB = \frac{\hat{\rho}Y \hat{D}^2}{\mu^2}, \quad (5.16) \]

i.e. as we increase \( Re \) we adjust \( B = He/Re \). Note that \( He \) depends only on the fluid properties and flow geometry, with no dependence on \( \hat{U}_0 \). To study flow rate effects we start with fixed \( He = 500 \), which is in the range of Hedström numbers for typical drilling muds and cementing geometries.

We have conducted a parametric study over \((h, \delta, Re)\)-space with \( \sim 200 \) cases computed. The range of parameters considered was:

\[ 0.25 \leq h \leq 40, \quad 0.05 \leq \delta \leq 0.5, \quad 10 \leq Re \leq 500, \]

all for fixed \( He = 500 \). Smaller sets of results were then computed at different \( He \). Figure 5.8 shows the effect of increasing flow rate at \((h, \delta) = (1, 0.25)\) and \( He = 500 \). We again observe the straightening of the streamlines as the flow rate is increased from zero. The static plug region in the washout first decreases in area, then increases, up until an intermediate range of \( Re \), then finally in this case disappears. This demonstrates that the previously observed effects are a result of changes in the flow variables and not increases in yield stress. This of course has industrial significance as the usual perception is that increasing the flow rate will be more effective at conditioning the drilling mud. This appears to be false for a significant range of flow rates.

For the same washout geometry we study in Fig. 5.8 the distribution of pressure (averaged in \( y \) across the channel) along the channel and through the washout as the flow rate increases at fixed \( He = 500 \). Firstly, we see that both before and after the washout the average pressure converges relatively quickly to a linear variation that matches that of the relevant plane Poiseuille flow (marked with a broken line in Fig. 5.8). The pressure deviation from the Poiseuille flow is clearly asymmetric (in \( x \)) upstream and downstream of the washout. The entry length is relatively short compared to the development length (after the washout). We also observe that although at smaller \( Re \) the average pressure decreases monotonically through the washout, at larger \( Re \)
Figure 5.8: Effects of increasing flow rate at \((h, \delta) = (1, 0.25)\) and 
\(Re = 10, 50, 100, 200, 500\) from top to bottom, at fixed \(He = 500\). Left: velocity magnitude and streamlines; right pressure 
with unyielded regions shown as gray.
Figure 5.9: Average pressure along the channel (black) compared with the Poiseuille flow pressure (broken line) as the flow rate increases. \((h, \delta^{-1}) = (1, 4)\) and \(Re = 50, 100, 200, 500\) with fixed \(He = 500\). The vertical dotted lines marks the washout start and end.

(flow rate) the pressure increases in the washout. This gain in pressure suggests a transfer from the dynamic head to the pressure head due to the expansion: frictional losses are insufficient to decrease the pressure.

The offset between the broken and solid lines in Fig. 5.9 (at the very left of each plot) indicates the net effect of the washout on the frictional pressure losses. This washout \(\Delta p\) is positive, meaning that the frictional pressure losses are reduced by the washout. We illustrate in Fig. 5.11 the variation in washout \(\Delta p\) with \(Re\) at fixed \(He = 500\) for 2 geometries. As well
as the washout $\Delta p$ we present a normalised $\Delta p$, for which we have scaled the washout $\Delta p$ with the pressure drop over a uniform channel of equivalent length to the washout. These plots show that with increasing flow rate ($Re$) the offset is reduced, i.e. the pressure drop gets closer to that of the plane Poiseuille flow. This might be expected phenomenologically as for large $Re$ we have seen that the streamlines straighten. The normalized $\Delta p$ shows a maximum at an intermediate $Re$.

The effects of flow rate on the static plug within the washout and on conditioning are illustrated more clearly in Fig. 5.11, for 3 different washout geometries. In [209] we have defined the *flowing area* as that part of the washout that is non-stationary. As we have seen here, even when the fluid begins to move it does not necessarily leave the washout: typically there are significant parts of the washout in which the yielded fluid still recirculates. We therefore define the *displaced area* as that part of the washout that is actually removed from the washout. By definition the displaced area is always less than the flowing area. From the industrial perspective, drilling mud that is flowing but not displaced would be to some extent conditioned

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure510.png}
\caption{Pressure drop offset due to washout with increasing $Re$ at fixed $He = 500$. The solid line shows the pressure drop and the broken line shows the normalized value with the pressure drop, normalized with the Poiseuille flow pressure drop over the length of washout. a) $(h, \delta) = (1, 0.25)$ and b) $(h, \delta) = (1, 0.1)$.}
\end{figure}
(sheared) but is not replaced during the circulation phase. Also the degree of shearing in a recirculation zone is questionable. First we often see significant plugs within the recirculation zone. Second, the strength of the recirculation zone is generally very weak and decreases with depth into the washout if very deep, e.g. see the secondary vortices in [209] and the analogy with [166].

We observe in Fig. 5.11 a & b similar qualitative behaviour for the first 2 geometries. As Re increases from zero the flowing and displaced areas

\[\text{Figure 5.11: Flowing area (black, +) and displaced area (red, \bigcirc) variations with increasing Re at fixed He = 500. (a) } (h, \delta) = (1, 0.25) \text{ (b) } (h, \delta) = (2, 0.1) \text{ (c) } (h, \delta) = (1, 0.1)\]
initially coincide and increase (i.e. initially increasing flow rate improves conditioning). A first critical $Re$ is attained when both flowing and displaced areas attain a local maximum. This appears to approximately coincide with the onset of the pressure increase in the washout. Further increases in $Re$ result in decreasing flowing and displaced areas until a second critical $Re$ is attained. At the second critical $Re$ a part of the washout fluid begins to move in a recirculation zone. The flowing area thus increases rapidly (essentially there is a jump), whereas the displaced area continues to decrease with $Re$.

Throughout this regime the streamlines are continually straightened and the main flow appears to bypass the washout. For these two geometries the washout depth is modest and once recirculation starts the flowing area quickly converges to the full area of the washout. For a deeper washout this convergence is not immediate, but occurs in all cases as $Re$ increases. This is because at fixed $He$ increasing $Re$ means decreasing $B$ and at low enough $B$ there is no static fluid in the washout.

A different type of behaviour is seen in Fig. 5.11c. Here we observe that the flowing and displaced areas are constant and equal for low $Re$, but are also equal to the washout area. This can be understood with reference to [208] in which the onset of static regions was studied in wavy-walled channels. It was observed that (for $Re = 0$) when $h\delta < (h\delta)_c$, no static fluid was found in the deepest part of the channel, even as $B \to \infty$, i.e. there is a minimal slope of the washout wall required to have static fluid and the relatively shallow washout in Fig. 5.11c does not exceed the minimum.

At a fixed $He$ by letting $Re \to 0$ we have $B \to \infty$ and in this limit there are only two possibilities: $h\delta$ is less or greater than the critical $(h\delta)_c$. For $(h\delta)_c < h\delta$ we find static fluid at washout for $Re = 0$ (Fig. 5.11a & b). By increasing $Re$ the shear stress over this static region increases and the displaced area increases until the first local maximum. On the other hand, for $h\delta < (h\delta)_c$ there is no static fluid at the washout wall as $Re \to 0$ (Fig. 5.11c). For such cases, as $Re$ increases the streamlines tend to parallelize and the size of extensional stresses in the washout area drops. Somewhat counter-intuitively, a static region appears in the washout as $Re$ increases! Consequently, the flowing area and displaced area decrease above
Figure 5.12: Effects of increasing flow rates at fixed $He$. The inertial effects are controlled by $Re = 50, 100, 200, 400$ (top to bottom) and geometric variables are $(h, \delta) = (1, 0.25)$. The gray areas denote unyielded fluid. Left column: $He = 200$, right column: $He = 1000$. 
this first critical Re. With growth of the static region with Re we again reach a second critical Re, above which the fluid in the washout starts to recirculate and the flowing area rapidly increases.

5.4.2 Varying He

The effects illustrated above for increasing flow rate are also found at other He. Figure 5.12 shows the speed colourmap and streamlines for two other He = 200, 1000 for increasing flow rates (Re = 50, 100, 200, 400 at fixed He), with (h, δ) = (1, 0.25). The effects are qualitatively similar to those at He = 500. The effects on flowing and displaced areas at He = 200, 1000 are shown in Figure 5.13 and mimic that shown above for He = 500. Both critical Re appear to be increased with increasing He. It is worth noting that for the examples shown, with h = 1 the washout is not very deep. The maximum washout area is 2 and once recirculation starts the stationary layer is effectively removed (the flowing area is approximately 2 after the second critical Re). In deeper washouts this is not the case at all: recirculation zones co-exist with significant stationary layers deeper into the washout.
Figure 5.14: Variation of the $x$-component of velocity $u(x, y)$ with increasing $h$ at a) $x = -0.25\delta^{-1}$, b) $x = 0$, c) $x = 0.25\delta^{-1}$ for a square washout: $(Re, B, \delta) = (100, 5, 0.1)$.

5.4.3 Effects of washout shape

In [203] one of the main results was the discovery at $Re = 0$ that for deep washouts and at large yield stresses the flow self-selects its flowing region. The flowing region was found to become invariant as $h$ is increased and between different washout geometries. Finally, a square washout shape was found to have the maximal stationary regions, of all washouts considered with the same $(h, \delta)$. In moving to inertial flows we may expect similar effects, but must be more cautious with regard to washout shape. For example, a square (or angular) washout at large $Re$ is likely to shed vortices
Figure 5.15: Variation of the $x$-component of velocity $u(x,y)$ with increasing $h$ at a) $x = -0.25\delta^{-1}$, b) $x = 0$, c) $x = 0.25\delta^{-1}$ for a sinusoidally wavy washout: $(Re, B, \delta) = (100, 5, 0.1)$. 

at the corners and is likely to become unsteady at lower $Re$ than a smoother washout. Secondly, we have seen that inertial flows transition to a recirculatory regime occurs at a given $Re$. This transition and the shape of any detached plug region within the recirculating region are likely to be sensitive to washout shape.

We first establish that as $h$ increases, steady flows attain an invariant velocity profile. Figure 5.14 shows the $x$-component of velocity $u(x,y)$, with increasing $h$ at $x = -0.25\delta^{-1}$, 0, $0.25\delta^{-1}$ for a square washout: $(Re, B, \delta) = (100, 5, 0.1)$. We see that as $h$ significantly exceeds the width of the flowing
Figure 5.16: comparison of $x$-component of velocity $u(x,y)$ at a) $x = -0.25\delta^{-1}$, b) $x = 0$, c) $x = 0.25\delta^{-1}$ for $(Re, B, h, \delta) = (100, 5, 30, 0.1)$, between three different washout shapes. The markers are: □, expansion-contraction/square washout; △, linear variation/triangular washout; ○, wavy sinusoidal washout.
Figure 5.17: Plot of viscous (solid line) and plastic (broken line) dissipation functionals for \((Re, B, \delta) = (100, 5, 0.1)\) and different types of washouts. The markers are: □, expansion-contraction/square washout; △, linear variation/triangular washout; ○, wavy sinusoidal washout.

region the velocity appears to converge. Figure 5.15 shows analogous results but for a wavy channel. The velocity field again converges at large \(h\). Finally, Fig. 5.16 compares the velocity profiles at the same \(x\)-positions for three different washout geometries of wavy, triangular and square. We can see that square and triangular shapes are close, but the wavy profile has a visible difference and needs higher \(h\) to catch up. At any rate the convergence of these is apparently slower than in the non-inertial flows of [209] and this is probably due to the variations along the channel.

A different way of assessing the convergence of the solutions, with large \(h\) and/or comparing between geometries, is to evaluate the viscous and plastic dissipation functionals within the washout section of the channel. These functionals include of course extensional strain rates and hence variations along the channel. Figure 5.17 illustrates this variation and although we can see that the dissipation functionals are converging the convergence is relatively slow with \(h\), i.e. considering that the velocity is static in the upper part of the washout at relatively small \(h\) for intermediate \(x\). The difference
in dissipation functionals comes mainly from the entry/exit regions of the washout which are sensitive to geometry.

5.5 Discussion and summary

We have presented a largely computational study of steady inertial flows of a Bingham fluid through 2D “washout” geometries, representing longitudinal sections of a narrow eccentric annulus; see Fig. 5.1. This study extends Chapter 4 (and [209]) into the inertial regime, thus giving a more comprehensive picture of effects that occur in circulation phase of cementing of oil wells.

The computations achieve steady state via a time-dependent iteration. We observed that the effect of having a yield stress was to increase the range of Reynolds number $Re$ for which a steady solution could be found, hinting at an increase in stability of the flow with $B$, as would be expected. This effect was not quantified.

We investigated the effects of increasing $Re$ on converged steady laminar flows. Some effects observed were largely predictable. Increasing $Re$ results in a fore-aft asymmetry in symmetric washout shapes. Increasing $Re$ can lead to an increase in averaged pressure in the expanding part of the washout. Entry/exit development lengths did not have a major effect on the flow within the washout itself.

Increasing $Re$ was studied for fixed Bingham number $B$ and for fixed Hedström number $He = ReB$. The latter represents an increase in flow rate for fixed geometry and fluid properties. In both cases we observed that the variation in flowing area of the washout (i.e. that area that is mobilized) was non-monotone. Depending on the slope of the washout walls $h\delta$, at $Re = 0$ stationary fluid was either present at the walls or not (for sufficiently shallow washouts). Increasing $Re$ resulted in a straightening of the streamlines through the washout region, in the main part of the channel.

At fixed $He$, the flowing area initially either increased (static layers present at $Re = 0$) or remained constant (equal to the washout area: mobile at $Re = 0$) up until a 1st critical value of $Re$ after which the flowing area
decreased. In this regime of decreasing $Re$ the results are quite counterintuitive and contrary with the industrial perception that pumping faster will circulate/condition the mud better. Note that in some cases increasing $Re$ results in static washout regions when there are none at $Re = 0$!

At higher value of $Re$, on passing a second critical value, we observe the onset of zones of recirculation within the washout. The flowing area thus increases but the area of washout in which fluid is displaced during conditioning continues to decrease. For the examples we have studied the two critical values of $Re$ cover a range of 100’s (see e.g. Figs. 5.11 & 5.13), meaning that these effects are not marginal. Overall this shows that a more careful design of the recirculation/conditioning phase of primary cementing would be fruitful.

We also studied the effects of washout geometry in a targeted way. In [203] the washout geometry was observed to have little effect on flowing area geometry for sufficiently large $B$ and $h$. The same phenomena was observed again at large $h$ over a range of different washout geometries. We examined convergence of the velocity profiles and dissipation rates, for different shapes as $h$ is increased. Thus, the self-selection of flowing area still remains valid for $Re > 0$ in steady laminar flows over the range of parameters considered. However, we noted that convergence was slower than for $Re = 0$ and retain some caution in using reference geometries (such as the square washout in [203]) with sharp corners since these are likely to be vulnerable to inertial instabilities induced by geometry, e.g. vortex shedding.

Our attention is now focused in two future directions. Firstly, the problem of fluid-fluid displacement through similar geometries as considered here requires study. These flows are typically complicated by both density and rheology differences between the fluids. Even for iso-density displacements it is known that static layers can result as a less viscous fluid by-passes an in-situ yield stress fluid; e.g. [3]. Including a density difference increases the flow complexity but also makes questionable the 2D assumptions made here, as buoyancy, eccentricity and inclination in geometries such as Fig. 5.11 almost certainly will promote azimuthal displacement flows. Nevertheless, the 2D study of displacement is the next logical step and our progress on this
problem is outlined next in Chapter 6. The second direction planned for the future is to study 3D geometries. Not only are primary cementing displacements likely to become more 3D, but other important cementing geometries are also inherently 3D. An example being the setting of abandonment plugs in milled out wellbores, e.g. [36].
Chapter 6

Displacement flow

In this chapter we begin to consider the displacement of a yield stress fluid through washout geometries related to the primary cementing flow in oil/gas well construction. First we review the relevant literature and formulate the problem to solve. Then we discuss some of the computational challenges and present a set of initial results for the displacement of Bingham fluid by a Newtonian fluid in a square washout geometry.

6.1 Introduction

Two-fluid and displacement flows have been subject of vast interest in fluid mechanics research, both due to the many applications and to having rich theoretical aspects. For better clarity in what follows, we call the displacing fluid the invading fluid and the in situ or displaced fluid the defending fluid.

Perhaps the most well know phenomenon in displacement flows is the Saffman–Taylor instability \([211]\) that happens when the invading fluid is less viscous and fingers into the defending fluid. Examples include secondary and ternary oil recovery. The Rayleigh–Taylor instability \([218]\) occurs when the density difference between fluids is mechanically unstable, i.e. heavy fluid above light fluid. Examples are nuclear explosion, mushroom clouds from volcanic eruptions and supernova astrophysical explosions. The Kelvin-
Helmholtz \cite{31} is an archetypical instability that occurs at the interface of two fluids, moving at different velocities (e.g. in shear flow, although the origins are inviscid), and results in astounding vortex shapes such as in cloud formations, Jupiter’s Red Spot and the Sun’s corona. Thus, two-fluid flows have triggered considerable research in hydrodynamic stability theory with many applications.

One reason for the rich dynamics of two-fluid systems comes from the contrast in physical parameters of the fluids (e.g. density, viscosity, etc...), across the interface. For immiscible fluids surface tension is also present and can strongly affect the interface dynamics, while for miscible fluids mixing occurs. Due to this diversity, there is enormous amount of work in the literature of two-fluid and displacement flows, that would require an extensive review. However, with primary cementing as our principal motivation we limit our review to those displacement flows in confined geometries with the possibility of having residual layers of defending fluid. In the primary cementing process, the (in-situ) defending fluid is a drilling mud and the invading fluid is either a cement slurry or a spacer fluid. All these fluids may be considered to be shear-thinning yield stress fluids.

The industrial difficulty stems from the possibility of the defending drilling fluid remaining behind in the well after displacement. In this chapter we will consider a simplified model of the primary cementing flow in a 2D rectangular washout. The geometry is initially filled with defending fluid and invading fluid displaces it as it is pumped from upstream. The fraction of the defending fluid which is eventually displaced is called displacement efficiency: \(\eta \in [0, 1]\), which ideally should increase to 1 over the course of the displacement flow. The displacement efficiency is however a simplified indicator of a wide range of complex behaviours. Here we start to explore some of these behaviours in washout geometries.

One type of displacement flow with residual layers are gas displacement flows, which have application in injection molding, enhanced micro filtration \cite{144}, . . . In displacement flow of two Newtonian fluids in a uniform channels, residual wall layers can exist over very long times only when the displacing fluid is inviscid. Otherwise the residual wall layers will drain over time.
due to viscous shear stresses exerted at the interface and the displacement efficiency asymptotes to 1. This means that permanent residual layer is only possible when the invading fluid has zero viscosity. The gas displacement of a Newtonian fluid in a pipe was first studied experimentally by Taylor [231]. As well as predictions of residual layer thickness he suggested three possible configurations of the stream lines around the interface. Cox [73] gave more explanations and the predictions of the streamline shapes were confirmed numerically by Soares et al. [222]. Dimakopoulos and Tsamopoulos [83] studied numerically the inertial gas displacement flow in straight tubes and in a contraction. They showed that increasing the gas pressure does not affect the thickness of deposited layer and shape of the advancing bubble in straight tubes and only makes the process faster.

There are also some gas displacement studies of non-Newtonian fluids. Dimakopoulos and Tsamopoulos have numerically investigated these flows for several cases: displacement of viscoplastic [84] and viscoelastic [85] fluids in straight and contraction geometries, gas displacement of viscoplastic fluid in expansion-contraction geometry [86]. De Sousa et al. [76] investigated gas displacement of shear-thinning and viscoplastic fluids numerically. They observed that by decreasing the shear thinning index or yield stress the thickness of deposited residual layer decreases.

All of the above mentioned works are for immiscible fluids and surface tension is important. In primary cementing it is common to use a spacer fluid that is chemically compatible with both the drilling mud and cement slurry. Commonly the fluids are water-based and miscible. Despite being miscible, the molecular diffusivity between fluids is generally very low. Hence sharp interfaces exist in displacement flows and significant mixing occurs only if the flow becomes chaotic. This limit of zero molecular diffusion of miscible flows is interesting as it is mathematically the same as the limit of zero surface tension of immiscible fluids. So this type of flow stands in the mid-ground between miscible and immiscible displacements.

One approach to modelling cementing is to consider the wellbore and casing as two eccentrically arranged pipes separated by a thin gap, varying slowly in the azimuthal and axial directions. This approach leads to
a Hele-Shaw approximation for the flow. This kind of flow has been studied e.g. Alexandrou and Entov [7] who study the fingering of inviscid fluids for Bingham and other non-Newtonian fluids. This type of model has also been extensively used for the study of primary cementing in our group; see [33, 47, 48, 153, 189]. This model gives valuable information about displacement flow. However, the basic flow unit considered is the flow of a single fluid in a slowly varying channel, which therefore cannot have stationary layers at the wall, i.e. the Hele-Shaw approach involves averaging across a narrow gap. Static fluids in this type of model only happens when the pressure gradient is insufficient to mobilize the entire fluid in the gap, which is a different mechanism from getting static fluid at the wall due to geometrical non-uniformity.

The most relevant works are those considering the displacement of viscoplastic fluid by another fluid, with a focus on static wall layers. Allouche et al. [9] carried out a detailed study of static layers in displacement flow of two iso-density viscoplastic fluids in plane channel. Using a lubrication model they give sufficient conditions to have no static wall layer, which depends on two dimensionless parameters: the displacing fluid Bingham number and the ratio of the yield stress of the two fluids. If these conditions are not met, an upper bound ($h_{max}$) for the static wall layer thickness can be derived. However, comparing their theoretical estimates with 2D computations of the actual thickness of residual layers revealed that $h_{max}$ is too conservative. By analyzing the streamline configuration close to the steady displacing front, a new recirculating thickness $h_{circ}$ was derived which is in close agreement with the 2D computations. Frigaard et al. [103] studied steady front displacement of iso-density fluids theoretically and showed that for a given shape of displacing front static layers with different thickness can exist. Thus they concluded that the final thickness of layers depends on transients, not the steady solution. Frigaard et al. [104] considered two-layer axial flows of iso-density viscoplastic fluids. They derived two variational principles for these flows: strain rate minimization and stress maximization principles. The strain rate minimization leads to existence and uniqueness results for this class of flow. The stress maximization principle leads to a
number of qualitative results. For example it is shown that using stress
maximization principle, an interface shape optimization problem for max-
imal wall static layer is obtained. Wielage and Frigaard [249] studied the
same problem as in [9], but with two improvements. First, they used the
augmented Lagrangian method, rather viscosity regularisation, in order to
compute (truly) static layers. Secondly, they extended their simulations for
significantly longer times to make sure that slower transients do not change
the static layer thickness. In addition they studied the combined effects of
inertia and pulsation of the displacing flow, on the static wall layers shape
and efficiency of displacement.

By looking at the work published that addresses primary cementing dis-
placement flows, we see that all of the studies concerning static layers on
the walls are performed in uniform channels: the effect of non-uniformity in
the geometry has not been considered in the context of displacements. In
this chapter we start to consider this problem.

6.2 Model problem

A full study of the cement-drilling mud displacement flow is extremely com-
plicated. Rheologically, both fluids are usually modeled as Herschel-Bulkley
fluids. The density can be quite different and in reality the well might be
inclined at any angle relative to gravity. Adding geometrical parameters
to these degrees of freedom, we would end with a problem of at least 10
dimensionless parameters, which is very hard to study.

To simplify, we consider iso-density displacement flow of a Bingham fluid
by a Newtonian. Having iso-density fluids we neglect both gravity and
inclination. Further, we only use the square shape as a washout geometry.
This is the simplest displacement flow for which we are likely to have static
residual regions attached to the walls and within the washout, and for which
the two fluids have some rheological freedom and relevance.

With these simplifications, we consider the flow geometry as shown in
Figure 6.1. The unsteady Navier-Stokes equations and the mass conserva-
tions govern the flow, as usual. In dimensional form these are:

\[
\rho \left( \frac{\partial \hat{u}}{\partial t} + \hat{u} \cdot \nabla \hat{u} \right) = -\nabla p + \nabla \cdot \hat{\tau},
\]

\[
\nabla \cdot \hat{u} = 0.
\]  

These equations hold for the entire flow domain of the invading/defending fluids. The difference comes in the stress divergence term for each fluid. For parts of the domain filled with invading fluid (cement or spacer)

\[
\hat{\tau}_{ij} = \hat{\mu}_i \hat{\gamma}_{ij},
\]  

and for parts of the domain filled with the defending fluid (drilling mud)

\[
\hat{\tau}_{ij} = (\hat{\mu}_d + \frac{\hat{\tau}_y}{\hat{\gamma}(\hat{u})}) \hat{\gamma}_{ij} \leftrightarrow \hat{\tau} > \hat{\tau}_y,
\]

\[
\hat{\gamma}_{ij} = 0 \leftrightarrow \hat{\tau} \leq \hat{\tau}_y.
\]  

Here \(\hat{\mu}_i, \hat{\mu}_d\) are the viscosities of invading and defending fluids and \(\hat{\tau}_y\) is yield stress of the defending fluid. If the fluids domains are independent, then we also have an interface, say \(\hat{F}(\hat{x}, \hat{t}) = 0\), that is advected with the flow, via a kinematic equation. At the interface the velocity is continuous. We also should have continuous traction vector along the interface:

\[
(\hat{\rho} + \hat{\tau})_{invading} \cdot \hat{n}_s = (\hat{\rho} + \hat{\tau})_{defending} \cdot \hat{n}_s,
\]  

where the left and right sides are evaluated using (6.3) and equations (6.4-6.5) respectively (\(\hat{n}_s\) is the unit normal vector to the interface). An alternate description (adopted below) is to consider the fluid phases to be defined by a scalar concentration (i.e. volume fraction), that is advected and diffuses (and then consider the limit of small diffusivity).

Geometrical parameters for the flow are the width \(\hat{D}\) of the channel, depth \(\hat{H}\) and length of washout \(\hat{L}\). As with the inertial flows in Chapter 5, there is also entrance/exit development length \(\hat{l}\), see Figure 6.1. To make the equations dimensionless we use these scales: mean velocity in the uniform
channel $\hat{U}_0$ for velocity, $\hat{\mu}_d \hat{U}_0 \hat{D}$ for stresses and $\hat{D}$ for lengths. With these scales the non-dimensional equations are:

$$Re\left(\frac{\partial u}{\partial t} + u \nabla u\right) = -\nabla p + \nabla \cdot \tau, \quad (6.7)$$

$$\nabla \cdot u = 0. \quad (6.8)$$

The constitutive law for the invading fluid (cement slurry or spacer) becomes:

$$\tau_{ij} = M \hat{\gamma}_{ij}, \quad (6.9)$$

and for the defending fluid (drilling mud):

$$\tau_{ij} = (1 + \frac{B}{\hat{\gamma}(u)}) \hat{\gamma}_{ij} \leftrightarrow \tau > B, \quad (6.10)$$

$$\hat{\gamma}_{ij} = 0 \leftrightarrow \tau \leq B. \quad (6.11)$$

Dimensionless dynamic parameters of the problem are the Reynolds number, $Re = \hat{\rho} \hat{U}_0 \hat{D} / \hat{\mu}_d$, the Bingham number $B = \hat{\tau}_y \hat{D} / \hat{\mu}_d \hat{U}_0$, and the viscosity ratio $M = \hat{\mu}_i / \hat{\mu}_d$, of invading to defending fluid. The dimensionless geometric parameters are the maximum washout depth, $H = \hat{H} / \hat{D}$, the washout length $L = \hat{L} / \hat{D}$, and the development length, $l = \hat{l} / \hat{D}$. Following Chapter 3, we fix the development length to $l = 10$. 
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For boundary conditions we have no-slip on the top/bottom walls. At the inflow a Poiseuille velocity profile of Newtonian fluid is prescribed such that the non-dimensional flow rate \( Q = 1 \) (as velocities scaled with mean velocity). And at the outlet zero stress boundary condition is applied, see Figure 6.1.

We use the augmented Lagrangian method for solution of this problem as before and we do not repeat the details here. The rest of the numerical scheme, including surface tracking and Navier-Stokes problem, is explained in the following sections.

### 6.3 Numerical method for interface tracking: VOF

Interface tracking is the major challenge that one faces in the numerical solution of the two fluid systems. The methods used can be mainly grouped into Lagrangian and Eulerian, with some others that use both in a hybrid way.

In Lagrangian methods the interface is tracked directly using a set of points which are advected with the velocity field. The advantage is that interface tracking is accurate and simple, as we directly follow the position. Also computing the normal vector to the interface is also more accurate. However the problem is that it is hard to capture merging or break-up of the interface, e.g. a bubble which breaks up or two bubbles that merge.

On the other hand Eulerian methods do not directly track the interface, instead a passive scalar field is used which is advected with the velocity field on a mesh, and the interface shape is implicitly inferred from the field. Volume of fluid (VOF) \([119]\), level set \([2]\) and phase field \([248]\) are examples of Eulerian interface tracking methods. The main advantage is that merge/break-up of the interface is easily tracked. On the other hand, since these methods filter some information about the interface, we cannot reconstruct the shapes of the interface as accurate as with Lagrangian methods. This is a motivation for using hybrid approaches which try to mix both of these.
If the specific problem of study does not involve merge/break-up Lagrangian method is easy and advantageous, however this is not the case for the displacement flows that we are interested in. Here the flow phenomena to be studied are unknown at the outset. Thus we use the VOF method. In this method a scalar field $c$ is defined as the fraction of the volume of each cell in the mesh which is occupied by one fluid, see Figure 6.2. Obviously we have $c \in [0, 1]$. The equation for evolution of $c$ would be

$$\frac{Dc}{Dt} = \frac{\partial c}{\partial t} + u \nabla c = 0. \quad (6.12)$$

By using incompressibility $\nabla . u = 0$ we can write the equation in conservative form

$$\frac{\partial c}{\partial t} + \nabla (cu) = 0. \quad (6.13)$$

The advantage of this form is that if we use Finite Volume methods for solution, then it is guaranteed to conserve the volume of fluids at the discrete level.

Having discrete conservation of $c$ is good, but more is required. The other important properties of $c$ are: (a) it should preserve a sharp transition from 0 to 1 around the interface; (b) The range of $c$ should remain $[0, 1]$, as it has no physical meaning to have $c < 0$ or $c > 1$. This problem of conservation laws with sharp changes has been well studied. If we use conventional flux computation schemes we either get too much dissipation of $c$, i.e. smearing of the interface or often get overshoots of $c$ to outside of the physical range. One solution is to use special flux computation schemes such as MUSCL, which stands for Monotone Upstream-centred Schemes for Conservation Laws.

For our problem we use the van-Leer limiter which is designed for structured meshes only. Generally MUSCL schemes are much more complicated for unstructured meshes. Since for our problem, in this simplified geometry, using structured is adequate, we avoid those complications. We outline the scheme for a simple 1D flow in $x$ direction as shown in Figure 6.3. Equation
for this flow simplifies to

$$\frac{dc}{dt} + \frac{d(cu)}{dx} = 0, \quad (6.14)$$

where $u$ is the velocity in positive $x$ direction. Integration over cell $i$ yields

the finite volume form

$$\frac{d}{dt} \int_i c \, dx + \int_i \frac{d(cu)}{dx} \, dx = 0, \quad (6.15)$$

$$\frac{d}{dt} \int_i c \, dx + \frac{(cu)_{i+1/2} - (cu)_{i-1/2}}{\Delta x} = 0. \quad (6.16)$$

We need to compute the fluxes $(cu)_{i+1/2}, (cu)_{i-1/2}$ on faces of control volume.

The 1D MUSCL scheme computes the flux $F_{i+1/2}$ on the face $i + 1/2$ of cell $i$ as

$$F_{i+1/2} = u_{i+1/2}[c_i + \psi(r_{i+1/2})(c_i - c_{i-1})], \quad (6.17)$$

$$r_{i+1/2} = \frac{c_{i+1} - c_i}{c_i - c_{i-1}}. \quad (6.18)$$

The function $\psi$ is called flux limiter and $r_{i+1/2}$ shows the ratio of jump
across the boundaries of $c$. For the van-Leer limiter we use:

$$
\psi(r) = \begin{cases} 
0 & \iff r \leq 0, \\
\frac{2r}{1 + r} & \iff r > 0.
\end{cases}
$$

With this type of computing fluxes we will have both sharp boundaries and keeping the scalar in the physical range $[0, 1]$.

To extend this method for 2D we simply apply the above scheme in each direction separately. This is possible as we use a structured rectangular grid. The van-Leer scheme cannot be applied to an unstructured grid in this simple format. The 2D equation in discrete form becomes

$$
\frac{c_{i,j}^{n+1} - c_{i,j}^n}{\delta t} + \frac{F_{i+1/2,j}^n - F_{i-1/2,j}^n}{\Delta x_{i,j}} + \frac{F_{i,j+1/2}^n - F_{i,j-1/2}^n}{\Delta y_{i,j}} = 0,
$$

where $\delta t$ is time step, $\Delta x_{i,j}, \Delta y_{i,j}$ are the sizes in $x, y$ directions of cell $i, j$. All $F_{k,l}$ fluxes are computed as explained for the 1D case.

One important issue with VOF that we didn’t discuss here is interface reconstruction. A variety of ways have been proposed such as SLIC [179], PLIC [255], LVIRA [197] and others. This has applications when we want to obtain the interface normal and curvature for computation of surface tension effects. As we consider miscible flows no surface reconstruction is necessary and we basically ignore these features. Also another limitation is that VOF cannot be used for systems with three or more fluids.
6.4 Numerical method for the solution of the Navier-Stokes equation with an interface

The VOF method for tracking of the interface was explained in the previous section. Now to solve the displacement flow, the Navier-Stokes should be coupled with this equation. Generally speaking, the coupling can be strong or weak. In the former method both equations are solved together in each time step, while in the latter each equation is solved sequentially within each time step and the information is transferred between them.

We use weak coupling of VOF/Navier-Stokes equations and also include the ALG2 of the augmented Lagrangian method (6) in Navier-Stokes solution. In the version of ALG2 that we have used so far, a generalized Stokes problem arises at each iteration. The Stokes problem includes two new tensor fields: the Lagrange multiplier, $\mathbf{T}$, and the relaxed strain rate, $\gamma$. We use a Finite Element Method to solve the Stokes problem. A first order Euler time discretization is used. Pressure and viscous terms are implicitly assembled. The inertial term is first linearized using the convective velocity field of the previous iteration, then it is considered implicitly and a standard finite element assembly is used for it. In summary the discrete form of the generalized Stokes equation is

$$Re\left(\frac{\mathbf{u}^{n+1} - \mathbf{u}^n}{\Delta t} + \mathbf{u}^n \nabla \mathbf{u}^{n+1}\right) = -\nabla p^{n+1} + a \nabla . (\dot{\gamma} (\mathbf{u}^{n+1})) + \nabla . (\mathbf{T}^n - a \gamma^n).$$

(6.21)

The parameter $a > 0$ is the augmentation parameter which should be set. We use $a = 10$. The weak form of this equation is solved using the PELICANS [135] finite element framework. This code has been used within our group for several years for solution of many types of displacement flows in uniform channels.

By using VOF the sharp variation of color scalar from 0 to 1 is smoothed somewhat. For intermediate values of $c$ we need to use some value for the physical parameters. Instead of two constitutive relations (6.3)–(6.5), we
use linear interpolation:

\[
\tau_{ij} = (M(c) + B(c)) \gamma_{ij} \iff \tau > B(c), \tag{6.22}
\]

\[
\gamma_{ij} = 0 \iff \tau \leq B(c), \tag{6.23}
\]

\[
B(c) = (1 - c)B, \tag{6.24}
\]

\[
M(c) = cM + (1 - c). \tag{6.25}
\]

We take \( c = 1 \) as the invading uid, for which the above model reduces to (6.3), and for \( c = 0 \) this gives the defending fluid rheology (6.2)–(6.3).

**Algorithm 3** Solution algorithm for two fluid Navier-Stokes flow

Let \( \mathbf{u}^0, p^0, e^0, \mathbf{T}^0, \gamma^0 \) and \( \Delta t \) given

while End time not reached do

Compute approximate \( \delta t \) of color transport equation from CFL condition (6.26). Then set \( n = \lceil \Delta t / \delta t \rceil \) and \( \delta t = \Delta t / n \)

for \( i = 1 : n \) do

Advance \( c \) by solving (6.20)

end for

repeat \( \triangleright \) Conventional ALG2 (II) iterations

1- Using the updated \( c^{n+1} \) solve (6.21)

2- Set

\[
\gamma_{ij}^{n+1} = \begin{cases} 
0 & |T_{ij}^{n-1} + a \dot{\gamma}_{ij}(\mathbf{u}^{n+1})| \leq B(c) \\
(1 - \frac{B(c)}{|T_{ij}^{n-1} + a \dot{\gamma}_{ij}(\mathbf{u}^{n+1})|}) \frac{T_{ij}^{n-1} + a \dot{\gamma}_{ij}(\mathbf{u}^{n+1})}{M(c) + a} & \text{otherwise}
\end{cases}
\]

3- Set

\[
T_{ij}^{n+1} = T_{ij}^{n} + a \dot{\gamma}_{ij}(\mathbf{u}^{n+1}) - \gamma_{ij}^{n+1}
\]

until \( |\gamma_{ij}^{n+1} - \dot{\gamma}_{ij}(\mathbf{u}^{n+1})|_{L^2} \leq 10^{-6} \) or 300 iterations reached

end while

The time step restriction is coming from explicit solving of the color function for VOF. So we need a CFL condition taken as

\[
\delta t \leq A_{CFL} \frac{\min\{\Delta x, \Delta y\}}{\max |u_x| + \max |u_y|}. \tag{6.26}
\]
We usually use $A_{CFL} = .2 - .3$ range. The Navier-Stokes part is less restrictive in terms of the time step, in comparison to the VOF part. With this fact, to save computational cost, the $c$-transport equation is advanced over several smaller time steps and then the Navier-Stokes is solved with one bigger time step. The overall solution procedure is summarized in Algorithm 3.

**Numerical issues encountered and solutions**

Despite the fact the two fluid solver presented has been used in our group successfully for several years, we had issues when we applied to our problem. First, all of the previous problems studied had a uniform channel as geometry. Second, the type of elements used for velocity, pressure, multiplier and color were standard $Q_1, Q_0, Q_0$ and $Q_0$ elements respectively, see Figure 6.5. It is known that the $Q_1, Q_0$ element pair does not satisfy the inf-sup compatibility condition. The practical consequence of this is that the pressure field may show some spatial oscillations (checkerboard modes). However, as discussed in [239], this has not been observed for the displacement flows that have been studied to date. When we used the same solver for our case, oscillatory pressure fields showed up in the washout section,
Figure 6.5: The original element types used for displacement flows a) velocity, b) pressure, c) multiplier, and d) color spaces.

Figure 6.6: The modified elements for Inf-Sup compatibility. a) velocity, b) pressure, c) multiplier, and d) color spaces. The red line shows rectangle divided to two triangular elements.

see Figure 6.4 for example. A very interesting checkerboard type pattern is obvious in this figure.

Consequently to solve this problem an improved choice of elements was needed. For Bingham flows an ideal set of elements for unstructured triangular grids could be $P_1isoP_2$, $P_1$ and $P_0isoP_2$ for velocity, pressure and multiplier spaces, respectively. For Stokes equations the Taylor-Hood elements $P_2-P_1$ are popular, e.g. [30]. However, as the second derivative of the velocity field of Bingham flows is not necessarily continuous, higher order elements may not increase the accuracy, so cheaper elements are preferred.

One issue was that our solver for $c$ was limited to quadrilateral meshes, so we kept the main mesh as rectangular for the VOF solver, but each rectangle was split internally into two triangles for the Navier-Stokes part, see Figure 6.6. This looked fine, but on implementation the VOF solver was observed to overshoot, giving $c > 1$ in some parts of the domain, especially around the corners of the washout. This problem took a long time to resolve. Eventually it was concluded that this had been due to not having
6.5 Validation with previous steady computations

As noted, the displacement code has been previously used within our group for study of several flows and we had good level of confidence. However to validate the new elements, we compared with the results of the steady inertial computations (calculated with FreeFEM++ on unstructured triangular meshes plus mesh adaptation) of Chapter 5. For this purpose we allow the
Figure 6.8: $x$-velocity profiles $u(x, y)$ at three sections of the washout (left to right): $x = -L/4$, $0$, $L/4$. The displacement solver (red circles) is compared with the steady inertial solutions of the flow computed using FreeFEM++ with mesh adaptation (solid lines). The rows are $Re = 10$, all with $He = 500$.

same Bingham fluid to displace itself in a square washout $H = 1$, $L = 4$ for long enough time to reach steady state. The comparisons of velocity profiles at three equally spaced sections of the washout are shown in Figures 6.8, 6.9, 6.10, 6.11 and 6.12. We fix the Hedström number $He = 500$ (recall $He = Re \times B$ as in Chapter 5), and vary five Reynolds numbers: $Re = 10$, 50, 100, 200, 500. We observe that the results match well. The validity of displacement code with the new $Q_{1N}$ elements is thus reinforced.

6.6 Preliminary computational results

The dimensionless parameter space of problem consists of $(H, L, B, Re, M)$, i.e. five dimensionless parameters. As we saw in Chapter 5, practically the Reynolds and Bingham numbers do not change independently in the process, as the mean velocity (pumping speed) is the main independent variable in field conditions. Hence we replace $B$ with Hedström number $He = Re \times B$ and consider the space as $(H, L, Re, He, M)$.

As time was limited for this preliminary study, we only present initial results over a limited range of parameters. First we fixed $He = 500$ to reduce one parameter and as this is in the range of field conditions. Based on experience from the previous chapter we performed a parametric study
Figure 6.9: $x$-velocity profiles $u(x, y)$ at three sections of the washout (left to right): $x = -L/4$, 0, $L/4$. The displacement solver (red circles) is compared with the steady inertial solutions of the flow computed using FreeFEM++ with mesh adaptation (solid lines). The rows are $Re = 50$, all with $He = 500$.

Figure 6.10: $x$-velocity profiles $u(x, y)$ at three sections of the washout (left to right): $x = -L/4$, 0, $L/4$. The displacement solver (red circles) is compared with the steady inertial solutions of the flow computed using FreeFEM++ with mesh adaptation (solid lines). The rows are $Re = 100$, all with $He = 500$. 
**Figure 6.11:** $x$-velocity profiles $u(x, y)$ at three sections of the washout (left to right): $x = -L/4, 0, L/4$. The displacement solver (red circles) is compared with the steady inertial solutions of the flow computed using FreeFEM++ with mesh adaptation (solid lines). The rows are $Re = 100$, all with $He = 500$.

**Figure 6.12:** $x$-velocity profiles $u(x, y)$ at three sections of the washout (left to right): $x = -L/4, 0, L/4$. The displacement solver (red circles) is compared with the steady inertial solutions of the flow computed using FreeFEM++ with mesh adaptation (solid lines). The rows are $Re = 500$, all with $He = 500$. 
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Figure 6.13: Colormaps of $c$ for $H = 2$, $L = 4$, $M = 0.1$ and $Re = 10, 50, 100, 200$ from top to bottom. The flow is from left to right and the times are $t = 4, 4, 4, 4$

over the following ranges:

$$H = 2, 5, 10 \quad L = 4, 10, 20 \quad Re = 10, 50, 100, 200 \quad M = 0.1, 0.3, 3, 9, 27$$

(6.27)

As the viscosity ratio ($M$) is a new parameter and we have less intuition about the effects, more points were used for $M$. The displacement flow is generally unsteady, but in some cases at long times it converges to a steady flow. In comparing between flows we have tried where possible to do so at a sufficiently long time for the flow to become steady. The average passage time is

$$t_{pass} = \frac{\bar{U}_0}{\bar{L} + 2l},$$

(6.28)

which is simply the time to travel the domain length at the mean velocity. Equally, after $t = t_{pass}$ a volume equal to the uniform channel volume
Figure 6.14: The speed colormap for $H = 2$, $L = 4$, $M = 0.1$ and $Re = 10, 50, 100, 200$ from top to bottom (the same flows as Figure 6.13).

(i.e. neglecting the washout) has been pumped.

To compare flows, we find that the stable displacements are usually realised after we do so after a few $t_{\text{pass}}$, and that if unstable at e.g. $t = 3t_{\text{pass}}$, the flow remains unstable. Thus, we define a new time scale for presenting our results:

$$\tilde{t} = \frac{t}{t_{\text{pass}}}.$$  \hfill (6.29)

The usual simulation time for the results we present is at $\tilde{t} = 5$. However, some of the unstable flows are presented for shorter times as the time step for the simulations was shorter and computational times longer (and we had limited computational resources).

First we show a few example cases and look at the general trends of the results. Note that $He = 500$ for all results of this chapter, so this means that by increasing $Re$ the the Bingham number $B$ decreases. Figure 6.13 shows...
color maps of $c$ for $H = 2$, $L = 4$, $M = 9$ and $Re = 10, 50, 100, 200$ from top to bottom and times are $\bar{t} = 4, 4, 4, 4$.

Figure 6.15: Colormaps of $c$ for $H = 2$, $L = 4$, $M = 0.1$ with $Re = 10, 50, 100, 200$, increasing from top to bottom. We observe at the lower $Re$, the asymmetry in the washout orients upstream towards the entry of the washout. By increasing $Re$ the asymmetry move to the downstream/exit side of the washout. Interestingly for $Re = 50$ the flow is almost symmetric. We see that from $Re = 10$ to 50, washout displacement efficiency increases and then decreases. This is consistent with the results in Chapter 5, where we found that increasing inertia helps to circulate more fluid, up to some $Re_c$, and then degrades the displacement efficiency.

One new feature compared to single fluid flows is the static layers on the entry/exit development sections. These can appear if the invading fluid exerts a shear stress on the walls of the channel less than the defending fluid yield stress. For our study the invading fluid is Newtonian and the minimal
Figure 6.16: Colormaps of $c$ for $H = 2$, $L = 4$, $M = 27$ and $Re = 10, 50, 100, 200$ from top to bottom and the times are $t = 4, 4, 4, 4$.

wall shear stress is:

$$u(y) = 6y(1 - y) \Rightarrow \tau_w = M \frac{du}{dy}_{y=0} = 6M.$$  \hspace{1cm} (6.30)$$

This leads to the following simple condition needed for static layers on the walls of the channel:

$$6M \leq B.$$  \hspace{1cm} (6.31)$$

This means that if $6M \geq B$ then no static layers should exist on the channel walls for long times. With our current range of $B$ this means for $M = 9$ & 27 we should have no static layers in the development sections and indeed we find this. In Figure 6.13 there is a static layer in development section for all $Re$ while for $M = 9, 27$ (Figures 6.15 & 6.11) no static layer exists. We consistently get the same result for other cases as well.

A second related new feature in these flows, compared to the single
Figure 6.17: Colormaps of $c$ for $H = 2$, $L = 10$, $M = 9$ and $Re = 10, 50, 100, 200$ from top to bottom and times are $t = 5, 5, 5, 5$.

fluid flow, is that a static layer may sometimes appear on the straight wall opposite the washout section. This is probably due to the same mechanism as in the development channels, i.e. as the flow width widens in the washout section, the shear stress on the walls reduces and static layers emerge that can be thicker than in the development sections. It is even possible that the washout section can have static layers while the development sections are clean, e.g. see Figure 6.15 for $Re = 10$ (top figure).

A rather beautiful phenomenon that we observe in Figure 6.13 for $Re = 100, 200$ is frozen chunks of the invading fluid in the washout. Basically during the initial phase of displacement some part of the invading fluid penetrates in the washout, but inertia is not high enough to sustain the washout flow. Hence the trapped chunk of the fluid comes to rest in finite time, due to yield stress in the surrounding fluid. We can confirm the fluid is trapped by looking at the $c$ and speed colormaps together, as in Figure 6.14.

Figure 6.15 shows the same geometry but the viscosity of the invading fluid is increased to $M = 9$. First we see that the static layers in the
Figure 6.18: Colormaps of $c$ for $H = 2, L = 10, M = 27$ and $Re = 10, 50, 100, 200$ from top to bottom and the times are $t = 5, 5, 5, 5$.

development sections are completely displaced compared to $M = 0.1$ as (341) predicts. We see that increased shear due to higher viscosity has also significantly helped to displace more fluid in the washout section as well. The flow pattern for $Re = 200$ is interesting, there is a recirculation pattern in the washout consisting of an outer ring of mixed fluids and an inner uncontaminated region of defending fluid.

Figure 6.16 shows a further increase of viscosity to $M = 27$. Now we get very good displacement of the washout for $Re = 100$. The invading fluid touches the upper wall of the washout. This good displacement is accomplished by the high shear stresses developed due to increased invading fluid viscosity. For $Re = 200$ the fluid penetrates deep into washout too. However, high inertia forces the invading fluid more to the downstream side of the washout. The big vortex that had filled the whole washout reduces in size and shifts to the upstream side of the washout, yet it has kept the ring/uncontaminated core structure.

Now we consider increasing $L$. Figure 6.17 shows $H = 2, L = 10, M = 9$; compare with Figure 6.13. Interestingly, we see that now the invading
Figure 6.19: Colormaps of $c$ for $L = 20$ and the rest of parameters the same as Figure 6.18. Flow demonstrates a steady full displacement.

Fluid penetrates considerably deeper into the washout for all ranges of $Re$. This relates to neither viscous nor inertial effects. Indeed it appears to be due to giving these forces enough length to develop their full impact on the washout. Presumably development length depends on $M$ and $Re$. In Figure 6.18 the viscosity is increased to $M = 27$ and we can notice that for larger $M$ this length is shorter. Another message of this figure is that for $Re = 50, 100, 200$ a full displacement of the washout is achieved. By full we mean that the invading fluid has totally displaced the defending fluid after the development length. To better demonstrate this, Figure 6.19 shows continuation of the washout length to $L = 20$ which indicates a full displacement.

This type of displacement is very desirable and clearly occurs in the stable slow flow limit when two conditions are met:

1. The length of the washout is long enough to let the flow develop, which is realised for $L/(1 + H) \gg \mathcal{O}(1)$ at least. We have not studied this in more quantitative detail.

2. Viscosity should be high enough for the shear stress on the wall to
exceed $B$. Following the same method that led to (6.31), we find

$$\tau_{\text{wall}} = \frac{6M}{(1 + H)^2} = B \implies M = \frac{B(1 + H)^2}{6},$$ \hspace{1cm} (6.32)

as the minimum required viscosity ratio $M$ to achieve full displacement.

This shows quadratic growth of the required viscosity with depth of washout, which may be prohibitive in practice. In general we can expect the displacement flow to develop into a simple Poiseuille flow with/without static layer on the wall, if the washout is long enough.

Recall that the above analysis neglects inertia and consequently should be true only when viscosity is dominant. When inertia and viscous forces are nearly balanced and the flow is still stable, inertia can significantly impact the residual layer thickness and displacement in long washouts. Good examples are Figure 6.20d and Figure 6.21b, in both inertia has caused the flow to curve out a wavy static layer on the walls. The amplitude of the wave increases with inertia. This effect of inertia is apparently very unstable, i.e. by small change in initial condition the static layer pattern can greatly vary.

So far most of the results we explored were in the large $M$ low $Re$ range of our parameter space, where viscous stresses are dominant and we get smooth stable displacements. We also see many unstable flows in our results, when Reynolds is high enough and the viscosity ratio is low. Figure 6.22 shows colormaps of $c$ for $H = 2, L = 10, M = 0.1$ and the sequence $Re = 10, 50, 100, 200$. We observe that for $Re = 10$ the flow is obviously stable, while for $Re = 100, 200$ the flow is fully unstable. The $Re = 50$ flow appears somewhat transient but is actually stable.

Another example of unstable flow was already shown in Figure 6.21. The flow is stable for $Re = 10, 50$ and by increasing inertia the flow becomes unstable at $Re = 100$. Note $\bar{t} = 3.4$, so enough time has passed to conclude the flow is unstable. For $Re = 200$ we have shorter $\bar{t} = 1.5$, as numerical solution of unstable flows takes a very long time, due to the smaller time steps and greater number of iterations needed to converge at each time step.
Figure 6.20: Colormaps of $c$ for $H = 2$, $L = 20$, $M = 3$ and $Re = 10, 50, 100, 200$ from top to bottom and snapshot times are $t = 6, 6, 6, 6$.

Figure 6.21: Colormaps of $c$ for $H = 2$, $L = 20$, $M = 0.3$ and $Re = 10, 50, 100, 200$ from top to bottom and times are $\bar{t} = 6, 6, 3.42, 1.5$. 
Anyway, as the Reynolds number is higher we can infer that it will remain unstable just like the $Re = 100$ case. We see that when unstable flow happens the mixing of fluids is very strong and a good displacement occurs through the washout, except at the corner region close to the entrance. Here lower Reynolds flows achieve a better displacement, for example compare $Re = 100$ with $Re = 10$ in Figure 6.21.

Looking at the time evolution of an unstable displacement flow, we can divide it into two periods as follows. (a) The initial phase when an unstable finger of the invading fluid moves forward until it reaches the exit of the domain. Most of the displacement happens in this phase by pushing and viscous drag as the main mechanisms of displacement. (b) The second phase starts after the invading fluid has reached the exit. At this point a channel has been opened through the defending fluid, usually with irregularly shaped static layers due to unsteadiness and instability; e.g. Figure 6.23g. Then the invading fluid largely flows along this channel, just as in a single unstable Newtonian flow. The flow can still wash some stagnant material out of the domain by: (i) shearing of static layers; (ii) yielding of chunks of the fluid and transporting it away. The former happens for the smoother layers where the surface is mainly aligned with the flow, and takes place over a long time scale. The latter mainly occurs for rough shaped stagnant surfaces, usually carried away by a pulse of flow with higher velocity, and takes place over the convective time scale. Most often the jagged surfaces are smoothed quickly by yielding and then slowly washed. This second phase of displacement continues until the residual stagnant zones are strong enough to resist all the unstable forces. Commonly the corners of the washout are the only locations that can keep a noticeable amount of stagnant fluid and some small bits of fluid may survive elsewhere.

We can observe the two phases of unstable displacement in Figure 6.23 which shows the evolution of $c$ for $H = 2$, $L = 20$, $Re = 100$, $M = 0.3$. The first phase is completed at $\tilde{t} = 1.3$ (label g in figure) where invading fluid has reached the exit. We see two domes of stagnant fluid on the bottom wall at this point. The larger one close to the washout entry and the smaller one close to the exit (circled in figure), and some thin layers on the development
sections. Note that after this point the bulk of the flowing channel does not change and only the domes and development section layers are washed out, mostly by a shearing mechanism. There are some spots that we may infer more of yielding type mechanism e.g. from (g) to (h) for the smaller dome or the tail of bigger dome from (j) to (k) (circled in figure). We see that the static fluids at corners of the washout have kept their shape virtually unchanged, especially the region at the washout entrance. The yielding mechanism is shown nicely in Figure 6.24 which shows two snapshots of $c$ for a case where we can easily see yielding and transportation of a chunk of fluid.

On the other hand, stable displacements have only the one phase, and this is similar to the first phase of unstable displacements, i.e. the invading fluid pushes and drags the defending fluid out of the domain. However, after the invading fluid reaches the exit, very little additional displacement happen by shearing mechanism and there is no yielding of chunks of fluid, unlike the unstable displacement. Figure 6.25 shows a typical stable displacement.
progressing. We can see that practically no further displacement happens after the fluid has reached the exit at $\bar{t} \approx 2.19$ (label (i) in Figure 6.25), nor even much later at $\bar{t} = 7.11$ (label (j) in Figure 6.25).

The effect of $L$ on unsteady behaviour of the flow is also interesting. For example, compare the flows in Figure 6.13 and Figure 6.22, in which the length of washout $L$ has increased from 4 to 10. The flow has changed from the frozen stable pattern to an unstable flow for both the cases of $Re = 100$ & 200. It appears that the longer $L$ allows the instability enough time to grow, while in the shorter length the instability is damped, i.e. these

Figure 6.23: The evolution of $c$ for $H = 2$, $L = 20$, $Re = 100$, $M = 0.3$
Figure 6.24: The stagnant fluid circled in a) is displaced by yielding, and can be tracked in b). Parameters are $H = 5$, $L = 10$, $Re = 100$, $M = 0.1$

are advectively unstable. This is very much like the stable displacement examples we saw before, in that increasing $L$ enabled the flow to penetrate much deeper into the washout (growth of amplitude). This suggests that $L$ plays a vital role as a development length for the local flow in the washout and that flow development depends critically on $Re$. Further study of this is needed.

Another example of the stabilizing effect of $L$ can be observed in Figure 6.26, in which $L$ is reduced from 20 in Figure 6.21 to 10. Note it can be also viewed as the increased viscosity ratio version of Figure 6.22, from $M = 0.1$ to $M = 0.3$. In either case we observe that the flow at $Re = 100$ has become stable. The flow appears to be unstable, judging solely from the distribution of $c$ at $\tilde{t} = 5$, but the speed colormap in Figure 6.27 shows a smooth channel of mobile fluid with no evidence of instability. The frozen pattern surrounding the flow path is a signature of some early instability growth in the flow, topologically analogous to Kelvin-Helmholtz type. Regarding other $Re$ values we see that $Re = 10$, 50 are stable in Figures 6.21, 6.22 and 6.26. At $Re = 10$ there is minimal difference between the figures and for $L = 20$ it appears to be an extended version of $L = 10$. For $Re = 50$ increasing $M = 0.1$ to $M = 0.3$ has made the flow smoother, also the ef-
Figure 6.25: Progress of $c$ for a stable displacement. $H = 5$, $L = 20$, $Re = 10$, $M = 0.3$. 
Figure 6.26: Colormaps of $c$ for $H = 2$, $L = 10$, $M = 0.3$ and $Re = 10, 50, 100, 200$ from top to bottom and times are $\tilde{t} = 5, 5, 5, 1.3$.

Figure 6.27: Colormap of the speed for $H = 2$, $L = 10$, $Re = 100$, $M = 0.3$

The effect of increased $L$ allows inertia to create a wavy static layer. We see that $Re = 200$ is high enough such that the flow is unstable in all three cases. Having said all this, recall that if we increase $M$ sufficiently we get stable displacements again, e.g. see Figure 6.17 and Figure 6.20.

Concerning the effect of $H$, for stable displacements and if $H$ is sufficiently large we see similar results as with self-selection in single fluid flows. Perhaps *self-selection* is inappropriate as a term for displacement as here as flow is unsteady and initial conditions can certainly affect the flow. In-
Figure 6.28: Comparing the effect of increasing $H$ on final shape of the displacement. Colormaps of $c$ are shown. Left column $H = 5$ and right column $H = 10$. Rows from top to bottom: $Re = 10, 50, 100$ and $L = 10, M = 0.3$.

Instead we can say that we observe invariance of the final steady displacement shape, as in the single fluid flows. This is illustrated in Figure 6.28 where we compare the final flow shapes for two values of $H = 5, 10$ over the range of $Re = 10, 50, 100$, (for other parameters $L = 10, M = 0.3$). We see that for fully stable flows at $Re = 10, 50$, the same shapes are clearly obtained at both $H$. There are some subtle differences which could be due to the times of comparison not being identical. However for $Re = 100$ we see frozen fluid pieces which are quite different. This can be also due to that $H = 5$ is not large enough for this case to be compared.

For unstable flows we observe that increasing $H$ lead to a cavity like configuration, such as shown in Figure 6.29, in which a big vortex resides in the washout and the invading fluid jet travels nearly in a straight path from upstream to downstream of the washout, with parts of invading fluid occasionally detaching and entering the washout vortex structure. In this case
most of the circulation is made up of the defending fluid and displacement is much weaker compared to smaller $H = 2$, 5 values which attain relatively high displacement efficiency. Severe inertia is clearly making things worse for deep washout of $H = 10$. Increasing viscosity is one way to get better displacement as we saw before. Figure 6.30 shows the outcome of increasing $M = 0.3$ to $M = 27$ for this washout. Certainly we see much improvement in displacement efficiency, though at a much higher energy cost (pump power) due to high viscosity. In addition it might not be possible to attain $M = 27$ in practice.

So it looks very difficult to achieve a good displacement efficiency for long and deep washouts like $H = 10$, $L = 20$, as neither of high inertia or large viscosity are useful or practical. On the other hand, industrially, deep and long washouts are the ones which we do really worry about. The borehole of these washouts are prone to collapse and gas invasion, also fluid migration can happen between formation layers due to long length. Consequently it is crucial to find ways to accomplish better displacement without brutally increasing viscosity.

In the following we give an idea on how to improve the displacement for these long-deep washouts. We did not have time to actually examine it, however it is based on the observations we have had so far, and intuitively looks to be correct.

First we should revisit a trend in the results that was briefly mentioned and elaborate more on it. Figure 6.31 nicely shows it in our model long-deep washout case. Basically it shows the results for $Re = 10$, 50, 100 of the same washout we considered ($H = 10$, $L = 20$, $M = 0.3$). First note that actually all the lower $Re$ flows get better displacement than $Re = 200$, consistent with results of Chapter 3 that we observed too much of inertia becomes harmful. This is not new, however the new phenomenon here is the shift of flow asymmetry from fore (close to entrance) to aft (close to exit) as Reynolds is elevated from $Re = 10$ to $Re = 50$ and $Re = 100$. This can be observed in other earlier results e.g. Figures 6.28, 6.29, 6.22 and 6.13.

Fore asymmetry is particularly interesting, it happens at low $Re$ values and it seems that for sufficiently large $H$ we get an interesting shape in-
variance relative to $M$. Basically the opening portion of the flow (where it widens up to the maximum width) becomes virtually constant and the converging portion responds to $M$ variation. **Figure 6.32** shows the sequence $M = 0.1, 0.3, 3, 9, 27$ and $Re = 10$ for our long-deep washout. We can see that the flow portion at the left of dashed line is remarkably neutral to the two orders of magnitude of change in $M$ from 0.1 to 27. The evident difference is in the flow width in the converging portion of flow. We see that for $M = 0.1$ the flow width quickly narrows down from the maximum (after the dashed line) to the development section width, while for $M = 27$ the flow keeps wider and reaches the exit of washout with a larger width than the development section. This is expected as higher $M$ means more viscous drag, however it looks that at the beginning of the washout where flow is expanding, pushing forces play the key role in displacement and viscous drag is relatively smaller. This could be due to a great pressure imbalance experienced by the flow over the sudden expansion at the beginning of the process. We remind that in **Figure 6.32** $t \geq 7$ for all of the cases, therefore we have confidence in these as final flow structures. Lastly we should say that this invariance at low $Re$ can also be observed for smaller expansion ratios as well to some extent, but not as nicely as larger $H$. **Figure 6.33** shows variation of flow by $M$ for $H = 2$, $L = 10$, $Re = 10$. Again we can see the shape of flow is not changing much at the opening portion of washout where the flow is expanding (left of dashed line).

With these preliminaries we can revisit the problem. As long-deep washouts are the most industrially concerned ones we would like to accomplish a good displacement such as in **Figure 6.30** with large $M = 27$, however this large viscosity ratio could be impractical, both due to enormous pumping energy needed and also being able to actually make or get ready such fluids. On the other hand, we observed that for smaller $M$ values at low $Re$ we get a strong asymmetry which locally gives a good displacement at the washout entrance. Also as $Re$ is increased the asymmetry moves to the downstream of washout and we get better displacement there. For higher $Re$ unstable flow can mobilize additional stagnant fluid on the casing (straight wall) and also at down stream of the washout, however it should
not pass certain limit or we get a big vortex configuration as observed before, worsening the displacement.

Putting together these pieces, we propose the following strategy to obtain a displacement similar to Figure 6.30 in a long-deep washout, but with a low $M$:

1. Pump at low $Re = Re_l$ (e.g. 10) for a period of $O(t_{pass})$.

2. Slowly increase $Re$ to higher value $Re_h$ over $O(t_{pass})$ time frame. The flow should be still stable at $Re_h$.

3. Increase $Re$ to unstabilize the flow and keep this for another $O(t_{pass})$.

With this strategy we will do a sweep of washout, continuously displacing fluid from upstream to downstream as observed in Figure 6.31. At the final step the unstable flow can wash away even more stagnant fluid by the yielding and shearing mechanisms explained before, but the range of $Re$ should be controlled to avoid falling in the circulation regime. Remind that the time scales of $O(t_{pass})$ are essential for each step of this process as they ensure we have some type of quasi-steady like flow. Otherwise if we rapidly level up the $Re$, the flow will not have enough time to displace in the patterns that we see for the steady flows in Figure 6.31.

On the top of these good properties, interestingly we can see that the maximum depth of penetration into washout for each of the flows in Figure 6.31 is roughly the same as Figure 6.30 that we have $M = 27$. Thus, this process potentially can achieve the same displacement as large viscosity case of $M = 27$.

Note that the proposed process is practical and can be used out of the box, as increasing $Re$ simply means to pump faster in the field. Usually operators have some idea about the range of $Re$ for having laminar or turbulent flow and primarily $t_{pass}$ is the parameter that should be estimated. For this we need information about the length of washout that is becoming more available these days via the use of new measurement technologies.

Last but not least, we should say that it has been previously concluded in [103] that for uniform geometries, the transient behaviour of displacement
Figure 6.29: The effect of increasing $H$ in unstable flows. $L = 20, Re = 200, M = 0.3$ and from top to bottom $H = 2, 5, 10$.

Figure 6.30: Colormap of $c$ for $H = 10, L = 20, Re = 200, M = 27$

flow can have significant impact on the removal of stagnant fluids. Here we proposed a transient process for non-uniform geometries to enhance displacement efficiency.
6.6.1 Discussion and summary

We have developed and benchmarked a numerical code that is capable of resolving 2D displacement flows of non-Newtonian fluids in complex washout geometries. Although we have considered only iso-dense fluids and a Newtonian fluid displacing a Bingham fluid, there is no reason to suspect that the code will not work adequately for other fluid types and with buoyancy.

Even for the simple geometry considered and the simplified rheologies, 5 dimensionless groups govern the flow. Due to the transient nature of a
Figure 6.32: Colormaps of $c$ for increasing $M = 0.1, 0.3, 3, 9, 27$ from top to bottom and $H = 10$, $L = 20$, $Re = 10$. Times are $\tilde{t} = 7.4, 9.4, 8.9, 11.5, 10$ respectively.
displacement, the end-time for comparison is also important. Thus, the
degree of complexity is high even for our present results. Therefore, it is
appropriate to consider our results as preliminary and our parametric ranges
are far from comprehensive. Nevertheless, a number of interesting features
have been observed. These include the following.

- Static layers of fluid can exist permanently in the washout and develop-
ment sections, depending on the dimensionless parameters. Contrary
to the single fluid flows studied in Chapter 4 & Chapter 5, static lay-
ers can also exist on the (straight) casing wall along the length of the
washout, i.e. mobility of the single phase flow during recirculation does
not guarantee mobility during the displacement phase.

- We can have both stable and unstable displacements. In the former
case viscous forces are dominant (low $Re$, high $M$). The defending fluid
is slowly displaced by a combination of pressure forces and viscous
drag, leading to smooth, well shaped static residual layers. In the
latter case the flow remains unstable throughout the displacement,
strong mixing of the fluids can happen and the static layers are more
irregularly shaped.

- The stable displacement takes place in one stage while the unstable one
can be divided into two stages. In stable displacements the invading
fluid displaces the defending fluid steadily until it reaches the domain
exit, afterwards no more (or very little) displacement happens and
the flow remains steady. In unstable displacements, first an unstable
invading fluid displaces the defending fluid and reaches the exit. In
the second stage the flow remains unsteady and continues to wash and
transport parts of defending fluid out of the domain.

- In stable displacements along sufficiently long washouts, if the viscosity
of invading fluid is large we can get a full displacement of the defending
fluid throughout the washout, except for small regions at the corners
of the washout. We have developed an estimate for the minimum
required viscosity ratio to accomplish this.

- When viscous and inertial forces are closely balanced and the flow
is still stable, inertia can considerably influence the topography of
static layers. For example in the long washouts, it may create wavy
shaped static layers. This type of effect is rather sensitive to the
flow conditions: small changes might lead to great variation, partly it
depends on inertia and partly since the flow is irreversible.

- In stable displacements when inertial effects are high enough a recirc-
culating vortex can exist in the depth of the washout. The structure
of the vortex is interesting: it consists of an uncontaminated core of
defending fluid plus a surrounding ring of mixed fluids. This seems to
be the only case for which we get non-static defending fluid remaining
in the washout zone for long time.
• The yield stress has interesting effects on the stability of the flow. Sometimes the displacement starts in an unstable mode at the beginning and the amplitude of instabilities grow for a while, however the yield stress eventually damps the instabilities and it seems that eventually we get a stable displacement, at least for the parameters tested. Fascinating patterns that indicate the early unsteadiness of the flow can be frozen into the flow by the yield stress of the displaced fluid.

• In addition to dynamic parameters of the problem i.e. $Re$ and $M$, we observed that the length of the washout can also play a role in determining stability or instability of the flow.

• Generally, by increasing inertial effects the asymmetry of the flow increases.

• In the low $Re$ limit we saw that the displacement pattern in the local region very close to the entrance to the washout is approximately invariant with respect to $M$. We postulate that this is primarily caused by the large pressure imbalance on the fluid, due to the sudden expansion of the flow. However this needs more investigation.

• We observed some evidence of the similarity of self-selection of the flowing area, for large enough $H$ and $B$, i.e. when the washout is adequately deep. This is perhaps better described as a flow invariance. The displacement must be stable to achieve this.

In terms of the practical application to cementing, the following observations appear relevant.

• Increasing the viscosity ratio $M$ of invading to defending fluid always leads to better displacement. This is achieved by increased drag force on defending fluid. In fact if the washout is long enough and $M$ is large enough we can achieve full displacement of the washout (except for small corner regions). However the required $M$ is quite restrictive, as it quadratically grows with the depth of the washout.
• We observed in Chapter 5 and here again that increasing inertia does not always lead to better displacement. For long-deep washouts we observed that highly inertial flow leads to a flow structure in which the invading fluid is simply traveling in a roughly straight line from upstream to downstream, leaving a large vortex of mixed fluids circulating within the washout. For smaller inertia the invading fluid penetrates deeper into the washout and better displacement is achieved. This is contrary to general idea in the industry that the higher inertia always results in better displacement.

• The low Re flows achieve better displacement at the entrance (upstream) area of the washout, i.e. compared to higher Re flows. Higher Re flows generally achieve better displacement in the exit (downstream) region.

• Finally, based on the behaviour of the displacement flows observed, we have proposed a method to achieve better displacement for long-deep washouts when $M$ is low. It is based on having a transient process in which we increase $Re$ from low to high, during a time period of $O(t_{\text{pass}})$. With this strategy we attempt to combine both the good properties of low Re displacements with those at higher Re. The former of these is better mobilization of the invading fluid at the upstream end. The latter of these improves the downstream end of the washout. However, we should be careful not to put too much inertia into the flow. This can lead to a large vortex structure in the washout, hence reducing displacement efficiency.
Chapter 7

Summary and conclusions

In this thesis we have studied the effect of geometric non-uniformities on 2D channel flows of yield stress fluids. The methodology has been mainly computational although in each specific flow we have also tried to build our physical insight and deliver easy to use predictive estimates through the use of analytical methods (asymptotics, variational methods, dimensional analysis and curve-fitting) as much as possible.

In the following concluding chapter, we first summarize the specific results, insights and novel contributions of each chapter (§7.1). Secondly, we look back at the research motivations, objectives and the overall path we took in the thesis. We try to develop a larger vision of where we were, how far we have progressed and what we see on the horizon (§7.2). Third we mention the limitations of our study and possible improvements (§7.3). Finally we end the thesis with recommendations for future research directions.

7.1 Results, insights and contributions from the individual chapters

7.1.1 Bingham fluid flow along wavy channels (Chapter 2)

1. To the best of our knowledge, this was a first study of its kind in 2D flows that was specifically targeted at understanding self-selection
behaviour in a channel geometry. We systematically studied about 500 computations covering a wide range of problem parameters \((h, \delta, B)\).

2. It was perceived that in a wavy channel, for sufficiently large \(B \geq O(1)\) stagnant fouling zones appear first at the widest part of the channel, when the amplitude \(h\) exceeds a critical limit \(h_c\). These stagnant regions continue to exist and grow with increasing \(h\). We found that \(h_c\) decreases monotonically as \(B\) increases, i.e. we get static layer at smaller \(h\).

3. Qualitatively four types of flows were identified based on the unyielded regions arrangement: the central plug can be intact or broken and is always present in the flow, whereas static layers might be present or not. When \(B \geq O(1)\) we observed the following trends in the flow configuration. For \(\delta = O(1)\) the central plug is chiefly intact and remains so with the growth of \(h\) through the appearance of static layers. For long \(\delta \ll O(1)\) the central plug is intact only when \(h \leq O(\delta)\) and quickly breaks with increase of \(h\), forming two islands each around a symmetry points of the channel, at the narrowest and widest sections. With further increase of \(h\) static layers appear. If static layers exist at a given \(h, \delta, B\), then they would exist for larger \(h, \delta, B\) as well. For a given flow with static layer, if we keep \(h, B\) constant and decrease the \(\delta\), the static layer eventually vanishes. Conversely for a case without stagnant layer if \(\delta\) is increased at constant \(h, B\), eventually a static layer appears.

4. We observed that for sufficiently large \(B \geq O(1)\), a variable that describes the onset of static layers is \(h\delta = \hat{H}/\hat{L}\), which is simply the average slope of the non-uniformity. This means if \(h\delta \geq (h\delta)_c\) then we have static layers. We showed that this limit can be expressed as \((h\delta)_c = f(B, L)\) where the function \(f\) is predominantly determined by \(B\) and changes in \(\delta\) result in weak variation. Moreover it was showed that \(f\) can be bounded by 2 curves \((f_s(B) \& f_n(B), \text{respectively})\), that give sufficient and necessary values of \(h\delta\)
to have a static layer. These bounds are only functions of $B$, i.e. $(h\delta)_n = f_n(B) \leq (h\delta)_c = f(B, L) \leq (h\delta)_s = f_s(B)$. This means that, for static zones to appear, it is necessary for $h\delta$ to be at least $f_n(B)$. Conversely, if $h\delta$ is greater than $f_s(B)$ then it is guaranteed to have a static layer at the widest section of the channel. These bounds are quite close, generally differ by $\leq 15\%$ and get closer for smaller $B$. We have provided curve fitted expressions for $f_n(B) \& f_s(B)$. The existence of the necessary bound can be understood from exploring the lubrication limit, i.e. if $h\delta \ll O(1)$ then the lubrication approximation is correct in describing the shear stresses near the wall and this never predicts static layers, even for $B \rightarrow \infty$; see [102]. The existence of the sufficient bound can be explained by looking at the Newtonian counterpart where the increase of $h$ results in recirculation at the widest part of the channel. At the amplitude $h_{Newt}$, for the onset of recirculation, we have $\tau_{xx} = \tau_{xy} = 0$ at the maximum depth of the channel wall. Therefore, if we put any amount of yield stress we should get a static layer at this amplitude. Therefore, we see that the sufficiency condition for the Bingham fluid to have a static layer should be bounded by the Newtonian condition for recirculation.

5. For moderate $B$ when the amplitude $h$ is increased above critical $h_c$ changes in the position of the stagnant layer boundary quickly become insignificant. Also we observed that in this range of $B \& h$, having different shapes of wall non-uniformities did not produce noticeably different flows in the mobile regions. These all suggested that the flowing part of the channel is inherently self-selected. We were able to show some universal scalings for our computations, though we could not give complete understanding. The flow in the narrow region between the stagnant layer and the central plug shows interesting features: both a very symmetric velocity ($u(y)$ approximately cubic) and $\sigma_{yy} \approx 0$. Exploiting these we tried to derive a semi-analytic form for the flow fields, containing only a function $F(x)$ describing streamwise variations, but were unable to derive a closed form expression for $F$.  
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6. Many of the results discussed above relate to $B \geq O(1)$. We also explored the limit of small $B \ll O(1)$ (Newtonian limit). We observed that this limit contains some interesting complications, so that not all the previous observations will hold, e.g. we showed a case in which a static layer is formed and then by increasing $h$ it vanishes, being replaced by a recirculation region. With further increases of $h$, we observed a second vortex in some cases. The strength of the vortices decays quickly with depth and even a very small amount of yield stress $\approx .001$ can solidify the vortex into stagnant zone.

7.1.2 Fracture flow and critical pressure drop (Chapter 3)

1. We explored the validity of using Hele-Shaw/lubication approaches to developing a (nonlinear) Darcy law for flows along narrow cracks/fractures. We used two idealized geometries: a wavy and a linear wall profiles, positioned with a shift between top, bottom walls (defined via the parameter $\psi \in [0,1]$), to create tortuosity in the flow path. Over 2000 cases were computed over the dimensionless parameter space $H/L, \psi, B$. We found that the Darcy-type approximation can reasonably predict pressure drop over the channel if $H/L \ll O(1)$, i.e. for small variations of flow width compared to length, which is what is generally expected.

2. For thicker fractures $H/L \geq O(1)$ stagnant layers appear which cause a significant error in pressure drop predictions made using Hele-Shaw/lubication approximations. As these stagnant layers are $O(1)$ variations in the flowing geometry it is not surprising that $O(1)$ errors emerge. Physically, we know that when self-selection takes place, the geometry of flowing region is defined by the boundaries of stagnant layers and not the original walls. Hence it seems sensible to use the self-selected boundaries for application of Hele-Shaw/lubication approximations. Using this idea, we showed that a significant improvement in pressure drop approximations can be achieved for these thick fractures. Interestingly, we observed as $B$ (the nonlinearity) increases the Hele-
Shaw/lubrication approximation using the self-selected boundaries actually improves. This is because the static layers tend to straighten the flowing region.

3. A large part of chapter was dedicated to the study of the critical pressure drop needed to start the flow in a fracture. We considered only the wavy fracture with no shift (symmetry) in this part to simplify the geometries. To be able to apply variational methods effectively to the flow onset problem we rescale the problem using the pressure drop instead of the mean velocity. This replaces $B$ with the Oldroyd number, defined as

$$Od = \frac{\tilde{L} \tilde{\gamma}_y}{\tilde{D} \Delta \tilde{P}}.$$ 

This parameter compares the applied pressure along the fracture with the yield stress. There is no flow in the fracture for $Od$ above a critical value $Od_c$. This limit is equivalent to taking $B \to \infty$ in the original (mean velocity) scaling. The critical $Od_c$ is (formally) shown to be given by the ratio of pressure work to plastic dissipation in the limit as $Od \to Od_c^-$. We provide general bounds for the convergence of pressure work, viscous and plastic dissipation functionals, all derived from the variational setting.

4. The limit $Od \to Od_c^-$ has been studied both numerically and asymptotically.

- For short fractures $L \approx O(1)$ with $H \approx O(1)$ we have $Od_c = 1$. Close to the zero flow limit there is a large stagnant layer filling almost the whole non-uniformity of the fracture. There is also a large intact central plug moving slowly along the centre of the fracture. Between the boundaries of these two unyielded regions there is a thin shear layer of yielded fluid which has a width of $d_0$ at the mid point of the symmetric fracture. By increasing $B$, $d_0$ decreases as the flow approaches a uniform channel flow, for which $Od_c = 1$. It was established, using the variational bounds and the scaling of velocity field through the shear layer that as $B \to \infty$ we have $d_0 \approx O(1/B^k)$ with $1/3 \leq k \leq 2/5$ and $1 - Od \approx O(1/B^{2k})$. 
- Short thin fractures in which $H \ll O(1)$, have no stagnant layer.
at the flow onset limit and the lubrication (Darcy) approximation can be applied with reasonable accuracy. For these $Od_c > 1$, meaning that less pressure is needed to mobilize fluid compared to the uniform channel, which shows the greatest resistance.

- Long thin fractures $L \gg \mathcal{O}(1), H \ll \mathcal{O}(1)$ have no static layers and again the lubrication approximation is fine leading to $Od_c > 1$. Using an asymptotic expansion of the lubrication approximation in this limit we established that $Od_c - Od \approx 1/B^{3/2}$.

- For both short deep and long thing fractures we were able to verify the orders of convergence of $d_0, Od_c - Od$ obtained from the analysis with numerical solutions nicely. It showed that good anisotropic mesh adaptation strategies yield very accurate results which can capture the asymptotic behaviour in the numerical solutions.

- For other cases where the fracture is not thin or short, as $B \to \infty$ a static layer exists, but only fills the fracture partially in the interval $(-x_f, x_f)$. The central plug is broken into two parts, each around the symmetry points at the narrowest and widest sections of the fracture. The narrow plug has $\mathcal{O}(1)$ size and the wider plug is wider, occupying almost the same length as the static layer. There is a thin shear layer between large plug and the static layer. Between the two plugs we find a slightly sheared pseudo-plug region. The pseudo-plug joins to the wall in a narrow layer of high shear. Based on these observations we have constructed an approximation for the plastic dissipation which depends only on $x_f$. Then from the velocity minimization principle (Section 1.3) we find the $x_f$ which minimizes the dissipation. This in turn yields an estimate for $Od_c$. This approximation gives remarkably good results in a wide range of fracture geometries, typically $\leq 10 - 15\%$ error. Moreover, the same approximation method leads to a bound $L \leq 2\pi$ for short fractures, for which $Od_c = 1$ is predicted. Furthermore, the approximation also gives accurate
result for long-thin geometries. The error of model becomes larger when both $L, H$ are large, which is not very relevant for fracture geometries.

5. In addition to simple fractures, we performed several computations for affine fracture geometries which are closer to the reality of geological cracks. These geometries need more focused study, however we have observed some of the trends. First we encounter similar static layer, pseudo-plug and plug regions. Secondly, for the limit of no flow nearly all the small scale wall roughness is filled with static fluid and the self-selected path has a smooth wall with some singular points. Topologically it seems that we can partition it into sections of pseudo-plugs, shear layers, plugs and static regions as we studied before.

6. Our study showed that if Darcy-type approximations are naively applied for the study of onset/channelization in porous media or in rough Hele-Shaw cells (2D fractures), then it would suffer significant $O(1)$ errors.

7.1.3 Washout flows at $Re = 0$; Chapter 4

1. This chapter focused at an industrial problem in which geometry at first glance seems an insurmountable barrier, i.e. in general washout shapes are not predictable. However, motivated by insights from Chapter 2, we began by investigating the idea of invariance of the flowing area.

2. We systematically explored the problem of the uncertainty of washout geometries by considering four categories of wall variation, from uniform annulus wall to the maximum washout depth: (i) smooth (sine wave), (ii) linear (or triangular wave), (iii) sudden (or square-wave), and (iv) semi-fractal (koch snowflake). We studied the Stokes flow of the Bingham fluid through these washouts and computed $\sim 1000$ different cases over a wide range of the parameter space of the problem: $(H, L, B)$. 
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3. Regarding the onset of static layers we observed strong geometry dependence. Having \( B \geq O(1) \), for sudden expansion we always get static zone at the corners and the same happens for semi-fractal shapes in which the small scales are quickly filled with static fluid. On the other hand, for wavy and linear shapes there is no static layer until the ratio \( H/L \) (average slope of profile) passes a critical limit, which is the same behaviour observed in Chapter 2.

4. Regarding deep washouts, we observed that for \( B \geq O(1) \), as \( H \) gets progressively large a single connected stagnant region fills the deepest parts of the washout, for all 4 categories of washout geometry. In each geometry changes in the boundary of the stagnant region become negligible at large \( H \), so that eventually the flowing part of the washout is virtually self-selected.

5. To the best of our knowledge, this is the first time the correspondence between stagnant zones of a subdomain have been examined in relation to those for a larger domain (in 2D flows). In duct geometries, Mosolov and Miasnikov [169] proved that stagnant zones of the main domain will inherently remain stagnant for suitably chosen subdomain; see Figure 1.14. For equal \((H, L)\) all of the washout domains are a subdomain of the sudden expansion one. Indeed we found that this connection is true in 2D for our computations and the stagnant zones of the sudden expansion washout remain static in other subdomain washouts, see Figure 4.11.

6. Regarding invariance, we found that for \( B \geq O(1) \) as \( H \to \infty \) the boundary of the static fouling layer for all the different washout shapes converges to that of the sudden expansion. In other words, self-selection of the flowing area is invariant with respect to wide ranges of the underlying geometrical parameters. Practically speaking, this is very useful as the static layer of a sudden expansion washout quickly converges to its final shape, typically at \( H/L \approx O(1) \). We can compute the final shape of the boundary of the static region in this washout,
once only, and then use it as an approximation for other arbitrarily shaped washouts, say \( y = f(x) \). Industrially, the most important situations take place when \( \max f(x) \rightarrow \infty \), i.e. a very deep washout, for which we want to know the shape of the static zone. It is hard to compute very large geometries, but here we are lucky that for sudden expansions the infinite depth solution is found at \( H/L \approx O(1) \), which we can compute. Finally, from the domain invariance we know that the other washout solutions converge to the sudden expansion (square wave). Picking up this idea, we proposed a simple way to compute the flowing area for any given washout geometry. This quantity is itself useful in order to e.g. estimate the amount of extra cement needed to pump when displacing a washout section of the well.

7.1.4 Inertial flow in washouts; [Chapter 5]

1. In this chapter we studied the effect of inertia on the steady Bingham flow through model washout geometries. For this case we only used the wavy geometry, as we expected qualitatively similar effects of inertia in other (non-abrupt) geometries. The parameter space of the problem is increased to \( (H, L, B, Re) \). As in practice the flow rate (pumping speed) is the main independent physical variable used in the process, the Hedström \( He = Re \times B \) number was used instead of \( B \), to study the parameter space. This dimensionless parameter \( (He) \) is independent of velocity and for most of our computations \( He = 500 \) was used.

- It was found that the yield stress has a stabilizing effect, i.e. the flow remains stable for higher values of \( Re \).
- As expected, we found that inertia induces asymmetry in the flow and in the shape of the static layer in the washout region.
- Contrary to general industrial perceptions, we found that increasing inertia does not always lead to better conditioning of the washout region, meaning a smaller static zone in the washout. In fact we found that if \( Re \) passes a certain limit, then the static
region enlarges with the increase of $Re$. We found two trends here:

- For relatively shallow washouts which have no static region in the Stokes flow limit $Re \to 0$, there is initially no static region at small $Re$, but by increasing $Re$ sufficiently, a static region emerges. This is very bad as we had perfectly mobile region and increasing inertia worsened the situation.

- For deeper washouts which have static layers in the Stokes limit $Re \to 0$, initially increasing $Re$ helps to shrink the static layers, but only up to a critical limit $Re_c$. After this point increasing inertia again leads to growth of the static layers. We found in our computations that typically $Re_c \approx 100$ which shows we need only a small amount of inertia for better conditioning.

Of course, all our simulations with inertia are still laminar and relatively far from turbulent transition.

- Note as $He = Re \times B$ was fixed in our study, $Re \to 0$ means to have $B \to \infty$, so the above two types of variations can be understood by the $B \to \infty$ limit discussed in Chapter 2. We observed that as $B \to \infty$ the critical $(h\delta)_c = (H/L)_c$ for getting static layer becomes almost constant. This can help to identify the two types of washouts in the above.

7.1.5 Displacement flow; Chapter 6

In this chapter we considered a simplified model for the primary cementing by considering a Newtonian fluid to displace viscoplastic fluid. This is the simplest model which we can have static layers in the flow and there is some rheological freedom and relevance to main problem. Even with this simplified model the flow is governed by 5 dimensionless parameters.

1. Static layers of fluid can exist permanently in the washout and development sections, depending on the dimensionless parameters. Contrary
to the single fluid flows studied in Chapter 4 & Chapter 5, static layers can also exist on the (straight) casing wall along the length of the washout, i.e. mobility of the single phase flow during recirculation does not guarantee mobility during the displacement phase.

2. We can have both stable and unstable displacements. In the former case viscous forces are dominant (low $Re$, high $M$). The defending fluid is slowly displaced by a combination of pressure forces and viscous drag, leading to smooth, well shaped static residual layers. In the latter case the flow remains unstable throughout the displacement, strong mixing of the fluids can happen and the static layers are more irregularly shaped.

3. The stable displacement takes place in one stage while the unstable one can be divided into two stages. In stable displacements the invading fluid displaces the defending fluid steadily until it reaches the domain exit, afterwards no more (or very little) displacement happens and the flow remains steady. In unstable displacements, first an unstable invading fluid displaces the defending fluid and reaches the exit. In the second stage the flow remains unsteady and continues to wash and transport parts of defending fluid out of the domain.

4. In stable displacements along sufficiently long washouts, if the viscosity of invading fluid is large we can get a full displacement of the defending fluid throughout the washout, except for small regions at the corners of the washout. We have developed an estimate for the minimum required viscosity ratio to accomplish this.

5. When viscous and inertial forces are closely balanced and the flow is still stable, inertia can considerably influence the topography of static layers. For example in the long washouts, it may create wavy shaped static layers. This type of effect is rather sensitive to the flow conditions: small changes might lead to great variation, partly it depends on inertia and partly since the flow is irreversible.
6. In stable displacements when inertial effects are high enough a recirculating vortex can exist in the depth of the washout. The structure of the vortex is interesting: it consists of an uncontaminated core of defending fluid plus a surrounding ring of mixed fluids. This seems to be the only case for which we get non-static defending fluid remaining in the washout zone for long time.

7. The yield stress has interesting effects on the stability of the flow. Sometimes the displacement starts in an unstable mode at the beginning and the amplitude of instabilities grow for a while, however the yield stress eventually damps the instabilities and it seems that eventually we get a stable displacement, at least for the parameters tested. Fascinating patterns that indicate the early unsteadiness of the flow can be frozen into the flow by the yield stress of the displaced fluid.

8. In addition to dynamic parameters of the problem i.e. $Re$ and $M$, we observed that the length of the washout can also play a role in determining stability or instability of the flow.

9. Generally, by increasing inertial effects the asymmetry of the flow increases.

10. In the low $Re$ limit we saw that the displacement pattern in the local region very close to the entrance to the washout is approximately invariant with respect to $M$. We postulate that this is primarily caused by the large pressure imbalance on the fluid, due to the sudden expansion of the flow. However this needs more investigation.

11. We observed some evidence of the similarity of self-selection of the flowing area, for large enough $H$ and $B$, i.e. when the washout is adequately deep. This is perhaps better described as a flow invariance. The displacement must be stable to achieve this.

In terms of the practical application to cementing, the following observations appear relevant.
1. Increasing the viscosity ratio $M$ of invading to defending fluid always leads to better displacement. This is achieved by increased drag force on defending fluid. In fact if the washout is long enough and $M$ is large enough we can achieve full displacement of the washout (except for small corner regions). However the required $M$ is quite restrictive, as it quadratically grows with the depth of the washout.

2. We observed in Chapter 5 and here again that increasing inertia does not always lead to better displacement. For long-deep washouts we observed that highly inertial flow leads to a flow structure in which the invading fluid is simply traveling in a roughly straight line from upstream to downstream, leaving a large vortex of mixed fluids circulating within the washout. For smaller inertia the invading fluid penetrates deeper into the washout and better displacement is achieved. This is contrary to general idea in the industry that the higher inertia always results in better displacement.

3. The low $Re$ flows achieve better displacement at the entrance (upstream) area of the washout, i.e. compared to higher $Re$ flows. Higher $Re$ flows generally achieve better displacement in the exit (downstream) region.

4. Finally, based on the behaviour of the displacement flows observed, we have proposed a method to achieve better displacement for long-deep washouts when $M$ is low. It is based on having a transient process in which we increase $Re$ from low to high, during a time period of $O(t_{pass})$. With this strategy we attempt to combine both the good properties of low $Re$ displacements with those at higher $Re$. The former of these is better mobilization of the invading fluid at the upstream end. The latter of these improves the downstream end of the washout. However, we should be careful not to put too much inertia into the flow. This can lead to a large vortex structure in the washout, hence reducing displacement efficiency.
7.2 Context of the thesis

This thesis was largely dedicated to the study of a collection of yield stress fluid flows in 2D channel type geometries which are not uniform. Here we look back at the underlying motivations and how we were drawn to the study of such flows, what were our objectives and a summary of efforts we made, the current state and what we can forecast for the future.

The importance of non-uniformities in geometry on yield stress flows comes from both theoretical aspects and practical applications. The objectives of this thesis was also two fold. Firstly, we wished to extend the current understanding of qualitative aspects of non-uniform 2D channel flows, in the context of illuminating the relationship between the unevenness of the channel geometry and the yield surfaces, and in particular the emergence of static regions. Secondly as an engineering study, we wished to explore practical consequences of this understanding. In petroleum industry there are a set of problems related to well construction, such as primary cementing (washouts), squeeze cementing, hydraulic fracturing which all involve yield stress flow in non-uniform channel type geometries. In different operational contexts phenomena such as fouling ad flow/no flow become practically important and deserve consideration.

7.2.1 Scientific context

On the theoretical side, it is known that a yield stress fluid can filter the non-uniformities in the domain geometry via appearance of stagnant zones attached to the original boundary. Whereas prior work had observed these features in sudden expansion/contraction type of flows, where the corners are fouled, there was little understanding of why this occurs, nor appreciation that these static zones arise also in smooth geometries. Our work represents the first comprehensive study of these phenomena. This aspect of self-selection of the flowing domain geometry due to the yield stress is unique among all non-Newtonian fluids. Mathematically these problems are free-boundary problems, but in this specific context, the free boundaries of primary interest are those bounding regions attached to the wall (identified
by $u = 0$).

An interesting characteristic of the self-selection problem is the looser coupling of it to the detailed velocity solution in the flowing region, particularly for flow/no-flow problems with yield stress fluids. In many situations, flow/no-flow problems can be expressed in a purely geometric optimization form, involving no dynamic parameter of the flow. The seminal works of Mosolov and Miasnikov [168, 169] are the best examples of rigorous mathematical analysis of self-selection and flow/no-flow problems, but only for the special class of yield stress duct flows. They considered an arbitrary duct geometry. Without solving the full velocity solution, they derived the exact value for the minimum pressure drop needed to start the flow, proved many qualitative features of the self-selected boundaries, gave bounds on the maximum velocity and various other insights (surveyed in Chapter 1).

Self-selection and flow/no-flow at $Re = 0$ are studied in idealized channels/fractures in chapters 2, 3 & 4. Although the approach is primarily computational rather than theoretical, we do begin to build a clear qualitative picture along the lines of that offered by Mosolov and Miasnikov. Firstly, the wide selection of computed results give a panoramic view of how the unyielded regions develop as $(H, L, B)$ are varied, as well as quantitative data on the velocity and stress fields. We have seen in a systematic way that self-selection occurs and that some features are shared with the simpler duct flows. For example, as the depth of washouts (or wave amplitude) increases, the invariance of the self-selected yield surface bounding the static regions is a noticeable feature. The flow domains at larger $H$ include those at smaller $H$ and, as with [168, 169] it seems that the velocity and stress field for the smaller domain can be extended to the larger domain, by enlarging the static regions into the depths of the channel/fracture unevenness. This does however appear to require $B \sim O(1)$, as shown by the limit $B \to \infty$, studied in 2.

In various parts of the thesis we have produced reduced models, curve fits and universal scalings relating different features of these flows. Undoubtedly these results have individual practical utility, e.g. in predicting flow features. However, it is fair to say that a more complete understanding has eluded
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us, except via computation.

In terms of flow/no-flow, we have formulated the problem in the proper variational context in Chapter 3, (i.e. in defining $Od_c$), but have not attempted to characterize the functional optimization problem in a geometric way, although for channels with some symmetry the geometric character of the flows is evident. Considering the analysis of Chapter 3, we looked at 3 types of fracture. The short and deep fractures behaved as the uniform channel and the long-thin fractures had a yield limit that is also easily interpreted as a geometric average. However, the intermediate shaped fractures had $Od_c$ computed containing significant contributions from both thin layers (at the walls and separating the widest plug from the stagnant regions) and from the pseudo-plug region. The latter region does not vanish as $Od \to Od_c$. This makes the flow/no-flow problem harder to characterize in such a universal way as was possible for uniaxial duct flows in [168, 169], where the limiting flows always contain thin (boundary-layer) shear regions separating mobile and stagnant regions. For the 2D flows, in order to progress (either geometrically or in other ways) it seems that the main barrier is to understand these pseudo-plug regions.

A slightly different perspective on the results of the early part of the thesis is to view § 2 & § 3 in the context of the earlier studies of [102, 199]. Together, these build a complete picture of the symmetric periodic wavy-walled channel flow at $Re = 0$, which for Newtonian fluids is a classical type of flow. At fixed yield stress and length, increasing the amplitude sees initially an intact central plug region, then breaking of the central plug ([102, 199]). At larger amplitudes $H$ we see the start of fouling in the deepest parts of the channel, then the boundary of the fouling region becoming progressively invariant as $H \to \infty$ (contributions of this thesis). Similarly, for fixed geometry (and pressure drop) we have seen that increasing the yield stress can lead first to fouling (depending on the geometry) and then to a thickening of the fouled region. As the yield stress approaches a critical value the flow stops.

We may infer that these features of the symmetric wavy-walled channel will carry over qualitatively to other symmetric geometries (e.g. the trian-
gular wave). On the other hand we have also seen very interesting flows in simplified geometries on introducing the shift $\psi$ in $\mathcal{G}$, e.g. those with asymmetrical plug regions connected by thin strands of unyielded material. Such flows and the differences in flow/no-flow for asymmetric geometries are challenging areas for study that have been exposed in this thesis.

In the Stokes flow context we have used tried and tested computational methods. Although the methods are advanced we have implemented only small changes from those developed in the literature. We have universally used the augmented Lagrangian method, as much of the thesis concerns predicting yield surfaces and unyielded plug regions, for which this is the only reliable general computational method. The computations do however demonstrate the following.

- The effectiveness of the implemented anisotropic adaptive meshing techniques with the augmented Lagrangian method in determining complex yield surfaces.

- The feasibility of using such 2D computations in conducting parametric studies over wide parameter ranges to elucidate physical features in an empirical fashion, i.e. the computation is our experiment.

- Through careful use in parallel with analytical methods, the ability of these methods to quantify yield limits of the flow is established, e.g. in $\mathcal{G}$ the numerically evaluated asymptotic convergence rates of the dissipation conform to the variational analysis bounds.

Chapters 5 & 6 moved away from the Stokes flows. Due to parametric complexity our studies here have been less comprehensive. Some features of the inertial flow are analogous to those observed with Newtonian fluids, e.g. the breaking of fore-aft symmetry of the flow, the need to include a development length, etc. To some extent we also saw that the self-selection and universality principles of the Stokes flow extended to the inertial regimes. Some displacement features such as the static wall layers also feature in geometrically simpler studies. The contributions from these chapters are mostly however of industrial relevance.
7.2.2 Industrial context

On the industrial application side there are many important problems involving yield stress fluids and duct flows. Here we group into two categories for which the results of the thesis have a direct impact.

Firstly, there are flows in which self-selection of stagnant regions is of importance. For many of these flows the ideal situation is to minimise the extent of fouling or to eliminate it.

- In the context of primary cementing, the main driver is mud-removal. Drilling mud that is left behind in a well, attached to the walls or otherwise, can form a porous conduit along the length of the well allowing formation fluids to connect hydraulically to surface. We have studied simplified 2D models of washouts (see below).

- In the setting of cement plugs for well abandonment, some jurisdictions regulate for the well casing to be milled out and for a cement plug to be set across the cut casings, sealing into the formation. These geometries are effectively deep and long washouts.

- Some of the existing work identifying stagnant regions focused at abrupt expansion and contraction geometries. Although benchmark problems, their origin comes from polymer processing applications e.g. in extrusion. Capillary rheometry also has similar geometries, where the fluid is pushed along the main barrel before entering the (much narrower) extrusion section. Thick pastes are one example of yield stress fluids handled in this way. Thinner fluids tend to have recirculation zones at the contraction, which compromise the measurement accuracy. Thus, for yield stress fluids its important to be able to estimate the extent of the stagnant corner regions.

- In hydraulic fracturing, after the pumping pressure is relaxed, the fracture closes on the proppant laden frac fluid. Some of the fluids used are viscous gels and although chemical breaker compounds are also pumped, designed to be released mechanically via the closing of the fracture, it is unclear to what degree gels in the fracture are
actually broken down. The flow-back phase is where the initial flow from the fracture is used to clean the frac fluids from the well. Here, it is of interest to estimate the amount of frac fluid that might still remain trapped in the fracture.

• An important family of applications arises in the processing of food products (and other organic products that come into human contact, e.g. cosmetic and pharmaceutical). Here stagnant zones in processing machinery provide potential bacterial growth sites, with consequent health hazards.

• Finally, in designing industrial mixers for slurries and pastes, it is of great interest to determine stagnant zones as they dictate the maximum efficiency of the mixing process.

Secondly, we have applications involving the flow/no-flow limit.

• In the context of squeeze cementing we apply an over-pressure drop to a thin cement slurry in order to drive it into an unknown crack/fissure. With some estimates of the crack width, unevenness and depth we would like to predict how deeply the slurry penetrates before the yield stress causes it to stop flowing.

• Sealing: in a more general context than above, other oil and gas processes involve a physically similar procedure. These include (i) pumping lost circulation fluids during drilling of wells, to seal ongoing leaks; (ii) sealing of old fractures and cracks near the wellbore to prepare a reservoir for $CO_2$ storage.

• Similar penetration problems (of yield stress fluids into porous media/cracks) occur in the construction industry, e.g. silicon sealant around windows placements, damp-proofing of brick houses, etc . . .

• The hydraulic fracturing flow-back problem (described above) involves first mobilizing frac fluids.
• The washout flows considered as part of the recirculation phase first have to break circulation (flow/no-flow) by applying sufficient pump pressure.

• Finally, if we move away from uneven duct flows, there are many other situations in which flow/no-flow is important, e.g. settling of particles.

Chapters 4-6 were a step by step study of the industrial problem of residual drilling mud in oil & gas washout sections. Starting with Stokes flow we included inertial effects and finally also displacement flows. The universality of the fouling regions led us in Chapter 4 to propose methods to estimate the degree of fouling, based on the square washout. In Chapter 5, we showed that inertia, counter intuitively to industrial perceptions, may result in larger static zones. Also this study exposed the need to differentiate between mud that is yielded but recirculates slowly in the washout, and mud that is displaced from the washout, i.e. what is important: trapped fluid or conditioned fluid, and what is needed to condition? For displacement flows (Chapter 6), we proposed a simple idea to improve the efficiency of displacement in long washouts by controlling the pumping speed with time. This would use less energy compared to a fully turbulent displacement and can achieve better displacement.

Early on we decided to restrict our treatment of washouts. First, we considered yield stress fluids only of Bingham type. Secondly, we considered only 2D sections of the cemented annulus. Although limiting, our results have surprising richness and have exposed features of practical importance. Fully 3D simulations seem to be beyond our current computational abilities and are very time consuming. However, in particular once we consider displacement flows and fluids of differing density, it seems apparent 3D effects will be important.

Chapter 3 gave a comprehensive study of the effectiveness of using lubrication/Hele-Shaw type of approximations for predicting the pressure drop along uneven channels. These approaches are commonly used as extensions of Darcy’s law into nonlinear filtration regimes. We showed that the strict application of these approximations is rather limited to $H/L \ll 1$. A main cause of this
limitation is that the onset of fouling induces significant geometric changes in the flowing region. We showed that naïve application of the Darcy-law approach, would result in $\mathcal{O}(1)$ errors. Knowing the self-selected boundary allows us to reduce this error significantly.

Chapter 3 also gave an analysis of flow/no-flow limits for uneven channel/fracture flows. Knowing the distribution of $O_{dc}$ and range of variation with $H$ and $L$ is helpful in designing invasion processes. Although porous media are irregular, some statistical estimates of the geometry is sometimes available (from core samples or from nearby wells), so that potentially one could include these into estimates of $O_{dc}$.

7.3 Limitations
Inevitably, there are limitations and simplification in any research direction, and here we mention some of the issues.

7.3.1 Rheological idealizations
For all of our studies, we used the Bingham model. It is the simplest rheological model of a yield stress fluid, but as such it conveys only the most important feature of these fluids: the yielding. In practice, fluids rarely fit to Bingham model well and a more realistic version is the Herschel-Bulkley model (provided the range of strain rates is limited). Further, for drilling mud conditioning flow studied in Chapters 4 & 5 thixotropy is an important issue that is neglected. Depending on operational situations, there is a often significant delay from the end of drilling until the start of conditioning. In this period, the gel structure of mud builds up and the yield stress may significantly increase.

7.3.2 Experimental study
There are relatively few experimental works reporting viscoplastic fluid flow in a nonuniform channel type geometry. The only relevant experimental work we have found are those by Souza Mendes et al. [127], Jay et al. [138, 139] and Hammad et al. [115], all of which consider axisymmetric expansion/
contraction type geometries.

It would be advantageous to conduct some experiments to verify how much our simplifications make sense in reality. Some initial collaborative work on a wavy-walled setup has been initiated (with T. Burghelea from Nantes, France). Early results showed some degree of asymmetry, e.g. as in the figures of [4]. Unfortunately, this work has not been continued at the present time.

7.3.3 Computation

First, we were able to obtain good high quality computations for most of the steady Stokes flows, as we were able to capture analytic asymptotic results in Chapter 3 with computations. However, it is known that augmented Lagrangian method has a slow convergence rate, especially when the plastic part is highly dominating [256]. Consequently if one wants accurate results it takes a relatively long time to converge. Therefore, using an algorithm with higher convergence rate, such as [232], which is only recently proposed would be a big help.

Another limitation was that we could not find a unified numerical platform which serves all of our requirements for boundary conditions, element types, meshing, . . . Consequently we used four different types of codes which is a big burden to manage and is inefficient in the duplication of effort. For example we re-implemented the augmented Lagrangian method twice: once from Chapter 2 to Chapter 4 and again for Chapter 5. Ideally it would be good to find a unified platform.

7.4 Future directions

Besides addressing the limitations mentioned above, we consider the avenues below for future work in this area.

- Considering flow/no-flow problems, one possible approach might be to reduce the variational principles to a simpler form for some special case e.g. $u_y \ll u_x$ and then try to extract useful information directly. Another possible avenue for using variational principles could be deriving
some kind of reduced computational algorithm which only tracks the boundaries of stagnant zones, even for special cases e.g. channel flows. Recall here that the onset problems naturally take the form of some kind of geometric optimization problem. In Mosolov and Miasnikov finding the value of $K$ (see Equation 1.67) reduced the critical flow/no-flow problem to a maximization of the ratio of perimeter to area in subdomains of the duct. Within [101] a form of geometric optimization problem was derived for finding the local shape of displacement front and in Chapter 3 equation (3.38) is the solution of a geometric optimization problem again. Therefore it seems probable to be able to derive e.g. an iterative geometric optimization algorithm which starts with the boundary of the channel and in each iteration modifies its shape until converges to the final self-selected boundary. This would be a great method e.g. in Chapter 3 to estimate the pressure drop for affine fractures which have complicated geometry.

- In Chapter 2 where we investigated the features of self-selection, one of the ideas that we tried was to look at the variation of the curvature of yield surface and the angle at which it meets the wall. Even though we were using mesh adaptation using our data to determine these parameters was not possible. Instead, using an approach like Szabo & Hassager [225] could be effective. Basically we should assume the overall shape of unyielded regions and then correct them iteratively. This method, although not universally applicable, generally gives very accurate results, and here we have the initial estimates of the yield surface from the current computations.

- We did not do axisymmetric computations, nor 3D computations. Both geometries could be interesting to study and practically useful. In particular, we note that most existing experimental results concern axisymmetric geometries.

- In the last chapter we were limited to rectangular geometries due to our VOF solver. It would be better to lift this limitation so that
other types of washout walls can be studied. As we had short time for the last chapter, we were unable not make a complete study. The computations should be done for much wider range of parameter and also longer times.
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Appendix A

Macro-size drop encapsulation

The topic here does not fall within the general framework of the thesis, but
does include study yield stress fluids in a slightly different setting and does
have an overlap in terms of techniques used. Equally, I was not the principal
contributor to the study. This work is thus included as an appendix.

A.1 Introduction

Fluid encapsulation is the process of entrapping one substance within an-
other. Typical functions of encapsulation are to isolate an aggressive compo-
nent from the environment and/or deliver one component it to a particular
receptor. This could be beneficial in processes involving transportation,
coating, site-specific drug delivery, medical imaging as well as food, cosmetic
and pharmaceutical product manufacturing. Various tech-
niques of encapsulation are proposed in the literature, e.g. [63, 105, 137, 147,
150, 254, 257], but it is not our intention to review these here. A common
feature of many current techniques is that they are limited to droplet sizes
governed by capillary forces, i.e. short length scales. Instead here we propose

\footnote{A version of this chapter has appeared as: A. Maleki, S. Hormozi, A. Rousta\v{e}i & I. Frigaard. “Macro-size drop encapsulation.” J. Fluid Mech., 769:482-521, (2015).}
a method of encapsulation focused at macro-scale droplets, independent of capillary forces.

Yield stress (visco-plastic) fluids have the property that they do not deform unless a given yield stress ($\tau_Y$) is exceeded. If the deviatoric stress is below the yield stress, the fluid acts like a rigid solid, resisting deformation. While in some flows this leads to unwanted features, e.g. \cite{201}, in other cases yield stress behaviour can be exploited in order to produce novel and beneficial flow features. One example of such flows, that we generalize here, is termed Visco-Plastically Lubricated (VPL) flows, in which a yield stress fluid is used to stabilize the interface in a multi-layer flow; see \cite{100,124,126,130,171}. The main focus is pressure driven duct flows in which a visco-plastic fluid adjacent to the wall lubricates a centrally positioned viscous fluid. By controlling the relative flow rate of the two fluids we can ensure that the yield stress is larger than the interfacial shear stress by a finite amount. This results in a finite unyielded region around the central fluid, preserving stability. Both linear and nonlinear stability results have been established, for Newtonian and non-Newtonian core fluids; see \cite{100,124,126,171,172}. Experimental studies have used viscous, shear-thinning and viscoelastic core fluids; see \cite{127,130}.

The idea of encapsulation stems from these studies. We have looked to extend the VPL concept in different ways. For example, recently in \cite{123} we have introduced periodic perturbations to the flow rates of initially stable VPL flows, resulting in stable patterned interfaces. In \cite{126} we have experimented numerically with different injection novel configurations in order to advect encapsulated ‘letters’ and ‘write’ in the flow. In this chapter we expand this idea by considering the encapsulation of a regularly-spaced stream of droplets evenly spaced within the plug region of a yield stress fluid flowing along a uniform duct. The main focus is to determine the size of droplets that can be encapsulated in this way, without yielding the encapsulating plug, for both plane channel and pipe configurations. Of course if instead of droplets, neutrally buoyant solid particles are transported, the particles are indistinguishable from the plug and exert no stress. On the other hand, transported droplets perturb the stress field in the encapsulating plug, ulti-
mately breaking the plug for large droplets.

In the absence of fluid motions there are many studies of settling (or rise) in stationary yield stress fluid whereby the yield stress holds a particle (droplet or bubble) stationary until a certain critical buoyancy stress is exceeded. Thus, particles and bubbles below a certain size are held in suspension. Critical yield numbers are known for many symmetric particle geometries, e.g. spheres, cylinders, ellipsoids, and can be computed with care; see [31, 198, 206, 233]. There are similar studies that address the onset of bubble propagation; see [82, 90, 91, 136]. In both cases the yield stress fluid yields locally to the particle (bubble) and in the Stokes regime propagates slowly with yielded fluid being displaced from in front of the particle (bubble) to behind. There are many interesting studies focusing at moving particles and droplets, determining drag coefficients etc., e.g. [26, 31, 34, 81, 148, 164, 233].

In so far as viscous droplets are concerned, there are fewer studies. For example, [192] computed the motion and deformation of a single droplet in a Bingham fluid under gravity. They reported approaching a quasi-steady state after a relatively large transient period. The transient period and velocity magnitude depend strongly on the Bingham number. They also observed stationary flows for sufficiently large Bingham numbers. [121] experimentally studied the fall of a Newtonian drop inside an otherwise stagnant Bingham fluid. Using a combined PTV and PIV technique, they determined the approximate position of plug interface as well as the effects of the wall on the sedimentation velocity.

Interaction of multiple droplets or bubbles in a viscoplastic media has also recently received attention [121, 135, 139, 192, 220]. In particular, [139] reported that traveling particles in a viscoplastic media exhibit negligible interaction unless they are in close proximity (less that four sphere radii). [192] examined the interaction of two drops falling under gravity in a Bingham fluid. For the case of two similar drops, they showed that within the proximity range defined in [139], the drops tend to approach to each other and coalesce. More interestingly, [220] found in their simulations that in certain arrangements, a group of bubbles can rise under conditions where a
single bubble is unable to move. In the context of our study, the proximity
distance of [149] is relevant in that we also will determine a droplet spacing
above which the droplets do not influence one another. However, note that
our droplets do not yield the fluid encapsulating fluid, so the connection with
the above studies is via locality of the stress field rather than the velocity
field.

Finally, moving to large numbers of particles, bubbles or droplets we
enter the realm of yield stress suspensions, foams and emulsions. Recent
work has addressed the question of estimating the bulk yield stress of a
yield stress suspension, according to the fraction of the dispersed phase.
Theoretical developments in [54] agree reasonably well with the experimental
results of [152, 183]; see also [72, 182, 183, 244]. Of course, in dealing with
suspensions the dispersed phase length-scale is much smaller than that of
the bulk flow, unlike here where the droplets are of the flow dimension and
we focus on a continuous stream.

An overview of the chapter is as follows. In §A.2 we present the problem
of study and derive the governing equations in dimensionless form. For
simplicity we start with the plane channel geometry. Section A.3 considers
slender droplets, showing that the yield surface is barely perturbed by the
presence of the droplets. In §A.4 we compute the flow around an iso-dense
droplet, determining the mechanisms of yielding as droplets grow too large
for the encapsulation, and finding the maximal droplet size. Section A.5
explores the effects of a density difference on the encapsulation process. In
§A.6 we generalize the foregoing results for plane channel encapsulation to
the more practical pipe geometry. The chapter closes with a summary and
discussion in §A.7.

A.2 Physical problem

We consider the flow of an infinite train of regularly spaced two-dimensional
droplets downwards along an infinite vertical plane channel of width 2\(\bar{R}\). The
droplets are considered to be Newtonian and are encapsulated within
a visco-plastic carrier fluid, which for simplicity we model as a Bingham
fluid. Both fluids are incompressible and the areal flow is $2\hat{R}\hat{U}_0$, i.e. the mean velocity along the channel is $\hat{U}_0$. The droplets are spaced a distance $\hat{l}$ apart, each centred at $\hat{x} = k\hat{l} + \hat{U}_p\hat{t}$ : $k \in \mathbb{Z}$ and have boundaries (interfaces) described by:

$$\hat{y} = \pm \hat{h}(\hat{x} - k\hat{l} - \hat{U}_p\hat{t}),$$

where $\hat{h}(0) = \hat{H}$. The length of the droplets is $2\hat{L}$ and we denote the aspect ratio of the droplet by $\delta = \hat{H}/\hat{L}$. The physical setup is shown schematically in Fig. A.1. In this chapter we adopt the convention of denoting all dimensional variables with a “hat”, i.e. $\hat{\cdot}$, and all dimensionless variables without.

In the absence of the droplets the velocity of the carrier fluid adopts a uniform symmetric Poiseuille profile, which in the case of a Bingham fluid contains an unyielded “plug” region in the channel centre, of width $2y_{y,0}\hat{R}$ that translates with speed $\hat{U}_p$; see A.2.1 later. Our objective in this chapter is to understand when this plug region may encapsulate a fluid droplet without the plug yielding. In other words, we consider the situation
in which the droplet is “frozen” into the plug, and consequently the interface between the droplet and carrier fluid does not deform. Where we refer to encapsulation we specifically mean that the droplet is held in an unyielded plug region. Much of the chapter concerns the study of when this situation may hold for a given droplet size and shape: a rudimentary analysis is given below in §A.2.3.

We shall consider flows that are periodic in $\hat{x}$ and symmetric with respect to the channel centreline $\hat{y} = 0$. We scale all lengths with $\hat{R}$, velocities with $\hat{U}_0$ and deviatoric stresses with $\hat{\mu}\hat{U}_0/\hat{R}$, where $\hat{\mu}$ is the plastic viscosity of the carrier fluid. The pressure is scaled as follows:

$$\hat{p} = \hat{p}_0 + \hat{\rho}\hat{g}\hat{x} + \hat{\mu}\hat{U}_0/\hat{R}p$$ (A.2)

i.e. $p$ is the dimensionless modified pressure, subtracting off the static pressure $\hat{\rho}\hat{g}\hat{x}$ and a possibly time dependent pressure $\hat{p}_0(\hat{t})$.

It is assumed that the distance between droplets $\hat{l}$ is large enough for the carrier fluid to assume its undisturbed uniform Poiseuille profile between droplets, in which the plug moves with speed $\hat{U}_p$. We explore effects of varying $\hat{l}$ later. To fully exploit the symmetry of the problem, we translate to a moving frame as follows:

$$(x, y) = \left(\frac{\hat{x} - \hat{U}_p\hat{t}}{\hat{R}}, \frac{\hat{y}}{\hat{R}}\right)$$ (A.3a)

$$t = \frac{\hat{U}_p\hat{t}}{\hat{R}}$$ (A.3b)

$$(\hat{u}, \hat{v}) = \left(\frac{\hat{\dot{u}} - \hat{U}_p}{\hat{U}_0}, \frac{\hat{\dot{v}}}{\hat{U}_0}\right)$$ (A.3c)

In the moving frame, we consider the flow to be steady and due to periodicity consider only the domain: $(x, y) \in [-l/2, l/2] \times [-1, 1]$, where $l = \hat{l}/\hat{R}$. The droplet-encapsulating fluid interface is given by: $y = \pm h(x)$ with $h(0) = H = \hat{H}/\hat{R}$ and where $h(x) = 0$ for $|x| \geq \hat{L} = H/\hat{\delta} = \hat{L}/\hat{R}$. The scaled
equations of motion in the carrier fluid are:

\begin{align*}
0 &= \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y}, \quad (A.4a) \\
Re \left( u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} \right) &= -\frac{\partial p}{\partial x} + \frac{\partial \tau_{xx}}{\partial x} + \frac{\partial \tau_{xy}}{\partial y}, \quad (A.4b) \\
Re \left( u \frac{\partial v}{\partial x} + v \frac{\partial v}{\partial y} \right) &= -\frac{\partial p}{\partial y} + \frac{\partial \tau_{xy}}{\partial x} + \frac{\partial \tau_{yy}}{\partial y}, \quad (A.4c)
\end{align*}

where the constitutive relations are:

\begin{align*}
\tau_{ij} &= (1 + B) \dot{\gamma}_{ij} \quad \iff \tau > B, \quad (A.5a) \\
\dot{\gamma} &= 0 \quad \iff \tau \leq B. \quad (A.5b)
\end{align*}

Here \( \dot{\gamma} = \sqrt{\dot{\gamma}_{xy}^2 + \dot{\gamma}_{xx}^2} \), is the rate of strain, \( \tau = \sqrt{\tau_{xy}^2 + \tau_{xx}^2} \), is the deviatoric stress, and

\begin{align*}
\dot{\gamma}_{xy} &= \dot{\gamma}_{yx} = \frac{\partial u}{\partial y} + \frac{\partial v}{\partial x}, \quad (A.6a) \\
\dot{\gamma}_{xx} &= -\dot{\gamma}_{yy} = 2 \frac{\partial u}{\partial x} = -2 \frac{\partial v}{\partial y}. \quad (A.6b)
\end{align*}

Two dimensionless groups are defined above: \( Re = \rho \dot{U}_0 \bar{R} / \bar{\mu} \), is the Reynolds number and \( B = \dot{\gamma} \bar{R} / \bar{\mu} \bar{U}_0 \), is the Bingham number. The latter denotes the ratio of yield stress to viscous stress in the flow.

At the walls of the channel no-slip conditions are satisfied and at \( x = \pm l/2 \) the flow is fully developed and adopts the Poiseuille profile:

\begin{align*}
&u(x, \pm 1) = -u_{p,0}, \quad v(x, \pm 1) = 0, \quad (A.7a) \\
u(\pm l/2, y) = U_P(y) - u_{p,0}, \quad v(\pm l/2, y) = 0, \quad (A.7b)
\end{align*}

Here \( U_P(y) \) denotes the fully developed plane Poiseuille profile, which has dimensionless plug speed \( u_{p,0} \); see \[A.2.1\]. Note that by virtue of the scaling,
in the translating coordinates the dimensionless velocity satisfies at each \( x \):

\[
\int_{-1}^{1} u(x, y) \, dy = 2(1 - u_{p,0}). \tag{A.8}
\]

Within the droplet the scaled equations of motion are:

\[
0 = \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y}, \tag{A.9a}
\]

\[
\phi Re \left( u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} \right) - \frac{\partial p}{\partial x} + m \frac{\partial^2 u}{\partial x^2} + m \frac{\partial^2 u}{\partial y^2} + \chi \tag{A.9b}
\]

\[
\phi Re \left( u \frac{\partial v}{\partial x} + v \frac{\partial v}{\partial y} \right) - \frac{\partial p}{\partial y} + m \frac{\partial^2 v}{\partial x^2} + m \frac{\partial^2 v}{\partial y^2} \tag{A.9c}
\]

Here \( \phi = \frac{\hat{\rho}_d}{\hat{\rho}} \) is the density ratio (\( \hat{\rho}_d \) is the density of the droplet), \( m = \frac{\hat{\mu}_d}{\hat{\mu}} \) is a viscosity ratio (\( \hat{\mu}_d \) is the viscosity of the droplet), and \( \chi \) is a dimensionless group:

\[
\chi = \frac{(\hat{\rho}_d - \hat{\rho}) \hat{\gamma} R^2}{\hat{\mu} U_0}. \tag{A.10}
\]

Clearly \( \chi \) represents the ratio of buoyant stresses to viscous stresses; \( \chi \) can be thought of as the inverse of a Stokes number.

At the interface between droplet and carrier fluid the velocity and the traction are continuous:

\[
\begin{bmatrix} \tau_{nt} \end{bmatrix} = 0, \quad \text{at} \quad y = \pm h(x), \tag{A.11a}
\]

\[
\begin{bmatrix} -p + \tau_{nn} \end{bmatrix} = 0, \quad \text{at} \quad y = \pm h(x). \tag{A.11b}
\]

Here the subscripts \( n \) and \( t \) on the deviatoric stress components refer to directions resolved normal and tangential to the interface. Note that we neglect capillary forces in the formulation above, as the aim is to study encapsulation via yield stress effects on a macro-scale. In \( \S A.7 \) we discuss capillary effects and their comparison to the yield stress.
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A.2.1 The plane Poiseuille solution $U_P(y)$

The plane Poiseuille flow solution for a Bingham fluid is straightforwardly resolved. In the fixed frame of reference the velocity is given by:

$$U_P(y) = \begin{cases} 
  u_{p,0} & \text{if } |y| \leq y_{y,0}, \\
  u_{p,0} \left[1 - \frac{(|y| - y_{y,0})^2}{(1 - y_{y,0})^2}\right] & \text{if } |y| > y_{y,0},
\end{cases}$$

(A.12)

The plug velocity is given by:

$$u_{p,0} = \frac{B}{2y_{y,0}} (1 - y_{y,0})^2,$$

(A.13)

i.e. $U_P = U_0 u_{p,0}$. The position of the yield surface is found from the requirement that the mean velocity is unity (recall here we have scaled with $U_0$). This leads to the following cubic Buckingham equation:

$$y_{y,0}^3 - (3 + \frac{6}{B})y_{y,0} + 2 = 0.$$  

(A.14)

It is not hard to show that this equation has a single root $y_{y,0}(B) \in (0, 1)$, easily computed numerically. We find that $y_{y,0}(B)$ increases monotonically and exhibits the following asymptotic behaviour:

$$y_{y,0} \sim \frac{B}{3} - \frac{B^2}{6} \quad \text{as} \quad B \to 0; \quad y_{y,0} \sim 1 - \frac{\sqrt{2}}{B^{1/2}} + O(B^{-1}) \quad \text{as} \quad B \to \infty$$

(A.15)

The dimensionless yield surface position $y_{y,0}$ is sometimes called the Oldroyd number and can be used in place of $B$ as a dimensionless group describing the base flow.

A.2.2 Inertial effects and the droplet flow

As discussed previously, the aim of the our study is to understand situations under which there may exist a droplet fully encapsulated in the unyielded plug of the encapsulating fluid. What we consider below neglects inertial effects. We now examine this assumption.
Firstly with respect to the droplet flow, for any droplet that is fully encapsulated within the plug the velocity at the interface satisfies \((u, v) = 0\), as we have subtracted off the plug velocity. If we consider these conditions as the boundary conditions for the droplet domain the droplet flow problem effectively decouples from that of the carrier fluid. Using these conditions, the droplet flow has the (unique) Stokes flow solution \((u, v) = 0\), everywhere within the droplet, with

\[
p = \chi x + \text{constant}. \tag{A.16}
\]

The trivial solution also solves the steady inertial problem. Assuming that the plug remains unyielded we may even consider time dependent solutions for the droplet. As there is no driving force for the flow within the droplet, an energy stability analysis would show that any transients in the droplet decay to zero like \(\sim \exp^{-\left(\phi Re/m\right)t}\), which is the usual viscous decay timescale of the droplet. There is no bound needed on the size of the initial condition from the perspective of the decay bound. However, transients within the droplet would induce stresses within the plug and hence the \(a \ priori\) assumption of an unyielded plug could fail for sufficiently large initial conditions. Nevertheless, it is apparent that the trivial solution is likely to be stable for a reasonable range of \(Re > 0\) and we therefore consider this to represent the droplet solution.

Since the fluid in the droplet is Newtonian, the trivial solution \((u, v) = 0\), implies vanishing of the shear stresses within the droplet. Equation (A.11) therefore simplifies to the following stress conditions to be satisfied by the Bingham fluid at the interface:

\[
\tau_{nt} = 0, \quad \text{at} \quad y = \pm h(x), \tag{A.17a}
\]

\[-p + \tau_{nn} = -\chi x + \text{constant}, \quad \text{at} \quad y = \pm h(x). \tag{A.17b}\]

Assuming symmetry and locating the droplet at the origin, we may consider the constant on the right-hand side of (A.17b) to be zero.

For the carrier fluid in the absence of the droplet, the Poiseuille flow
solution is valid up to large $Re$, when the flow destabilizes due to turbulent transition. Departures from this solution in the droplet flow solution are likely to be associated with perturbation of the streamlines in the vicinity of the droplet. Conditions (A.17) are satisfied at the interface, which results in a perturbation of the stress field within the plug. This in turn may perturb the yield surface from its uniform value $y_{y,0}$ and the perturbed yield surface may then induce a velocity perturbation from the Poiseuille flow solution. If we suppose that the aspect ratio of the streamline perturbation is characterised by a parameter $\varepsilon$ then the inertial terms in the $x$-momentum equation have size $\varepsilon Re$ and those in the $y$-momentum equation have size $\varepsilon^3 Re$. We may consider the inertial terms to be small if $\varepsilon Re \ll 1$, which we show later to be the case.

A.2.3 Why large droplets yield the plug

It might at first appear that the plug may sustain any droplet of size $h(x) < y_{y,0}$, since the rigid motion of the uniform plug around the droplet allows the droplet to translate at uniform speed along the channel. However, this reasoning neglects the effects of the droplet on the stress field. We consider 2 simple examples that suggest how the stresses may act to break the plug region for sufficiently large droplets.

First let us consider an iso-dense droplet ($\chi = 0$; see later in §A.5 for $\chi \neq 0$). We have seen that the undisturbed flow (no droplets) is the Poiseuille flow of §A.2.1 above, in which the frictional pressure gradient satisfies:

$$\frac{\partial p}{\partial x} = -\frac{B}{y_{y,0}}, \quad (A.18)$$

Now let us introduce a droplet within the plug region, at $x = 0$ in the translating frame. If the droplet translates uniformly, the shear stresses in the droplet are zero and the pressure in the droplet is simply $p = \text{constant}$, (chosen to be zero). In contrast, within the yielded layer of the carrier fluid we have $p = -Bx/y_{y,0}$, varying by $\sim 2BL/y_{y,0}$ along the length of the droplet.

The stresses within the unyielded plug are indeterminate in a yield stress
fluid. Stress continuity implies that the tangential stress must vanish at the interface, whereas the total normal stress must balance the constant droplet pressure. We see that the pressure imbalance between the droplet and the yielded layer of the encapsulating fluid is of size \( \sim BL/y_{y,0} \), which must somehow be absorbed by the deviatoric stresses within the plug region. Consequently, a simple order of magnitude estimate for the length of droplet that can be sustained by a visco-plastic fluid is simply:

\[
y_{y,0} \gtrsim L. \tag{A.19}
\]

Putting this into dimensional terms we have:

\[
\frac{\hat{\gamma}}{G R} \gtrsim \frac{\hat{L}}{R}, \quad \Rightarrow \quad \frac{\hat{\gamma}}{G} \gtrsim \hat{L}, \tag{A.20}
\]

where \( \hat{G} \) is the frictional pressure gradient of the uniform Poiseuille flow. Since \( y_{y,0} < 1 \) we see that (A.19) is fundamentally a restriction on droplet area (equivalently volume in three dimensions), i.e. we expect that \( LH < y_{y,0} \).

A second example considers the tangential stress distribution. Consider a droplet with slowly varying height (\( |\frac{\partial h}{\partial x}| \ll 1 \)), encapsulated inside the plug region. Inside the plug the stress distribution is undetermined, but has to satisfy the momentum equations in (A.4). Assuming the yield surface is approximately \( y_{y,0} \), we might linearly approximate:

\[
\tau_{xy} \approx -B \frac{y - h}{y_{y,0} - h}, \tag{A.21}
\]

i.e. satisfying the stress conditions at the droplet and yield surface. Ignoring the \( x \)-variation of \( h \), from (A.4b) we find that \( p - \tau_{xx} = -Bx/(y_{y,0} - h) \) within the plug. Outside the plug we have \( p = -Bx/y_{y,0} \), and imposing continuity of normal stress across the yield surface:

\[
-Bx/y_{y,0} = p - \tau_{yy} = p + \tau_{xx}, \quad \Rightarrow \quad \tau_{xx} = \frac{Bx}{2} \frac{h}{y_{y,0}(y_{y,0} - h)}. \tag{A.22}
\]
Now observe that for fixed \( x \), as \( y_0 \to 0 \), \( |\tau_{xx}| \to \infty \), i.e. suggesting that droplet widths may not approach arbitrarily close to the plug width.

Finally if we assume the distributions (A.21) and (A.22), on combining with the yield criterion (\( \tau = B \)) we predict that the plug yields along \( y = \pm y_g(x) \):

\[
\frac{y_g(x) - h}{y_g,0 - h} \approx \sqrt{1 - \frac{x^2}{4} \left( \frac{1}{y_g,0 - h} - \frac{1}{y_g,0} \right)^2} \quad \text{(A.23)}
\]

Thus, also \( x \) is limited in such a stress distribution, i.e. \( |L| < 2y_g,0(y_g,0 - h) / h \), in order for the plug to remain unyielded around the droplet, or \( LH < 2y_g,0(y_g,0 - h) \).

The above 2 simple examples represent extremes of behaviour, indicating simply that we may expect limits on the size of encapsulated droplets. In practice the stress distributions within the unyielded plug can be any that satisfy the Stokes equations and boundary conditions.

### A.3 Small-slender droplets: \( h(x) \sim \delta \ll 1 \)

A common class of flows for which it is possible to construct analytical solutions is that in which the streamlines are nearly one-dimensional. In the problem considered, non-uniformity only arises from the droplet shape and hence we look at droplets of small aspect ratio (\( H/L = \delta \ll 1 \)). However, the analysis above leading to (A.19) suggests that (isodense) droplets can not be encapsulated if \( L \) is larger than \( y_g,0 \). Combined with the requirement of \( \delta \ll 1 \) implies that \( H \sim \delta \ll 1 \), i.e. we consider small-slender droplets.

Assuming \( h(x) \sim O(\delta) \), we develop an asymptotic approximation to the flow in the case that \( \delta \ll 1 \). Evidently we expect that the axial velocity will have similar size to that of the droplet free flow and the appropriate scale for \( y \) remains the channel half-width. On the other hand, since the shear stress is zero at \( y = h(x) \), this suggests an \( O(\delta) \) perturbation of the stress field, which may induce velocities \( v \sim \delta \). In order to balance the mass conservation equation, a rescaling of \( x \) is needed. Therefore, we consider the
following rescaling:

\[ x\delta = X, \quad y = Y, \quad u = U, \quad v = \delta V, \quad p\delta = P. \]  
(A.24)

The deviatoric stresses are rescaled according to the velocity scales and implied strain rate components. This type of scaling leads to an approximation based on the yielded flow region and driven by the flow geometry. In the case of thin films, it is known that a naïve approximation of this type can lead to inconsistent results; see [146]. However, methods have been developed to correct this inconsistency in various geometries, e.g. [17, 102, 199, 246].

Using (A.24), the governing equations become

\[
0 = \frac{\partial U}{\partial X} + \frac{\partial V}{\partial Y} \quad \text{(A.25a)}
\]
\[
0 = -\frac{\partial P}{\partial X} + \delta^2 \frac{\partial \tau_{XX}}{\partial X} + \frac{\partial \tau_{XY}}{\partial Y} \quad \text{(A.25b)}
\]
\[
0 = -\frac{\partial P}{\partial Y} + \delta^2 \frac{\partial \tau_{XY}}{\partial X} + \delta^2 \frac{\partial \tau_{YY}}{\partial Y} \quad \text{(A.25c)}
\]

where we have for the moment ignored the inertial terms (of leading order \(O(\delta Re)\) in (A.25c)). The rescaled deviatoric stress components are \(\tau_{XY} = \tau_{xy}\) and \(\tau_{xx} = \delta \tau_{XX}\). The constitutive relations are similar to (A.5) except with \(\tau = \sqrt{\tau_{XY}^2 + \delta^2 \tau_{XX}^2}\) and \(\dot{\gamma} = \sqrt{\dot{\gamma}_{XY}^2 + \delta^2 \dot{\gamma}_{XX}^2}\):

\[
\dot{\gamma}_{XX} = 2 \frac{\partial U}{\partial X}, \quad \dot{\gamma}_{XY} = \frac{\partial U}{\partial Y} + \delta^2 \frac{\partial V}{\partial X}.
\]

Also note that \(\dot{\gamma}_{xy} = \dot{\gamma}_{XY}, \dot{\gamma}_{xx} = \delta \dot{\gamma}_{XX}\). Adopting a regular perturbation expansions in \(\delta\) of form:

\[
(P, U, V) = (P_0, U_0, V_0) + \delta (P_1, U_1, V_1) + \delta^2 (P_2, U_2, V_2) + \ldots
\]

we find the following expressions for the deviatoric stress components in
yielded parts of the flow

\begin{align}
\tau_{XY} &= \frac{\partial U_0}{\partial Y} + B \ \text{sgn}(\frac{\partial U_0}{\partial Y}) + [\delta \frac{\partial U_1}{\partial Y}] + O(\delta^2) \\
\tau_{XX} &= 2 \left(1 + \frac{B}{|\frac{\partial U_0}{\partial Y}|}\right) \frac{\partial U_0}{\partial X} + O(\delta)
\end{align} \quad (A.26a, b)

Assuming the above scaling, our periodic domain becomes \(X \in [-\delta/2, \delta/2], Y \in [-1, 1]\), although we may consider only \(Y \geq 0\) through symmetry. The droplet occupies \(X \in [-L\delta, L\delta] = [-H, H]\) and \(Y \in [-h(X), h(X)]\). No slip boundary conditions are satisfied at the walls. In parts of the channel where there is a droplet, the two conditions (A.17a) & (A.17b) are satisfied at \(Y = \pm h(X)\). In terms of the rescaled variables these become:

\begin{align}
\tau_{XY} - \delta^2 \frac{2\tau_{XX} h_X}{1 + \delta^2 h_X^2} &= 0, \\
P + \delta^2 \frac{(1 - \delta^2 h_X^2) \tau_{XX} + 2\tau_{XY} h_X}{1 + \delta^2 h_X^2} &= \chi X
\end{align} \quad (A.27a, b)

where \(h_X\) is the derivative of \(h(X)\) with respect to \(X\). Ignoring the tip of the droplet \(X \to \pm H\), we may assume that \(|h_X| \sim O(1)\). Assuming that the droplet remains encapsulated in the plug region of the flow the stresses remain indeterminate within the plug, away from the interface.

In order to apply these conditions to deriving a perturbation solution we need at least to understand the order of magnitude of the stress components. The scales we have used are derived from the yielded region, where they are determined by the velocity scales and a leading order shear flow balance for the frictional pressure gradient. As we enter the unyielded plug, the scaling for \(P\) and \(\tau_{XY}\) is likely to remain valid. However, in long-thin geometries it is known that as the plug yields the extensional stresses within the plug become of the same order as the shear stresses, i.e. this is the yielding mechanism. Examples of this feature can be found in e.g. [17, 102, 199, 246]. Therefore,
although the leading order terms in (A.27a) & (A.27b) are clear:

\[
\begin{align*}
\tau_{XY,0} &= 0 \quad \text{at} \quad Y = \pm h(X), \tag{A.28a} \\
P_0 &= \chi X \quad \text{at} \quad Y = \pm h(X), \tag{A.28b}
\end{align*}
\]

at first order there may be some adjustment as we become close to breaking the plug:

\[
\begin{align*}
\tau_{XY,1} - 2\delta \tau_{XX,0} &= 0 \quad \text{at} \quad Y = \pm h(X), \tag{A.29a} \\
P_1 + \delta \tau_{XX,0} &= 0 \quad \text{at} \quad Y = \pm h(X). \tag{A.29b}
\end{align*}
\]

### A.3.1 \(O(1)\) solution in the yielded region

At leading order (A.25) and (A.26) lead to

\[
\begin{align*}
0 &= \frac{\partial U_0}{\partial X} + \frac{\partial V_0}{\partial Y} \\
0 &= -\frac{\partial P_0}{\partial X} + \frac{\partial \tau_{XY,0}}{\partial Y} \\
0 &= -\frac{\partial P_0}{\partial Y}
\end{align*}
\]

We consider only \(Y > 0\), as the flow is symmetric about the centreline. Integrating the \(X\)-momentum equation and satisfying (A.28a) gives

\[
\frac{\partial U_0}{\partial Y} + B \text{sgn}(\frac{\partial U_0}{\partial Y}) = \frac{\partial P_0}{\partial X}(Y - h) \tag{A.31}
\]

The leading order position of the yield surface is denoted \(Y = y_g\), which is found by equating the shear stress to the yield stress:

\[
\frac{\partial P_0}{\partial X}(Y_g - h) = B \text{sgn}(\frac{\partial U_0}{\partial Y}) = -B. \tag{A.32}
\]
Integrating once more gives the velocity:

\[ U_0(Y) = \begin{cases} 
  u_p - u_{p,0} & \text{if } |Y| \leq y_y, \\
  u_p \left[ 1 - \frac{(|Y| - y_y)^2}{(1 - y_y)^2} \right] - u_{p,0} & \text{if } |Y| > y_y,
\end{cases} \]  

(A.33)

The leading order plug velocity is given by:

\[ u_p = \frac{B}{2(y_y - h(X))} (1 - y_y)^2. \]  

(A.34)

In order to find \( y_y \), we impose the flow rate constraint across the channel, i.e.

\[ \int_{-1}^{1} U_0 \, dY = 2 - 2u_{p,0}. \]

Note that the leading order velocity in the droplet is given by continuity at the interface as: \( U_0 = u_p - u_{p,0} \). Integrating across the channel gives us:

\[ y_y^3 - y_y(3 + \frac{6}{B}) + 2 + \frac{h}{B} = 0. \]  

(A.35)

This cubic equation is similar to (A.14) and gives \( y_y \) as a function of \( h(X) \) and \( B \). It follows that \( u_p \) is also a function of both \( B \) and \( x \). The dependence of \( u_p \) on \( X \) via \( h(X) \) contradicts the idea that the plug region is rigid, i.e. this is the so-called lubrication paradox of (140). The inconsistency is resolved at first order in \( \delta \).

A.3.2 \( O(\delta) \) solution in the yielded layer

We focus here on the yielded layer of encapsulating fluid, avoiding the tricky issue of the first order momentum balance within the unyielded plug. The idea is to correct the leading order solution, to account for the varying plug speed predicted. In this, we shall assume that \( y_y(X) \) is an \( O(\delta) \) approximation to the position of the true yield surface at \( Y = y_T \). The \( X \)-momentum balance at 1st order in the yielded layer is:

\[ \frac{\partial P_1}{\partial X} = \frac{\partial^2 U_1}{\partial Y^2}. \]  

(A.36)
which requires two boundary conditions. One of these is no slip condition
\( U_1(Y = 1) = 0 \). The other condition can be obtained by noticing that
\( U(X, y_T) = 0 \) provided that the spacing between droplets is long enough
and the plug remains unyielded (recall that we have subtracted the pure
fluid plug velocity \( u_{p,0} \) from the \( X \)-component of velocity in translating to
the moving frame). Therefore, the condition on \( U_1 \) is simply:

\[
\equiv U_1(X, y_y) = \frac{1}{\delta}(u_{p,0} - u_p(X)) \equiv \eta. \tag{A.37}
\]

This same value is adopted for all \( Y < y_y \) in order to correct the plug velocity.
Below we shall justify the fact that \( \eta = \mathcal{O}(1) \). Note that we have imposed
the condition at \( y_y(X) \), which is known, rather than at \( y_T(X) \). However,
assuming that \( y_y(X) - y_T(X) = \mathcal{O}(\delta) \), the discrepancy due to imposing at
\( y_y(X) \) is only at second order.

We integrate (4.36) impose the two boundary conditions and then inte-
grate the now rate constraint (\( \int_{-1}^1 U_1 dY = 0 \)) to give:

\[
\frac{\partial P_1}{\partial X} = -6\eta \frac{y_y + 1}{(y_y - 1)^3} \tag{A.38}
\]

and

\[
U_1(X, Y) = -\eta \frac{(Y - 1)(3Y + 3Y y_y - 1 - 4y_y^2 - y_y)}{(y_y - 1)^3} \quad \text{if } \quad Y > y_y \tag{A.39}
\]

Finally, we find \( y_T \) by imposing zero shear rate at \( Y = y_T \) and expanding
about \( Y = y_y \) with respect to \( \delta \):

\[
\frac{\partial U_0}{\partial Y}(X, y_T) + \delta \frac{\partial U_1}{\partial Y}(X, y_T) = 0 \quad \implies \quad y_T(X) = y_y(X) - \delta \frac{\partial U_1}{\partial Y}(X, y_y(X)). \tag{A.40}
\]

An example of the perturbation solution is plotted in Fig. 4.3a, showing
\( U_0(X, Y) \) and \( y_Y(X) \) for an elliptical droplet with \( H = 0.2 \) and \( \delta = 0.1 \) at
\( B = 1 \). Although \( H \) and \( \delta \) are relatively large here (i.e. for what might
be considered asymptotic), the idea is simply to amplify visually the fea-
Figure A.2: Contours of the $X$-component of velocity obtained by the perturbation solution; $H = 0.2$, $\delta = 0.1$ and $B = 1$: a) leading order $U_0(X,Y)$; b) corrected velocity $U_0(X,Y) + \delta U_1(X,Y)$. Uncorrected yield surface position $y_y(X)$ marked with dashed line and corrected yield surface $y_T(X)$ marked with solid line. Pressure gradient for both solutions is also plotted.

A.3.3 Size of the yield surface perturbation from $y_{y,0}$ and effects of inertia

Having now derived an expression for $y_T(X)$ we wish to examine the size of the yield surface perturbation from the Poiseuille flow yield surface, $y_{y,0}$. As previously discussed in §A.2.2, it is this quantity that dictates the size of the inertial terms that we have neglected so far.

We note that our perturbation solution has been derived under the assumption that $h(X) \sim \mathcal{O}(\delta)$ and we now define $\bar{h}(X) = h(X)/\delta$. The calculation proceeds in 2 steps. First we examine the departure of $y_y$ from $y_{y,0}$. We write $y_y = y_{y,0} + \delta \xi_1$ and show that $\xi_1$ is order 1. Substituting
both \( y_y \) and \( \tilde{h} \) into (A.35) and expanding in powers of \( \delta \):

\[
O(1) : \quad \frac{y_y^3}{2} - y_y,0(3 + 6/B) + 2 = 0, \quad \text{(A.41a)}
\]

\[
O(\delta) : \quad 3y_y,0^2\xi_1 - \xi_1(3 + 6/B) + \frac{\tilde{h}}{B} = 0, \quad \implies \quad \xi_1 = \frac{\tilde{h}}{1 + 0.5B(1 - y_y,0)^2} \quad \text{(A.41b)}
\]

The first expression is simply the Buckingham equation (A.14), as expected. The second expression defines \( \xi_1 \). Now, since \( u_p \) is defined by \( y_y \) and \( h \), straightforward expansion of (A.34) in powers of \( \delta \) verifies that \( \eta = O(1) \), as has been claimed.

Secondly, we combine (A.40) and (A.41b)

\[
y_T(X) - y_{y,0} = \delta \left( \xi_1(X) - \frac{\partial U_1}{\partial Y}(X, y_y) \right). \quad \text{(A.42)}
\]

Substituting the expressions for the derivatives of the perturbation velocity (following considerable algebra):

\[
y_T - y_{y,0} = \delta \left[ \xi_1 - \frac{y_y,0 + 2}{y_y,0 - 1} \frac{y_y,0\xi_1 + y_y,0\tilde{h} + \xi_1 - \tilde{h}}{y_y,0} \right] + O(\delta^2) \quad \text{(A.43)}
\]

and then if we substitute for \( \xi_1 \) from (A.41b), we find:

\[
y_T - y_{y,0} = \delta \tilde{h} \left[ \frac{B(y_y,0 + 1)(y_y^3,0 - y_y,0(3 + \frac{6}{B}) + 2)}{y_y,0(y_y,0 - 1)(By_y^2,0 - B - 2)} \right] + O(\delta^2). \quad \text{(A.44)}
\]

We see that the leading order term on the right-hand side vanishes due to (A.41a), so that: \( y_T - y_{y,0} \sim O(\delta^2) \). A similar exercise shows that \( U_0 + \delta U_1 = u_{p,0}(y) + O(\delta^2) \), i.e. the velocity field is given to \( O(\delta^2) \) by the Poiseuille solution of the droplet free flow. To summarise, insertion of an \( O(\delta) \) droplet within the plug region causes only an \( O(\delta^2) \) perturbation in both the yield surface position and the velocity field. However, the stress perturbation is of \( O(\delta) \), as is the pressure gradient perturbation. Additionally, the stress field within the unyielded plug region remains indeterminate. To explore this
Figure A.3: Position of the yield surfaces $y_T(X)$ (solid line) and $y_y(X)$ (dashed line) for a range of different (elliptical) droplets at $B = 10$. Top row $L = 0.5$, bottom row $L = 0.75$ and columns left to right $H = 0.05$, 0.1 and 0.2. Note that $y_{y,0}$ is equal to the values of $y_y(X)$ at two ends. Due to the adopted scaling, all elliptic droplets are mapped to a circle with radius of $H$.

A surprising feature, Fig. A.3 plots $y_T(X)$ and $y_y(X)$ for a range of different (elliptical) droplets at $B = 5$. As we see, the corrected yield surface position is nearly constant and coincides with $y_{y,0}$ (equal to the end values of $y_y(X)$).

Considering now the question of inertial effects, we see that for an $O(\delta)$ encapsulated droplet as considered, the uniform Poiseuille flow gives an $O(\delta^2)$ approximation to the velocity field in the region of the droplet (as well as away from the droplet). The yield surface perturbation is also of $O(\delta^2)$. This suggest that the appropriate variation in the streamlines away from the uniform Poiseuille solution in the presence of an encapsulated droplet is in fact $O(\delta^2)$ (instead of the $O(\delta)$ used to derive and construct our perturbation approximation), and that consequently inertial effects may be legitimately neglected for $\delta^2 Re \ll 1$. 
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A.4 Order unity iso-dense droplets: \( h(x) \sim \delta \sim 1 \)

We now turn to order unity droplets for which it is necessary to use computational solution. Motivated by the asymptotic results, we proceed under the assumption that the inertial terms may be small even for significant \( \text{Re} \), i.e. that an encapsulated droplet held within the plug will not significantly perturb streamlines outside of the plug. This assumption we verify \textit{a posteriori} from our numerical results. We also consider that the droplet and encapsulating fluid have the same density, i.e. \( \chi = 0 \). As we consider a Stokes flow problem, we impose symmetry conditions at \( x = 0, x = -l/2 \) and \( y = 0 \), and solve only for: \( (x, y) \in [-l/2, 0] \times [0, 1] \). In the encapsulating fluid the Stokes equations are

\[
\begin{align*}
0 &= \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y}, \quad (A.45a) \\
0 &= -\frac{\partial p}{\partial x} + \frac{\partial \tau_{xx}}{\partial x} + \frac{\partial \tau_{xy}}{\partial y}, \quad (A.45b) \\
0 &= -\frac{\partial p}{\partial y} + \frac{\partial \tau_{xy}}{\partial x} + \frac{\partial \tau_{yy}}{\partial y}. \quad (A.45c)
\end{align*}
\]

The constitutive laws are \((A.5)\) & \((A.6)\).

The droplet domain is \( y \leq h(x) \) and within the droplet the fluid is assumed to move uniformly at the speed of the unyielded plug. Thus, we solve only in the encapsulating fluid domain. The boundary conditions are:

\[
\begin{align*}
-p(0, y) + \tau_{xx}(0, y) &= 0, \quad v(0, y) = 0, \quad y \in [H, 1] \quad (A.46a) \\
u(x, 1) &= 0, \quad v(x, 1) = 0, \quad x \in [-l/2, 0] \quad (A.46b) \\
-p(-l/2, y) + \tau_{xx}(-l/2, y) &= Gl/2, \quad v(-l/2, y) = 0, \quad y \in [0, 1] \quad (A.46c) \\
\tau_{xy}(x, 0) &= 0, \quad v(x, 0) = 0, \quad x \in [-l/2, -L] \quad (A.46d) \\
\tau_{nt}(x, h(x)) &= 0, \quad -p(x, h(x)) + \tau_{nn}(x, h(x)) = 0, \quad x \in [-L, 0] \quad (A.46e)
\end{align*}
\]

Note in \((A.46b)\) that for simplicity we compute in a fixed frame of reference.
instead of the moving frame, as translating by a constant $u_{p,0}$ can be imposed afterwards with no loss of generality. By imposing (A.46c) instead of the uniform Poiseuille flow we allow for the fact that the encapsulating fluid between droplets may not be fully developed. Indeed, below we study the required droplet spacing parameter $l$, needed for the droplets to be encapsulated. The parameter $Gl/2$ in (A.46c) is essentially the pressure drop along the computational domain. Each computation involves an iteration on $G$ to ensure that the mean velocity is unity, i.e. we satisfy

$$
\int_0^1 u(x, y) \, dy = 1, \quad (A.47)
$$

which has a unique solution due to the monotonicity of the flow rate with respect to the pressure drop.

### A.4.1 Computational algorithm and benchmarking

The intrinsic difficulty in computing viscoplastic fluid flows comes from the yield stress, which implies an infinite effective viscosity in unyielded flow regions. Two families of methods are commonly used to resolve this difficulty. Regularization methods work by replacing the infinite viscosity with a very large finite value, adjusting (A.43). Two of the more popular choices of effective viscosity are those of [28] and [186]. A review of these methods is given by [101], in which the main drawbacks are explored. In particular regularization methods do not guarantee stress convergence and may fail to give the correct position of the yield surfaces. The potential errors are largest in flows with long-thin geometries; see e.g. [199]. For flows such as that here, where we investigate whether or not the droplet is fully encapsulated in unyielded fluid, regularization methods are unable to provide answers with certainty.

The alternative to regularization methods are algorithms such as the augmented Lagrangian method of [99, 111]. These work with the formulation of the Stokes flow as a minimization problem: wherein the functional to be minimized is non-differentiable due to the yield stress. The minimi-
sation problem (which has a unique solution) is relaxed into a saddle-point problem by introducing Lagrange multipliers. The Lagrangian functional is augmented with stabilization terms and typically solved iteratively using an Uzawa-type algorithm. A modern review of such methods is given by [112]. This is the type of algorithm that we adopt and it is implemented within the C++ Finite Element Method library _Rheolef_, written by P. Saramito and colleagues; see e.g. [213]. A particular feature of this implementation is the mesh adaptivity, which focuses the mesh around the yield surfaces. Our implementation is slightly modified in order to accommodate the droplet geometry, boundary conditions and the iteration for $G$. Details of the implementation may be found in [199, 208]. Convergence bounds for the algorithm are given by [214]. In application we typically start with an initial mesh scale, say $d_0 \approx 0.02$, that defines the size of the initial (relatively uniform sized) unstructured triangular mesh. This is refined successively and typically 4 times for our computations. Fig. A.3 shows cycles of the adaptation for one specific case. After the 4th cycle the typical mesh sizes in the plug are $\approx 0.02$; near the yield surface $\approx 0.001 \times 0.004$; near the wall: $\approx 0.002$.

Starting with a smaller $d_0$ results in a progressively smaller mesh at each step of the adaptivity and hence a better converged solution. The effects of adaptivity on convergence are also significant for the first few cycles. This is illustrated in Fig. A.3 where we have compared the numerical results of the code for plane Poiseuille flow with the exact solution from §A.2.1. This shows that $|e_u|$ and $|e_p|$, defined below, decays rapidly over the first few cycles of adaptation before leveling out, i.e. reducing the error after 4 cycles requires a smaller initial mesh $d_0$.

\[ |e_u| = \frac{1}{N_{\text{cells}}} \sqrt{\sum_{N_{\text{cells}}} |u_{\text{comp}} - u_{\text{exact}}|^2} \]  
\[ (A.48a) \]

\[ |e_p| = \frac{1}{N_{\text{cells}}} \sqrt{\sum_{N_{\text{cells}}} (p_{\text{comp}} - p_{\text{exact}})^2} \]  
\[ (A.48b) \]
Figure A.4: Mesh adaptation cycles for the case of $B = 20$, $H = 0.1$ and $L = 0.5$, where we start with an initial mesh scale, $d_0 \approx 0.02$: a) cycle 1, 3165 elements; b) cycle 2, 12689 elements; c) cycle 3, 21425 elements; d) cycle 4, 37290 elements. After the 4th cycle the typical mesh sizes are: in the plug: 0.02; near the yield surface: $0.001 \times 0.004$; near the wall: 0.002.

Figure A.5: Code Validation: Error of numerical results for channel Poiseuille flow compared to the exact solution; $\bigcirc : B = 10$, $\blacklozenge : B = 20$ and $\triangle : B = 50$. a) velocity and b) pressure
We are also able to compare our computed results against the asymptotic solutions over a range of small $\delta$, e.g. fixed small $H$ and varying $L$. This type of comparison verifies that the errors of leading order and corrected first order solutions are $O(\delta)$ and $O(\delta^2)$, respectively. The range of $\delta$ tested is however limited since for very small $H$ the droplet becomes a cut in the encapsulating fluid, increasingly singular at the ends. On the other hand for larger $L$ the encapsulating plug region breaks. As an aside, we mention that the plane Poiseuille flow velocity solution also gives an $O(\delta^2)$ error when compared against the computed velocity, and interestingly a numerically smaller error than the corrected perturbation method.

### A.4.2 Effects of droplet spacing

As we have already seen, the length of droplets has a significant effect on breaking of the encapsulating plug. With a restriction in $L$, if one is interested in the throughput of encapsulated droplets it is necessary to understand the effect of droplet spacing on the breaking process. Fig. A.6 shows an example sequence of computations for which the separation distance $l - 2L$ drops below a critical value and the plug regions start to yield. In this case, for $l = 1.625$ (Fig. A.6a) the plug has broken whereas for larger $l$ an intact region exists. If the plug yields around the droplet the computed solution remains valid as solution to the Stokes flow, but in terms of an evolution problem the interface is free to deform and we would expect this deformation to induce a velocity field within the droplet.

Apart from the issue of plug breaking, a separate consideration is whether $l$ is long enough for the flow to become fully developed between the droplets. The method we have chosen to study this compares the mean pressure gradient behind the drop with the analytical solution for plane Poiseuille flow:

$$\Delta p = \frac{p_l - p_L}{l/2 - L},$$

where $p_l$ and $p_L$ are the pressures at $x = -l/2$ and $x = -L$, respectively. For a range of droplet shapes we observe that at sufficiently large $l$ the encapsulation of the droplet is intact and the $\Delta p$ approaches the analytic
Figure A.6: Example of the effects of droplet spacing for $B = 20$, $H = 0.5$ and $L = 0.6$: a) $l = 1.625$; b) $l = 1.8$; c) $l = 2.5$. The colour map shows the range of speeds in the flow and grey areas show unyielded fluid.

value for a yield stress fluid (Fig. A.7). In fact $\Delta p$ is always very slightly below the analytical value, due to a reduction very close to $x = -L$, where presumably the fluid senses the presence of the droplet. As a rule of thumb, if $l$ is at least $2.5 \times \max\{2H, 2L\}$ we have found that the pressure drop values remains near constant.

A.4.3 Encapsulation and failure

We have computed approximately 400 encapsulation flows, as described. These cover the approximate ranges: $5 < B < 200$; $0.025 < H < 0.9$; $0.025 < L < 1.25$. Fig. A.8 illustrates some of the general trends observed. For each row of computations the Bingham number is held constant. The left-hand column has $L$ constant and $H$ varied; the right column has $H$ fixed and variable $L$. The colourmap plots the speed of the fluid, with the grey area denoting the unyielded plug. We observe that there essentially are two different regimes of plug breaking:
Figure A.7: Variation in the pressure drop upstream of the droplet plotted versus a scaled spacing between droplets. a) $B = 10$, $\nabla$: $H = 0.45$, $L = 0.6$; $\bigcirc$: $H = 0.55$, $L = 0.15$; $\square$: $H = 0.05$, $L = 0.75$; $\star$: $H = 0.25$, $L = 0.25$ and $\diamond$: $H = 0.375$, $L = 0.5$

b) $B = 20$, $\nabla$: $H = 0.5$, $L = 0.6$; $\bigcirc$: $H = 0.65$, $L = 0.2$; $\square$: $H = 0.1$, $L = 0.9$; $\star$: $H = 0.25$, $L = 0.25$ and $\diamond$: $H = 0.375$, $L = 0.5$. The broken lines show the pressure drop for Poiseuille flow.

**Slender droplets**: If the droplet aspect ratio $\delta = H/L$ is small (in other word the length of drop is much larger than its width) then the plug appears to yield initially close to the two tips of the droplet (left column of Fig. A.8).

**Fat droplets**: If the width of the droplet is similar or larger than the length, the plug appears to yield closer to $x = 0$, in the widest part of the droplet (right column of Fig. A.8).

This confirms that increasing either $L$ or $H$ will eventually yield the plug around the droplet, as was suggested by the rudimentary analysis in §A.2.3. The other remarkable observation is that the yield surface position is approximately constant for the simulations shown in Fig. A.8, up to and directly after the plug breaks (although of course with breaks after yielding). This implies that the stress distribution to the outside of the plug is not
Figure A.8: Speed distribution (u) as the droplet gets larger. Rows represent constant Bingham number; \( H = 0.2 \) over left column (slender drop) and \( L = 0.5 \) over right column (fat drop). a) \( B = 5 \) and \( L = 0.55, 0.6, 0.65, 0.675 \) and 0.7; b) \( B = 5 \) and \( H = 0.3, 0.34, 0.375, 0.4 \) and 0.425; c) \( B = 20 \) and \( L = 0.8, 0.85, 0.9, 0.925 \) and 1; d) \( B = 20 \) and \( H = 0.5, 0.55, 0.575, 0.61 \) and 0.625; e) \( B = 50 \) and \( L = 0.95, 1, 1.05, 1.15, 1.2 \) f) \( B = 50 \) and \( H = 0.6, 0.65, 0.69, 0.725 \) and 0.75
greatly affected by plug breaking. Thus, the deduction from the asymptotic analysis of the past section: of a very small perturbation of the yield surface due to the droplet, appears to be valid for a broader range of aspect ratios \( \delta = H/L \).

To examine the breaking mechanism, we have plotted the various stresses in Fig. A.9 for one sequence of slender drops \( B = 20, H = 0.2 \) and increasing \( L \). The first noticeable feature is that as \( L \) increases through the breaking transition the distribution of stresses remains qualitatively similar. Thus, the breaking itself does not affect the overall pattern of stresses which are dominated primarily by changes in droplet shape. Upstream and downstream of the droplet the stresses develop relatively quickly (within a channel width) and adopt distributions close to fully developed. The vertically oriented yielded regions (cracks?) coincide with a region within which the shear stress is focused: \( \tau_{xy} \) becomes large and negative near the tips of the droplet. This is combined with significant extensional stresses \( \sigma_{xx} = -\sigma_{yy} \). The basic mechanism appears to be that outlined in §A.2.3. In the absence of extensional stresses, the pressure must transition from its shear-layer values to zero at the droplet surface. This driving force is evidently larger at the tips of the droplet. One way of reducing the burden on the change in \( p \) is by taking up a part of the pressure within the extensional stresses. For example, on the interface where it is nearly flat the normal stress condition is \( p = \sigma_{yy} \) and we can observe that \(|\sigma_{yy}| \) becomes significant, changing sign towards the yield surface. In the centre of the droplets it appears that the distribution of \( \tau_{xy} \) is shifted upwards by \( h(x) \), but near to the ends of the droplet the stresses adapt to the far-field in a relatively narrow region.

The stress distributions in the case of fat droplets are illustrated in Fig. A.10 for \( B = 20, L = 1.4 \). Although the far-fields are similar to the slender droplet, the mechanism of breaking appears to be different. Again we have a transition as the droplet size is increased (now \( H \)). Considering the second example in §A.2.3 we might expect that

\[
\frac{\partial \sigma_{xy}}{\partial y} \sim \mathcal{O}\left(\frac{B}{y_H - H}\right),
\]
Figure A.9: Stress distribution as the droplet gets larger. $B = 20$, $H = 0.2$ and $L = 0.8$, 0.85, 0.9, 0.925 and 1. a) speed; b) pressure; c) $\tau_{xy}$; d) $\tau_{xx}$; e) $\sigma_{xx} = -p + \tau_{xx}$ and f) $\sigma_{yy} = -p + \tau_{yy}$.
close to $x = 0$ (within a layer that is getting progressively short). If we suppose that the pressure gradient is partly constrained by the far-field plane Poiseuille flow pressure gradient, then we might expect that the $y$-derivative of $\tau_{xy}$ is balanced by $x$-derivatives in $\tau_{xx}$ which we observe in Fig. A.10. The yielding appears to occur at the ends of the central shear layer.

### A.4.4 Perturbation of pressure

It is also insightful to quantify the perturbation of pressure as a result of insertion of the droplet inside the plug region. Figs. A.9 & A.10 indicate the distribution of the pressure perturbation is localised around the droplet positions. To quantify this we define:

$$\phi_p = \frac{\left| \Delta p_{\{H,L\}}(-X,X) - \Delta p_{\{0,0\}}(-X,X) \right|}{\Delta p_{\{0,0\}}(-1,1)}$$  \hspace{1cm} (A.49)

where $\Delta p_{\{H,L\}}(-X,X)$ is the pressure drop over the length $[-X,X]$ computed with an elliptic droplet of size $H$ & $L$. Here $X$ is selected as our computational length (which is chosen to ensure the flow is fully developed between droplets; see the discussion in §A.4.2). Thus, $\Delta p_{\{0,0\}}(-X,X)$ represents the pressure drop over the same length in an unperturbed Poiseuille flow. This difference is normalized by the pressure drop $\Delta p_{\{0,0\}}(-1,1)$, representing the pressure drop in Poiseuille flow over a length equivalent to the channel width.

Fig. A.11 shows variation of $\phi_p$ with respect to the size of drop as well as the yield stress ($B$). Note that in each of the subplots the largest value of $L$ or $H$ that is illustrated corresponds to a case for which the plug yields. Figure A.11a is associated to slender drops where we see the pressure perturbation is less than 1% of pressure scale ($\Delta p_{\{0,0\}}(-1,1)$). However, the effect of droplet size is more significant in the case of fat droplets; see Fig. A.11b. This is probably linked to the different failure mechanisms observed already for slender and fat droplets. For droplets that don’t break the plug $\phi_p$ remains rather small. It is of course intuitive in both cases that larger
Figure A.10: Stress distribution as the droplet gets larger. $B = 20$, $L = 0.7$ and $H = 0.5$, $0.55$, $0.575$, $0.61$ and $0.625$. a) speed; b) pressure; c)$\tau_{xy}$; d)$\tau_{xx}$; e)$\sigma_{xx}$ and f)$\sigma_{yy}$
droplets lead to larger pressure perturbations. Equally, as remarked earlier, although increasing $B$ increases the ability of the plug to resist yielding it also increases the frictional pressure drop, and hence the stress variation that must be accommodated within the plug.

**A.4.5 Maximum size of encapsulated droplets**

By successively iterating with respect to $H$ and $L$ we are able to approximately determine the limiting size of droplet that can remain encapsulated within the plug region. Fig. A.12 shows the critical values in the $(L, H)$-plane for five different values of Bingham number, $B$. This plot is the conclusion of approximately 400 different simulations. For a given Bingham number, any drop lying below the associated curve does not break the plug region. We see that for any Bingham number (no matter how large) we have a maximum values for the length and height of the droplet. The maximum height is mostly limited by the plug width. Although there is no similar simple physical limit for the maximum length, we still see that the growth of stresses for long droplets yields the plug. In fact the shape of the curves at small $H$ indicates that for slender droplets the encapsulation becomes
Figure A.12: Maximum size of encapsulated droplets, computed for five different $B$. □: $B = 5$; △: $B = 10$; ♦: $B = 20$, ♣: $B = 50$ and ⋆: $B = 200$.

very sensitive to changes in the length, i.e. small increases in the length can break the plug (see also Fig. A.9 a, c & e).

A last observation here is that the increase in size of droplet with $B$ is much less than linear. Therefore, just increasing the yield stress of the encapsulating fluid does not allow correspondingly large droplets. The underlying reasons why seem to be captured in the simple analysis of Fig. A.2.3.

Long droplets break near the ends. Breaking arises from the need to bridge the discrepancy between non-zero (frictional) pressures in the yielded fluid layers and zero normal stress on the droplet surface. This discrepancy increases with $L$ but also with $B$, i.e. the frictional pressure scales like $xB/y_{y,0}$. It is unclear what the asymptotic behaviour might be as $B \to \infty$. If we assume that the pressure discrepancy provides the main stress scale for $\tau$, we’d expect the limiting lengths to satisfy $L \sim \mathcal{O}(y_{y,0}) \sim \mathcal{O}(1 - \frac{\sqrt{3}}{B^{1/2}})$ as $B \to \infty$, i.e. a finite limit would be attained. This analysis may be too simplistic.
A.5 Encapsulation with fluids of different densities

We now explore the effect of allowing a density difference between the fluids. Assuming the encapsulated fluid remains in steady rigid motion, the pressure field within the droplet is: \( p = \chi x + \text{constant} \), where we recall that \( \chi = (\hat{\rho}_d - \hat{\rho})g\hat{R}^2/(\hat{\mu}\hat{U}_0) \) represents the competition between buoyant and viscous stresses. Considering the preceding discussion and the simple analysis in §A.2.3, an intuitive notion is that by selecting \( \chi = -B/y_{g,0} \) the pressure gradient in the droplet would match that in the yielded fluid layers. This would eliminate the need for normal stress gradients across the plug, and hence presumably reduce \( \tau \).

We test the above notion computationally. The code described earlier is adapted by discretizing both the droplet and carrier fluid domains. The additional body force term \( \chi \) can be added to the droplet \( x \)-momentum equation, (or instead \( -\chi \) added to the carrier fluid equations). Different fluid properties are assigned in each domain (e.g. \( B = 0 \) is inside the droplet) and the Stokes flow solution is computed on both domains simultaneously using the augmented Lagrangian algorithm described earlier.

Firstly, we address the question of whether the density difference might significantly affect breaking of the plug region. Fig. A.13 shows the maximum height \( H \) before the plug yields, for two droplets with different \( L \) at \( B = 20 \). We observe that the shorter droplet \( (L = 0.4) \) is relatively insensitive to \( \chi \), whereas the longer droplet \( (L = 1.75) \) shows remarkable sensitivity. Sensitivity to \( L \) per se is to be expected as the effect of \( \chi \) naturally amplifies with \( x \) (or \( L \)), due to the channel orientation. We see that if the droplet is heavier than the carrier fluid \( (\chi > 0) \), encapsulation fails at a smaller sizes for the drop. On the other hand, for lighter droplet \( (\chi < 0) \) buoyancy tends to stabilize the encapsulation, allowing larger drops to be successfully encapsulated. For the case shown in Fig. A.13a, in which \( B = 20 \), we see that maximum size of the drop happens at \( \chi \approx -27 \) to \(-28 \). This approximately coincides with the frictional pressure gradient of the plane Poiseuille flow, (for \( B = 20 \) we find \( \frac{\partial p}{\partial x} = -\frac{B}{y_{g,0}} \approx -27.8 \)). Thus, the
Figure A.13: $B = 20$ (a) Variation of maximum height (maximum $H$ which does not break the plug) for two different length of drop $\Box$: $L = 0.4$ and $\bigcirc$: $L = 1.75$ with density difference ($\chi$). (b) Maximum size of drop for for three different $\chi$. $\bigcirc$: $\chi = 20$; $\Box$: $\chi = 0$ and $\Delta$: $\chi = -20$.

The notion that selecting $\chi \approx -B/y_{y,0}$ may provide an optimal size of encapsulated droplet appears reasonable. Essentially buoyancy acts to balance the frictional pressure losses for $\chi > -B/y_{y,0}$, but on decreasing $\chi$ still further strong buoyancy forces act to exert stress on the plug.

Note that although the normal stress discrepancy may be reduced for $\chi \approx -B/y_{y,0}$, the tangential stresses in the plug are still perturbed by the presence of the droplet. Thus, the droplet may still break the plug. Fig. A.13b shows the critical values of $H$ and $L$ for $B = 20$, above which the plug yields for three different $\chi = -20, 0$ and 20. Again we see favourable density difference (lighter droplets) allows the encapsulation of longer drops, whereas unfavourable density difference (heavier droplets) weakens the encapsulation capabilities.

Fig. A.14 explores variations in the stress fields as the density of the droplet is varied. The plug close to the central part of the droplet is largely unaffected by $\chi$, but on increasing $|x|$ we observe generation of extensional stresses towards the ends of the droplet within the plug (Fig. A.14d). Increasing $\chi$ amplifies the size of extensional stresses and of the pressure in these regions, (Figs. A.14b & d). The stresses combine so that $\sigma_{yy}$ shows
little variation in $y$ (Fig. A.14f), which implies that the pressure variation in $y$ is negatively amplified in $\tau_{xx}$. The net effect is that the front of the droplet is stretched and the rear is compressed (in the $x$-direction); see Fig. A.14b. These normal stress gradient results in significant shear stresses (Fig. A.14c). The underlying pattern is not changed by $\chi > 0$, but simply amplified.

### A.6 Droplet encapsulation in a pipe

For the purposes of practical application we now consider the analogous flow to that described in §A.4, but within a vertical pipe of radius $\tilde{R}$. We describe the problem in a cylindrical coordinate system, assuming that the flow is axisymmetric with droplets traveling along the pipe axis. As in §A.4 a moving coordinate system is adopted. Lengths and velocities are scaled with $\tilde{R}$ and $\tilde{W}_0$ respectively where $\tilde{W}_0$ is the mean velocity along the pipe, i.e. the flow rate is $\pi \tilde{R}^2 \tilde{W}_0$. Denoting by $\tilde{W}_p$ the fully developed plug velocity of the Hagen-Poiseuille flow (with no droplets), the variables are as follows:

$$
(r, z, \theta) = \left( \frac{\tilde{r}}{\tilde{R}}, \frac{\tilde{z} - \tilde{W}_p \tilde{t}}{\tilde{R}}, \theta \right); \quad (u, w) = \left( \frac{\tilde{u}_r}{\tilde{W}_0}, \frac{\tilde{u}_z - \tilde{W}_p}{\tilde{W}_0} \right), \quad (A.50)
$$

and $t = \tilde{W}_p \tilde{t}/\tilde{R}$. The deviatoric stresses are scaled with $\tilde{\mu}\tilde{W}_0/\tilde{R}$ as is the modified pressure (on subtracting the static pressure of the carrier fluid).

$$
\tilde{p} = \tilde{p}_0 + \tilde{\rho}\tilde{g}\tilde{z} + \frac{\tilde{\mu}\tilde{W}_0}{\tilde{R}} p \quad (A.51)
$$

Exploiting axisymmetry of the geometry, dimensionless form of continuity and momentum equations governing carrier fluid are

$$
\frac{1}{r} \frac{\partial}{\partial r}(ru) + \frac{\partial w}{\partial z} = 0 \quad (A.52a)
$$

$$
\text{Re} \left( u \frac{\partial w}{\partial r} + w \frac{\partial u}{\partial z} \right) = -\frac{\partial p}{\partial z} + \frac{1}{r} \frac{\partial}{\partial r}(r \tau_{rz}) + \frac{\partial \tau_{zz}}{\partial z} \quad (A.52b)
$$

$$
\text{Re} \left( u \frac{\partial u}{\partial r} + w \frac{\partial u}{\partial z} \right) = -\frac{\partial p}{\partial r} + \frac{1}{r} \frac{\partial}{\partial r}(r \tau_{rr}) + \frac{\partial \tau_{zz}}{\partial z} - \frac{\tau_{\theta\theta}}{r} \quad (A.52c)
$$
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Figure A.14: Stress distribution as the droplet becomes heavier: $B = 20, L = 0.9$ and $H = 0.2$. From top to bottom in each panel: $\chi = -10, -1, 0, 1$ and 10. a) speed; b) pressure; c) $\tau_{xy}$; d) $\tau_{xx}$; e) $\sigma_{xx}$ and f) $\sigma_{yy}$. 
The constitutive relations are similar to (\ref{eq:A.5}), but now \( \dot{\gamma} = \sqrt{\dot{\gamma}_{rr}^2 + \dot{\gamma}_{zz}^2 + \dot{\gamma}_{\theta\theta}^2 + 2\dot{\gamma}_{rz}^2} \) is the rate of strain, and \( \tau = \sqrt{\tau_{rr}^2 + \tau_{zz}^2 + \tau_{\theta\theta}^2 + 2\tau_{rz}^2} \) is the deviatoric stress.

The components are given by:

\[
\dot{\gamma}_{rr} = \frac{2}{r} \frac{\partial u}{\partial r}; \quad \dot{\gamma}_{\theta\theta} = \frac{2w}{r}; \quad \dot{\gamma}_{zz} = \frac{2}{r} \frac{\partial w}{\partial z}; \quad \dot{\gamma}_{rz} = \frac{\partial w}{\partial r} + \frac{\partial u}{\partial z}. \tag{A.53}
\]

Reynolds number and Bingham number are defined as
\[
Re = \frac{\rho \dot{W}_0 R}{\mu} \quad \text{and} \quad B = \frac{\tau_y \dot{R}}{(\dot{\mu} \dot{W}_0)}.
\]

As before, we consider a single droplet from our periodic train of droplets. The scaled droplet length is \( L \) and the maximal radius is \( H \). The droplet surface is steady within the moving frame of reference and is denoted \( r = h(z) \).

Within the droplet we must satisfy:

\[
\frac{1}{r} \frac{\partial}{\partial r} (ru) + \frac{\partial w}{\partial z} = 0 \tag{A.54a}
\]

\[
\phi Re \left( \frac{u}{r} \frac{\partial w}{\partial r} + w \frac{\partial w}{\partial z} \right) = -\frac{\partial p}{\partial r} + m \frac{1}{r} \frac{\partial}{\partial r} \left( \frac{\partial w}{\partial r} \right) + m \frac{\partial^2 w}{\partial z^2} + \chi \tag{A.54b}
\]

\[
\phi Re \left( \frac{u}{r} \frac{\partial u}{\partial r} + w \frac{\partial u}{\partial z} \right) = -\frac{\partial p}{\partial r} + m \frac{1}{r} \frac{\partial}{\partial r} \left( \frac{\partial u}{\partial r} \right) + m \frac{\partial^2 u}{\partial z^2} - m \frac{u}{r^2} \tag{A.54c}
\]

where \( \chi = \frac{(\rho_0 - \rho) \dot{R} \dot{W}_0}{\rho_0 \mu} \). Similar boundary and interfacial conditions are satisfied as for the plane channel problem earlier. As before, it is assumed that the droplet translates uniformly within the moving plug.

### A.6.1 Poiseuille flow solution

In a fixed frame of reference the Hagen-Poiseuille solution is easily found:

\[
W_p(r) = \begin{cases}
    w_{p,0} & \text{if } r \leq r_{y,0}, \\
    w_{p,0} \left[ 1 - \left( \frac{r - r_{y,0}}{1 - r_{y,0}} \right)^2 \right] & \text{if } r \geq r_{y,0},
\end{cases} \tag{A.55}
\]

where \( w_{p,0} = \frac{B}{2r_{y,0}} (1 - r_{y,0})^2 \). On imposing the flow rate constraint we find that the yield surface position satisfies the following Buckingham equation:

\[
r_{y,0}^4 - 4r_{y,0}(1 + \frac{3}{B}) + 3 = 0, \tag{A.56}
\]
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which has a unique zero in the interval \((0, 1)\).

### A.6.2 Slender drop

For practical reasons it is advantageous to know if encapsulated droplets within a pipe flow also result in vanishing small perturbations of the flow streamlines. Thus, similar to (A.56) we re-scale the problem assuming a small slender droplet:

\[
  r = R, \quad \theta = \Theta, \quad z\delta = Z, \quad u = \delta U, \quad w = W, \quad p\delta = P. \quad (A.57)
\]

Upon rescaling and neglecting the inertial terms, the governing equations are:

\[
\begin{align*}
  &\frac{1}{R} \frac{\partial}{\partial R} (RU) + \frac{\partial W}{\partial Z} = 0 \quad (A.58a) \\
  &0 = -\frac{\partial P}{\partial Z} + \frac{1}{R} \frac{\partial}{\partial R} (R\tau_{RZ}) + \delta^2 \frac{\partial \tau_{ZZ}}{\partial Z} \quad (A.58b) \\
  &0 = -\frac{\partial P}{\partial R} + 2 \frac{1}{R} \frac{\partial}{\partial R} (R\tau_{RR}) + \delta^2 \frac{\partial \tau_{RR}}{\partial Z} - \delta^2 \frac{\tau_{\Theta \Theta}}{R} \quad (A.58c)
\end{align*}
\]

where \(\tau_{rz} = \tau_{RZ}, \ \tau_{rr} = \delta \tau_{RR}, \ \tau_{\Theta \Theta} = \delta \tau_{\Theta \Theta}\) and \(\tau_{zz} = \delta \tau_{ZZ}\). The constitutive relations are similar to (A.59), except that now:

\[
\tau = \sqrt{\frac{\tau_{RZ}^2}{R^2} + \delta^2 \frac{\tau_{RR}^2}{R^2} + \delta^2 \frac{\tau_{\Theta \Theta}^2}{R^2} + \delta^2 \frac{\tau_{ZZ}^2}{R^2}} \quad (A.59a)
\]

\[
\dot{\gamma} = \sqrt{\frac{\dot{\gamma}_{RZ}^2}{R^2} + \delta^2 \frac{\dot{\gamma}_{RR}^2}{R^2} + \delta^2 \frac{\dot{\gamma}_{\Theta \Theta}^2}{R^2} + \delta^2 \frac{\dot{\gamma}_{ZZ}^2}{R^2}} \quad (A.59b)
\]

and

\[
\begin{align*}
  \dot{\gamma}_{RZ} &= \frac{\partial W}{\partial R} + \delta^2 \frac{\partial U}{\partial Z} \quad (A.60a) \\
  \dot{\gamma}_{RR} &= 2 \frac{\partial U}{\partial R} \quad (A.60b) \\
  \dot{\gamma}_{\Theta \Theta} &= 2 \frac{\dot{W}}{R} \quad (A.60c) \\
  \dot{\gamma}_{ZZ} &= 2 \frac{\partial W}{\partial Z} \quad (A.60d)
\end{align*}
\]
We adopt a regular perturbation expansion in $\delta$: $(P, W, U) = (P_0, W_0, U_0) + \delta(P_1, W_1, U_1) + \cdots$, substitute into the equations and derive the following leading order problem:

\[
\frac{1}{R} \frac{\partial}{\partial R} (RU) + \frac{\partial W}{\partial Z} = 0 \tag{A.61a}
\]

\[
0 = -\frac{\partial P}{\partial Z} + \frac{1}{R} \frac{\partial}{\partial R}(R\tau_{RZ}) \tag{A.61b}
\]

\[
0 = -\frac{\partial P}{\partial R} \tag{A.61c}
\]

Integrating the axial momentum equation from $R = h$ yields

\[
\tau_{RZ} = \frac{\partial W_0}{\partial R} + B \text{sgn} \left( \frac{\partial W_0}{\partial R} \right) = \frac{\partial W_0}{\partial R} - B = \frac{1}{2} \frac{\partial P}{\partial Z} (R - \frac{h^2}{R}) \tag{A.62}
\]

and defining the yield surface $R = R_y$ as where $\tau_{RZ} = -B$ we find:

\[
\frac{\partial W_0}{\partial R} = \frac{1}{2} \frac{\partial P}{\partial Z} \left( R - R_y - \frac{h^2}{R} + \frac{h^2}{R_y} \right) : \frac{\partial P}{\partial Z} = -\frac{2BR_y}{R_y^2 - h^2} \tag{A.63}
\]

We can reconstruct the velocity in the fixed frame, using the no-slip condition at $R = 1$:

\[
W_0(r) + w_p,0 = \begin{cases} 
  w_p & \text{if } 0 \leq R \leq R_y \\
  w_p \left[ 1 - \left( \frac{0.5(R - R_y)^2 + h^2(R - R_y)/R_y + h^2 \ln(R_y/R)}{0.5(1-R_y)^2 + h^2(1-R_y)/R_y + h^2 \ln R_y} \right) \right] & \text{if } R_y \leq R \leq 1
\end{cases} \tag{A.64}
\]

where the plug velocity is given by

\[
w_p = B \frac{R_y}{R_y^2 - h^2} \left( \frac{(1 - R_y)^2}{2} + \frac{h^2}{R_y} (1 - R_y) + h^2 \ln R_y \right) \tag{A.65}
\]

Finally we use the unit flow rate condition to find the pressure gradient (equivalently $R_y$). This leads to the following Buckingham equation:

\[
R_y^4 - 4(1 + 3/B)R_y + 3 + \frac{2h^2}{R_y} \left[ (1 - R_y)^2 (2 + R_y) + \frac{6}{B} \right] = 0, \tag{A.66}
\]

which may be solved numerically for $R_y$. 
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Comparing the solution above with that in §A.6.1, we note that the leading order plug velocity, velocity profile and the Buckingham equation are all $O(h^2)$ perturbations from the unperturbed Poiseuille flow solution, c.f. (A.64) & (A.66), (A.55) & (A.56), ...

The implications of this are two-fold. Firstly, in terms of the perturbation procedure there is no need to seek a correction to the solution at first order in $\delta$. In practical terms, this means that for any small slender drop of aspect ratio $\delta$ the streamlines in the yielded layer will be perturbed by $O(\delta^2)$, suggesting that inertial effects on the flow are of $O(\delta^2 Re)$ as for the channel flow. Secondly, this suggests that a perturbation approximation of the above form would only require a first order correction when $h \sim \delta^{1/2}$. As $\delta = H/L$ is the droplet aspect ratio, this suggests $L \sim \delta^{-1/2}$. This hints that longer and wider droplets may be accommodated in the pipe geometry.

### A.6.3 Examples of encapsulation and failure

We now present computed solutions of droplets as either $L$ or $H$ are increased until breaking point. Fig. A.15 shows yielding of the “slender” droplet and Fig. A.16 shows the “fat” droplet. Superficially, the yielding mechanism are similar to the channel flow in where the plugs break (ends or near the centre). However, as suggested by the previous section, the plugs generally break at larger values of $H$ and $L$.

The main reason is in the normal stresses. The pressure distributions found are qualitatively similar between pipe and channel geometries. At the yield surface in the channel $-\sigma_{yy}$ is continuous and approximately equal to the pressure. The normal stress must then vanish at the droplet surface which transfers some of the pressure into $\tau_{yy}$. Since $\tau_{xx} + \tau_{yy} = 0$ we experience extensional stresses along the plug, i.e. $\tau_{xx} \neq 0$, and particularly near the ends of the droplet. These normal stress gradients promote shear stresses $\tau_{xy}$, but additional shear stresses result directly in the widest part of the droplet where the stress gradients must increase.

The pipe differs firstly in that although normal stresses are generated at the yield surface, $\tau_{rr}$ can now be balanced by the hoop stress $\tau_{\theta\theta}$ as well as
Figure A.15: Stress distribution in the axisymmetric geometry as the droplet gets longer: $B = 20$, $H = 0.4$ and $L = 1.2$, 1.25, 1.3, 1.34 and 1.45. a) velocity; b) pressure; c) $\tau_{rz}$; d) $\tau_{zz}$; e) $\tau_{rr}$ and f) $\tau_{\theta\theta}$. 
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Figure A.16: Stress distribution in the axisymmetric geometry as the droplet height is increased: $B = 20$, $L = 0.5$ and $H = 0.4$, 0.45, 0.5, 0.525 and 0.55. a) velocity; b) pressure; c) $\tau_{xz}$; d) $\tau_{zz}$; e) $\tau_{rr}$ and f) $\tau_{\theta\theta}$. 
by $\tau_{zz}$. Indeed, comparing Figs. A.15e & f, we see that $\tau_{rr}$ and $\tau_{\theta\theta}$ largely cancel out over much of the plug, leaving only small bands where $\tau_{zz}$ is significant (Fig. A.15d). As a result, the shear stresses in much of the plug appear drastically reduced; see Fig. A.15e, occurring mostly close to $z = 0$.

**Maximum size of encapsulated droplets**

Following approximately 300 computations we have been able to quantify the maximal size of encapsulated droplets at four different Bingham numbers; see Fig. A.17. In order to have a better comparison between channel and pipe geometries, we include the channel data for $B = 10$. We see that in the range of slender droplets encapsulation is much easier in pipe geometry than in the channel although for short droplets the channel allows larger $H$. The computed results for the slender droplets are suggestive of $L \approx 1$ as $H \rightarrow 0$. Although consistent with the notion that $H \sim \delta^{1/2}$ and $L \sim \delta^{-1/2}$ (see §A.6.2), the slender geometries are not ideal for computations.

**A.7 Discussion and summary**

In visco-plastically lubricated flows, multi-layer flows are kept stable through the yield stress of the lubricating fluid, which prevents the interface from deforming; see e.g. [100, 126, 127, 130, 171]. In [123] this concept has been extended to multi-layer flows in which the interface is shaped, e.g. wavy, but again the yield stress prevents interfacial deformation. In this chapter we have extended the concept in a different direction. Steady Poiseuille flows of yield stress fluids along uniform ducts are characterized by unyielded central plug regions, traveling at constant speed along the duct. Here we have investigated whether we may encapsulate droplets of a second fluid within the plug region of the yield stress fluid, with again the shape held constant by the yield stress of the fluid.

We have shown that the above method is indeed feasible as a transport method. Using both asymptotic methods for slender droplets and computational solution otherwise, we have shown that these flows exist in both plane channel and pipe geometries. Introducing a droplet moving at the steady
Figure A.17: Maximum size of encapsulated droplets for four different Bingham numbers. ○: \( B = 5 \); □: \( B = 10 \); △: \( B = 20 \), ◆: \( B = 50 \). Included for comparison is a single curve showing the maximum size of droplet in the channel geometry for \( B = 10 \) (broken line).

speed of the plug does not deform the interface but does induce stresses within the carrier fluid. It is the latter that may lead to breaking of the plug. In both geometries we have found that the yield surface of the plug region containing the droplet is not significantly perturbed, apparently remaining near-planar as the droplet size is increased up until the point at which the plug breaks. From the asymptotic solution it appears that the deformation is of \( \mathcal{O}(\delta^2) \) for slender droplets, where \( \delta = H/L \ll 1 \) represents the droplet aspect ratio. The significance of this result is that we can expect that inertial effects in the yielded part of the flow will scale like \( \varepsilon Re \), where \( \varepsilon \) is the aspect ratio of the streamlines, (i.e. \( \varepsilon = \delta^2 \) for slender droplets). Thus, we expect that the solutions and results we have computed here will retain their validity as approximations to the solution for significant \( Re \), even though they are computed under Stokes flow assumptions. More clearly, the Stokes flow assumption produces an approximation that is
self consistent provided that $\varepsilon Re \ll 1$.

Note that it is the inertial terms that are responsible for flow instability. Our results suggest that the velocity perturbation due to the droplet is small. Thus, there is the possibility that these flows may be observable up to high $Re$. On the other hand note that the effect of the stress field perturbations in the yielded part of the flow are unpredictable in terms of stability. In the perturbation solution we have seen that the first order pressure gradient essentially compensates for the leading order (see Fig. A.2), resulting in a slightly reduced pressure drop over the length of the droplet, and the same effect is present in the computed results e.g. see Figs. A.3b, A.10b and similar. The reduction in pressure drop appears relatively small for as long as the unyielded plug remains intact. Fig. A.11 has presented examples of the pressure drop perturbation variation with $H$, $L$ and $B$. The perturbation is insignificant for slender droplets, but for fat droplets may become significant compared to a typical pressure drop (over a length equal to the channel width), e.g. approaching 10% around yielding, for large $B$. Note that although this may be significant over the droplet length, it is less significant over the length between droplets. As we have shown, a minimal spacing of around 3 droplet lengths is required in order to allow the flow to become fully developed between droplets. Thus, for large $l$ the net reduction in pressure drop is negligible.

In our results we have focused mainly on establishing feasibility of these flows, studying the stress distributions up until failure of the plug, and determining the limiting size of droplets. Two failure modes have been uncovered: droplets that become increasingly slender tend to break the plug at the ends of the droplet, whereas those that become increasingly slender tend to break near the centre of the droplet. Loosely speaking, the end mode of breakage appears to be driven by normal stress development whereas the central mode is driven by tangential stress gradients. For elliptic (ellipsoidal) droplets we have computed the critical $H$ & $L$ at which breaking occurs for both channel and pipe geometries. Increasing the yield stress (via $B$) does increase the limiting droplet size, but not as much as might be expected. This is because the yield stress also increases the size of stresses found in
the flow, i.e. considered at constant flow rate.

The limiting values of $H$ & $L$ are different for channel and pipe, as might be expected. At the same $B$ the channel may allow slightly larger $H$ for the same $L$. Here the limiting factor is anyway the yield surface position, which is similar as a function of $B$. The limitation in terms of length shows a more significant difference, with the pipe able to encapsulate much longer droplets than the channel. The pipe geometry uses the hoop stress to reduce normal stress effects. A different way in which droplet size may be increased is via introduction of a density difference between fluids. When pumping in the direction of gravity, lighter droplets increase encapsulation volume (heavier if pumping against gravity). This increase in encapsulation volume is not unbounded, but appears to reach a maximum approximately when the frictional pressure gradient of the base flow matches the buoyancy, i.e.

$$\frac{\partial \rho_0}{\partial x} = -\frac{B}{y_{y,0}} = \chi \quad \Rightarrow \quad \frac{\gamma}{\hat{g}Ry_{y,0}} = \hat{\rho} - \hat{\rho}_d. \quad (A.67)$$

On decreasing the buoyancy beyond this limit, buoyancy stresses contribute to breaking of the plug. Simplistically, the main mechanism of buoyancy at the limit (A.67) is to compensate within the droplet for pressure variations in the yielded layer. This then reduces the need for normal stress gradients between the droplet interface and yield surface.

Note that $m$ plays no role in our analysis, as there is no flow within the droplet. For as long as the droplet is held in the plug, the droplet motion has no driving force. Thus, motions relative to the plug translation should decay viscously: essentially $m$ comes into play influencing the speed of this decay.

The key advantage of the encapsulation methodology proposed in this chapter is that the yield stress holds the interface rigid, instead of relying on capillary forces as is common in many droplet encapsulation studies. Thus, we have not considered surface tension effects in the analysis. Depending on the chosen droplet fluid there may anyway be no surface tension. We note that in using miscible fluids in many practical situations Péclet numbers (based on molecular diffusion) are very large and with no relative droplet
motion dispersion is nullified. If the droplet is immiscible the validity of this
neglect rests on the relevant stresses, and we expect our results to retain
validity provided that

\[ \tilde{\gamma}_Y \gg \frac{\tilde{\sigma}_T}{\tilde{k}} \]  

(A.68)

where \( \tilde{\sigma}_T \) and \( \tilde{k} \) are the surface tension coefficient and (a representative)
radius of curvature of the droplet. Surface tension values between yield
stress fluids and other fluids are not well known and reliable measurement
techniques are still being developed, e.g. [39]. Nevertheless, for values typical
of water and light oils, with yield stresses of \( \sim 10 \text{Pa} \) capillary effects are
insignificant on lengthscales \( \gtrsim 2 \text{ mm} \), which represents many industrial scale
pumping operations. This is not to say that interesting flow effects might
not be produced by encapsulating immiscible fluid droplets. Indeed, these
may have some advantages in the forming part of such a flow where it is
likely that the plug is unyielded as a droplet is introduced to the main flow.
Study of such flows is for the future.

Methodologically, we have used asymptotic and computational methods.
Asymptotic methods have proven successful but show limitations. Firstly,
they predict only the velocity and stress distributions outside the plug, but not the stress distribution inside the plug. Although we attempted to derive predictions of the (indeterminate) stress fields inside the plug, in order to predict breaking, we were unsuccessful. The computational solutions reveal rather complex stress distributions inside the plug, not easily inferred from the asymptotic analysis. Secondly, predicting other flow features such as spacing between successive droplets also was not possible asymptotically. Thirdly, as we assume \textit{a priori} that the droplet translates rigidly in the plug, there is no way to include the density difference, i.e. we solve a 1 fluid problem with a perturbed droplet boundary.

Our focus has been on computational and analytical methods and our results certainly need experimental verification, which is intended in the future. Using idealized models such as the Bingham model have both advantages and disadvantages. The advantage is in being able to establish the key dynamical features in an unambiguous way. The disadvantage is that the assumption of rigid sub-yield behaviour is an acknowledged idealization. In practice the sub-yield (or low shear) rheological behaviour depends on the specific material, with viscous, elastic, thixotropic and viscoelastic descriptions being advanced accordingly. This has been a topical area of research for many years; see e.g. \cite{21, 23, 65, 67, 167}. It is clear that in any experimental study of the encapsulation process introduced here, we will encounter sub-yield values of the stress field, meaning that the real material behaviour of the experiment may affect the results. This additional complexity does not however mean that the yield stress features of the idealized models will not be observed experimentally. For example, small bubbles and particles are commonly observed to remain trapped in yield stress fluids (such as Carbopol) over timescales of weeks/months, in accordance with the idealized notion of a yield stress. However, Stokes flow settling experiments reveal low $Re$ flow fore-aft asymmetries in conflict with inelastic generalized Newtonian models; see e.g. \cite{201}. As another example, theoretical and computational features of the VPL flows that motivated our study have been verified experimentally by \cite{125, 130}. Thus, we believe that experimental study is certainly feasible and have reasonable confidence that model pre-
dictions can be realised.

Although we have not found any direct experimental study of the flows described, it is worth noting that solid particles are frequently transported by yield stress fluids. Drilled cuttings are removed from wellbores in this way, using drilling muds. Coal water suspensions have long been a way of transporting fuel over long distances and mined tailings are often transported to/from thickeners and tailings dams via pipelining. Many of these applications have significant density differences and pipelines oriented (approximately) horizontally. As well as a significant industrial literature there are some more targeted studies. Merkak and co-workers [159, 160] have studied the behaviour of neutrally buoyant spheres in horizontal pipe flows of Carbopol. At relatively low concentrations of particles of 1/8th the pipe diameter they show that the translational velocity of the particles approaches that of the plug as the Bingham number increases. For smaller diameter particles convergence to the plug velocity with $B$ is faster. In these experiments the particles are distributed throughout the flow, rather than centrally positioned, and of course the interface conditions are different for droplet and rigid particle. Thus, direct comparison is not possible. The results of [159, 160] do however suggest that non-local effects of the particles on the stress field may be felt within the plug region even for dilute suspensions.

Other future areas for exploration include more realistic models for the yield stress fluids, e.g. shear-thinning and other effects. We do not expect qualitative differences in the ability to encapsulate in steady flows, but rheological effects such as visco-elasticity may aid in the establishment of these flows. Lastly, although we have computed elliptical shaped droplets in this chapter, in principle a yield stress allows any shape to be encapsulated. Fig. A.18 shows some exotic droplet shapes that do not yield the plug.
Appendix B

Some notes on computations

Throughout the thesis we have used the augmented Lagrangian method and have computed a wide range of flows. Each chapter outlines the computational algorithm and implementation details related to the computations carried out. However, there are a few additional aspects of the computations that we review here for completeness.

B.1 Convergence and mesh adaptation

We have used anisotropic mesh adaptation for all of our steady computations (chapters 2-5). BAMG \[\text{[117]}\] is the underlying mesh generator. It is constructive to explain the primary concepts of mesh adaptation here. First the solution is computed on an initial mesh \(\mathcal{T}_0\). The user provides a metric \(M\) over the domain and the mesh generator tries to construct a new mesh in which the error of linear interpolation for \(M\) is equally distributed over all elements of the new mesh. The interpolation error in direction \(d\) over (triangular) element \(K\) is:

\[
e_{K,d} = h_{K,d}^2 \| \frac{\partial^2 M}{\partial d^2} \|,
\]

(B.1)
where $h_{K,d}$ is the length of $K$ in direction $d$ and the second derivative along $d$ is:

$$\frac{\partial^2 M}{\partial d^2} = d^T H_{0,h} d.$$  \hfill (B.2)

Here $H_{0,h}$ is the discrete linear Hessian of the metric $M$:

$$H(M) = \begin{bmatrix} \frac{\partial^2 M}{\partial x^2} & \frac{\partial^2 M}{\partial x \partial y} \\ \frac{\partial^2 M}{\partial x \partial y} & \frac{\partial^2 M}{\partial y^2} \end{bmatrix}. \hfill (B.3)$$

Let $(\lambda_1, \lambda_2)$ be eigenvalues of the Hessian matrix and $(d_1, d_2)$ the respective eigenvectors. It follows that

$$\frac{\partial^2 M}{\partial d_1^2} = \lambda_1, \quad \frac{\partial^2 M}{\partial d_2^2} = \lambda_2.$$  \hfill (B.4)

The error $e_{K,d}$ would be independent of $d$ when $e_{K,d_1} = e_{K,d_2}$. This would mean

$$h_{K,d_1}^2 |\lambda_1| = h_{K,d_2}^2 |\lambda_2| = E_0,$$  \hfill (B.5)

where $E_0$ is the error requested by the user. With this analysis it can
be observed that the triangle $K$ should be scaled by a factor $\sqrt{E_0/\lambda_i}$ in direction $i$.

We can see the effect of adaptation in Figure B.1 which shows the residuals of velocity and strain rate multiplier versus iteration number for a wavy channel computation, (with parameters $H = 2$, $L = 10$, $B = 100$). We observe that both velocity and strain rate fields converge faster with each adaption, for any given number of iterations. However, the impact of the adaption on the strain rate convergence is much more noticeable. This is a typical behaviour of the augmented Lagrangian algorithm, in which the multipliers converge slower than the velocity. Adaptation mainly helps to improve the accuracy of the multiplier convergence. This can be also verified in Figure B.2, in which we show the mesh and unyielded regions for first, second and sixth adaptation of the above computation. It appears that the shape of the unyielded regions improves significantly with successive adaptions.

### B.2 Defining yield surfaces

In theory, the augmented Lagrangian algorithm converges to the exact yield stress flow solution. However in practice, (and quite apart from mesh convergence) any iterative algorithm is stopped at some point when the residual is less than some small tolerance value $\epsilon$. This tolerance might affect the shape of the yield surfaces which are defined for the exact Bingham fluid flow as the level set where $\tau = B$ (Bingham number). Therefore, the shape of the yield surfaces could depend on the tolerance $\epsilon$. Of course this problem exists in regularization methods as well because there is also an iteration in the solution variables, i.e. for the nonlinear viscosity. Therefore, in regularization methods 2 parameters cause error: the regularization parameter (sometimes called $m$), and $\epsilon$ while only the second one $\epsilon$ is present in augmented Lagrangian methods. Secondly, we can rationally expect to get good estimate of the true yield surfaces by using the contours of $\tau = B + \delta$, with $\delta$ chosen to be some small value, depending how much the augmented Lagrangian iteration convergence ($\epsilon$). This same point is also mentioned in
Our underlying intuition is that we know that the augmented Lagrangian iterations are converging to the correct solution in a triple of mathematical function spaces (velocity, strain rate and stresses), and in particular that the stress should converge in the space of admissible stresses, as discussed in Section 1.3. Then, the stress maximization principle means that the exact solution has a smaller deviatoric stress compared to the current iteration of
the augmented Lagrangian algorithm. Therefore, the contour \( \tau = B + \epsilon \) should include the unyielded plug regions. The value of \( \epsilon \) to select would definitely depend on how much the iterations are converged. Generally, for higher Bingham number problems \( \epsilon \) should be larger, as these cases are harder to converge for the prescribed maximum number of iterations. We have found that using \( \epsilon = \mathcal{O}(|\dot{\gamma}(u) - \gamma|) \) to be a good choice. Note that

\[
\tau \leq B + \epsilon \iff \dot{\gamma}(u) \leq \epsilon. \tag{B.6}
\]

This means the regions where the deviatoric stress is slightly above the yield stress are equivalent to those regions which have a slightly non-zero strain rate. Finally, we remark here that for many of the computed flows using exactly \( \tau = B \) gives good results. Only for high Bingham number flows do we need to consider this way of estimating the true yield surface.

### B.3 Ribbons of unyielded region

In Chapter 3, we saw that for some of the asymmetrical channels flows, e.g. Figure 3.4, a very thin ribbon of unyielded fluid forms. Apart from its thin geometry, a more interesting observation was that the pressure shows a sudden change (almost a jump) cross the two sides of this ribbon. To explore that this jump behaviour makes physical sense we plot the traction vector.

![Figure B.3: The variation of contours for stress. The solid gray is \( \tau = \tau_y \) and the lighter shows \( \tau = \tau_y + 0.083 \). Parameters are \( H = 2, \ L = 20, \ B = 10000 \).](image)
Figure B.4: The traction vector on the boundary of the unyielded regions for $B = 2$, $H = 3$, $L = 10$, $\psi = 0.5$ (top row in Figure 3.4). The bottom figure shows a zoom on part of ribbon unyielded fluid which shows continuous traction along it.

on the sides of one such unyielded ribbon, in Figure B.4. It is evident that the traction vector is continuous along the thin ribbon of unyielded fluid.