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Abstract

Rust is a new systems programming language designed with a focus on bare metal performance, safe concurrency and memory safety. It features a robust abstraction mechanism in the form of traits, which provide static overloading and dynamic dispatch. In this thesis, we present MiniRust—a formal model of a subset of Rust. The model focuses on the trait system and includes some advanced features of traits such as associated types and trait objects. In particular, we discuss the notion of object safety—the suitability of a particular trait for creating trait objects—and we formally determine very general conditions under which it can be guaranteed. To represent the runtime semantics of MiniRust programs, we develop an explicitly-typed internal language RustIn, for which we prove type safety, and we show that well-typed MiniRust programs can be translated to well-typed RustIn programs. Finally, we adapt the informally-described Rust trait coherence rules to our model and we show that they are sufficient to ensure that overloads are always well-determined, even in the presence of library extensions.
Preface

This thesis is original, unpublished, independent work by the author, Jonatan Milewski.
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Chapter 1

Introduction

Modern programming languages present a high degree of complexity, incorporating advanced constructs and type system features. As such, reasoning about properties of a language, such as its static and dynamic semantics, is often quite challenging. Moreover, details of the language implementation, containing numerous optimizations driven by pragmatic concerns, can make it more difficult to understand what the intended semantics are.

A formal model of a programming language can abstract away its implementation details and allow us to focus our attention on its core. It can facilitate an in-depth study of specific aspects of the language and of the way in which they interact with one another. It can also be used to present complex—difficult to grasp—language features in terms of constructs and ideas that are already well understood. Moreover, a formal model can serve as a base for prototyping future extensions and exploring how they would interact with the rest of the language. Perhaps more importantly, the rigorous formal treatment and the availability of various mathematical tools let us obtain formal proofs of certain properties of the language—in a language that strives to provide certain guarantees to the programmer, it is particularly desirable to be able to prove that those guarantees do indeed hold. As such, a formalization may provide a justification for the decisions made by the language designers but it may also expose gaps in the design that were overlooked.

One important and commonly studied aspect of a given programming language is its type system. A type system can serve multiple purposes [27]. One obvious goal is to statically detect and report errors caused by code that would inevitably produce an undesired result at runtime. However, the range of errors caught by the type-checker—an implementation of the type system—varies greatly from language to language. Another goal of a type system is to provide the ability to create abstractions, which enable the developer to write code that is clearer, more concise and reusable. Such abstractions may include for instance the ability to define new datatypes and to employ generics, which allow us to write code that may be
used with values of different types. The type system can also protect such abstractions by ensuring that they behave as intended.

In commonly-used programming languages, the rules of the type system are seldom specified formally. In an effort to gain a good understanding of the type system, users of a language may refer to its documentation, which often provides a rather broad view of the system. For more detailed information, one would then have to refer to the implementation of the type-checker, where the various optimizations present in the code can make reasoning about the type system very difficult. A formal definition of the type system can strip those implementation details away and thus it facilitates reasoning about what constitutes a well-typed program. Combined with a model of the runtime semantics of the system, it allows us to understand how such programs evolve at runtime and it can be used to formally prove properties such as type safety—that the type system prevents the type errors that it is designed to prevent at runtime. More generally, we may use the formal model of the type system to prove that the abstractions provided by the language act as intended.

In this thesis we focus on the type system of the Rust programming language [6]. Rust is an open-source community project headed by Mozilla Research. It is also new, with version 1.0 released in May 2015, and many of its aspects have not yet been studied formally. Being a systems language, Rust is designed to be suitable for low-level programming requiring control, performance and predictability—properties desired in domains such as operating systems, embedded systems and browser engines (the browser engine Servo [8], written in Rust, is its primary real-world test case). As such, its primary areas of focus are memory safety, speed and concurrency. Many languages employ a runtime garbage collector to guarantee memory safety. Rust, however, does not have garbage collection, which gives the programmer low-level control over the memory stack and predictable runtime performance. The language relies instead on type system abstractions to ensure memory safety at compile-time without introducing runtime overhead. The relevant features of the type system include lifetimes, corresponding to regions in region-based memory management [39] [19], and the concept of ownership [13] with move semantics, having ties to affine type systems [29]. Finally, those type system features, along with other abstractions in the language enable language developers to add data structures and functions to the standard library that allow us to write concurrent programs guaranteed to avoid data races.

Despite being labeled a systems language, Rust includes a number of language abstractions similar to those found in other higher-level languages, including algebraic data types (called enums in Rust) and pattern matching. The language also supports type inference, which lets the programmer omit some type annotations that can be inferred statically. Last, but not least, the type system provides abstractions in the form of generics and traits that enable the programmer to write modular, reusable code. These abstractions introduce type
polymorphism in the language, where a single piece of code can be used with values of multiple types [36]. While generics are associated with parametric polymorphism (where a piece of polymorphic code behaves the same way regardless of the concrete type instantiation), traits, similar to type classes in Haskell [40], introduce another form of polymorphism called ad-hoc polymorphism or overloading, where the runtime semantics of polymorphic code vary depending on the concrete type(s) used.

In a nutshell, a trait is a way to abstract over types that share the same property. The property can be defined implicitly in a marker trait (a trait that does not provide any functionality) or explicitly through method signatures. Each type that wishes to implement a trait must implement that trait’s declared interface. Traits also include associated items, including associated types—type-level functions similar to associated types in Haskell [12]—and they provide the ability to create trait objects. Trait-based overloads are normally resolved statically, so successful overload resolution is guaranteed at compile-time, which also enables the language implementers to avoid introducing runtime overhead through the use of traits. However, trait objects also allow dynamic dispatch of overloads and they provide a heterogeneous view on values implementing the same trait, regardless of those values’ concrete types. All in all, traits are a powerful part of Rust’s type system: they inform the design of closures (anonymous functions that enclose their surrounding environment), they are the mechanism that enables operator overloading and they form an integral part of Rust’s safety story.

The main contribution of this thesis is a formalization of Rust’s trait system. Specifically, we develop MiniRust: a formal model of a small subset of Rust’s type system including traits. For compactness, we do not model the type system features related to memory safety but we include more advanced features of the trait ecosystem such as supertraits, associated types and trait objects, which allows us to gain insights into how those features interact with one another. To demonstrate the runtime semantics of programs with traits, we also develop an internal language, RustIn, which doesn’t have traits. We present operational semantics for RustIn, we show how MiniRust programs can be translated to RustIn and we prove that well-typed MiniRust programs are type-safe. Finally, we adapt the Rust trait coherence rules, meant to prevent ambiguity of trait resolution in the presence of library dependencies. We prove that the rules are sufficient to satisfy the desired guarantees, which in turn brings us a step closer to ensuring full type system coherence—that a program will behave the same way regardless of the way it was typed.

The rest of this thesis is organized as follows: in the next chapter we provide a more detailed introduction to traits and how are they used in Rust, including the features that are part of the formalization. Then, in chapter 3 we delve into the formalization, starting with NanoRust: a formal model of a subset of the Rust type system including traits but omitting some of their more advanced features. We then present MicroRust in chapter 4, which
introduces associated types to NanoRust and finally MiniRust in chapter 5, which adds dynamically sized types and trait objects. In chapter 6 we present RustIn, the internal language for MiniRust. The presentation includes the language’s type system, operational semantics and a proof of type safety. Chapter 7 ties MiniRust and RustIn together by presenting type-directed translation rules from MiniRust to RustIn along with a proof that the translation preserves well-typedness of programs. Then, in chapter 8 we discuss the notion of trait coherence along with a proof of certain properties of the coherence rules. Finally, in chapter 9 we discuss limitations of our work and possible extensions to the formalization, in chapter 10 we present related work, and in chapter 11 we conclude the thesis.
Chapter 2

Traits in Rust

This chapter presents an introduction to traits in Rust. Most of the material in this chapter is adapted from the official Rust book [7], where we refer the reader for more details.

2.1 Functions

We first present some basics of the Rust language that are relevant to our formalization.

A Rust program consists of a collection of items. Among others, items may include function declarations, datatype declarations, traits and impls. We first introduce function declarations.

Below is a simple Rust program:

```rust
fn square(x: f64) -> f64 {
    x * x
}

fn main() {
    let y = 1.2;
    let y_squared = square(y);
    println!("The square of {} is {}", y, y_squared);
}
```

The program computes the square of 1.2 and prints it to standard output. At the top of the program is a declaration of the function `square`. Function declarations are explicitly typed in Rust: the types of a function’s arguments and return value must be provided by the programmer. The function signature `fn square(x: f64) -> f64` contains the name of the function, the name and type of its argument `x: f64` and the function’s return type on the right side of the arrow (`-> f64`). `f64` is one of the primitive types in Rust—it ranges over 64-bit floating point numbers. Other primitive types include signed and unsigned integers of
different sizes (i8, u16, etc.), characters char, booleans bool and the unit type (), which is associated with the unit expression (). The body of square is just a single expression. The return value of the function is the result of evaluating that expression, which in this case is the square of x.

The starting point of a Rust program is the main function. Its function signature is equivalent to fn main() -> (), since the last statement in the function's body can be considered as an expression that returns the unit value (the absence of a return type in the function signature is syntactic sugar for -> ()).

The let keyword is used to declare new local variables. Local variable declarations do not require explicit type annotations in most cases, as long as the compiler has enough information to infer their types.

2.2 Structs and pointers

Rust also allows creating user-defined datatypes. For instance, a struct is a composite data type with named fields. A struct declaration declares the name of a struct along with its fields and their respective types:

```rust
struct Point {
    x: i32,
    y: i32
}

fn get_x(p: &Point) -> i32 {
    p.x
}

fn main() {
    let my_point = Point { x: 4, y: 6 };  
    let my_x = get_x(&my_point);  
    assert_eq!(my_x, 4);  
}
```

In the above program, we first define a new struct Point, which consists of two 32-bit integer fields x and y. Having defined the struct, we can use Point as a type. In the function signature of get_x, the type annotation &Point signals that the argument p is a reference (the basic kind of pointer in Rust) to a Point. In the function's body, the dot operator in p.x is used to access the field x of p. The dot operator also automatically dereferences the receiver as necessary. Therefore, since p is a pointer to a Point, p.x is equivalent to (*p).x, where the * operator first dereferences p before its x field is accessed.
In the main function in the example above we create a new instance of Point and we assign it to the local variable my_point. We then pass a reference to my_point (denoted by the reference operator &) to get_x and we use the assert_eq! macro to assert that the call to get_x returns the expected result of 4 (the symbol ! denotes macros in Rust).

2.3 Traits

In its simplest form, a trait is a collection of method interfaces parameterized by an implicit Self type variable. An impl contains implementations of all of the trait’s methods for some specific type instantiation of Self.

```rust
struct Point {
    x: i32,
    y: i32
}

trait Eq {
    fn eq(&self, &Self) -> bool;
}

impl Eq for Point {
    fn eq(&self, other: &Point) -> bool {
        self.x == other.x && self.y == other.y
    }
}
```

In the above example, we define the trait Eq\(^1\), whose body consists of the type signature of method eq, which checks for equality between two values of type Self (note that the method receives pointers to those values and not the values themselves). Since eq is a method, the first argument in its type signature, &self, stands for the receiver of the method and it has type &Self (self is a special keyword used for the method receiver of type Self). Then, we have an impl of Eq for our new type Point, where we must provide an implementation of eq, with all instances of the type variable Self replaced with Point (&self in the function signature is equivalent to self: &Point).

The trait declaration allows us to call eq with values of any type that implements Eq, which includes Point:

```rust
let (p1, p2) = (Point {x: 3, y: 4}, Point {x: 4, y: 5});
let are_equal = p1.eq(&p2);
```

\(^1\)Our Eq trait is a simplified version of the equivalence relation traits in the standard library, which are used to overload the == operator: https://doc.rust-lang.org/stable/std/cmp/
The dot operator in the above example is used to call the method `eq` on the receiver `p1`. When using the method call notation, the receiver is automatically referenced when needed, so the last line is equivalent to

```rust
let are_equal = (&p1).eq(&p2);
```

Note that the call to `eq` is dispatched statically: the concrete implementation of `eq` used in the above call is determined at compile-time.

We can also constrain type parameters of generic functions by traits:

```rust
fn triple_equal<T>(first: &T, second: &T, third: &T) -> bool
    where T: Eq {
        first.eq(second) && second.eq(third)
    }
```

In the first line of the function signature of `triple_equal` we learn that the function is generic over type variable `T`. The `where-clause` on the second line contains a constraint `T: Eq`, which means “`T` implements `Eq`” and restricts the types allowed to instantiate `T` to only those that implement `Eq`. In consequence, we are able to use this additional information about `T` in the body of the function. Concretely, we gain access to the functionality provided by `Eq` and we can call the trait’s `eq` method on a reference to a value of type `T`.

Impls themselves can also be generic and constrained as in the following example:

```rust
struct pair<T> {
    first: T,
    second: T
}

impl<T> Eq for pair<T> where T: Eq {
    fn equals(&self, other: &pair<T>) -> bool {
        self.first.equals(other.first) &&
        self.second.equals(other.second)
    }
}
```

In the above example, `pair` is a generic struct used to create pairs of values of any type (as long as the type is the same for both values). The corresponding impl is generic over the type `T` of the values in the pair. The where-clause restricts `T` to be instantiable only with a type that implements `Eq`. The constraint in the where-clause is then available to the functions in the impl’s body.

### 2.4 Associated functions & UFCS

In Rust, the body of a trait may also include `associated functions`, which do not require `self` (or a pointer to `self`) to appear as the first argument in their type signature. In consequence,
associated functions cannot be invoked using method syntax. A call to an associated function must be prefixed by the name of the trait, using the so-called universal function call syntax (UFCS). For example, the Rust standard library contains a trait Default, used for types that have a default value:

```rust
trait Default {
    fn default() -> Self;
}
```

The type signature of default does not include self as its first argument. Thus, default is an associated function and it can only be called using UFCS. The concrete type, whose impl of Default we would like to use, can appear in the function call prefix:

```rust
let x = <i32 as Default>::default();
```

or it can be omitted as long as the surrounding context contains enough type information:

```rust
let y: i32 = Default::default();
```

Trait methods can also be called using UFCS. The receiver of the method is then simply passed as the first argument to the function call.

### 2.5 Supertraits

Traits in Rust allow a form of interface inheritance through supertraits:

```rust
trait Ord: Eq {
    fn lt(&self, &Self) -> bool;
    fn le(&self, &Self) -> bool;
}

impl Ord for Point {
    fn lt(&self, other: &Point) -> bool {
        self.x < other.x ||
        (self.x == other.x && self.y < other.y)
    }
    fn le(&self, other: &Point) -> bool {
        self.lt(other) || self.eq(other)
    }
}
```

In the above example, the header of the Ord trait declaration contains a bound: Eq, which asserts that Eq is a supertrait of Ord (the trait header is equivalent to `trait Ord where Self: Eq`). The supertrait constraint acts as an obligation for impls of Ord: only types that already implement Eq can implement Ord (the obligation is enforced by the compiler). At the
same time, the constraint acts as a guarantee to users of `Ord` (generic functions constrained by `Ord`) that any type that implements `Ord` also implements `Eq`. The functionality provided by `Eq` then becomes available for values of any type implementing `Ord`. This allows us to write functions like the following:

```rust
def fn eq_and_le<T>(first: &T, second: &T, third: &T) -> bool
    where T: Ord {
        first.eq(second) && first.le(third)
    }
```

where we call `eq` (a method of the trait `Eq`) on `first`, even though the where-clause in the function signature does not explicitly contain the constraint `T: Eq`.

### 2.6 Multi-parameter traits & associated types

So far we have only seen single-parameter traits, parameterized by the implicit `Self` type variable. Traits, however, can have an arbitrary number of additional type parameters. We can, for example, define the trait `weightedgraph` using multiple type parameters:

```rust
def trait weightedgraph<n, e> where e: hasweight {
    fn edges(&self) -> Vec<e>;
    ...
}
```

`weightedgraph` is parameterized by `Self`, corresponding to the graph itself, and by type variables `n` and `e`, corresponding to the node and edge types respectively.

We can then use the trait in a generic function as in the example below:

```rust
def fn graph_size<g, n, e>(graph: &G) -> usize
    where G: weightedgraph<n, e> {
        graph.edges().len()
    }
```

where we must also explicitly parameterize the function by the node and edge types.

However, if the concrete instantiations of `N` and `E` are always uniquely determined by the concrete type instantiation of `G`, we can declare the types of nodes and edges as `associated types` instead:
struct MyNode { ... }
struct MyWeightedEdge { ... }

trait WeightedGraph2 {
    type Node;
    type Edge: HasWeight;
    fn edges(&self) -> &Vec<Self::Edge>;
}

impl WeightedGraph2 for MyGraph {
    type Node = MyNode;
    type Edge = MyWeightedEdge;
    fn edges(&self) -> &Vec<MyWeightedEdge> {
        ...
    }
}

fn graph_size<G>(graph: &G) -> u32 where G: WeightedGraph2 {
    graph.edges().len()
}

An associated type acts as a named output parameter of a trait. Only Self and the other input parameters declared in the trait header are used to determine the specific impl used to resolve a call to an overloaded method or function. The concrete associated type instantiation is uniquely determined by those parameters (assuming no overlap in impl declarations). An associated type can thus be interpreted as a type-level function: its arguments are the name of the trait and its input parameters, and its return value is the associated type’s instantiation provided in the impl.

We declare a new associated type in the body of a trait declaration using the type keyword. For example, in the code above, the trait WeightedGraph2 declares two associated types: Node and Edge. An impl must also “implement” all associated types defined in its implemented trait by providing their instantiations. To use an associated type of a trait, we specify the name of the trait along with its type parameters, e.g. we use the syntax `<T as WeightedGraph2>::Node` to denote the associated type Node instantiated in the impl of WeightedGraph2 for type T. In the case where there is no ambiguity as to which trait is being referenced, Rust lets us omit the trait name, e.g. `T::Node`.

Associated types defined in trait declarations can also be constrained. For example, the associated type Edge in WeightedGraph2 is bounded by the HasWeight trait. Like supertrait bounds, associated type bounds serve as obligations for all impls of a trait to make sure that the types that instantiate the associated type satisfy the constraints. Those constraints are propagated similarly to supertrait constraints, meaning that a satisfied trait
constraint is sufficient to automatically infer that the constraints on that trait's associated
types (and the trait's supertrait constraints) are satisfied as well. Therefore, the constraint
Edge: HasWeight is available to users of WeightedGraph2:

```rust
trait HasWeight {
    fn weight(&self) -> u32;
}

fn weighted_graph_size<G>(graph: &G) -> u32 where G: WeightedGraph2 {
    graph.edges().iter().fold(0u32, |acc: u32, item: &G::Edge| acc + item.weight())
}
```

In the body of `weighted_graph_size` we use `fold`: a method of the `Iterator` trait. The
method performs the reduce or combine operation on the elements of the iterator that is
passed to it as the receiver. The arguments to `fold` are the initial value of the accumulator
(0u32 in this case) and a function that specifies the combine operation. In the above example,
the combine operation is specified by the closure (an anonymous function)
|acc: u32, item: &G::Edge| acc + item.weight(). The closure takes two arguments:
an accumulator `acc` and an edge `item` (the type annotations in the example are not actu-
ally necessary as they can be inferred by the compiler), and returns the result of evaluating
acc + item.weight(). We know that `item`'s type, &<G as WeightedGraph2>::Edge, is a ref-
erence to an associated type of the trait WeightedGraph2. Meanwhile, the method weight() belongs to
the trait HasWeight, and so can only be called on a reference to a value whose
type implements HasWeight. We can, however, call the method weight() on `item` without
explicitly including the constraint <G as WeightedGraph2>::Edge: HasWeight in the where-
clause of the function because the constraint Edge: HasWeight in the trait declaration of
WeightedGraph2 is propagated.

Finally, the programmer can write generic functions constrained by associated types. For
example, the `Iterator` trait in the Rust standard library\(^2\) has an associated type that corre-
sponds to the type of the values of the iterator:

```rust
trait Iterator {
    type Item;
    ...
}
```

If we want to write a function that can be used with any iterator of 32-bit integers, we can
simply specify the requirement in the where-clause by extending the trait constraint with an
associated type equality:

\(^2\)https://doc.rust-lang.org/std/iter/trait.Iterator.html
fn iterate<T>(iterator: &T) where T: Iterator<Item=i32> { ... }

2.7 Trait objects

Abstraction without overhead is an important design principle in Rust: abstractions in the language should not incur any performance penalties. To avoid generating run-time overhead from the use of generics and traits, the Rust compiler monomorphizes its generic functions and methods. The process consists of turning each generic function into multiple monomorphic functions: one for each instantiation of the function's type variables that occurs in the program. In addition to avoiding indirection and overhead caused by handling generics, the process allows the compiler to apply the function inlining optimization, which can make the resulting code more efficient. This way of translating generics can however lead to code bloat, which can result in large binaries. As an alternative to monomorphization, Rust provides the ability to dispatch trait methods dynamically through trait objects.

In Rust’s type system, a trait declaration creates a related type of the same name. Such a type, which we call a trait type, describes values whose concrete types implement the trait (i.e., the concrete types are the Self parameters of the trait). The trait type is effectively an existential type [28]: the concrete type of its value is existentially quantified—hidden from the type system’s field of view.

In Rust’s memory model, where program values are allocated directly on the stack, the type of a value informs the compiler of the value’s size and alignment requirements. However, in the case of a trait type, since the concrete type of the value is unknown, the size and alignment of the value are not known either, as a trait type may classify values of varying sizes. The trait type is thus an instance of a dynamically sized type (DST)—a type whose values do not have a statically known size. As such, DST values must appear behind some kind of pointer.

A trait object is thus an object that contains a pointer to some value whose concrete type implements the trait, as well as a pointer to a vtable that contains pointers to the concrete trait methods that may be invoked on the object. The notation for the type of a trait object looks like a pointer to a trait type. For example, a trait object of the trait HasWeight can have type &HasWeight (in Rust documentation, the implementation of a trait object is referred to as a fat pointer).

To illustrate how trait objects work in Rust, consider the following example:

---

3Another instance of a DST is the type of an unknown size array of 32-bit integers [i32]. The type &[i32] denotes a slice, which is an object that contains a pointer to the array as well as metadata including the array’s length.
struct Ball {
  radius: f64,
  weight: f64
}

struct Cube {
  width: f64,
  weight: f64
}

trait HasWeight {
  fn weight(&self) -> f64;
}

impl HasWeight for Ball {
  fn weight(&self) -> f64 { self.weight }
}
impl HasWeight for Cube {
  fn weight(&self) -> f64 { self.weight }
}

fn obj_weight(obj: &HasWeight) -> f64 { obj.weight() }

The function obj_weight does not have to be monomorphized at compile-time because it is already monomorphic. The concrete implementation of the weight method that is used in the body of obj_weight is the one referenced in the trait object obj's vtable.

To create a trait object we can explicitly cast a reference to a value whose type implements the trait (as its Self type) to a trait object:

```rust
let ball = Ball { radius: 6.2, weight: 2.7 };  
let ball_object = &ball as &HasWeight;  
let ball_weight = obj_weight(ball_object);
```

We can also implicitly coerce a reference to an object by passing it to a piece of code that expects a trait object:

```rust
let ball = Ball { radius: 6.2, weight: 2.7 };  
let ball_weight = obj_weight(&ball);
```

The ‘existential type’ nature of trait objects also allows us to have a heterogeneous view of values that have different types but share a common trait. This is particularly useful in creating collections of such values:
let ball = Ball { radius: 6.2, weight: 2.7 };  
let cube = Cube { width: 2.5, weight: 9.9 };  
let object_vector: Vec<HasWeight> = vec!(&ball, &cube);  
for item in object_vector {  
    println!("I weigh {} kg.", item.weight());
}

Since all trait objects of HasWeight have the same type, we can create a vector of all objects of HasWeight, regardless of their concrete underlying types.

To conclude discussion of trait objects, we must note that not all traits can be used to create an object—only traits that are deemed object-safe can be used to do so. Roughly speaking, a trait is object-safe if all of its methods are object-safe. A method is object-safe if it is not generic and if in its type signature Self only appears behind a pointer as the receiver of the method (the restriction is necessary to prevent runtime type errors in operations on trait objects). However, the requirements for object safety get more complex in the presence of supertraits and associated types. We discuss those requirements in more detail when we introduce trait objects to MiniRust in chapter 5.
Chapter 3

NanoRust: a language with traits

In this chapter we begin the formal development of a subset of Rust with a focus on traits. Our goal is to have the formal model include some of the more advanced features of the trait system, namely associated types and trait objects. However, in an attempt to keep the presentation accessible to the reader, we defer including those features until later chapters. Therefore, in this chapter we introduce NanoRust: a simple language with traits but without associated types and trait objects, both of which will be introduced in subsequent chapters as part of MicroRust and MiniRust respectively.

3.1 Some syntactic conventions

We first set up some syntactic conventions, which we use throughout the remainder of this thesis.

We use the overline, e.g. \( \overline{T} \), to denote sequences of zero or more elements. We use lowercase subscripts to distinguish between different sequences. For example, \( \overline{T}_i \) and \( \overline{T}_j \) represent different sequences. We reuse the same subscript to denote sequences of the same length: \( \overline{T}_i \) has the same length as \( \overline{T}_j \). If an overline is extended over both subscripted and non-subscripted items, the non-subscripted items remain constant. For example, \( \overline{\Gamma \vdash_{\text{wf}} \tau}_i \) represents repetition of \( \overline{\Gamma \vdash_{\text{wf}} \tau} \) for each \( \tau \in \overline{T}_i \). In the case where we want to specify that a sequence forms an unordered set, we use curly braces: \( \{\overline{T}_i\} \).

In type schemes of the form \( \forall \overline{T}.\pi \Rightarrow \tau \), we can omit the for-all quantifier \( \forall \) if the sequence of type variables \( \overline{T} \) is empty. Similarly, we can remove the qualification symbol \( \Rightarrow \) if the sequence of constraints \( \overline{\pi} \) is empty as well. Therefore, assuming that () denotes an empty sequence, we consider \( \forall().() \Rightarrow \tau \) equivalent to \( \tau \). The same convention applies to constraint schemes \( \forall \overline{T}.\overline{\pi} \Rightarrow \pi \).

We use \( [\tau/T] \) to denote a substitution. For instance, \( [\tau/T]\pi \) represents the result of substituting all free occurrences of the type variable \( T \) in \( \pi \) with the type \( \tau \).
3.2 Syntax

Figure 3.1 presents the syntax of NanoRust. The syntax gives us a glimpse of the features of Rust modeled in this thesis. Note that, to keep our formalization relatively lightweight, we only model a small subset of the language. As a general rule, we include features that are relevant to traits and some features that—we believe—capture the essence of Rust. For instance, imperative features, such as references and assignment expressions, demonstrate the systems language nature of Rust. References also form an integral part of our formalization of trait objects in chapter 5. We also include structs, which let us create new types. We use structs in the translation of MiniRust to its internal language in chapter 7. We notably omit the features of Rust’s type system that focus on memory safety. For instance, lifetimes play a significant role in Rust’s trait system, however they are omitted from the model due to the complexity that they bring to the language. We do believe, however, that they would be an interesting addition to the formalization, worth exploring in future work.

3.2.1 Items

Programs in NanoRust consist of a collection of items. The items we model in NanoRust include struct declarations, functions, traits, and impls.
A **struct declaration** defines a new composite data type along with its structure: the names of its fields and their respective types. Struct declarations may also be polymorphic. A declaration \( \text{struct } S \langle T \rangle \{ x_i : \tau_i \} \) defines the polymorphic type \( \forall T_j. S \langle T_j \rangle \). We can interpret the polymorphic type as a family of types \( S \langle T_j \rangle \). The types \( \tau_i \) of the struct fields \( x_i \) are then parametric over the instantiations \( T_j \) of \( T \). Every **function declaration** is explicitly typed and, like structs, can be polymorphic. In the function signature \( \text{fn } f \langle T \rangle (x_i : \tau_i) \rightarrow \tau \) where \( \pi_k \), \( f \) is the name of the function, \( T_j \) are the type variables over which the function is parameterized, \( x_i : \tau_i \) are the names and types of the function arguments, and \( \tau \) is the return type. The where-clause where \( \pi_k \) contains constraints on the function’s type parameters, which must be satisfied by any instantiation of the function. The return value of the function is the result of evaluating its body \( e \), which is a single expression. We require programs to have a function \( f_{\text{MAIN}} \), corresponding to Rust’s \( \text{main} \) function, which serves as the starting point of a NanoRust program.

A **trait declaration** consists of two parts: the **header** and the **body**. The header \( \text{trait } D \langle T_i \rangle \) for \( \text{Self} \) where \( \pi_j \) declares the name of the trait \( D \), the name of its \( \text{Self} \) parameter \( \text{Self} \) and non-\( \text{Self} \) parameters \( T_i \) (note that in contrast to Rust, trait headers in NanoRust explicitly declare the \( \text{Self} \) type variable in anticipation of kinds in chapter 5). The where-clause where \( \pi_j \) contains supertrait constraints \( \text{Self} : \beta \) and any other constraints \( \tau : \beta \) that must be satisfied by every impl that implements the trait.

In Rust, the body of a trait may include both **trait methods**, where \( \text{self} \) (or a reference to it) appears as the first argument in the method signature and acts as a receiver, and **associated functions**, which do not have the restriction on \( \text{self} \) but in consequence can only be called using UFCS, described in the previous chapter. To keep the syntax of terms in NanoRust as concise as possible, we do not support method call syntax. This lets us unify trait methods and associated functions in the form of **trait functions**. To call a trait function, we use standard function syntax (without a trait name prefix), following the lead of class methods in Haskell [40]. To avoid ambiguities related to multiple traits declaring functions of the same name, we simply require that all functions in a program, including trait functions, have unique names.

The body of a trait declaration in NanoRust consists of a single trait function. Specifically, it contains the function’s name and its type signature in the form of a type scheme. The restriction on the number of functions in a given trait is purely motivated by the clarity of presentation of the model. It should be fairly straightforward to add support for an arbitrary number of trait functions; we believe that doing so, however, would increase the complexity of the formal model without shedding new conceptual light on the language.

An **impl declaration** provides an implementation of a trait. The impl **header** \( \text{impl } D \langle T_i \rangle \) for \( \tau \) where \( \pi_k \) provides an instantiation of the trait parameters for which the
implementation is written: \( \tau \) is an instantiation of Self\( ^1 \) and \( \tilde{\tau}_j \) are instantiations of the non-Self trait parameters. The impl, along with its type instantiations, is parameterized by type variables \( \tilde{T}_j \), which are constrained by constraints \( \pi_k \) in the where-clause. The body of the impl provides a concrete implementation of the trait function.

Rust also allows declaring nested items, which effectively restricts where such items are visible. However, semantics of nested items are the same as the semantics of top-level items. In particular, an inner function nested inside an outer function does not capture the local variables from the outer function in its scope (Rust does provide however the ability to write closures—anonymous functions that enclose their surrounding environment, which are not part of this formalization). For simplicity, in NanoRust we only permit items declared at the top level of the program.

### 3.2.2 Terms

\( e \) ranges over terms (or expressions) in NanoRust. Terms include:

- \( \text{let } x = e_1 \text{ in } e_2 \): a local variable declaration equivalent to \texttt{let } x = e; e in Rust,

- \( lv := e \): an assignment expression (equivalent to \texttt{lv = e} in Rust), which assigns the result of evaluating the expression \( e \) to the location represented by the lvalue \( lv \).

- \( e_1;e_2 \): which permits chaining expressions and can be used to emulate statements, since the result of evaluating the first term is discarded,

- \( \&lv \): the reference operation, which returns a reference to the value stored at the memory location represented by the lvalue \( lv \) (all references in NanoRust are mutable),

- \( *e \): the dereference operation, which returns the value stored at the memory location represented by \( e \),

- \( e(\bar{e}) \): a function call,

- \( x \): an identifier ranging over term variable names (local variables, functions, etc.),

- \( () \): the unit expression associated with no computation,

- \( S(\vec{x} : \bar{e}) \): a struct instance,

- \( e.x \): a struct field access expression and

---

\( ^1 \) Local variables are immutable by default in Rust. However, since the NanoRust type system does not keep track of mutability of individual variables and we want to have a notion of mutable state in the model, local variables in NanoRust are always mutable.
• e as τ: a type ascription. Type ascriptions in Rust are used to cast the type of a term to another type. In NanoRust, they are used to simulate programmer-supplied type annotations since the syntax does not include explicitly annotated let-expressions (e.g. let x: i32 = 4; can be written as let x = 4 as i32 in ...), or explicitly parameterized struct instantiations and function calls (e.g. <i32>::print(4) can be written as (print as fn (i32) → ()(4)).

The metavariable lv ranges over lvalues: terms that represent memory locations. As such, they can be assigned to and they can be referenced. They include identifiers x, dereference operations *x and field accesses lv.x.

3.2.3 Types

Every term that occurs in a NanoRust program has a type represented by the metavariable τ. Types include:

• unit type (): the type of the unit expression (),
• type variable T, which we can interpret as a type placeholder, used to depict generics,
• function type fn(τ_i) → τ, which ranges over functions that take arguments of types τ_i and return a value of type τ,
• reference type &τ, and
• struct type S(τ_i): type of instances of struct S whose type parameters are instantiated to types τ_i.

We omit primitive machine types such as integers and booleans. We believe that their inclusion would not bring any useful insight into the semantics of the NanoRust. Adding primitive types with their corresponding terms and operations should however be fairly straightforward.

3.2.4 Polymorphic types

The types we have seen so far are monomorphic: they correspond to a single ‘concrete’ type representation. In order to reason about generic language constructs, we also include the notion of a polymorphic type (a type that may take on multiple concrete representations) through type schemes. In a system without traits (or similar constructs) and constraints, a type scheme σ is generally of the form ∀T_i.τ. We can understand it to mean that a value that is assigned a type scheme σ can have type [τ_i/T_i]τ for any choice of types τ_i. This form of type scheme is sufficient to support parametric polymorphism, which is expressed in Rust through generics.
To enable ad-hoc polymorphism through traits, we need to be able to constrain the type variables occurring in a type scheme. Thus, type schemes in NanoRust are qualified: they include predicates (which we also call constraints) that must be satisfied before the type scheme’s type variables can be instantiated. A qualified type scheme \([20]\) has form \(\forall T_i. \pi_j \Rightarrow \tau\). The type scheme is qualified by constraints (or predicates) \(\pi_j\). As such, a value with a type scheme \(\forall T_i. \pi_j \Rightarrow \tau\) can have type \([\tau_i/T_i]\tau\) for any choice of types \(\tau_i\) such that the predicates \([\tau_i/T_i]\pi_j\) are satisfied. In NanoRust, those predicates are trait constraints of the form \(\tau : D \langle \tau_k \rangle\), which we read as “type \(\tau\) implements trait \(D\) with parameters \(\tau_k\)”. From this point on, we simply refer to qualified type schemes as type schemes.

To express generic constraints, we also include constraint schemes, which also can be qualified. Similar to type schemes, they have form \(\forall T_i. \pi_j \Rightarrow \pi\) which we can read as: “for any type instantiation \(\tau_i\) of types \(T_i\) such that the predicates \([\tau_i/T_i]\pi_j\) are all satisfied, \([\tau_i/T_i]\pi\) is satisfied as well”. In a constraint scheme \(\forall T_i. \pi_j \Rightarrow \pi\), we refer to \(\pi_j\) as the qualifying constraints, and we refer to \(\pi\) as the principal constraint of the constraint scheme.

### 3.2.5 Environments

In order to type expressions, we carry two environments containing our current assumptions about what is in scope. The typing environment \(\Gamma\) is a set that contains variable typings \(x : \sigma\), type variables that are in scope, available struct definitions, and tuples that contain information about traits that have been declared. A trait information tuple \((D \langle T \rangle)\) where \(\pi, \text{Self : } \beta, f\) is implicitly quantified by the type variables \(\text{Self}\) and \(T\). It consists of the trait header \(D \langle T \rangle\) where \(\pi\), supertrait bounds \(\text{Self : } \beta\), and an identifier \(f\) corresponding to the name of the trait function. We also have a constraint environment \(\Theta\) that is a set of constraint schemes corresponding to impls that we can assume to be in scope.

### 3.2.6 Example

To show how a Rust program may be represented in NanoRust, consider the following example from chapter 2:
struct Point {
    x: i32,
    y: i32
}

trait Eq {
    fn eq(&self, &Self) -> bool;
}

impl Eq for Point {
    fn eq(&self, other: &Point) -> bool {
        self.x == other.x && self.y == other.y
    }
}

fn main() {
    let (p1, p2) = (Point {x: 3, y: 4}, Point {x: 4, y: 5});
    let are_equal = p1.eq(&p2)
}

An equivalent representation of the above program in NanoRust would look as follows:

struct Point { x: i32, y: i32 }

trait Eq for Self { fn eq(&Self, &Self) -> bool }

impl Eq for Point { fn eq(&self, other: &Point) -> bool {
}
}

fn main() -> () {
    let p1 = Point {x: 3, y: 4} in
    let p2 = Point {x: 4, y: 5} in
    let are_equal = eq(&p1, &p2) in ()
}

where && and == are some two-argument functions in scope. Note that NanoRust does not include automatic referencing and dereferencing—such operations must be made explicit.

### 3.3 Well-formedness and constraint entailment

Figure 3.2 contains the well-formedness and constraint entailment judgments.

At the top of the figure we have an auxiliary relation \( \Gamma \vdash \tau : D (\overline{\tau}) \), which ensures that the trait \( D \) is in scope and is provided the right number of parameters. The single rule of the
relation uses the trait tuple in the typing environment $\Gamma$ to obtain the relevant information. Note that the tuple is implicitly quantified by the type variables $T_i$. Throughout this thesis we maintain a convention that bound variables can be renamed, so the choice of names of the variables $T_i$ does not matter (e.g. $(D \langle T_1 \rangle, \text{Self}, f)$ is equivalent to $(D \langle T_2 \rangle, \text{Self}, f)$).

The well-formed type schemes judgment $\Gamma \vdash_{\text{WF}} \sigma$ can be interpreted as: “type scheme $\sigma$ is well-formed with respect to $\Gamma$”. Intuitively, a type or type scheme is well-formed if it can plausibly be assigned to some expression or item under the current set of assumptions. Specifically, the well-formedness judgment ensures that the type variables (in rule (wf-tvar)) and structs (in rule (wf-struct)) used in the type are in the current set of assumptions in $\Gamma$. In rule (wf-tscheme), the type variables over which the type scheme is universally quantified are added into the set of assumptions in the premises, which verify well-formedness of the type scheme’s components. This enables the body of the type scheme to mention those type
variables.

The judgment is principally used to verify that type annotations provided by the programmer “make sense”. Strictly speaking, the well-formedness checks are not necessary to ensure type safety in NanoRust. However, a term with an ill-formed type will not be very useful as the typing rules prevent it from being used in any practical manner. Checking for well-formedness can however help weed out ill-formed type annotations in item declarations and thus reduce the amount of dead code in well-typed programs. It also allows us to reason about well-formed environments, which will be important when we discuss the dynamic semantics of our language and trait coherence in chapters 7 and 8.

The well-formed constraint schemes judgment \( \Gamma \vdash_{\text{WF}} \theta \) verifies well-formedness of constraints and constraint schemes. In particular, the rule (wf-trcons) verifies that a trait constraint refers to a trait that has actually been declared in the program and that the number of type parameters in the constraint matches the trait declaration.

The constraint entailment judgment \( \Gamma \mid \Theta \triangleright \pi \) verifies that the constraint \( \pi \) is satisfied under the set of constraint assumptions \( \Theta \) and typing environment \( \Gamma \). The judgment consists of a single rule (c-entail), which looks up the relevant constraint scheme in the constraint environment \( \Theta \) and verifies that the qualifying predicates \( \overline{\pi}_j \) are satisfied, under the appropriate instantiation of the type variables \( \overline{T}_i \), over which the constraint scheme is quantified. Note that due to our syntactic convention that lets us remove unneeded quantifiers \( \forall \) and qualifiers \( \Rightarrow \), the rule

\[
\frac{\pi \in \Theta}{\Gamma \mid \Theta \triangleright \pi}
\]

is just a special case of (c-entail).

### 3.4 Well-typed terms

Figure 3.3 presents the typing rules for terms in NanoRust. The typing judgment \( \Gamma \mid \Theta \vdash e : \tau \) can be read as: “term \( e \) has type \( \tau \) under sets of assumptions \( \Gamma \) and \( \Theta \)”. One thing to note about this judgment is that, while the variable bindings in \( \Gamma \) may be assigned polymorphic types (or type schemes), the typing judgment assigns a monomorphic type \( \tau \) to each term. This is due to the fact that the use of generics in Rust is limited: only top-level items may declare new polymorphic constructs and all type parameters of a generic item have to be instantiated with some monomorphic types before the item can be used.

The rule (var), used for typing term variables, reflects this principle. If the variable is bound to a type scheme in \( \Gamma \), then the type variables \( \overline{T}_i \) in the type scheme must be instantiated to some types \( \overline{\tau}_i \). If the type scheme is also qualified, we must also check that the constraints \([\overline{\tau}_i/\overline{T}_i]\overline{\pi}_j\) are satisfied.

Note that the rule does not tell us which specific types \( \overline{\tau}_i \) to use for the type variable
 NanoRust’s type system can thus allow multiple typings of the same program. An implementation of the type system would have to perform some type inference in order to choose type instantiations appropriate in the given context.

Finally, note that our syntactic conventions make the rule

\[(x : \tau) \in \Gamma\]

\[\Gamma \vdash x : \tau\]

a special case of an application of (var).

### 3.5 Well-typed items & programs

Figure 3.4 presents the typing rules for items and programs.

The purpose of the well-typed items judgment is to populate the top-level typing and constraint environments with relevant assumptions obtained from program items. The judgment \(\Gamma \mid \Theta \vdash \text{item} : \Gamma_O \mid \Theta_O\) takes as input environments \(\Gamma_I, \Theta_I\) and it produces output environments \(\Gamma_O, \Theta_O\). In the well-typed programs judgment \(\vdash_p \text{pgm} : \Gamma \mid \Theta\) we see that the output environments of each item are in fact subsets of the input environments. As such, the input
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environments to program items are unions of the output environments of each item (we use the notation $\Gamma_i$ as syntactic sugar for $\bigcup [\Gamma_i]$). This allows us to declare mutually dependent items, such as mutually recursive functions.

The typing rule for structs is straightforward: it checks that the types of the struct fields are well-formed and it adds the struct definition to the typing environment. The typing rule for functions, \((\text{fun})\), generates a type scheme $\sigma$ from the function signature and it uses the well-typed terms judgment to ensure that the body of the function is well-typed while extending the sets of assumptions with the type parameters of the function, the function arguments, and the constraints $\pi_j$ from the function's where-clause.

**Figure 3.4:** NanoRust: well-typed items and programs
3.5.1 Well-typed traits

The typing rule for traits, (trait), produces three results:

- a tuple that represents the obligations that impls of the trait must fulfill,
- a binding of the trait function name to its type signature, and
- propagated constraint schemes corresponding to the trait’s supertraits, which imply that, given a satisfied trait constraint, its corresponding supertrait constraints are also satisfied.

Supertrait constraints are part of the trait declaration’s where-clause. As of version 1.3 of the compiler, Rust restricts supertrait constraints to be of the form Self: \( \beta \). In consequence, any additional constraints in the where-clause (in the form of bounds on a non-Self type) are not propagated: the user of the trait is not able to assume that non-supertrait constraints from the where-clause are satisfied. For example, given the following traits:

```rust
struct wrapper<T> { NNN }

trait copy {
    fn copy(self) -> Self;
}

trait wrappable where wrapper<self>: copy {
    fn wrap(self) -> wrapper<self>;
}
```

the following function would not type-check:

```rust
fn wrap_and_copy<T>(arg: T) -> Wrapper<T> where T: Wrappable {
    arg.wrap().copy()
}
```

For `wrap_and_copy` to be well-typed, the constraint `wrapper<T>: Copy` has to be explicitly included in its where-clause. The restriction seems to be a side effect of the history of development of traits and where-clauses in Rust as supertrait constraints (in the form of bounds on Self) predate where-clauses.

In NanoRust, we inherit the same restriction on supertraits and we do not propagate non-supertrait constraints. In the first side condition of the rule, \((\pi_j) \equiv (\text{Self}: \beta_s, \pi_k)\), we separate supertrait constraints \(\text{Self}: \beta_s\) from the other constraints. We then verify that the constraints in the where-clause are well-formed.

To verify well-formedness of the programmer-provided trait function type signature \(\sigma\), we first build a generalized type scheme \(\sigma'\). To do so, we quantify \(\sigma\) by the trait parameters and we qualify the resulting type scheme with the trait constraint. We then verify
that $\sigma'$ is well-formed. Note that the notation $\forall \overline{T_p}.(\Self : D(\overline{T_l})) \Rightarrow \sigma$ is syntactic sugar for $\forall \overline{T_p}, \overline{T_k}.(\Self : D(\overline{T_l}), \pi_l) \Rightarrow \tau$ where $\sigma = \forall \overline{T_k}, \pi_l \Rightarrow \tau$.

### 3.5.2 Well-typed impls

The rule (impl) ensures that the impl declaration fulfills the obligations set out by the trait that it is implementing and it adds the appropriate constraint scheme to the set of assumed constraints. The impl itself can be universally quantified by type variables $\overline{T_k}$ and constrained by predicates $\pi_j$ in the impl’s where-clause.

In the side condition $\overline{T_k} \in FV(\overline{T_p})$, we use a function $FV$ that returns the set of free type variables in a given type or sequence of types. The side condition ensures that the type variables, over which the impl is quantified are all part of the impl’s trait parameter instantiations.

When verifying entailment of constraints in the implemented trait’s where-clause and when typing the trait function implementation, we use a modified constraint environment $\Theta^*$, which omits the propagated supertrait constraint schemes of the implemented trait from $\Theta$. Doing so prevents trivial entailment of the supertrait constraints: since the output constraint scheme of the impl is also part of the input constraint environment $\Theta$, we could use it in conjunction with the supertrait constraint scheme from the trait typing rule to conclude that the supertrait constraint is satisfied. For example, consider the following program:

```plaintext
trait Bar { ... }
trait Foo: Bar { ... }
impl Foo for i32 { ... }
```

The top-level constraint environment $\Theta$ generated for the program would be $\{\forall \Self. \Self : Foo \Rightarrow \Self : Bar, \ i32 : Foo\}$. We would then be able to obtain a derivation of $\Gamma \vdash i32 : Bar$ and falsely assume that the supertrait constraint is satisfied.
Chapter 4

MicroRust: NanoRust with associated types

In this chapter we extend NanoRust with associated types and equality constraints, creating a new language, which we call MicroRust. Our formal treatment of associated types and type equality constraints presented in this chapter is largely inspired by work on Haskell associated type synonyms [12].

4.1 Syntax

Figure 4.1 contains the syntax of MicroRust. The highlighted parts represent new additions to the language.

4.1.1 Associated types

The bodies of trait and impl declarations in MicroRust include associated types. As with trait functions, we require each trait to have exactly one associated type. It should however be fairly straightforward to add support for an arbitrary number of associated types in a trait. A trait declaration declares an associated type constructor $A$ in its body using the syntax $\text{type } A : \beta$, where $\beta$ are bounds on the associated type. In an impl, the associated type $A$ is instantiated to some type $\tau$ using the declaration $\text{type } A \rightarrow \tau$. The impl must also ensure that $\tau$ satisfies the bounds $\beta$ on $A$ that occur in the trait declaration.

The syntax of types is extended with an associated type $A_D (\tau, \overline{\tau}_i)$, where, in addition to the associated type constructor $A$, we include the name of the trait $D$ that $A$ is associated with, the trait’s Self parameter $\tau$ and the additional trait parameters $\overline{\tau}_i$. In particular, an associated type $A_{\text{Foo}} (T_1, T_2, T_3)$ is equivalent to $<T_1 \text{ as Foo:<T2, T3>:}> : A$ in Rust. All of the components of the associated type application are necessary to ensure that the type is matched to the appropriate trait and impl in the general case—to simplify our type system, we do not allow omitting the trait name or the trait parameters, even if they could, in princi-
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Note that the syntax does not prevent impl declarations from instantiating an associated type with another associated type. This is also allowed by our typing rules, however, to prevent circularity in associated type instantiations, we externally require that each concrete associated type (without unsolved type variables) can be normalized, i.e., converted to an equivalent concrete type expression without associated types. For instance, in an impl of trait $D_1$, it is possible to have an associated type instantiation type $A \rightarrow A_{D_2}(\text{bool})$ as long as $A_{D_2}(\text{bool})$ normalizes to some concrete type (such as i32 for example).

### 4.1.2 Type equality constraints

With the addition of associated types to the language we also need a notion of type equality or equivalence of type expressions. For example, given an impl

```
impl Foo for i32 { type A \rightarrow bool; }
```
we want to be able to conclude that the type expression \( A_{\text{foo}} \langle i32 \rangle \) is equivalent to \( \text{bool} \). To reflect this idea, we introduce type equality constraints of the form \( \tau_1 \sim \tau_2 \), which we use to convert between equivalent type expressions (such as in the type of a term).

We also extend the syntax of trait bounds to allow parameterizing trait constraints by their associated type: the extended trait constraint \( \tau : D \langle \tau_i, A \rightarrow \tau_A \rangle \) tells us that type \( \tau \) implements trait \( D \) with additional type parameters \( \tau_i \), and the corresponding associated type \( A_D \langle \tau, \tau_i \rangle \) is instantiated with the type expression \( \tau_A \). A MicroRust trait bound \( D \langle T_1, A \rightarrow T_2 \rangle \) is equivalent to the bound \( d\langle T_1, A=T2 \rangle \) in Rust.\(^1\) The extended trait constraint lets us constrain functions by an associated type as in the following function that is parametric over iterators of 32-bit integers:

\[
\text{fn iterate}\langle T \rangle(\text{iterator}: T) \text{ where } T: \text{Iterator}<\text{Item=i32}> \{ \ldots \}
\]

Rust does not require trait constraints to include their associated type instantiations. To account for such cases, where the associated type instantiation is not known and/or not needed, we include constraints of the form \( \tau : D \langle \tau_i, A \rightarrow \star \rangle \) where \( \star \) denotes an identity associated type instantiation—an instantiation of an associated type with itself. In the typing rules we will often use the notation \( \tau : D \langle \tau_i \rangle \) as syntactic sugar for \( \tau : D \langle \tau_i, A \rightarrow \star \rangle \).

### 4.2 Typing rules

#### 4.2.1 Well-formedness judgments

The well-formedness judgments in MicroRust are presented in figure 4.2. At the top of the figure we define a new auxiliary relation \( \Gamma \vdash A_D \), which verifies that the associated type constructor \( A \) is associated with trait \( D \).

In a departure from NanoRust, the well-formedness judgments include the constraint environment \( \Theta \). The environment is needed in the new rule (wf-atype) of the well-formed types judgment, which verifies that an associated type \( A_D \langle \tau, \tau_i \rangle \) is well-formed. All associated types are related to a trait constraint and an associated type only has meaning if its corresponding trait constraint is satisfied. As such, the rule (wf-type) invokes the constraint entailment judgment to verify that its corresponding constraint \( \tau : D \langle \tau_i, A \rightarrow \star \rangle \) is entailed. Note that the dependence on the constraint entailment relation in the rule effectively makes the well-formed types and constraint entailment judgments mutually dependent on one another.

Rule (wf-tscheme), used to verify well-formedness of type schemes, extends the constraint environment in its premises with the qualifying constraints of the type scheme. Doing so

---

\(^1\) A trait constraint in Rust may also include instantiations of associated types of supertraits of the constraint’s trait. We do not allow this in our model, however it is a feature we would consider in future work.
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allows us to have type schemes that include associated types that are associated with traits by which the type scheme is constrained. For example, in the type scheme

\[ \forall T. (T : \text{Foo}, A_{\text{Foo}}(T) : \text{Bar}) \Rightarrow \tau \]

the associated type \( A_{\text{Foo}}(T) \) is well-formed because the trait constraint \( T : \text{Foo} \) is added to the set of impl assumptions in rule (wf-tscheme) and it is in the scope of the rule instance of (wf-atype) that verifies well-formedness of \( A_{\text{Foo}}(T) \). The rule (wf-cscheme), used to verify well-formedness of constraint schemes, extends \( \Theta \) similarly in its premises. Rules (wf-treqcons) and (wf-trcons) verify well-formedness of constraints. If a constraint is of the form \( \tau : D(\tau_i, A \rightarrow \tau_A) \) then we also verify that the associated type instantiation \( \tau_A \) is well-formed.

### 4.2.2 Constraint entailment

Figure 4.3 presents rules used to prove constraint satisfaction. The rules are part of two mutually inductive judgments: the trait constraint entailment judgment \( \Gamma \mid \Theta \mid \pi \) and the equality constraint entailment judgment \( \Gamma \mid \Theta \mid \tau_1 \sim \tau_2 \).

The trait constraint entailment judgment contains new rules (c-treq1) and (c-treq2), which prove entailment of a trait constraint, whose type parameters and associated type instantiation (if present) are equivalent to some type expressions, for which the constraint is satisfied. The rule (c-astar) also lets us infer entailment of a trait constraint with an identity associated type instantiation \( A \rightarrow * \) from a corresponding satisfied trait constraint with any associated type instantiation \( \tau_A \).

The equality constraint entailment judgment \( \Gamma \mid \Theta \mid \tau_1 \sim \tau_2 \) asserts that type expression \( \tau_1 \) is equivalent to \( \tau_2 \) under assumptions in \( \Gamma \) and \( \Theta \). Rule (eq-sep) infers a type equality from an associated type instantiation \( A \rightarrow \tau_A \) in a trait constraint. Rules (eq-refl), (eq-trans) and (eq-sym) respectively reflect the reflexivity, transitivity and symmetry properties of the type equality relation. The remaining rules in the judgment are used to prove equivalence of inductively defined type expressions.

### 4.2.3 Well-typed terms

Figure 4.4 presents the well-typed terms judgment in MicroRust. The only addition to the judgment is the rule (sub), which allows converting the type expression of a term \( e \) to another equivalent type expression. Note that, unlike other rules in the well-typed terms judgment, rule (sub) does not depend on the structure of the term \( e \) and thus it can be used at any point in a typing derivation. It would be up to an implementation or a corresponding type inference algorithm to decide when to convert the type of a term.
4.2.4 Well-typed items

In the well-typed items judgment in figure 4.5, rules (trait) and (impl) contain additions necessary to accommodate the inclusion of associated types (those additions are highlighted in the figure).

In the trait typing rule, (trait), the bounds on the associated type \( A : \ulcorner a \urcorner \) are propagated much like supertrait bounds and thus are treated similarly. The trait information tuple output by the rule also includes the name of the trait's associated type constructor and its bounds.

The impl typing rule, (impl), verifies that the associated type instantiation provided in
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the body of an impl satisfies the bounds on the associated type specified in the implemented trait declaration. To prevent trivial resolution of those constraints through use of the propagated associated type constraint schemes produced by the trait typing rule, we use a trimmed constraint environment $\Theta^*$, where the propagated associated type constraint schemes (along with supertrait constraint schemes) are omitted. Finally, the rule produces a trait constraint that contains the associated type instantiation defined in the impl.
Figure 4.5: MicroRust: well-typed items and programs
Chapter 5

MiniRust: MicroRust with trait objects

In this chapter we present MiniRust: an extension of MicroRust where we include trait objects: trait-based existential objects that introduce dynamic dispatch to the language.

5.1 Syntax

Figure 5.1 presents the syntax of MiniRust.

5.1.1 Trait objects

A trait object is an existential object that encapsulates the functionality provided by its trait. The Self type of the object’s trait is existentially quantified (hidden from the type system’s field of view) [28]. The type of a trait object, \&(\exists T : D \langle \overline{u_j}, A_{D_i} \langle T, \overline{u} \rangle \sim u_i \rangle), is composed of the reference operator & and the trait object descriptor \exists T : D \langle \overline{u_j}, A_{D_i} \langle T, \overline{u} \rangle \sim u_i \rangle. The use of the reference operator & follows from the trait object often being called a fat pointer in Rust. However, a trait object is not really a pointer—it is really an object that contains additional information about its encapsulated value—thus we consider the reference type operator & as overloaded in MiniRust. The trait object descriptor (or just descriptor for short) looks like a trait constraint. This is intended to emphasize that the existentially quantified type T implements the trait D. Since only Self is existentially quantified, the additional parameters of the trait appear in the trait object type as \overline{u_j} (u ranges over types in MiniRust). Finally, since associated type instantiations are determined by the trait parameters, they are also specified in the type of the trait object as \overline{A_{D_i} \langle T, \overline{u} \rangle \sim u_i}. They include not only types associated with the trait of the descriptor, but also associated types of all supertraits in the trait’s supertrait hierarchy (in Rust, an object’s supertrait associated types must also be explicitly declared in the object’s type). This allows us, for example, to call trait functions that return a value whose type is an associated type of a supertrait of the object’s trait—the
type equality in the type of the trait object can be used to convert the associated type to its concrete representation. Note that two trait objects of the same trait must have the same associated type instantiations to have the same type.

The syntax of the descriptor in MiniRust differs from its equivalent representation in Rust in that we explicitly introduce a type variable $T$ that represents the hidden Self type. For example, given a trait Graph that has two associated types Node and Edge, its trait object in Rust has type $\texttt{Graph<Node=MyNode, Edge=MyEdge>}$. Its equivalent MiniRust representation is $\texttt{&\exists T : Graph\langle Node^T, (T \sim MyNode, Edge^T, (T \sim MyEdge)\rangle.}$ While this notation is heavier, it makes certain typing rules simpler, since they don’t need to rely on the typing environment to know the exact type parameters of a supertrait’s associated type.
5.1.2 S-types

One purpose of types in Rust is to assist the compilation process by providing the size of program values, so that they can be properly allocated on the stack. In some cases, however, the type of a value does not provide that information. Such a type is said to be dynamically sized. A notable instance of a dynamically sized type (DST) is the trait type: it describes values whose concrete types implement a given trait. Such values may have different sizes, however their type is ignorant of them. As such, a trait type, and a DST in general, may not be assigned directly to a value.

In MiniRust we introduce a similar distinction between directly storable s-types $\tau$, which model Rust’s statically sized types, and indirectly storable types $u$, which model possibly-dynamically sized types. An s-type classifies values that can be stored directly in memory (specifically, in the store, as we will see in chapter 6). The trait object descriptor, which models Rust’s trait type, is part of the set of types but it is not an s-type. However, a ‘reference to a descriptor’—a trait object—is an s-type.

To allow generic items to be parameterized by types and s-types, we distinguish between type and s-type variables: $U$ and $T$ respectively. In Rust, the distinction between dynamically and statically sized types is expressed as a bound on a type variable: $t$: Sized represents a statically sized type variable, while $t$: ?Sized represents a possibly-dynamically sized type variable. In cases where the bound is omitted, a default is assumed (the default is usually Sized, except for the Self type of a trait, whose default bound is ?Sized).

The syntactic approach to distinguishing between the two kinds of type variables in MiniRust is slightly more restrictive. In particular, Rust trait declarations may contain methods that restrict Self to be Sized even if at the trait level, Self is ?Sized. In MiniRust there is no direct way to restrict the sizedness of a trait parameter on a per-function basis (although it’s not really relevant, since each MiniRust trait only contains one function). However, by reducing the notational burden associated with sizedness bounds we obtain a more concise syntax.

For the cases where we do not know (or care about) the kind of a type variable—whether it is a type or s-type variable—we include a metavariable $X$ that ranges over both kinds of variables. Similarly, the special variable Self is now a metavariable that ranges over Self$_T$ and Self$_U$, which represent an s-type and type variable respectively.

Associated types can also be instantiated with trait object descriptors in MiniRust (in Rust they can be instantiated with any DST). For that reason, similarly to type variables, we distinguish syntactically between associated type and s-type constructors as $A^U$ and $A^T$ respectively. $A$ is then a metavariable that ranges over both kinds of associated type constructors. If an associated type represents an s-type ($A^D_{?T}(\ldots)$), it can only be instantiated with an s-type. We define the following predicate, which we use in our typing rules to protect
that requirement:

\[ [A^T \rightarrow \tau] \text{ defined} \quad \quad \quad \quad [A^U \rightarrow u] \text{ defined} \]

With the distinction of type and s-type variables, we must also revisit our definition of type substitution to prevent an s-type variable from being instantiated with a type that is not an s-type (recall that all s-types are types). A substitution \([u/X]\) is only defined when the predicate \([u/X] \text{ defined}\) holds. The predicate is defined as follows:

\[ [u/U] \text{ defined} \quad \quad \quad \quad [\tau/T] \text{ defined} \]

For example, a substitution \([u/T]\) where \(u \notin \text{STYPE}\) is undefined.

### 5.1.3 Object-safe traits

Not all traits can be used to create trait objects. Rust (and MiniRust) has a notion of object safety that restricts which traits can be used to create trait objects. If a trait satisfies the object safety requirements then its resulting trait information tuple will reflect that in its last field, being obj-safe. Otherwise, a trait that’s not object-safe will have obj-unsafe as the last field of its information tuple. We discuss object safety in detail in section 5.3.

### 5.2 Type system

#### 5.2.1 Auxiliary relations

Figure 5.2 presents auxiliary relations that extract information from trait information tuples in the typing environment \(\Gamma\). The relation \(\Gamma \vdash u : D \langle \bar{a}_i \rangle\) is extended to verify that the trait parameter instantiations in the constraints \(u : D \langle \bar{a}_i \rangle\) have kinds that are compatible with the trait declaration.

The relation \(\Gamma \vdash A_D\) asserts that the type constructor \(A\) is associated with trait \(D\). Since
A_D is a metavariable ranging over A_D^T and A_D^U, the relation informs us of the associated type's kind.

In the same figure we also find the relation \( \Gamma \vdash D \text{ obj-safe} \), which asserts that a trait \( D \) is object-safe. Finally, the relation \( \Gamma \vdash S (\overline{u}) \) verifies that \( S \) is a struct in the typing environment \( \Gamma \), and that its type parameter instantiations \( \overline{u}_i \) have the right kinds.

### 5.2.2 Well-formed types

Figure 5.3 presents the MiniRust well-formedness judgments. A major difference from the corresponding judgments in MicroRust is that generic constructs are now parameterized by variables \( X \), which can be either type (\( U \)) or s-type (\( T \)) variables. In rules (wf-struct) and (wf-trcons) we use the auxiliary relations \( \Gamma \vdash S (\overline{u}) \) and \( \Gamma \vdash u : D (\overline{u}) \) respectively to ensure that the type variables are instantiated with types of appropriate kind.

As the language of types in MiniRust is extended with trait objects, the well-formed types judgment contains a new rule (wf-desc), used to verify that a trait object descriptor is well-formed. In its premise \( \Gamma, T \vdash \Theta, T : D (\overline{u}_i) \vdash_{WF} \text{D}_j (\overline{u}_j) \) we add the existential type variable \( T \) and the constraint \( T : D (\overline{u}) \) to the sets of assumptions. Since supertrait constraints are propagated, having a constraint \( T : D (\overline{u}) \) in the set of assumptions allows us to infer that the corresponding supertrait constraints of the form \( T : D_j (\overline{u}) \) are satisfied, with an appropriate choice of \( \overline{u} \). As the associated types on the left-hand side of the type equalities in the descriptor are associated with the descriptor's trait and its supertraits, this enables us to prove their well-formedness, based on rule (wf-type). When verifying well-formedness of the right-hand sides of the type equalities \( u_j \), we do not extend the sets of assumptions. By excluding \( T \) from the well-formed type judgment for \( \overline{u}_j \), we specifically do not let \( T \) occur in \( \overline{u}_j \) in the interest of preserving type safety. If some type \( u \in \overline{u}_j \) is part of the return type of a trait function call and it contains \( T \), then the existential variable \( T \) escapes its scope [28].

### 5.2.3 Constraint entailment

The constraint entailment judgments are presented in figure 5.4. The trait constraint entailment judgment is the same as in MicroRust, with the exception of using \( u \) instead of \( r \) for trait parameters. In rule (c-ext), instead of using the predicate \( \{ u_i / X_i \} \text{ defined} \) we directly apply the substitution, as it’s only defined when the substitution’s components have compatible kinds. The equality constraint entailment judgment includes a new rule, (eq-obj), that proves equivalence of two trait object descriptors by verifying that their respective components are equal.
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| Γ | Θ |-| π | (Trait constraint entailment) |
|---|---|---|---|
| (c-ext) | (vX_i, π_j |-| π_i) ∈ Θ | Γ |-| | WF u_i | Γ |-| | [u_i, X_i] π_j | Γ |-| | [u_i, X_i] π |
| (c-treq1) | Γ |-| u_1 |-| D (u_1, A |-| u_3) | Γ |-| u_2 |-| D (u_2, A |-| *) |
| (c-treq2) | Γ |-| u_2 |-| D (u_2, A |-| *) | Γ |-| u |-| A |-| u_A |
| (eq-sep) | Γ |-| u |-| D (u, A |-| A) | (eq-ref) | Γ |-| u |-| A |-| u_A |
| (eq-sym) | Γ |-| u_2 |-| u_1 | (eq-struct) | Γ |-| S (u_1) | (eq-type) | Γ |-| A_D (u_1, u_1) |-| A_D (u_2, u_2) |
| (eq-ref) | Γ |-| u_1 |-| u_2 | (eq-fun) | Γ |-| τ_1 |-| τ_2 |
| (eq-type) | Γ |-| D (u_1) | (eq-obj) | Γ |-| T : D (u_1, A_D (u_1, u_1) |-| u_1) | (eq-obj) | Γ |-| T : D (u_2, A_D (u_2, u_2) |-| u_2) |

Figure 5.4: MiniRust: constraint entailment
The well-typed terms judgment, presented in figure 5.5, is extended with the rule (obj-cast) used to type coercions to a trait object. Note that the rule does not depend on the structure of the term e. This allows us to coerce pointers to trait objects implicitly when needed, without using the as keyword.

The purpose of the first premise $\Gamma \vdash e : \& \tau$ in the rule (obj-cast) is to obtain the type of the reference that is to be coerced to a trait object. The premise $\Gamma \vdash \tau : D \langle \overline{u}, A \rightarrow \star \rangle$ verifies that the referenced type $\tau$, obtained in the preceding premise, implements the object’s trait, along with the other type parameters specified. The premise $\Gamma \vdash [T]u_{1} \sim u_{2}$ ensures that the type equalities in the trait object type are satisfied when instantiating the existential type variable $T$ with the concrete type $\tau$. Finally, to ensure that the trait operations are available on the object, the premise $\Gamma \vdash (\exists T : D \langle \overline{u}, u_{1} \sim u_{2} \rangle) : D \langle \overline{u}, A \rightarrow \star \rangle$
verifies that the trait object descriptor implements its trait (we elaborate on this point in section 5.3).

5.2.5 Well-typed items

The well-typed items judgment in figure 5.6 contains the same rules as the corresponding judgment in MicroRust. The main difference between the judgments is that in MicroRust we use variables $X$ and types $u$ as type parameters instead of $s$-type variables $T$ and $s$-types $\tau$, which allows us to parameterize items by types or $s$-types, as desired. Rule (trait) is used to type non-object-safe traits. The trait information tuple in its output typing environment contains the flag $\text{obj-unsafe}$, which represents that the trait is not object-safe. Also, in rule (impl), we include the side condition $[A \to u_A]$ defined that ensures that the associated type instantiation in the impl has the correct kind. The judgment also has a new rule (obj-trt) for typing object-safe traits, presented in figure 5.7. We discuss the new rule in detail in the next section.

5.3 Object-safe traits

A trait object lets us reason about its encapsulated value in terms of the functionality provided by its trait. In fact, since the concrete type of the value is hidden from the type system’s field of view, the only operations allowed on a trait object are those defined by its trait (and its supertraits). To permit these operations on trait objects, the trait object descriptor effectively implements its trait—hence the premise $\Gamma \mid \Theta \vdash (\exists T : D \langle u_i, u_{1j} \sim u_{2j} \rangle) : D \langle u_I \rangle$ in the rule (obj-cast) in figure 5.5.

However, some operations that may be defined in a trait are not feasible with a trait object. For example, recall the trait Eq from chapter 2:

```rust
trait Eq {
    fn eq(&self, &Self) -> bool;
}
```

Suppose that we have the following implementations:

```rust
impl Eq for i32 { ... }
impl Eq for char { ... }
```

and a hypothetical impl for Eq’s trait type (using Rust syntax):

```rust
impl Eq for Eq {
    fn eq(&self, &Eq) -> bool {
        // unpack objects and call the appropriate version of eq
    }
}
```
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Then, suppose that we call `eq` with a trait object:

```rust
fn object_eq(obj: &Eq, other_obj: &Eq) -> bool {
    obj.eq(other)
}
```

If the concrete type behind `obj` is `i32` and the one behind `other_obj` is `char`, then there is no appropriate concrete version of `eq` that we can call.¹

To prevent such cases, Rust has a set of requirements for *object-safe* traits: traits that can be used as bases to create trait objects. According to the documentation of the language [5], a trait is object-safe if its `Self` parameter is not marked as `Sized` and if each of its methods is object-safe. A method is object-safe only if `Self` does not appear in the types of its arguments and its return value. Also, an object-safe method may not be generic—a restriction due to *monomorphization* that is part of Rust’s compilation model (we explore this in more detail in chapter 7). Moreover, since supertrait and associated type constraints are propagated, the allowed occurrences of `Self` inside them are restricted as well. However, the documentation does not currently address them and it is unclear what the rules are in that respect [5].

The restrictions on the occurrences of `Self` must be relaxed somewhat when it comes to associated types, since an associated type parameterized by `Self` may be instantiated with a concrete type that does not mention `Self`. In particular, since a trait object descriptor includes instantiations of the associated types of the object’s trait and all of its supertraits, it appears reasonable to allow such associated types, parameterized by `Self`, to occur in the body of the trait.

For instance, suppose that we have a trait `Iterator` implemented for a user-defined type `MyIterator` (using Rust syntax):

```rust
trait Iterator {
    type Item;
    fn next(&self) -> Self::Item;
}

impl Iterator for MyIterator {
    type Item = MyItem;
    fn next(&self) -> Self::Item { ... }
}

let my_iter: MyIterator = ...
let iter_obj = &my_iter as &Iterator<Item=MyItem>;
let my_item = my_iter.next();
```

It is clear from the type of the trait object `iter_obj` that the call to `my_item.next()` returns a value of type `MyItem`. As such, `next()` is considered object-safe and `my_item` has type `MyItem`.

¹In fact, this is an instance of the binary method problem [11].
5.3.1 Typing object-safe traits

The rule (obj-trt), used for typing object-safe traits, is presented in figure 5.7. Note that the type system does not prevent an object-safe trait from being typed using rule (trait) instead. As long as the trait is not used to create trait objects in the program, using (trait) to type its declaration will result in a valid typing.

The main differences between (obj-trt) and (trait) are highlighted in the rule (obj-trt). One notable difference is that in (obj-trt), the Self variable is restricted to be a type variable Self. This restriction is necessary because we consider object-safe traits to be implemented for their trait object descriptors, which are not s-types. Also, to mirror the restriction in Rust that prevents declaring generic methods in an object-safe trait, we require the type of the trait function \( f \) to be monomorphic.

The primary results of the (obj-trt) rule for a trait \( D \) are the trait object constraint schemes

\[
\forall X_i, X_d. \pi_{d,m} \Rightarrow \pi_d \ .
\]

Each constraint \( \pi_d \) corresponds to some trait \( D_d \) in \( D \)'s supertrait hierarchy (including \( D \) itself) and it signals that \( u_{obj} \)—the trait descriptor of \( D \)—implements \( D_d \). Each constraint scheme is universally quantified by the non-Self type parameters of the trait \( (X_i) \), and the instantiations of the associated types of \( D \) and all of its supertraits \( (X_d) \).

It is also qualified by the constraints \( \pi_{d,m} \), representing \( D_d \)'s supertrait and associated type constraints. Recall that, using rule (obj-cast), when we create an instance of a trait object of \( D \), we must prove that its descriptor implements its trait. To do that, we use the trait object constraint scheme that corresponds to the descriptor’s trait \( D \). In particular, when we create a trait object of \( D \), we must ensure that the qualifying constraints in \( D \)'s trait object constraint scheme are satisfied, under appropriate instantiations of the constraint scheme’s type variables. Specifically, we verify that the associated type constraints are satisfied by the concrete associated type instantiations declared in the descriptor and that the descriptor also implements \( D \)'s supertraits (since the trait object constraint schemes output by (obj-trt) correspond to all traits in \( D \)'s supertrait hierarchy, we use them to prove that the descriptor implements \( D \)'s supertraits).

Building the trait object descriptor

Recall that the descriptor of the trait \( D \) is of the form \( \exists T : D \langle \bar{u}_i, A_{D_d} \langle T, \bar{u} \rangle \sim u_d \rangle \) where \( \bar{u}_i \) are the non-Self parameters of the described trait, \( A_{D_d} \langle T, \bar{u} \rangle \) are the associated types of \( D \) and all its supertraits, and \( u_d \) are their respective instantiations. In the rule (obj-trt) we use the relation \( \Gamma \vdash D \langle \bar{u}_i \rangle \upharpoonright (\bar{p}_s) \) to obtain all supertrait bounds in the supertrait hierarchy of the trait \( D \) (including the bound on \( D \) itself).\(^2\) From the resulting supertrait bounds we can infer the associated types that are part of the trait descriptor \( u_{obj} \) used in the output

\(^2\)Note that to obtain a derivation of \( \Gamma \vdash D \langle \bar{u}_i \rangle \upharpoonright (\bar{p}_s) \) for any \( \bar{u}_i \) and \( \bar{p}_s \) we must ensure that there are no cycles in \( D \)'s supertrait relationship graph.
The figure shows the rules for well-typed object-safe traits in MiniRust. The rules are as follows:

1. **Self Trait**: The `Self` trait is always well-typed.
2. **Function Application**: If `fn` and `&Self` have types `\( \beta_a \)` and `\( \tau_R \)` respectively, then `fn(&Self)` has type `\( \tau_R \)`.
3. **Object Invocation**: If `\( \pi_j \)` is a trait instance and `\( \beta_a \)` is its type, then `\( \pi_j(X_i) \)` has type `\( \beta_a \)`.
4. **Function Application with Self Trait**: For a trait `\( \tau \)` and a function `\( \beta_a \)` with type `\( \tau_R \)`, if `\( \tau \)` and `\( \beta_a \)` are well-typed, then `\( \tau \rightarrow \beta_a \)` is well-typed.
5. **Object Invocation with Self Trait**: For an object `\( \pi \)` and a trait instance `\( \pi_j(X_i) \)`, if `\( \pi \)` is well-typed, then `\( \pi_j(X_i) \)` is well-typed.

These rules ensure that object-safe traits in MiniRust are well-typed, allowing for safe and predictable object manipulation within traits.
trait object constraint schemes. We use type variables $\tilde{X}_d$ to stand in for the associated type instantiations (they’re instantiated when a trait object instance is created). The side condition $A :: X$ ensures that $A$ and $X$ have the same kind. We define the relation $A :: X$ as follows:

$$
\begin{align*}
A^T :: T & \quad A^U :: U
\end{align*}
$$

**Fulfilling trait obligations**

A nice advantage of having a trait object descriptor implement its trait is that we can write a generic function constrained by a trait and apply it not only to a concrete value that implements the trait but also to a trait object. For example, consider the following function (in Rust syntax):

```rust
fn area<T>(shape: &T) -> f64
    where T: ?Sized + HasArea { ... }
```

Since $T$ does not have to be a statically sized type, we can pass to `area` a reference to some value that implements the `HasArea` trait or a `HasArea` trait object.

With this added flexibility, we must take additional care to ensure that each trait object behaves like a value that implements the object’s trait—specifically, it must support the same operations. To achieve that, we must make sure that if a trait object descriptor implements a trait then it fulfills the obligations set out by the trait, since most of them are propagated. Intuitively, the concrete type encapsulated in the trait object already fulfills those obligations since it implements the object’s trait. As long as the obligations don’t concern `Self`, then we can assume that an implementation of the trait for its descriptor parameterized by the same non-`Self` parameters and associated types fulfills them as well. However, if `Self` is mentioned in a trait’s obligations then we must take care to make sure that the trait’s obligations are fulfilled with `Self` instantiated with the descriptor.

The primary obligation that an impl of a trait must fulfill is that the impl must provide an implementation of the trait function. As such, we must also make sure that we can always apply a trait function to a trait object whose descriptor implements the trait.

Moreover, the trait obligations include three kinds of constraints that must be satisfied:

- **Supertrait constraints** $(\text{Self}_U : \beta_s)$: These constraints are propagated and they allow supertrait functions to be called on trait objects. Therefore, we must ensure that the trait descriptor implements each supertrait in the descriptor’s supertrait hierarchy. Thus, when an instance of a trait object is created, we verify that the object’s descriptor implements its trait and that it implements its supertraits, using the trait object constraint schemes output by rule (obj-trt).
• **Associated type constraints** \((\overline{A} : \beta_a)\): These constraints are also propagated. In this case, however, the bounds are on an associated type, whose concrete instantiation is determined when a trait object is created. As such, we defer checking whether those constraints are satisfied until then.

• **Other constraints** \((\pi_h)\): These are additional constraints that impls of a trait must satisfy. The bounds in these constraints are applied on types other than the trait’s `Self` type or its associated type. However, they are not propagated—they do not increase the power or expressiveness of a trait object. As such, we do no extra work related to them.

**Building the trait object constraint schemes**

In the side conditions \(\pi_d = u_{\text{obj}} : D_d (\langle u_{\text{obj}} / \text{Self}_U \rangle u_d^n, A_d \rightarrow X_d)\) in rule (obj-trt) we obtain the constraints corresponding to traits in \(D\)'s supertrait hierarchy, which are used as the principal constraints of the rule’s output constraint schemes. The associated type in each constraint is instantiated with variable \(X_d\), mirroring the associated type instantiations in the object descriptor \(u_{\text{obj}}\). In the side condition \(\Gamma, i_d, X_d | \Theta | \overline{\vartheta}_d \vdash u_{\text{obj}} : \langle u_{\text{obj}} / \text{Self}_U \rangle, A_i \rightarrow X_i \hookrightarrow \pi_{d_m}\) we use the trait object auxiliary relation to obtain the qualifying constraints of each trait object constraint scheme output by the rule. The side condition also includes constraint schemes \(\vartheta_d\), which are the aforementioned trait object constraint schemes with their qualifying constraints \(\pi_{d_m}\) removed: intuitively, to obtain the constraints \(\pi_d\), we temporarily assume that the trait descriptor already implements the traits in its supertrait hierarchy.

The auxiliary relation \(\Gamma | \Theta | \overline{\vartheta}_d | u_{\text{obj}} : D_i (\langle u_{\text{obj}} / \text{Self}_U \rangle u_i^n, A_i \rightarrow X_i) \hookrightarrow \pi_s, \pi_a\) is defined at the bottom of figure 5.7 (we will also refer to the relation as the relation \(\vdash_{os}\) for brevity). It relates the constraint \(u_{\text{obj}} : D_i (\langle u_{\text{obj}} / \text{Self}_U \rangle, A \rightarrow X)\), where the trait \(D\) is part of the descriptor \(u_{\text{obj}}\)'s supertrait hierarchy, with constraints \(\pi_s\) and \(\pi_a\) that are type parameter-wise equivalent to the \(D\)'s supertrait and associated type constraints. The side conditions

\[
\Gamma | \Theta | \overline{\vartheta}_d \vdash u_{\text{obj}} : [u_{\text{obj}} / \text{Self}_U] \langle u_i / X_i \rangle \beta_s \Rightarrow \pi_s^d
\]

\[
\Gamma | \Theta | \overline{\vartheta}_d \vdash A_D (u_{\text{obj}}, u_i) : [u_{\text{obj}} / \text{Self}_U] \langle u_i / X_i \rangle \beta_a \Rightarrow \pi_a^d
\]

use a helper relation, defined earlier in the figure, that transforms the constraint on the left-hand side of the arrow to some equivalent constraint that is well-formed with respect to the environments \(\Gamma\) and \(\Theta\) (if the constraint on the left-hand side of the arrow is already well-formed with respect to \(\Gamma, \Theta\) then the relation may output the same constraint on the right-hand side of the arrow). The constraint schemes \(\overline{\vartheta}_d\) can be used in the proof of type equality but not in the proof of well-formedness of the resulting constraints. The above side conditions thus help ensure that the trait object constraint schemes output by (obj-trt) are
well-formed. For example, consider the following trait:

\[
\text{trait } D_1 \text{ for Self}_U \left( \text{type } A^T : D_2 \langle A_{D_1^T} \langle \text{Self}_U \rangle \rangle ; \ldots \right)
\]

Its corresponding descriptor would be \( u_{\text{obj}} = \exists T : D_1 \langle A_{D_1^T} \langle T \rangle \to T_A \rangle \) parameterized by the type variable \( T_A \). If we build a corresponding trait object constraint scheme using the trait’s associated type constraint directly without using the helper relation \( \cdot \vdash \cdot \vdash \cdot \vdash \cdot \vdash \cdot \), then we obtain the constraint scheme

\[
\forall T_A (A_{D_1^T} \langle u_{\text{obj}} \rangle : D_2 \langle A_{D_1^T} \langle u_{\text{obj}} \rangle \rangle) \Rightarrow u_{\text{obj}} : D_1 \langle A^T \to T_A \rangle.
\]

The constraint is not well-formed because \( A_{D_1^T} \langle u_{\text{obj}} \rangle \), which appears in the associated type constraint, is only well-formed if the constraint \( u_{\text{obj}} : D_1 \langle A^T \to \ast \rangle \) is satisfied (by rule \((\text{wf-atype})\)). To prove that, we need to use that same constraint scheme. Therefore, in the relation \( \vdash_{\text{os}} \) we can use the side condition

\[
\Gamma, T_A \vdash u_{\text{obj}} : D_1 \langle A^T \to T_A \rangle \vdash A_{D_1^T} \langle u_{\text{obj}} \rangle : D_2 \langle A_{D_1^T} \langle u_{\text{obj}} \rangle \rangle \Rightarrow T_A : D_2 \langle T_A \rangle,
\]

which gives us an associated type constraint \( T_A : D_2 \langle T_A \rangle \) that is well-formed with respect to \( \Gamma \) and \( \Theta \) (note that the constraint scheme \( \forall T_A u_{\text{obj}} : D_1 \langle A^T \to \ast \rangle \to T_A \) lets us prove \( A_{D_1^T} \langle u_{\text{obj}} \rangle \to T_A \) for all instantiations of the type variable \( T_A \)). Intuitively, to obtain the qualifying constraints \( \pi_s, \pi_a \) of the trait object constraint schemes, we temporarily assume that the trait descriptor already implements the traits in its supertrait hierarchy.

**Object-safe trait functions**

The relation \( \vdash_{\text{os}} \) also verifies that the trait function of the trait \( D \), implemented for the descriptor \( u_{\text{obj}} \), is object-safe—that any application of the function to the descriptor’s object preserves type safety. The side conditions

\[
\Gamma, T, \Theta, \bar{\theta}_d, T : D_d \langle u_{nd}, A \sim X_d \rangle \vdash T/\text{Self}_U \langle X_i / \text{Self}_U \rangle \tau_R \sim [u_{\text{obj}}/\text{Self}_U \langle u_i / X_i \rangle] \tau_R,
\]

\[
\Gamma, \Theta, \bar{\theta}_d, T : D_d \langle u_{nd}, A \sim X_d \rangle \vdash [u_{\text{obj}}/\text{Self}_U \langle u_i / X_i \rangle] \tau_m \sim [T/\text{Self}_U \langle u_i / X_i \rangle] \tau_m
\]

help ensure this, as we will see in chapter 7. They verify that the trait function’s argument and return types, where \( \text{Self}_U \) is instantiated with the existential type variable \( T \), are respectively equivalent to the argument and return types where \( \text{Self}_U \) is instantiated with the trait descriptor \( u_{\text{obj}} \). The environments \( \Gamma \) and \( \Theta \) are extended to ensure well-formedness of the type expressions.

To illustrate how these equality constraints can be satisfied when the function’s type signature mentions an associated type contained in the trait object descriptor (forcibly param-
eterized by \( \text{Self}_U \), consider the trait \( \text{Iterator} \) from page \( 47 \). The type scheme of its method \( \text{next} \) in MiniRust notation is

\[
\forall \text{Self}_U. (\text{Self}_U: \text{Iterator} \langle \text{Item}^T \rightarrow \star \rangle) \Rightarrow \text{fn}(\&\text{Self}_U) \rightarrow \text{Item}^\text{Iterator}_U(\text{Self}_U)
\]

and its trait object descriptor is

\[
u_{\text{obj}} = \exists T: \text{Iterator} \langle \text{Item}^T \sim T_1 \rangle,
\]

parametric over type variable \( T_1 \). To satisfy the side conditions in the auxiliary relation, we need to show that

\[
\Gamma' | \Theta' \models \text{Item}^\text{Iterator}_U \langle T \sim T_1 \rangle \sim \text{Item}^\text{Iterator}_U \langle u_{\text{obj}} \rangle
\]

where \( \Gamma' \) and \( \Theta' \) are as follows:

\[
\Gamma' = \Gamma, T, T_1
\]

\[
\Theta' = \Theta, T: \text{Iterator} \langle \text{Item}^T \sim T_1 \rangle, \forall T_1. (u_{\text{obj}}: \text{Iterator} \langle \text{Item}^T \sim T_1 \rangle)
\]

Using (c-ext) with constraint \( T: \text{Iterator} \langle \text{Item} \sim T_1 \rangle \) and (eq-sep) we can prove

\[
\Gamma' | \Theta' \models \text{Item}^\text{Iterator}_U \langle T \sim T_1 \rangle.
\]

Using (c-ext) again with constraint \( u_{\text{obj}}: \text{Iterator} \langle \text{Item} \sim T_1 \rangle \), and (eq-sep) with (eq-sym), we can prove

\[
\Gamma' | \Theta' \models T_1 \sim \text{Item}^\text{Iterator}_U \langle u_{\text{obj}} \rangle
\]

Then, we can compose the two equalities using (eq-trans) to obtain the desired result. In fact, as long as there are no overlapping impl declarations, the type equality constraints in the auxiliary relation are satisfiable only when \( \text{Self}_U \) is a parameter to an associated type or when \( \text{Self}_U \) is in neither of the related types.

5.3.2 Discussion

In our formalization of object safety in MiniRust, we refrain from setting syntactic restrictions on the appearances of the type variable \( \text{Self} \) in an object-safe declaration. Instead, we use the existing constraint mechanism of MiniRust’s type system to constrain object-safe traits in an attempt to allow as many object-safe traits as possible, without compromising type safety. As a result of this approach, the concept of object safety is two-tiered in MiniRust: the ability to create an instance of a trait object hinges on the trait declaration being object-safe (as decided by the rule (obj-trt)), and on the qualifying constraints in the corresponding trait object constraint scheme being satisfied at object creation. Therefore, an object-safe
trait does not guarantee that all pointers to values that implement the trait can be safely cast to a trait object.

For example, consider the following traits (the trait functions are omitted):

```r
trait D_1 for Self_{U} { type A^T : D_2 (Self_{U}) ; ... }
trait D_2 (U) for Self_{U} {... }
```

The object trait constraint scheme generated by the (obj-trt) rule for the trait $D_1$ would be:

\[ \forall T_A . (T_A : D_2 (u_{\text{obj}})) \Rightarrow u_{\text{obj}} : D_1 (A^T \rightarrow T_A) \]

where $u_{\text{obj}} = \exists T : D_1 (A_{D_1}^T (T) \sim T_A)$.

Now suppose that $D_1$ has the following impl:

```r
impl D_1 for i32 { type A^T \rightarrow bool }
```

and that the constraint $\text{bool} : D_2 (i32)$ is satisfied. If we want to cast an i32 pointer to a trait object of $D_1$ (with descriptor $u_{D_1} = \exists T : D_1 (A_{D_1}^T (T) \sim \text{bool})$) then we must ensure that the constraint $\text{bool} : D_2 (u_{D_1})$ is satisfied. To be able to create the trait object, the programmer would also need to provide an impl corresponding to that constraint (unless the impl is auto-generated by the system, which we believe to be difficult, if at all possible).

We conjecture that if in an object-safe trait we only let $\text{Self}$ appear in associated types that normalize to concrete types that do not mention $\text{Self}$, then we should always be able to create an object of the trait (of course, instances of $\text{Self}$ in the receiver position of the trait method signature would still be allowed and required). We can make the restriction more strict by only allowing $\text{Self}$ to appear as a parameter to an associated type that is in the trait’s descriptor. Since such a restriction is defined at the syntactic level, it might be easier for programmers to understand.
Chapter 6

RustIn: an internal language for MiniRust

Our formal study of Rust's traits has so far only concerned its static semantics. Specifically, we have examined what constitutes a well-typed MiniRust program. To show how such a program behaves at run-time, we must develop its operational semantics. Designing operational semantics for MiniRust directly is challenging in the presence of trait-based overloading. One way to solve this challenge is to translate MiniRust programs to another language where trait constraints have been resolved. In this chapter, we present such a language—RustIn—for which we present a type system as well as operational semantics and we prove that RustIn is type-safe: that well-typed programs don't exhibit undefined behavior. In chapter 7, we show how well-typed MiniRust programs can be translated to RustIn and we prove that the resulting RustIn programs are also well-typed.

6.1 RustIn at a glance

Our approach to designing the internal language for MiniRust is similar to Haskell’s internal language, System FC [38]. System FC, based on System F, is designed to be explicitly-typed in the way that terms encode their typing derivations. System FC’s novel feature is support for non-syntactic type equality, in the form of coercions. In Haskell, coercions are used as the result of translation of type equality constraints generated from associated type synonyms.

Like System FC, RustIn is also explicitly typed. Our intention is to leave the bulk of the typechecking to MiniRust. This leaves us with straightforward, syntax-directed typechecking in RustIn and it lets us develop clear operational semantics that do not depend on the type of a term.

As MiniRust also includes the notion of equivalence of type expressions, we introduce coercions in RustIn. A coercion has a type that consists of the two equivalent type expressions that the coercion relates. For example, a coercion $\gamma$ of type $A \langle 132 \rangle \sim \text{bool}$ relates the types
We can also abstract over coercions as we do with terms in function declarations and with types in type abstractions. For example, the term $\Lambda c : A \langle i32 \rangle \sim \text{bool}. e$ abstracts over some coercion variable $c$ that has type $A \langle i32 \rangle \sim \text{bool}$. Note, however, that unlike most terms, coercions have no computation associated with them so they can, in principle, be erased at runtime.

Coercions are used to convert the type of a term. For instance, if term $e$ has type $A \langle i32 \rangle$ and coercion $\gamma$ has type $A \langle i32 \rangle \sim \text{bool}$ then we can apply the coercion $\gamma$ to term $e$ to obtain a term $e \triangleright \gamma$ of type $\text{bool}$.

Just as terms encode their typing derivations, coercions encode proofs of type expression equivalence. Therefore, a coercion can be used to unambiguously reconstruct the proof of equivalence of two type expressions.

### 6.2 Syntax

Figure 6.1 presents the syntax of RustIn.

#### 6.2.1 Items

As in MiniRust, programs are collections of items. There are four kinds of items in RustIn.

Type declarations type $A \langle X \rangle$ are used to declare new abstract types or type aliases. The type constructor $A$ is parameterized by zero or more types $X$.

Axiom declarations are used to declare top-level type equivalence axioms, which can be used in coercions. Specifically, an axiom $\text{axiom } c : \forall X. A \langle X \rangle \rightarrow u$ declares a new coercion constant $c$ and specifies its type. The axiom acts similarly to an axiom in proof theory—it is used to build proofs of type equivalence. Note that we restrict the left-hand side of the arrow $\rightarrow$ in the axiom declaration to be an application of an abstract type declared in a type declaration. The universal quantifier $\forall X$ is bound over both sides of the coercion type.

Struct declarations define new structs as in MiniRust. RustIn structs are also used to represent trait dictionaries, whose fields may include polymorphic functions. Therefore, unlike their MiniRust counterparts, RustIn structs may include polymorphic fields.

Term declarations are a generalization of top-level function declarations: they are used to declare (possibly polymorphic) terms at the top level of the program. Similarly to MiniRust’s function declarations, the semantics of top-level terms are not affected by the order in which they are declared, as all top-level terms are visible at all points of the program. Thus, we restrict the top-level terms to be values, which do not reduce at runtime. The operational semantics, which we present later in the chapter, require one of the top-level variables to be called main and have type $\text{fn()} \rightarrow ()$. 
\[ e \in \text{TERM}, \ x, f, \text{main} \in \text{VAR}, \ lv \in \text{lVAL}, \ l \in \text{Loc}, \ cl \in \text{CLoc}, \ v \in \text{Val}, \ w \in \text{StoreVal}, \]
\[ pv \in \text{PVAL}, \ pw \in \text{PStoreVal}, \ t \in \text{STYPE}, \ u \in \text{TYPE}, \ X \in \text{XVAR}, \ T \in \text{TVAR}, \]
\[ U \in \text{UVAR}, \ A \in \text{ACONS}, \ A^T \in \text{TACONS}, \ A^U \in \text{UACONS}, \ \sigma \in \text{TSHEME}, \]
\[ \eta \in \text{USHEME}, \ \gamma \in \text{COER}, \ c \in \text{CVAR}, \ n \in \mathbb{N}^+, \ \omega \in \text{CTYPE}, \ \theta \in \text{POLYTYPE}, \]
\[ \mu \in \text{Loc} \rightarrow \text{StoreVal} \]
\[ \text{pgm} ::= \text{item} \quad \text{(programs)} \]
\[ \text{item} ::= \text{type } A \overline{X} | \text{axiom } c : \forall \overline{X}. A \overline{u} \rightarrow u \quad \text{(items)} \]
\[ \quad | \text{struct } S \overline{X} | x : \sigma | x : \sigma = v; \]
\[ e ::= \text{let } x : \tau = e \text{ in } e | lv ::= e | \text{fn } (\overline{x} : \tau)(e) | \&lv \quad \text{(terms)} \]
\[ \quad | * e | l | 0 | e; e | \text{pack } (\tau, \overline{e}, \overline{v}) \text{ as } \& (\exists T, \overline{t}, \overline{w}) \]
\[ \quad \quad | \text{let } (T, \overline{x}, \overline{v}) = \text{unpack } e \text{ in } S (\overline{u}) (\overline{x} : \overline{v}) | e.x \]
\[ \quad | e(\overline{u}) | \Lambda \overline{X}. e | e[\overline{y} | \Lambda c : \overline{w}. e | e \triangleright \gamma \quad \text{(values)} \]
\[ lv ::= x | * e | lv.x | cl \quad \text{(ivalues)} \]
\[ cl ::= l | l \triangleright \gamma \quad \text{(c-locations)} \]
\[ v ::= pv \triangleright \gamma | pv \quad \text{(values)} \]
\[ pv ::= \& l | 0 | \text{fn } (\overline{x} : \tau)(e) | S (\overline{u}) (\overline{x} : \overline{v}) \quad \text{(plain values)} \]
\[ \quad | \text{pack } (\tau, \overline{v}, \overline{y}) \text{ as } \tau | \Lambda \overline{X}. e | \Lambda c : \overline{w}. e \]
\[ w ::= pv \triangleright \gamma | pw \quad \text{(store values)} \]
\[ pw ::= \& l | 0 | \text{fn } (\overline{x} : \tau)(e) | S (\overline{u}) (\overline{x} : l) \quad \text{(plain store values)} \]
\[ \quad | \text{pack } (\tau, \overline{v}, \overline{y}) \text{ as } \tau | \Lambda \overline{X}. e | \Lambda c : \overline{w}. e \]
\[ t ::= 0 | T | A^T (\overline{u}) | \text{fn}(\overline{r}) \rightarrow \tau | \& u | S (\overline{u}) \quad \text{(s-types)} \]
\[ u ::= \tau | U | A^U (\overline{u}) | (\exists T, \overline{t}, \overline{w}) \quad \text{(types)} \]
\[ X ::= T | U \quad \text{(type variables)} \]
\[ A ::= A^T | A^U \quad \text{(abstract type constructors)} \]
\[ \sigma ::= \forall \overline{X}. \sigma | \forall \overline{w}. \sigma | \tau \quad \text{(s-type schemes)} \]
\[ \eta ::= \forall \overline{X}. \eta | \forall \overline{w}. \eta | u \quad \text{(type schemes)} \]
\[ \gamma ::= c | \text{sym } \gamma | \gamma c | \gamma | \text{fn } (\overline{y}) \rightarrow \gamma | (\) | X | A (\overline{y}) \quad \text{(coercions)} \]
\[ \quad | (\exists T, \overline{y}, \overline{y} \sim \overline{y}) | * \gamma \triangleright \text{spar } (n, \gamma) | \text{farg } (n, \gamma) | \text{fret } \gamma \]
\[ \quad | \text{objf } (r, n, \gamma) | \text{objc-l } (r, n, \gamma) | \text{objc-r } (r, \gamma) | \text{coer } \gamma \]
\[ \quad | \text{coer-l } (n, \gamma) | \text{coer-r } (n, \gamma) | \gamma[\overline{u}] | \forall \overline{X}. \gamma | \forall \overline{y} \sim \overline{y}. \gamma \]
\[ \omega ::= u \sim u \quad \text{(simple coercion types)} \]
\[ \theta ::= \eta \sim \eta \quad \text{(polymorphic coercion types)} \]
\[ \Omega ::= \Omega, \text{type } A \overline{X} | \Omega, S (\overline{u}) (\overline{x} : \overline{\sigma}) | \Omega, c : \theta | \phi \]
\[ \Gamma ::= \Gamma, X | \Gamma, x : \sigma | \phi \]
\[ \Sigma ::= \Sigma, l : \sigma | \phi \]

**Figure 6.1:** RustIn: syntax
6.2.2 Terms

The syntax of terms in RustIn overlaps significantly with its counterpart in MiniRust. A notable difference between the two is that RustIn terms are explicitly typed. For example, a let-expression \( \text{let } x : \tau = e \) in \( e \) explicitly includes the type \( \tau \) of the declared variable \( x \). The instantiations of type parameters of a struct instance \( S (\bar{u}) (\bar{x} : \bar{v}) \) are also explicitly included in the term.

New terms, not included in MiniRust, include:

- anonymous functions \( \text{fn } (\bar{x} : \bar{\tau}) (e) \), which are similar to Rust’s closures: they capture the variables that are in their surrounding scope,
- location \( l \), which denote store locations that we use in our operational semantics (locations are not, however, part of RustIn source programs—they are only introduced at runtime),
- packing terms \( \text{pack } (\tau, \bar{e}, \gamma) \) as \( \tau \), which ‘pack’ the contents of the tuple \( (\tau, \bar{e}, \gamma) \) into an existential object, where the type \( \tau \) is existentially quantified,
- unpacking terms \( \text{let } (T, \bar{x}, \bar{c}) = \text{unpack } e_1 \) in \( e_2 \), which bind the unpacked contents of the existential object \( e_1 \) to the variables of the tuple \( (T, \bar{x}, \bar{c}) \) in \( e_2 \),
- type abstractions \( \Lambda \bar{X}. e \), which abstract types \( \bar{X} \) out of term \( e \),
- type applications \( e[\bar{u}] \), which instantiate the type variables of a type abstraction with types \( \bar{u} \) in term \( e \),
- coercion abstractions \( \Lambda \bar{c} : \bar{\omega}. e \), which abstract coercions \( \bar{c} \) of types \( \bar{\omega} \) out of term \( e \), and
- coercion applications \( e[\gamma] \), which instantiate the coercion variables of a coercion abstraction with coercions \( \gamma \) in term \( e \).
- term coercions \( e \triangleright \gamma \), which convert the type of term \( e \) using the coercion \( \gamma \).

Values include c-locations, which in turn include store locations \( l \), or coerced store locations \( l \triangleright \gamma \): locations that we want to use at a different type, specified by the coercion \( \gamma \). Just like locations, c-locations are only introduced at runtime—they do not appear in source programs.

We also introduce values \( v \), which range over terms that can be the final result of evaluation. They include plain values \( pv \) and coerced plain values \( pv \triangleright \gamma \).

Plain values include location references (\( \&l \)), the unit expression (\( () \)), function declarations (\( \text{fn } (\bar{x} : \bar{\tau}) (e) \)), struct instances with value fields (\( S (\bar{u}) (\bar{x} : \bar{v}) \)), value-saturated packing terms (\( \text{pack } (\tau, \bar{v}, \gamma) \) as \( \tau \)), type abstractions \( \Lambda \bar{X}. e \), and coercion abstractions \( \Lambda \bar{c} : \bar{\omega}. e \).
Store values $w$ and plain store values $pw$ range over values that can be stored directly in the store. They are mostly the same as values and plain values with the exception of struct instances, where fields are store location labels instead values. Storing each struct instance field in its own location allows us to directly reference it.

6.2.3 Types

S-types $\tau$ and types $\upsilon$ are for the most part the same as their MiniRust counterparts. The only exception is that the MiniRust trait descriptor $\exists T : D \langle \overline{a}, \overline{a} \rangle$ is replaced in RustIn with the more general existential object descriptor $(\exists T, \overline{t}, \overline{w})$. We refer to a reference to a descriptor $(\exists T, \overline{t}, \overline{w})$ as an existential object (like a trait object in MiniRust, a RustIn existential object is not exactly a pointer—the reference operator is thus overloaded). In the existential object descriptor, $(\exists T)$ introduces the existentially quantified type variable $T$ bound to the descriptor, $\overline{t}$ are the types of terms encapsulated in the existential object and $\overline{w}$ are the types of coercions encapsulated in the object.

As in MiniRust, $X$ is a metavariable ranging over s-type variables $T$ and type variables $U$. $A$ is a metavariable ranging over s-type constructors $A_T$ and type constructors $A_U$ that are used to declare abstract types used in coercions.

Type schemes in RustIn are not qualified, unlike their MiniRust counterparts. A RustIn s-type scheme can be quantified over types $\forall X.\sigma$ (classifying type abstractions) and over coercions $\forall \overline{w}.\sigma$ (classifying coercion abstractions). We also include type scheme $\eta$, which is quantified over types that are not necessarily s-types. Note that the set of type schemes $USCHEME$ is a superset of the set of type schemes $TSCHEME$. Type substitutions are defined in the same way as in MiniRust—a substitution $[u/T]$ is defined only if $u \in STYPE$.

6.2.4 Coercions

$\gamma$ ranges over coercions. We can separate them into the following categories:

- $c$: a coercion variable introduced either in a top-level axiom (as a constant) or in a coercion abstraction,
- $\text{sym} \ \gamma$ and $\gamma \circ \gamma$, which reflect respectively the symmetry and transitivity properties of the equivalence relation,
- constructing coercions $(S \langle \overline{\gamma} \rangle, \&\gamma, \text{fn} \ (\overline{\gamma}) \to \gamma, (\), X, A \langle \overline{\gamma} \rangle, (\exists T, \overline{t}, \overline{w} \sim \overline{\gamma}), \forall X, \gamma, \forall \overline{t} \sim \overline{\gamma}.\gamma)$, which are constructed following a type expression structure (they can also represent reflexivity of the equivalence relation), and
- deconstructing coercions, where the above coercions are decomposed $(\ast \gamma, \text{spar} \ (n, \gamma), \text{farg} \ (n, \gamma), \text{fret} \ \gamma, \ \text{objf} \ (\tau, n, \gamma), \ \text{objc-l} \ (\tau, n, \gamma), \ \text{objc-r} \ (\tau, n, \gamma), \ \text{coer} \ \gamma, \ \text{coer-l} \ (n, \gamma),$
\(\text{coer-r} (n, \gamma), \gamma[\overline{u}]\).

\(\theta\) is a polymorphic coercion type, which relates two equivalent type schemes \(\eta\). We also include a simple coercion type, which relates two equivalent types \(u\).

6.2.5 Environments

To type terms, we carry around three distinct environments. The coercion and struct environment \(\Omega\) contains coercion variable typings and defined structs. The typing environment \(\Gamma\) contains term variable typings and free type variables in scope. The store typing environment \(\Sigma\) is a partial function mapping store locations to their types.

We distinguish between environments \(\Omega\) and \(\Gamma\) as the evaluation rules, which we discuss in section 6.4, rely on the struct declarations and coercion typings that are contained in the top-level environment \(\Omega\). Variable typings and the set of free type variables in scope, contained in the typing environment \(\Gamma\), are not needed at runtime.

6.3 Type system

6.3.1 Well-typed coercions

Figures 6.2 and 6.3 present the well-typed coercions judgment. The judgment, \(\Omega \vdash \gamma : \theta\), reads: “coercion \(\gamma\) has type \(\theta\) under environment \(\Omega\)”. An important insight into the judgment is that every member of the set \(\text{TYPE}\) is also a member of the set \(\text{COER}\). Specifically, a type \(u\) is also an identity coercion \(u\) of type \(u \sim u\).

Rule (co-var) simply looks up the type of a coercion variable (or constant) \(c\) in the environment \(\Omega\). Rules (co-sym) and (co-trans) apply the symmetry and transitivity properties of the equivalence relation respectively. (co-unit) and (co-tvar) are identity coercions of the unit type and type variables respectively. Rules (co-tabs), (co-cabs), (co-atype), (co-struct), (co-ref), (co-obj) and (co-fun) are used to type constructing coercions by induction on each of the respective coercion’s components. In each of those rules, if the coercions in the premises are types, then the coercion in the conclusion of the rule is an identity coercion (relating a type to itself). Rule (co-tapp) is used for typing type applications \(\gamma[\overline{u_i}]\) where the type of \(\gamma\) relates two type schemes \(\eta_1\) and \(\eta_2\) quantified by some types \(\overline{X_i}\).

The typing rules in figure 6.3 are used to type deconstructing coercions. Such coercions are parametric over some coercion \(\gamma\) that has a type that follows some specific structure. For instance, in rule (co-deref) used to type coercions of form \(*\gamma\), the coercion \(\gamma\) relates reference types. In rule (co-spar), the coercion \(\text{spar}(n, \gamma)\) relates the \(n^{th}\) type arguments of the structs related by the coercion \(\gamma\). The coercions typed in rule (co-farg) and (co-fret) relate respectively the \(n^{th}\) arguments and return types of the functions related by \(\gamma\). Rules (co-objf), (co-objc-l)
and (co-objc-r) are used to type coercions that relate components of some pair of existential object descriptors. The coercions in the conclusion of these rules also include a type \( \tau \), which instantiates the type variable \( T \) over which the descriptor is existentially quantified. Finally, rules (co-coer), (co-coer-l) and (co-coer-r) are used to type coercions that relate components of a type scheme quantified over a coercion.

### 6.3.2 Well-typed terms

The well-typed terms judgment is presented in figure 6.4. The judgment, \( \Omega \mid \Gamma \mid \Sigma \vdash e : \sigma \), reads: “under environments \( \Omega, \Gamma \) and \( \Sigma \), term \( e \) has type scheme \( \sigma \).” As opposed to the typing judgments in MiniRust, the types of terms in RustIn may be polymorphic, which brings more
flexibility as to where type and coercion abstractions are permitted. Note that we work with terms and types up to alpha-conversion (up to bound variable renaming). In particular, this means that \([u/X] \forall X.\sigma\) is equivalent to \([u/X]\forall X_1.[X_1/X]\sigma\) (which in turn is equivalent to \(\forall X_1.[X_1/X]\sigma\)).

Many of the rules are similar to their counterparts in MiniRust. Some notable differences include (t-var), where the bound variables in the type scheme of \(x\) are not instantiated right away. Type and coercion instantiations are explicit—the instantiations are part of the term—and their corresponding typing rules are (t-tapp) and (t-capp) respectively. The coercion instantiation rule is similar to the function application rule (t-fapp), which demonstrates
Figure 6.4: RustIn: well-typed terms
the likeness between coercions and terms.

Rule (t-proj) is used for typing struct field projections, which can be polymorphic. Note that rule (t-ref) only lets us have references to values that have a monomorphic s-type \( \tau \), so polymorphic struct fields cannot be referenced in RustIn (the restriction follows from the semantics of Rust, where only monomorphic items can be referenced).

Rule (t-pack) is used to type object packing terms, which create an instance of an existential object. The rule (t-unpack) is used to type object unpacking terms. The side condition \( T \notin FV(\tau) \) ensures that the existential variable \( T \) does not escape its scope, delimited by the term \( e_2 \).

Rule (t-loc), used for typing store locations, is the only rule that uses of the store typing environment \( \Sigma \). There are no terms or items in the language that extend the store typing environment—the environment is a tool for proving type safety of RustIn in section 6.5.

Finally, the rule (t-coerce) is used to type coerced terms, whose types are converted from type \( \sigma_1 \) to \( \sigma_2 \) as dictated by the type of the coercion \( \gamma \).

### 6.3.3 Well-typed items and programs

Figure 6.5 presents the well-typed items and well-typed programs judgments. The judgments are similar to the analogous judgments in MiniRust. Of interest are (t-type) and (t-axiom), which are used for typing type and axiom declarations respectively. (t-type) simply populates
the environment $\Omega$ with the name of the abstract type constructor, along with its parameters. In the side conditions of (t-axiom) we verify that the abstract type constructor $A$ has been declared and that the abstract type's parameters are instantiated with types of appropriate kind. The predicates $[u/X]$ defined and $[A \rightarrow u]$ defined are the same as in MiniRust. The rule populates the environment $\Omega$ with the resulting coercion.

6.4 Operational semantics

We present the operational semantics of RustIn in the small-step (structural) style. We have two mutually dependent evaluation relations: one for evaluating terms, and another for evaluating lvalues. We treat lvalues in a similar way as the Cyclone operational semantics [19].

6.4.1 Evaluating terms

The relation $\langle \mu, e \rangle \xrightarrow{\Omega} \langle \mu, e \rangle$, presented in figures 6.6 and 6.7, represents a single step of computation in evaluating terms. The relation is parameterized by the top-level environment $\Omega$, which contains coercion typings and struct definitions. Throughout the evaluation rules we carry the store $\mu$, which is a mapping from locations to store values.

In RustIn, every term variable has a corresponding location in the store (this follows from Rust's memory model where the data assigned to a local variable is stored directly on the stack). For every variable declaration, we assign a location to the variable and in the declaration's scope we substitute all instances of the variable with the location (the substitution allows us to directly reference store locations). For instance, in rule (e-let1), in the side condition $\langle \mu', l \rangle = \text{alloc}(\mu, v)$ we store the value $v$ at location $l$ (alloc is defined in figure 6.10). Then, in $e_2$, we substitute all instances of the variable $x$ with $l$. Similarly, for function calls in rule (e-fapp1), we allocate the values of the function arguments in locations $l_i$ and we substitute the formal parameters $x_i$ with their respective locations in the body of the function. As such, locations $l$ evaluate to the values to which they are mapped in the store, as shown in rule (e-loc). However, note that a reference to a location, $&l$ is a value itself and cannot be reduced.

In the evaluation relation we take special care when coercions are involved. In particular, we want to make sure that the evaluated term has the same type after every computation step, as it is an important part of our type safety proof. For instance, we use rule (e-fapp2) to evaluate function applications where the function's type is coerced by the coercion $\gamma$. We want to get rid of the coercion $\gamma$ so that we can apply the function to the arguments $e_i$. However, we then need to coerce the types of the arguments $\bar{e}_i$ so that they match with the argument types $\bar{\tau}_i$ that the function fn ($\bar{x}_i : \bar{\tau}_i)(e)$ expects. Therefore, we apply the coercions $\bar{\gamma}_i$, which we create based on $\gamma$, to the arguments $\bar{e}_i$. Similarly, as we need the function application
\[ \langle \mu, e \rangle \xrightarrow{\Omega} \langle \mu, e \rangle \] (Evaluation of terms)

\[ \begin{align*}
\langle \mu, l := v \rangle & \xrightarrow{\Omega} \langle \mu, l := v \rangle \\
\langle \mu, l := \text{let } x : \tau = v \text{ in } e_2 \rangle & \xrightarrow{\Omega} \langle \mu', [l/x]e_2 \rangle \\
\langle \mu, l := e \rangle & \xrightarrow{\Omega} \langle \mu', lv := e \rangle
\end{align*} \]

**Figure 6.6:** RustIn: evaluation of terms
Figure 6.7: RustIn: evaluation of terms continued
We use the lvalue relation to reduce the left-hand side of the term.

Some rules of the term evaluation relation use in their premises the lvalue evaluation relation \( \langle \mu, lv \rangle \xrightarrow{lv(\Omega)} \langle \mu, lv' \rangle \). Every step of this relation reduces an lvalue towards a c-location.

The lvalue evaluation relation is presented in figure 6.8. Note that in rule (el-deref1) we use the lvalue relation to reduce the referenced lvalue to a location.

The lvalue evaluation relation is presented in figure 6.8. Note that in rule (el-deref1) we...
use the term evaluation relation in its premise to reduce the term \( e \). Rules (el-proj\(^*\)) evaluate field access lvalues \( lv.x \). An lvalue \( lv.x \) intuitively reduces to the location of the field \( x \) of the struct instance that is stored at the location represented by \( lv \). In rules (el-proj3), (el-proj4) and (el-proj5) we add coercions to the resulting lvalues to ensure that their types match the types of the lvalues on the left-hand side of the relation. In the applied coercions \( X_j \), \( \gamma_j \) and \( \tau \) denote coercion substitutions: \( X_j \) and \( \tau \) are identity coercions in this context. We use a similar substitution in the term evaluation relation in figure 6.6 in rule (e-proj2). Also note that only monomorphic fields are evaluated as lvalues. This is due to the restriction in RustIn’s type system where we can only have references to monomorphic values and the update operation \( lv := e \) can only apply to monomorphic terms.

### 6.4.3 Evaluating programs

Figure 6.9 presents the program evaluation relation. The relation is defined by a single rule. As type, axiom and struct declarations don’t have any computation associated with them, we only use top-level term declarations. In the rule’s side conditions we allocate the declared values in the store and we substitute all top-level variable names with their corresponding locations in the resulting store. Then we apply the main function, which we assume to be a member of the top-level variables \( \bar{x}_i \).

Note that the top-level terms need to already be values so that we can store them directly in the store. Otherwise, as the top-level terms may be mutually dependent, we would need to do more work to determine their evaluation order, and reduce them to values before storing them.

### 6.4.4 Evaluation metafunctions

In figure 6.10 we present metafunctions that we use throughout the evaluation rules for RustIn.

The function \( \text{alloc}(\mu, v) \) takes as inputs a store \( \mu \) and a value \( v \), and it outputs a tuple \( (\mu', l) \) that contains a new location \( l \) where the value \( v \) is allocated and the updated store

---

**Figure 6.9:** RustIn: evaluation of programs
update__ getValue = \langle \mu \mapsto w \rangle, l \rangle

getValue = getValue = getValue

alloc(\mu, w) = \langle \mu[l \mapsto w], l \rangle \quad \text{where } l \not\in \text{dom}(\mu)

alloc(\mu_0, S \langle \overline{u} \rangle \langle x_i : v_i \rangle) = \langle \mu_i[l \mapsto S \langle \overline{u} \rangle \langle x_i : l_i \rangle], l \rangle \quad \text{where } \langle \mu_i, l_i \rangle = \text{alloc}(\mu_{i-1}, v_i^i)

l \not\in \text{dom}(\mu_i)

alloc(\mu_0, S \langle \overline{u} \rangle \langle x_i : v_i \rangle \triangleright \gamma) = \langle \mu_i[l \mapsto S \langle \overline{u} \rangle \langle x_i : l_i \rangle \triangleright \gamma], l \rangle \quad \text{where } \langle \mu_i, l_i \rangle = \text{alloc}(\mu_{i-1}, v_i^i)

l \not\in \text{dom}(\mu_i)

update_{\Omega}(\mu, l, w) = \mu[l \mapsto w]

update_{\Omega}(\mu_0, l, S \langle \overline{u} \rangle \langle x_i : v_i \rangle) = \mu_i \quad \text{where } \mu_0(l) = S \langle \overline{u} \rangle \langle x_i : l_i \rangle

\mu_i = \text{update}_{\Omega}(\mu_{i-1}, l_i, v_i)

\text{dom}(\mu_i)

update_{\Omega}(\mu_0, l, S \langle \overline{u} \rangle \langle x_i : v_i \rangle \triangleright \gamma) = \mu_i \quad \text{where } \mu_0(l) = S \langle \overline{u} \rangle \langle x_i : l_i \rangle

\Omega \vdash \gamma : \langle \overline{u} \rangle \sim \langle \overline{u} \rangle

\text{where } \langle \mu_i, l_i \rangle = \text{alloc}(\mu_{i-1}, v_i^i)

\gamma_j = \text{spar}(j, \gamma)

update_{\Omega}(\mu_0, l, S \langle \overline{u} \rangle \langle x_i : v_i \rangle \triangleright \gamma) = \mu_i \quad \text{where } \mu_0(l) = S \langle \overline{u} \rangle \langle x_i : l_i \rangle

\Omega \vdash \gamma' : \langle \overline{u} \rangle \sim \tau

\text{where } \langle \mu_i, l_i \rangle = \text{alloc}(\mu_{i-1}, v_i^i)

\gamma_j = \text{spar}(j, \gamma')

\mu_i = \text{update}_{\Omega}(\mu_{i-1}, l_i, v_i \triangleright \gamma_j \text{sym} \gamma)

undefined otherwise

getValue(\mu, l) = S \langle \overline{u} \rangle \langle x_i : \text{getValue}(\mu, l_i) \rangle \quad \text{where } \mu(l) = S \langle \overline{u} \rangle \langle x_i : l_i \rangle

getValue(\mu, l) = S \langle \overline{u} \rangle \langle x_i : \text{getValue}(\mu, l_i) \rangle \triangleright \gamma \quad \text{where } \mu(l) = S \langle \overline{u} \rangle \langle x_i : l_i \rangle \triangleright \gamma

getValue(\mu, l) = \mu(l)

\text{otherwise}

(pv \triangleright \gamma') \triangleright \gamma = pv \triangleright (\gamma' \circ \gamma)

pv \triangleright \gamma = pv \triangleright \gamma

Figure 6.10: RustIn: metafunctions
\(\mu'.\) If the allocated value is a store value \(w\) then the allocation is simple: a new location is selected from the outside of the domain of \(\mu\), the value \(w\) is stored at that location, and the updated store that includes the new mapping is output by the function.

When \texttt{alloc} is applied to a struct instance, then more work is required because a struct instance value is not a store value. In that case we recursively store the fields of the struct instance in new locations and we allocate the struct instance value—with the fields \(v_i\) replaced with their respective locations \(l_i\)—in the resulting store. We proceed similarly with coerced struct instances.

Note that, strictly speaking, \texttt{alloc} is not a function, as it can choose any location \(l\) from the outside of the domain of the store, and there is nothing that prevents it from choosing a different location each time the function is applied to the same arguments. In fact, \texttt{alloc} defines a family of functions that are equivalent up to the choice of location labels. We use the function in rules (e-let1), (e-fapp1) and (e-unpack1) in the evaluation relation in figure 6.6 and in the program evaluation relation in figure 6.9.

The function \texttt{update}(\(\mu, l, v\)) is parameterized by the environment \(\Omega\). It takes as inputs a store \(\mu\), a location label \(l\) and a value \(v\) to be stored at \(l\). We use the function \texttt{update} when the location \(l\) is already in the domain of \(\mu\) and its type is the same as the type of the value \(v\) (specifically, we use it in rule (e-upd2) in the evaluation relation in figure 6.6). The output of the function is an updated store \(\mu'\), where the value at location \(l\) is modified accordingly. When the input value is a store value \(w\), then the update operation is straightforward. When the input value is a struct instance, then the exact store value chosen to update the store at location \(l\) depends on what is the existing store value at that location. To preserve the types of the affected locations, we may have to apply coercions to the stored values. Note that the \texttt{update} function also reuses the same locations for struct fields.

In the definition of \texttt{update} we use the binary helper function \(\triangleright\triangleright\) defined at the bottom of the figure. We can interpret the helper function as a “value-preserving coercion”. The function takes as inputs a value and a coercion, and it outputs the application of the coercion on the input value. If the input value is a coerced plain value \(pv \triangleright \gamma'\) then when we apply \(\gamma\) to it, we obtain \((pv \triangleright \gamma') \triangleright \gamma\), which is not a value. The function \((pv \triangleright \gamma') \triangleright \gamma\) thus takes an evaluation step, composing the coercions \(\gamma'\) and \(\gamma\) so that its result \(pv \triangleright (\gamma' \circ \gamma)\) is a value. We use the helper function in recursive calls to the \texttt{update} function to ensure that we apply the function to a value in accordance with its domain.

The function \texttt{getValue} takes as inputs a store \(\mu\) and a location \(l\), and it outputs a value \(v\) corresponding to the store value stored at location \(l\) in \(\mu\). If the stored value is a struct instance, then its fields are locations (and not values), so we recursively apply \texttt{getValue} on the struct’s fields’ locations to obtain the appropriate values. We use the function in rule (e-loc) of the evaluation relation in figure 6.6 to obtain the value stored at location \(l\).
6.5 Type safety

Having defined the operational semantics for RustIn, we can reason about the type safety of well-typed programs. Before we present the relevant theorems, we first set up some definitions.

We first define a relation parametric on the store $\mu$. The relation defines an ordering on store values related by struct instances that occur in $\mu$.

**Definition 6.1.** Let $A_\mu = \{w \mid \exists l. \mu(l) = w\}$. In other words, $A_\mu$ is the image of $\mu$. Define $\sqsubseteq_\mu \subseteq A_\mu \times A_\mu$ as follows:

- $\mu(l) \sqsubseteq_\mu S \langle \bar{u} \rangle \{x_m : \overline{l_n}, x : l, \overline{x_n} : \overline{l_n}\}$
- $\mu(l) \sqsubseteq_\mu S \langle \bar{u} \rangle \{x_m : \overline{l_n}, x : l, \overline{x_n} : \overline{l_n}\} \triangleright \gamma$

Then we introduce the notion of a well-typed store.

**Definition 6.2 (Well-typed store).** We say that $\Omega \mid \Gamma \mid \Sigma \vdash \mu$, meaning that the store $\mu$ is well typed with respect to the environments $\Omega, \Gamma$ and the store typing $\Sigma$ if

1. $\text{dom}(\mu) = \text{dom}(\Sigma)$ and
2. $\Omega \mid \Gamma \mid \Sigma \vdash \mu(l) : \Sigma(l)$ for every $l \in \text{dom}(\mu)$
3. $\sqsubseteq_\mu$ is a well-founded relation on the set $A_\mu = \{w \mid \exists l. \mu(l) = w\}$, i.e., it has no infinite descending chains.

Note that the definition requires the relation $\sqsubseteq_\mu$ to be well-founded. Intuitively, this means that the store should not contain circular struct instances where, for example, a field of a struct instance is that particular struct instance itself. In particular, this is required to ensure that the metafunctions `getValue` and `update` are terminating.$^1$

The concept of type equality axiom consistency, is another important piece of type safety of RustIn. Its definition is adapted from System FC [38] whose type safety proof also relies on axiom consistency. The definition uses a notion of constructed types (called value types in System FC), defined below.

**Definition 6.3 (Constructed type).** A **constructed type** is a type $\eta$ that is of the form $() S \langle \bar{u} \rangle, \text{fn}(\bar{\tau}) \rightarrow \tau, \&u, (\exists T, \bar{\tau}, \bar{\omega}), \forall \bar{X_i}, \eta$ or $\forall \bar{\omega_i}, \eta$.

Roughly speaking, a constructed type is a type whose outermost type constructor is some concrete type, i.e., a constructed type is neither an abstract type nor a type variable.

---

$^1$Note that a struct instance may still contain a pointer to itself. For example, the assignment: $x_0 := S\langle x : \&x_0 \rangle$, where $S$ is a struct type constructor, is allowed.
Theorem 6.2 (Progress). Suppose \( \Omega \) is a consistent environment.

1. If \( \Omega \parallel | \phi | \Sigma \vdash e : \sigma \) then either \( e \in \text{VAL} \) or, for any store \( \mu \) such that \( \Omega \parallel | \phi | \Sigma \vdash \mu \), there is some term \( e' \) and store \( \mu' \) with \( \mu, e \xrightarrow{\Omega} \langle \mu', e' \rangle \).

2. If \( \Omega \parallel | \phi | \Sigma \vdash lv : \tau \) then either \( lv \in \text{LOC} \) or, for any store \( \mu \) such that \( \Omega \parallel | \phi | \Sigma \vdash \mu \), there is some lvalue \( lv' \) and store \( \mu' \) with \( \mu, lv \xrightarrow{\Omega(lv)} \langle \mu', lv' \rangle \).

The previous two theorems together paint the type safety picture of MiniRust, stating that, unless evaluation diverges, every well-typed term reduces to a value with all types preserved.
The last theorem we present concerns the program evaluation rule. It roughly states that if a program is well-typed, produces a consistent environment $\Omega$ and contains the main function, then we can successfully take a type-preserving evaluation step.

**Theorem 6.3.** Suppose $\vdash \text{pgm} : \Omega | \Gamma$ where $\Omega$ is consistent and $\Gamma = \{x_i : \sigma_i\}$.

If $(\text{main} : \text{fn()} \rightarrow ()) \in \Gamma$, then there are some $\mu$, $e$, $\Sigma$ for which

$\langle \text{pgm} \rangle \xrightarrow{\Omega} \langle \mu, e \rangle$, and $\Omega | \emptyset | \Sigma \vdash \mu$, and $\Omega | \emptyset | \Sigma \vdash e : ()$.

The proofs of the above theorems and all helper lemmas are found in appendix A.
Chapter 7

Translating MiniRust programs to RustIn

Rust traits introduce type-based overloading to the language, where the runtime semantics of overloaded terms depend on the types at which the terms are used. As mentioned in the previous chapter, defining the operational semantics directly in languages with type-based overloading is challenging. For instance, to define them directly in MiniRust, we would need to somehow encode impl lookup in the semantics to resolve constraints. A simpler way to do this, which is how Haskell type classes are implemented [16], is through translation to an internal language where the trait constraints have already been resolved. As such, in the previous chapter, we developed an internal language, RustIn, which doesn’t have traits, and we provided operational semantics and a proof of type safety for it. In this chapter we show how MiniRust programs can be translated to RustIn programs. The translation that we present here is type-directed: the translation of a term is decided in part by its type. As such, we present the translation rules by extending the MiniRust typing rules presented in chapter 5. We then prove that the translation preserves well-typedness, which brings us closer to proving that MiniRust is type-safe.

7.1 Translation at a glance

The salient part of the type-directed translation from MiniRust to RustIn is the way in which constraints are translated. Satisfied MiniRust constraints translate to some expressions that provide evidence of constraint entailment [20]. In MiniRust, terms with qualified types can only be used if their qualifying constraints are entailed by the constraint environment. In turn, the RustIn translations of such terms are abstracted over the evidence that their qualifying constraints are satisfied. Having the evidence in the translation of a qualified term aligns with the explicit nature of expressions in our target language, RustIn, where terms
encode their typing derivation and coercions encode proof of equivalence of type expressions.

Recall that MiniRust trait constraints have form \( u : D \langle u_i, A \rangle \). For the purpose of translation we consider such constraints as combinations of a simple trait constraint \( u : D \langle u \rangle \) and an equality constraint \( A_D \langle u, u_i \rangle \sim u_A \). As such, the translation of an extended constraint produces two pieces of evidence.

The evidence of trait constraint entailment in RustIn takes the form of a dictionary that contains the trait function and the dictionaries corresponding to the trait’s supertraits and associated type constraints. The dictionary is implemented using a RustIn struct. A MiniRust function that is qualified by one or more trait constraints is then translated to a higher-order function that takes as additional inputs the dictionaries corresponding to the qualifying constraints. Similarly, a MiniRust trait function is translated to a higher-order function that takes as input the dictionary corresponding to an impl of the trait. In the body of the function we take the appropriate concrete function from the input dictionary and apply it.

The evidence of equality constraint entailment in RustIn takes the form of a coercion. Recall that a RustIn coercion already encodes in it the proof of type equivalence of the two type expressions that it relates. An equality constraint entailment derivation then constructs the corresponding coercion. A MiniRust term qualified by an equality constraint (or rather by an extended constraint that contains an associated type instantiation) is translated to a coercion abstraction. To use the resulting RustIn term, we apply it to the concrete coercion that represents a proof of type equality.

We use RustIn abstract types to serve as translation targets of associated types. As such, an associated type declaration in a trait declaration is translated to an abstract type declaration and an associated type instantiation in an impl is translated to a type equality axiom.

### 7.2 Syntax

The formalization in this chapter relates two languages: MiniRust and RustIn. We use the syntax of both, presented in figures 5.1 and 6.1 respectively. Since the syntactic constructs in the two languages overlap, we add a superscript \( t \) to RustIn constructs.

To aid with the translation, we modify the MiniRust typing and constraint environments. The modified environments are defined below (new parts are highlighted):

\[
\begin{align*}
\Gamma & ::= \phi \mid \Gamma, x : \sigma \mid \Gamma, X \mid \Gamma, S \langle X \rangle \langle \overline{\bar{x}} : \tau \rangle \quad \text{(typing environments)} \\
& \quad \mid \Gamma, (D \langle X \rangle \text{ where } \overline{\bar{p}}, \text{Self : } \bar{\beta} \sim x, A : \bar{\beta} \sim x, f, \text{obj}) \\
\Theta & ::= \phi \mid \Theta, \theta \sim (x, e) \quad \text{(constraint environments)}
\end{align*}
\]

The trait information tuple in the typing environment \( \Gamma \) is extended with the names of
the dictionary fields that correspond to the trait’s supertrait and associated type constraints. Specifically, in a trait information tuple \((D \langle X_i \rangle)\) where \(\pi, \text{Self} : \beta_s \rightsquigarrow x_s, A : \beta_a \rightsquigarrow x_a, f, \text{obj}\), the variables \(x_s, x_a\) are field names of the RustIn struct that represents the dictionary of the trait \(D\). Specifically, \(x_s\) correspond to fields that contain its supertrait dictionaries and \(x_a\) correspond to fields that contain dictionaries that represent \(D\)’s associated type constraints.

The constraint environment \(\Theta\) is extended to bind constraint schemes to RustIn term and coercion variables. The variables correspond to the translations of the constraint schemes in the resulting RustIn program.

### 7.3 Translating types

We extend the MiniRust well-formedness judgments to translate MiniRust types (and type schemes) as well as constraints (and constraint schemes) to RustIn types. Figure 7.1 presents the judgments. We read the well-formed types relation, \(\Gamma \mid \Theta \vdash WF u \leftrightarrow u^t\), as “under environments \(\Gamma\) and \(\Theta\), a well-formed MiniRust type \(u\) translates to RustIn type \(u^t\)”. Most of the translation rules are straightforward. The most interesting rule in the relation is (wf-desc), used to translate trait object descriptors. MiniRust trait object descriptors translate to the more general RustIn existential object descriptors. The translation makes evident that a trait object encapsulates a reference to the concrete value that implements the object’s trait and the dictionary \(S_D \langle T, u^t \rangle\) corresponding to the object’s underlying concrete impl. The existential object also encapsulates coercions that correspond to the associated type equalities in the descriptor.

Note that in the premises of rule (wf-desc) and (wf-tscheme) we extend the dictionary environment \(\Theta\) with some constraints without providing their corresponding translation variables. The translation variables are not used in the well-formedness judgments so we simply omit them to simplify the presentation. Similarly, in the premise \(\Gamma \mid \Theta \vdash u : D \langle \pi, A \rightsquigarrow \star \rangle\) of rule (wf-atype) we omit the translation of the constraint since we do not use it.

The well-formed constraint schemes judgment \(\Gamma \mid \Theta \vdash WF \theta \rightsquigarrow (\sigma^t, \theta)\) is used to obtain the types of the evidence produced by the constraint scheme \(\theta\). The resulting translation is a tuple that consists of the type scheme \(\sigma^t\) of the trait constraint portion of the constraint scheme and a polymorphic coercion type \(\theta\) corresponding to the coercion that represents the equality constraint. Note that the identity associated type instantiation \(A \rightsquigarrow \star\) in rule (wf-trcons) translates to an identity coercion.

### 7.4 Translating constraints

Figure 7.2 presents the constraint entailment judgments with translation. In the trait constraint entailment judgment, \(\Gamma \mid \Theta \vdash \pi \rightsquigarrow (e^t, \gamma)\), a satisfied trait constraint \(\pi\) is translated to
\( \Gamma \mid \Theta \vdash_{\text{WF}} u \leadsto u^t \) (Well-formed types)

- **(wf-var)** \( \frac{X \in \Gamma}{\Gamma \mid \Theta \vdash_{\text{WF}} X \leadsto X} \)
- **(wf-unit)** \( \frac{}{\Gamma \mid \Theta \vdash_{\text{WF}} () \leadsto ()} \)
- **(wf-fun)** \( \frac{\Gamma \mid \Theta \vdash_{\text{WF}} \tau_i \leadsto \tau_i^t}{\Gamma \mid \Theta \vdash_{\text{WF}} \tau \leadsto \tau^t} \)
- **(wf-ref)** \( \frac{\Gamma \mid \Theta \vdash_{\text{WF}} u \leadsto u^t}{\Gamma \mid \Theta \vdash_{\text{WF}} &u \leadsto &u^t} \)
- **(wf-struct)** \( \frac{\Gamma \vdash S \langle \overline{\tau_i} \rangle}{\Gamma \mid \Theta \vdash_{\text{WF}} u_i \leadsto u_i^t} \)
- **(wf-type)** \( \frac{\Gamma \mid \Theta \vdash_{\text{WF}} S \langle \overline{\tau_i} \rangle \leadsto S \langle \overline{\tau_i^t} \rangle}{\Gamma \mid \Theta \vdash_{\text{WF}} \sigma \leadsto \sigma^t} \)
- **(wf-var)** \( \frac{\Gamma \mid \Theta \vdash_{\text{WF}} \frac{\tau \leadsto \tau^t}{\Gamma \mid \Theta \vdash_{\text{WF}} \frac{\text{fn}(\tau_i) \leadsto \text{fn}(\tau_i^t) \rightarrow \tau^t}} \}
- **(wf-tscheme)** \( \frac{\Gamma \mid \Theta \vdash_{\text{WF}} \forall \overline{X_i} \cdot \overline{\tau_j} \Rightarrow \tau \leadsto \forall \overline{\tau_j} \cdot \forall \overline{\omega_j} \cdot \text{fn}(\tau_j^t) \rightarrow \tau^t} \}
- **(wf-trecons)** \( \frac{\Gamma \mid \Theta \vdash_{\text{WF}} u : D \langle \overline{u_i} \rangle}{\Gamma \mid \Theta \vdash_{\text{WF}} u \leadsto u^t} \)
- **(wf-trecons)** \( \frac{\Gamma \mid \Theta \vdash_{\text{WF}} u \leadsto u^t}{\Gamma \mid \Theta \vdash_{\text{WF}} u \leadsto u^t} \)
- **(wf-trecons)** \( \frac{\Gamma \mid \Theta \vdash_{\text{WF}} u : D \langle \overline{u_i} \rangle}{\Gamma \mid \Theta \vdash_{\text{WF}} u \leadsto u^t} \)

\( \Gamma \mid \Theta \vdash_{\text{WF}} \sigma \leadsto \sigma^t \) (Well-formed type schemes)

\( \Gamma \mid \Theta \vdash_{\text{WF}} \sigma \leadsto \sigma^t \)

\( \Gamma \mid \Theta \vdash \theta \leadsto \sigma^t, \theta \) (Well-formed constraint schemes)

\( \Gamma \mid \Theta \vdash \theta \leadsto \sigma^t, \theta \)

**Figure 7.1**: MiniRust: well-formedness judgments with translation
Figure 7.2: MiniRust: constraint entailment with translation

\( \Gamma \vdash \pi \rightsquigarrow (\epsilon', \gamma) \)

(Trait constraint entailment)

\[
\begin{align*}
\forall \overline{x}_i, \overline{y}_j \in \pi & \Rightarrow \pi \rightsquigarrow (x, c)) \in \Theta & \quad \Gamma \vdash \Theta & \rightsquigarrow \overline{u}_i \rightsquigarrow u_i^t & \quad \Gamma \equiv \Theta \equiv [u_i/X_i] \pi \rightsquigarrow (\epsilon', \gamma_j)
\end{align*}
\]

(c-ext)

\[
\begin{align*}
\Gamma \equiv \Theta \equiv [u_i/X_i] \pi \rightsquigarrow (x[u_i]([\overline{y}_j])(\epsilon'), c[u_i])
\end{align*}
\]

\[
\begin{align*}
\Gamma \equiv \Theta \equiv u_1 : D \langle \overline{u}_1, A \rightsquigarrow u_3 \rangle \rightsquigarrow (\epsilon', \gamma_1) & \quad \Gamma \equiv u_2 : D \langle \overline{u}_2 \rangle & \quad \Gamma \equiv \Theta \equiv u_1 \sim u_2 \rightsquigarrow \gamma_2 & \quad \Gamma \equiv \Theta \equiv u_1 \sim u_3 \rightsquigarrow \gamma_3 & \quad \Gamma \equiv \Theta \equiv u_2 \sim \gamma_3
\end{align*}
\]

(c-treq1)

\[
\begin{align*}
\Gamma \equiv \Theta \equiv u_1 : D \langle \overline{u}_1, A \rightsquigarrow \star \rangle \rightsquigarrow (\epsilon', \gamma_1) & \quad \Gamma \equiv u_2 : D \langle \overline{u}_2 \rangle & \quad \Gamma \equiv \Theta \equiv u_1 \sim u_2 \rightsquigarrow \gamma_2 & \quad \Gamma \equiv \Theta \equiv u_2 \sim \gamma_2
\end{align*}
\]

(c-treq2)

\[
\begin{align*}
\Gamma \equiv \Theta \equiv u_1 : D \langle \overline{u}_1, A \rightsquigarrow \star \rangle \rightsquigarrow (\epsilon', \gamma_1) & \quad \Gamma \equiv \Theta \equiv u_2 : D \langle \overline{u}_2 \rangle & \quad \Gamma \equiv \Theta \equiv u_1 \sim u_2 \rightsquigarrow \gamma_2
\end{align*}
\]

(c-astar)

\[
\begin{align*}
\Gamma \equiv \Theta \equiv u : D \langle \overline{u}, \overline{w} \rangle \rightsquigarrow (\epsilon', \gamma) & \quad \Gamma \equiv \Theta \equiv u \rightsquigarrow u^t & \quad \Gamma \equiv \Theta \equiv \gamma
\end{align*}
\]

(Equality constraint entailment)

\[
\begin{align*}
\Gamma \equiv \Theta \equiv u : D \langle \overline{u}, A \rightsquigarrow u_A \rangle \rightsquigarrow (\epsilon', \gamma) & \quad \Gamma \equiv \Theta \equiv \tau_1 \rightsquigarrow \tau_2 \rightsquigarrow \gamma & \quad \Gamma \equiv \Theta \equiv \tau_1 \rightsquigarrow \tau_2 \rightsquigarrow \gamma
\end{align*}
\]

(eq-trans)

\[
\begin{align*}
\Gamma \equiv \Theta \equiv u_1 \sim u_3 \rightsquigarrow \gamma_1 & \quad \Gamma \equiv \Theta \equiv u_3 \sim u_2 \rightsquigarrow \gamma_2
\end{align*}
\]

(eq-ref)

\[
\begin{align*}
\Gamma \equiv \Theta \equiv u_1 \sim u_2 \rightsquigarrow \gamma_1 & \quad \Gamma \equiv \Theta \equiv u_1 \sim u_2 \rightsquigarrow \gamma_2
\end{align*}
\]

(eq-type)

\[
\begin{align*}
\Gamma \equiv \Theta \equiv u_1 : D \langle \overline{u}_1 \rangle & \quad \Gamma \equiv \Theta \equiv u_2 : D \langle \overline{u}_2 \rangle & \quad \Gamma \equiv \Theta \equiv u_1 \sim u_2 \rightsquigarrow \gamma & \quad \Gamma \equiv \Theta \equiv u_1 \sim u_2 \rightsquigarrow \gamma_i
\end{align*}
\]

(eq-obj)

\[
\begin{align*}
\Gamma \equiv \Theta \equiv \exists T : D \langle \overline{u}_1, A_D \langle T, \overline{u}_1 \rangle \rangle & \sim (\exists T) \equiv T, D \langle \overline{u}_2, A_D \langle T, \overline{u}_2 \rangle \rangle & \sim \gamma_j
\end{align*}
\]

(eq-type)

\[
\begin{align*}
\Gamma \equiv \Theta \equiv u_1 : D \langle \overline{u}_1 \rangle & \quad \Gamma \equiv \Theta \equiv u_2 : D \langle \overline{u}_2 \rangle & \quad \Gamma \equiv \Theta \equiv \tau_1 \rightsquigarrow \tau_2 \rightsquigarrow \gamma
\end{align*}
\]

(eq-struct)

\[
\begin{align*}
\Gamma \equiv \Theta \equiv \tau_1 : D \langle \overline{u}_1 \rangle & \sim \tau_2 : D \langle \overline{u}_2 \rangle & \sim \gamma_i
\end{align*}
\]

(eq-trans)

\[
\begin{align*}
\Gamma \equiv \Theta \equiv \tau_1 \sim \gamma_1 & \quad \Gamma \equiv \Theta \equiv \gamma_1 \sim \gamma_2
\end{align*}
\]

(eq-ref)

\[
\begin{align*}
\Gamma \equiv \Theta \equiv \gamma_1 \sim \gamma_2 & \quad \Gamma \equiv \Theta \equiv \gamma_1 \sim \gamma_2
\end{align*}
\]

(eq-type)

\[
\begin{align*}
\Gamma \equiv \Theta \equiv \tau_1 \sim \gamma_1 & \quad \Gamma \equiv \Theta \equiv \tau_2 \sim \gamma_2
\end{align*}
\]

(eq-struct)

\[
\begin{align*}
\Gamma \equiv \Theta \equiv \tau_1 \sim \gamma_1 & \quad \Gamma \equiv \Theta \equiv \tau_2 \sim \gamma_2
\end{align*}
\]

(eq-ref)

\[
\begin{align*}
\Gamma \equiv \Theta \equiv \gamma_1 \sim \gamma_2 & \quad \Gamma \equiv \Theta \equiv \gamma_1 \sim \gamma_2
\end{align*}
\]

(eq-type)

\[
\begin{align*}
\Gamma \equiv \Theta \equiv \tau_1 \sim \gamma_1 & \quad \Gamma \equiv \Theta \equiv \gamma_1 \sim \gamma_2
\end{align*}
\]

(eq-struct)
a term $e^t$ and a coercion $γ$, representing the constraint’s trait and equality parts respectively.

In rule (c-ext), the side condition $(∀X_i,π_j ⇒ π ∼ ⟨x, c⟩) ∈ Θ$ gives us the variables $x$ and $c$ that correspond to the translation of the constraint scheme $∀X_i,π_j ⇒ π$. The term variable $x$ represents a higher-order function quantified by type variables $X_i$ and abstracted over the evidence expressions corresponding to the constraints $π_j$. In the conclusion of the rule, the translation dictionary term, $x[ut_i][γ_j](et_j)$, instantiates $x$ with types $ut_i$ and applies the result to the evidence of entailment of constraints $[ut_i/X_i]π_j$ (in the form of coercions $γ_j$ and dictionary terms $et_j$). The resulting coercion in the conclusion of the rule is the constraint scheme’s coercion variable $c$ instantiated with types $ut_i$—qualifying constraints $π_j$ are not part of the translation of the equality part of the constraint. In rule (c-treq2), the identity associated type instantiation $A ≃ ⋆$ simply translates to an identity coercion $A_D ⟨ut_2, ut_2⟩$ (recall that the representations of RustIn types also represent identity coercions).

In the equality constraint entailment relation, $Γ | Θ ⊩ u ∼ u ⇝ γ$, we translate equality constraints to coercions. The language of coercions in RustIn lets us encode the proof of equivalence of type expressions directly in the resulting coercion.

### 7.5 Translating terms

Figure 7.3 presents the well-typed terms judgment with translation. The translation of terms is fairly straightforward. Note that, since terms in the target language are explicitly typed, translations of MiniRust terms contain additional information from their types (such as in rules (let-un), (var) and (new-struct)).

In rule (var), if the term variable $x$ has a qualified type scheme in the typing environment $Γ$, then its type scheme’s type variables must be instantiated and its qualifying constraints satisfied before we can use $x$. As such, the translation of $x$ includes explicit application of the type scheme’s type variables and of the evidence expressions that correspond to the qualifying constraints $π_j$.

In rule (obj-cast) we translate trait object instantiations to existential object packing terms. In the premise $Γ | Θ ⊩ (∃T : D (⟨u_i, u_1⟩ ∼ u_2⟩) : D (⟨u_i⟩)$ we omit the translation of the constraint because we do not need it.

### 7.6 Translating items

Figure 7.4 presents the well-typed items judgment with translation. In the judgment, $Γ | Θ ⊩ item : Γ | Θ ↾ pgm^t$, an item translates to a partial program (a collection of items). The translation of struct declarations in rule (struct) is straightforward. Function declarations in (fun) translate to top-level term declarations. If a MiniRust function is qualified by constraints $π_j$ in its where-clause, then the resulting function in RustIn is abstracted over the
Figure 7.3: MiniRust: well-typed terms with translation
Figure 7.4: MiniRust: well-typed items with translation
trait dictionaries and coercions that correspond to the constraints \( \overline{\pi_j} \).

### 7.6.1 Translating traits

Rule (trait) is used to type non-object-safe trait declarations and it provides their translations. The translation of a trait consists of multiple RustIn items. One of the resulting items is a struct declaration that defines the type of the trait’s dictionary. The struct’s fields include the trait function \( f \), the dictionaries of the trait’s supertraits \( \overline{x_s} \) and the dictionaries of the trait’s associated type constraints \( \overline{x_a} \). Since supertrait and associated type constraints of a trait \( D \) are propagated, a satisfied constraint on \( D \) lets us infer that \( D \)’s supertrait and associated type constraints are also satisfied. The fields \( \overline{x_s} \) and \( \overline{x_a} \) in \( D \)’s dictionary are used as evidence of that. The RustIn functions \( \overline{x_{D,s}} \) and \( \overline{x_{D,a}} \) correspond to the propagated constraint schemes. They take as input a dictionary of \( D \) and they output their corresponding propagated dictionaries obtained from the input dictionary.

The translation of the declaration of a trait \( D \) also contains a top-level function \( f \) corresponding to \( D \)’s trait function. It is a higher-order function that simply takes as input a dictionary of \( D \) and applies the concrete version of the trait function that is in the dictionary.

The associated type declared in the trait is translated to a corresponding abstract type declaration. Since the associated type instantiations in supertrait and associated type bounds are also propagated, they are translated to type equality axioms that declare the coercion constants \( c_{D,a} \) and \( c_{D,s} \).

### 7.6.2 Translating impls

The translation of an impl declaration in rule (impl) consists of two RustIn items that correspond to the rule’s output constraint scheme. The first item is an axiom that declares the abstract type instantiation corresponding to the instantiation of the trait’s associated type in the impl’s body. The second item is a generic function that produces an instance of the struct declared by the implemented trait, representing the trait dictionary. If the impl is universally quantified by some variables \( \overline{X_k} \) in its header, then its dictionary is also universally quantified by the type variables \( \overline{X_k} \). Similarly, if the impl is qualified by some constraints \( \overline{\pi_j} \) in its where-clause, then the dictionary is accordingly abstracted over coercions and dictionaries that represent those constraints. The supertrait and associated type constraint dictionaries \( e_i^j \) and \( e_a^j \) are obtained in the rule’s side conditions that verify that those constraints are satisfied by the impl.
\[\begin{align*}
\text{Γ} \vdash \text{item : Γ} & \rightsquigarrow 
\text{pgm}^t \quad \text{(Well-typed items)} \\
\{\pi_j\} = \{(\text{Self} \cup \overrightarrow{\beta_s}, \pi_h)\} \\
X_p = \text{Self} \cup \overrightarrow{X_j} \\
\text{Γ} \vdash \text{∀ X_p. Self} \cup \overrightarrow{X_j} : D (\overrightarrow{X_i}) \Rightarrow \pi_h \rightsquigarrow \text{h} \\
\tau = \text{fn}(\&\text{Self} \cup \overrightarrow{\pi_m}) \Rightarrow \tau_R \\
\sigma' = \forall X_p. (\text{Self} \cup \overrightarrow{X_j}) \Rightarrow \tau \\
\text{Γ} \vdash \text{∀ τ. Self} \cup \overrightarrow{X_j} : D (\overrightarrow{X_i}) \Rightarrow \tau \rightsquigarrow \sigma'' \\
\text{Γ, X_p \vdash X_j} \\
\text{Γ} \vdash \text{∀ X_p. Self} \cup \overrightarrow{X_j} : D (\overrightarrow{X_i}) \Rightarrow (\forall X_p. \text{fn}(\text{S}_D (\overrightarrow{X_p})) \Rightarrow \tau_s, \theta_s) \\
\text{Γ} \vdash \text{∀ X_p. Self} \cup \overrightarrow{X_j} : D (\overrightarrow{X_i}) \Rightarrow A_D (\overrightarrow{X_p}) : \beta_a \Rightarrow (\forall X_p. \text{fn}(\text{S}_D (\overrightarrow{X_p})) \Rightarrow \tau_a, \theta_a) \\
\text{Γ, X_p} \vdash D (\overrightarrow{X_i}) \Rightarrow \{D_d(\overrightarrow{u_{d_n}}), A_d \Rightarrow * \} \\
\text{A_d} :: \overrightarrow{X_d} \\
\text{u_obj} = \exists T : D (\overrightarrow{X_i}, A_D, \text{d} (T, [T/\text{Self} \cup \overrightarrow{\pi_m}]) \Rightarrow \overrightarrow{X_d}) \\
\pi_d = u_{\text{obj}} : D_d (\{u_{/\text{Self} \cup \overrightarrow{\pi_m}}u_{d_n}, A_d \Rightarrow \overrightarrow{X_d}) \\
\text{Γ, X_i, X_d} \vdash X_i, X_d, \text{π_d} \Rightarrow (\overrightarrow{x_d, c_d}) \Rightarrow \overrightarrow{\text{π_d} \Rightarrow \overrightarrow{\text{e_d}, \text{π_d} \Rightarrow \overrightarrow{\text{x_d}}}} \\
\text{Γ} \vdash \text{∀ X_i, X_d, \text{π_d} \Rightarrow \overrightarrow{\text{x_d}} \Rightarrow (\overrightarrow{\text{\forall X_i, X_d, \text{π_d} \Rightarrow \overrightarrow{\text{x_d}}}}) \\
\text{trait} D (\overrightarrow{X_i}) \text{ for Self} \cup \overrightarrow{X_j} \\
\text{Γ} \vdash \text{where \overrightarrow{π_j}} \text{\{f : \sigma'\}} \\
\text{Γ} \vdash \text{type} A : \overrightarrow{\beta_a}; \\
f : \tau; \} \\
\text{Γ, X_p} \vdash \text{A_D (X_p) : axiom} c_{D,a} : \theta_a; \text{ axiom} c_{D,s} : \theta_s; \text{ struct} S_D (\overrightarrow{X_p}) \{f : \sigma', x_s : \tau_s, x_a : \tau_a\} \\
f : \sigma'' = \Lambda X_p. \text{fn}(x_D : S_D (\overrightarrow{X_p}))(x_D.f); \\
x_{D,s} : \forall X_p. \text{fn}(S_D (\overrightarrow{X_p})) \Rightarrow \tau_s = \Lambda X_p. \text{fn}(x_D : S_D (\overrightarrow{X_p}))(x_D.x_s); \Rightarrow \overrightarrow{\text{a}} \\
x_{D,a} : \forall X_p. \text{fn}(S_D (\overrightarrow{X_p})) \Rightarrow \tau_a = \Lambda X_p. \text{fn}(x_D : S_D (\overrightarrow{X_p}))(x_D.x_a); \Rightarrow \overrightarrow{\text{a}} \\
x_{d} : \forall X_i, X_d, \text{ω_d} \Rightarrow \tau_d = \Lambda X_i, X_d. \text{ω_d} \Rightarrow \text{fn}(x_{d,m} : \tau_{d,m}) \Rightarrow \overrightarrow{\text{e_d}}; \Rightarrow \overrightarrow{\text{a}} \\
\text{axiom} c_{d} : \forall X_i, X_d, u_d \Rightarrow X_d; \\
(D (\overrightarrow{X_i}) \text{ where } \text{π}) \text{ Self} \cup \overrightarrow{\text{D}} : D_{d}(\overrightarrow{u_{d_n}}, A_{d} \Rightarrow \overrightarrow{\text{a}}) \Rightarrow \overrightarrow{\text{A}} : \overrightarrow{\text{a}} \\in \text{Γ} \Rightarrow D_{d}(\overrightarrow{u_{d_n}}, A_{d} \Rightarrow \overrightarrow{\text{a}}) \Rightarrow \overrightarrow{\text{β_{d}}}; \\
\text{Γ} \Rightarrow D (\overrightarrow{u_{d_n}}, A_{d} \Rightarrow \overrightarrow{\text{a}}) \Rightarrow \overrightarrow{\text{β_{d}}}; \\
\text{D (\overrightarrow{u_{d_n}}, A_{d} \Rightarrow \overrightarrow{\text{a}}) \Rightarrow \overrightarrow{\text{β_{d}}}}) \\
\text{Γ} \Rightarrow D (\overrightarrow{u_{d_n}}, A_{d} \Rightarrow \overrightarrow{\text{a}}) \Rightarrow \overrightarrow{\text{β_{d}}}; \\
\text{D (\overrightarrow{u_{d_n}}, A_{d} \Rightarrow \overrightarrow{\text{a}}) \Rightarrow \overrightarrow{\text{β_{d}}}})
\end{align*}\]

\textbf{Figure 7.5: MiniRust: well-typed object-safe traits with translation}
\[
\Gamma \mid \Theta \vdash \pi \Rightarrow \pi' \Rightarrow \gamma
\]

\[
\Gamma \mid \Theta_1, \Theta_2 \vdash u_1 \sim u_2 \Rightarrow \gamma_1 \quad \Gamma \mid \Theta_1, \Theta_2 \vdash u_1' \sim u_2' \Rightarrow \gamma_1' \quad \Gamma \mid \Theta_1 \vdash \text{wf } u_2 : D(u_2, \alpha \mapsto \star)
\]

\[
\Gamma \mid \Theta_1 \mid \Theta_2 \vdash u_1 : D(u_1, \alpha \mapsto \star) \Rightarrow u_2 : D(u_2, \alpha \mapsto \star) \Rightarrow S_D(\gamma_1, \gamma_1')
\]

\[
\Gamma \mid \Theta_1, \Theta_2 \vdash u_1 \sim u_2 \Rightarrow \gamma_1 \quad \Gamma \mid \Theta_1, \Theta_2 \vdash u_1' \sim u_2' \Rightarrow \gamma_1'
\]

\[
\Gamma \mid \Theta_1, \Theta_2 \vdash u_3 \sim u_4 \quad \Gamma \mid \Theta_1 \vdash \text{wf } u_2 : D(u_2, A \mapsto u_2)
\]

\[
\Gamma \mid \Theta_1 \mid \Theta_2 \vdash u_1 : D(u_1, A \mapsto u_3) \Rightarrow u_2 : D(u_2, A \mapsto u_4) \Rightarrow S_D(\gamma_1, \gamma_1')
\]

\[
\Gamma \vdash \pi \Rightarrow \beta \Rightarrow \epsilon^I
\]

\[
(D_1(X_1) \text{ where } _a \text{Self}_U(\text{path1}) \beta_s \Rightarrow x_s, \ldots, _a) \quad (D_3(\text{path2}) \beta_3 \Rightarrow x_3) \quad \epsilon^I)
\]

\[
\Gamma \mid \Theta \vdash \theta_d \Rightarrow (_a \text{c}_d') \vdash_{os} u_{obj} : D(u, A \mapsto X) \Rightarrow (\epsilon^I_D, \pi_s \Rightarrow x_s', \pi_a \Rightarrow x_a')
\]

where
\[
u_{obj} = \exists T : D_{obj}(X_h, A_{D_d}(T, u_{nd}) \Rightarrow X_d)
\]

\[
(D(X_i) \text{ where } _a \text{Self}_U(\text{path1}) \beta_s \Rightarrow x_s, A \Rightarrow \alpha, f, \text{obj-safe}) \in \Gamma
\]

\[
\Gamma \mid \Theta \mid \theta_d \Rightarrow (_a \text{c}_d') \vdash u_{obj} : [u_{obj}/\text{Self}_U(u/X)]\beta_s \Rightarrow x_s \Rightarrow \gamma_s
\]

\[
\Gamma \mid \Theta \mid \theta_d \Rightarrow (_a \text{c}_d') \vdash_{os} A_{D} \cup_{(u_{obj}/\text{Self}_U(u/X), \beta_a \Rightarrow x_a, f, \text{obj-safe})} \in \Gamma
\]

\[
(f : \forall \text{Self}_U(X_i, (\text{Self}_U : D(X_i)) \Rightarrow fn(\& \text{Self}_U, \tau_m \mapsto \tau_R) \in \Gamma
\]

\[
\Gamma \mid \Theta \vdash \text{wf } \forall \text{Self}_U(X_i, (\text{Self}_U : D(X_i)) \Rightarrow fn(\& \text{Self}_U, \tau_m \mapsto \tau_R)
\]

\[
\Rightarrow \forall \text{Self}_U(X_i, fn(S_D(\text{Self}_U, X_i)) \Rightarrow fn(\& \text{Self}_U, \tau_m \mapsto \tau_R)
\]

\[
\Gamma \mid \Theta, u_{obj} : D_{obj}(X_h) \vdash_{\text{wf } u_{obj}} : D(u, A \mapsto X) \Rightarrow S_D(u_{obj}, u^I_{1})
\]

\[
(A_{D} \cup T, u_{nd} \mapsto X_d)
\]

\[
\Gamma' \mid \Theta' \vdash [T/\text{Self}_U(u/X)]\tau_R \sim [u_{obj}/\text{Self}_U(u/X)]\tau_R \Rightarrow \gamma_m
\]

\[
\Gamma' \mid \Theta' \vdash [u_{obj}/\text{Self}_U(u/X)]\tau_m \sim [T/\text{Self}_U(u/X)]\tau_m \Rightarrow \gamma_m
\]

\[
\Gamma' = \Gamma, T
\]

\[
\Theta' = \Theta, \theta_d \Rightarrow (_a \text{c}_d'), T : D_{obj}(X_h), T : D_{D}(u_{nd}, A \mapsto X_d) \Rightarrow (_a c_d)
\]

\[
\Gamma, T \vdash D_{obj}(X_h) \Rightarrow D(u^I_{1}) \Rightarrow e^p
\]

\[
e^p = S_D(u^t_{obj}, u^I_{1})
\]

\[
f : \text{fn}(x_{obj} : &u'_{obj}, x_m : u'_{obj}/\text{Self}_U[u'_{I}/X_i] \tau_m) \{
\]

let \((T, x_{val}, \text{dict}, \text{nd}) = \text{unpack } x_{obj} \in\)
\[
x_{\text{dict}, e^p}(x_{\text{val}, x_m} \mapsto \gamma_m \mapsto \gamma),
\]

\[
x_s : x_s' \mapsto \text{sym } (\gamma_s),
\]

\[
x_s : x_s' \mapsto \text{sym } (\gamma_s)
\]

\textbf{Figure 7.6:} MiniRust: auxiliary object-safe trait relations with translation
7.6.3 Translating object-safe traits

Figure 7.5 presents the object-safe trait typing rule, (obj-trt). In addition to the RustIn items produced by non-object-safe traits in rule (trait), translation of object-safe traits contains items that correspond to the trait object constraint schemes output by the rule. The items include top-level term declarations $\overline{x_d}$ and type equality axioms $c_d$. The terms assigned to $x_d$ are polymorphic functions. They take as input the coercions and dictionaries corresponding to the supertrait and associated type constraints $\overline{\pi_d}$, which we obtain using the auxiliary relation $\Gamma \vdash_{os}$ . The functions’ return values are dictionaries $e_d$, also obtained from the relation $\Gamma \vdash_{os}$, that serve as evidence that the trait’s descriptor implements the traits $D$ in the descriptor’s supertrait hierarchy. The type equality axioms $c_d$ are translations of the associated type instantiations in the trait object constraint schemes.

The auxiliary relation $\Gamma \vdash \theta_d : \langle \_, e_d' \rangle \vdash_{os} u_{obj} : D (\overline{u_i}, A \rightarrow X) \rightsquigarrow (e_D', \pi_s \rightsquigarrow x_s', \pi_a \rightsquigarrow x_a')$ is presented in figure 7.6. The relation is extended to include in its outputs the dictionary $e_D'$ corresponding to constraint $u_{obj} : D (\overline{u_i}, A \rightarrow X)$. The relation also includes variable names $x_s'$, $x_a'$ for the dictionaries corresponding to the supertrait constraints $\overline{\pi_s}$ and associated type constraints $\overline{\pi_a}$. The variables are used in the construction of the trait object dictionary $e_{D'}$, since in (obj-trt)'s output, the dictionary is abstracted over them.

The side conditions

\[
\Gamma \vdash \theta_d : \langle \_, e_d' \rangle \vdash u_{obj} : [u_{obj}/\text{Self}_{U}][u_{i}/X_{i}] \beta_s \Rightarrow \pi_s \rightsquigarrow \gamma_{s}^{s} \\
\Gamma \vdash \theta_d : \langle \_, e_d' \rangle \vdash A_{D} (u_{obj}, \overline{u_i}) : [u_{obj}/\text{Self}_{U}][u_{i}/X_{i}] \beta_a \Rightarrow \pi_a \rightsquigarrow \gamma_{a}^{a}
\]

give us the constraints $\overline{\pi_s}$ and $\overline{\pi_a}$, which are type parameter-wise equivalent to the supertrait and associated type constraints of the trait $D$ instantiated with types $u_{obj}, \overline{u_i}$. The coercions $\gamma_{s}^{s}$ and $\gamma_{a}^{a}$ relate the dictionaries of the constraints from the left-hand side of the arrow $\Rightarrow$ with the dictionaries of their equivalent constraints from the right-hand side of the arrow.

To construct the dictionary $e_D'$ we use the coercions from the helper relation as well as the coercions $\gamma_{s}^{s}, \gamma_{a}^{a}$ that result from the type equality constraints on the trait function’s argument and return types. The coercions help ensure that the the struct’s fields are well-typed.

We also introduce a helper relation $\Gamma \vdash \pi \rightsquigarrow \beta \rightsquigarrow e'$, which provides a path $e'$ from the dictionary of $\pi$ to the trait function of the dictionary corresponding to the bound of $\beta$. The relation is defined for bounds $\beta$ that are in the supertrait hierarchy of the constraint $\pi$.

In the body of $e_D'$, the function $f$, representing $D$’s trait function, unpacks the trait object $x_{obj}$ and applies the function contained in the dictionary $x_{dict}$ encapsulated in the object. We apply the coercions $\gamma_{m}$ and $\gamma$ to ensure that the body of $f$ is well-typed.

The fields $\overline{x_s}$ and $\overline{x_a}$ in $e_D'$ correspond to $D$’s supertrait and associated type constraint dic-
Figure 7.7: MiniRust: well-typed programs with translation

7.6.4 Translating programs

The program typing and translation rule is presented in figure 7.7. The rule is straightforward. A well-typed program simply translates to a concatenation of the partial RustIn programs generated from its items.

7.7 Type preservation of translation

Before we present the theorems of type preservation, we need to be able to reason about what constitutes a well-formed environment. The well-formed environments judgment is presented in figure 7.8. Intuitively, in a well-formed environment, all of its members are well-formed. A well-formed trait information tuple in a typing environment means that the trait satisfies the side conditions as prescribed by the (trait) or (obj-trt) rule. The rules in the figure also include translations to corresponding RustIn environments.

We first show that well-typed MiniRust terms translate to well-typed RustIn terms and the types of both terms are also related by translation.

Theorem 7.1 (Translation of terms preserves well-typedness). If:

- $\Gamma | \Theta \vdash e : \tau \rightsquigarrow e'$ and
- $\Gamma | \Theta \vdash \text{WF} \tau \rightsquigarrow \tau'$ and
- $\langle \Gamma, \Theta \rangle \rightsquigarrow \langle \Gamma', \Theta' \rangle$,

then $\Omega' | \Gamma' | \emptyset \vdash \text{T} e' : \tau'$.

The subscript $T$ in $\Omega' | \Gamma' | \emptyset \vdash \text{T} e' : \tau'$ signals that we are referring to a RustIn judgment (specifically the well-typed terms judgment in figure 6.4).

We then show that well-typed MiniRust items translate to well-typed RustIn items:
(Well-formed typing environments)

\[
\begin{align*}
\Gamma | \Theta \vdash \Gamma \leadsto \langle \Omega^f, \Gamma^f \rangle \\
(\Gamma \varnothing) & \quad \frac{\Gamma | \Theta \vdash \varnothing \leadsto \langle \varnothing, \varnothing \rangle}{} \\
(\Gamma X) & \quad \frac{\Gamma | \Theta \vdash \Gamma' \leadsto \langle \Omega^f, \Gamma^f \rangle \quad \Gamma | \Theta \vdash \Gamma', \chi : \Omega \vdash \langle \Omega^f, \chi : \Omega \rangle}{} \\
(\Gamma \text{var}) & \quad \frac{\Gamma | \Theta \vdash \Gamma' \leadsto \langle \Omega^f, \Gamma^f \rangle \quad \Gamma | \Theta \vdash \Gamma', \sigma \vdash \langle \Omega^f, \sigma \rangle}{} \\
(\Gamma \text{set}) & \quad \frac{\Gamma | \Theta \vdash \Gamma' \leadsto \langle \Omega^f, \Gamma^f \rangle \quad \Gamma | \Theta \vdash \Gamma', \tau_i \vdash \tau^f_i}{} \\
(\Gamma \text{trt}) & \quad \frac{\Gamma | \Theta \vdash \Gamma' \leadsto \langle \Omega^f, \Gamma^f \rangle \quad \Gamma | \Theta \vdash \Gamma', \Omega \vdash \langle \Omega^f, \Omega \rangle}{} \\
\end{align*}
\]

(Well-formed constraint environments)

\[
\begin{align*}
\Gamma | \Theta \vdash \Theta \leadsto \langle \Omega^f, \Gamma^f \rangle \\
(\Theta \varnothing) & \quad \frac{\Gamma | \Theta \vdash \varnothing \leadsto \langle \varnothing, \varnothing \rangle}{} \\
(\Theta \theta) & \quad \frac{\Gamma | \Theta \vdash \theta \leadsto \langle \Omega^f, \Gamma^f \rangle \quad \Gamma | \Theta \vdash \Theta', \theta \vdash \langle \Omega^f, \theta \rangle}{} \\
(\Theta \Theta) & \quad \frac{\Gamma | \Theta \vdash \Theta \leadsto \langle \Omega^f, \Theta \rangle \quad \Gamma | \Theta \vdash \Theta', \Theta \vdash \langle \Omega^f, \Theta \rangle}{} \\
\end{align*}
\]

(Well-formed environments)

\[
\begin{align*}
\Gamma | \Theta \vdash \Gamma \leadsto \langle \Omega^f_1, \Gamma^f_1 \rangle \quad \Gamma | \Theta \vdash \Theta \leadsto \langle \Omega^f_2, \Gamma^f_2 \rangle \\
\Omega^f = \Omega^f_1 \cdot \Omega^f_2 \quad \Gamma^f = \Gamma^f_1 \cdot \Gamma^f_2 \\
(\text{tr-envs}) & \quad \frac{\Gamma | \Theta \vdash \Gamma \leadsto \langle \Omega^f_1, \Gamma^f_1 \rangle \quad \Gamma | \Theta \vdash \Theta \leadsto \langle \Omega^f_2, \Gamma^f_2 \rangle}{} \\
\end{align*}
\]

\section*{Figure 7.8: MiniRust: well-formed environments with translation}

\begin{theorem} \textbf{(Translation of items preserves well-typedness).} Suppose \( \Gamma' \subseteq \Gamma \) and \( \Theta' \subseteq \Theta \).

If \( \Gamma | \Theta \vdash \text{item} : \Gamma' | \Theta' \leadsto \langle \Omega^f_1, \Gamma^f_1 \rangle \) and \( \langle \Gamma, \Theta \rangle \leadsto \langle \Omega^f, \Theta^f \rangle \),

then there are some \( \Omega^f_1, \Omega^f_2, \Gamma^f_1, \Gamma^f_2, \Omega^f_i, \Gamma^f_i \) such that:

\begin{itemize}
  \item \( \Gamma | \Theta \vdash \Gamma' \leadsto \langle \Omega^f_1, \Gamma^f_1 \rangle \),
  \item \( \Gamma | \Theta \vdash \Theta' \leadsto \langle \Omega^f_2, \Gamma^f_2 \rangle \),
  \item \( \Omega^f \vdash \Gamma^f \vdash \text{item} : \Omega^f_i \vdash \Gamma^f_i \),
  \item \( \Omega^f_i = \Omega^f_1 \cdot \Omega^f_2 \) and
  \item \( \Gamma^f_i = \Gamma^f_1 \cdot \Gamma^f_2 \).
\end{itemize}
\end{theorem}
Finally, we show that well-typed MiniRust programs translate to well-typed RustIn programs and that their resulting environments are related by the translation rules in figure 7.8.

**Theorem 7.3 (Translation of programs preserves well-typedness).** If \( \vdash \text{pgm} \rightsquigarrow \text{pgm}^t : \Gamma \mid \Theta \) and then there are some \( \Omega^t, \Gamma^t \) such that \( \langle \Gamma, \Theta \rangle \rightsquigarrow \langle \Omega^t, \Gamma^t \rangle \) and \( \vdash_T \text{pgm}^t : \Omega^t \mid \Gamma^t \).

Proofs of the above theorems can be found in appendix B.

### 7.8 Discussion

#### 7.8.1 Type safety of MiniRust

To prove that well-typed MiniRust programs are type-safe, we must show that their RustIn translations satisfy the requirements for type safety, as defined in theorem 6.3. One of those requirements is that the top-level items must include a function `main` of type `fn() -> ()`, which we already enforce in MiniRust. Another requirement is that the top-level environment \( \Omega^t \) produced in \( \vdash_T \text{pgm}^t : \Omega^t \mid \Gamma^t \) must be consistent, as specified in definition 6.4. One necessary condition for consistency is that source programs should not have overlapping impls. We discuss impl overlap and how it may affect consistency in the next chapter.

#### 7.8.2 Monomorphization

As mentioned in chapter 2, to prevent traits and generics-based abstractions from introducing runtime overhead in Rust, generic items are monomorphized at compile-time, i.e., the compiler performs a translation pass on the program where generic items are translated to their monomorphic versions based on types with which they are used in the program. Our formalization of the runtime semantics of MiniRust, through a translation to an internal language where dictionaries corresponding to traits are passed around at runtime, is quite different from the Rust compilation model. While our specification of the operational semantics of MiniRust programs does not reflect Rust’s runtime cost model, through evidence-based translation we are able to reason more clearly about the modular qualities of traits and about type safety of programs with traits. In particular, the trait dictionary structure gives us a clear insight into what is required for a type to implement a trait. We conjecture, however, that trait dictionaries in RustIn programs can still be compiled away and that RustIn generic items can be monomorphized similarly to the monomorphization process in Rust. As such, RustIn can serve as an intermediate language between MiniRust and some other monomorphic target language.
Chapter 8

Coherence

As we discussed in the previous chapter, in languages with type-based overloading, such as Rust, the operational meaning of a term may depend on its type. It is common to define the operational semantics of such languages in terms of a type-based translation to a target language where the overloads have already been resolved, as we have done in this thesis. However, if the type system is non-deterministic, in the sense that it allows a term to have different types, then such a term may produce different translations.

Coherence is a property of a type system where the meaning of a term does not depend on the way it was type-checked [10]. Therefore, in a coherent type system, a program with two different typing derivations, once evaluated, should produce the same observable result. It is a desirable property, especially in a system focused on predictability.

The type system of MiniRust, in the absence of restrictions, is in fact incoherent. For instance, an ambiguous trait function call, where the arguments provided to the trait function do not provide enough information to determine the trait parameter instantiations used in the call, can result in not knowing which impl to use to resolve it. For example, consider the following two traits (using Rust syntax):

```rust
trait FromString {
    fn from_str(String) -> Self
}

trait ToString {
    fn to_str(self) -> String
}
```

Suppose that both FromString and ToString have implementations for floats f64 and integers i32. Then, in the variable declaration

```rust
let x = to_str(from_str("5"));
```
we know that x has type String but there is no way to know which implementations of from_str and to_str are to be used.

Ambiguity problems like the above can be solved by simply requiring the programmer to provide type annotations (in Rust, from_str has to be called using the explicit UFCS, since it is not a method). However, if there is ambiguity in impl matching that is due to overlapping impl declarations, type annotations cannot solve the problem. Consider the following two imps of FromString:

```rust
impl<T> FromString for T { NNN }
impl FromString for f64 { NNN }
```

The first impl is a blanket impl: it implements FromString for all types. Thus, the following call to from_str:

```rust
let y: String = ... 
let x: f64 = from_str(y);
```

is ambiguous as both implementations of from_str can be used to resolve it. Therefore, Rust includes rules that ensure trait coherence: that for every concrete instantiation of trait parameters there is at most one matching impl.

In the context of the subset of Rust formalized in MiniRust, where programs do not include external library dependencies, this simply means that we must not allow overlap in impl declarations. Specifically, for any given two imps that produce constraint schemes \(\theta_1 = \forall X_i. \pi_j \Rightarrow \pi_1\) and \(\theta_2 = \forall X_k. \pi_l \Rightarrow \pi_2\) we must ensure that there is no type substitution \(\phi = [u/X]\) that maps type variables to types such that \(\phi(\pi_1) = \phi(\pi_2)\) and \(\Gamma \vdash \phi(\pi)\) for all \(\pi \in \{\pi_j, \pi_l\}\), where \(\Gamma\) and \(\Theta\) are the top-level typing and constraint environments respectively.

However, in the presence of library dependencies, traits and imps from external crates—Rust compilation units, which can be libraries—come into scope. If we want library writers to safely extend their crates without introducing incoherence in their user crates, while allowing users to implement external traits, more care must be taken to ensure trait coherence. In this chapter, we consider the current rules that are meant to ensure trait coherence in Rust in the presence of external crate dependencies. We extend the type system of NanoRust, presented in chapter 3, with crates and we adapt the Rust trait coherence rules to our model. We then show that the rules satisfy the guarantees that they are set to satisfy. Finally, we briefly discuss the pieces needed to extend our theorems and proofs to MiniRust and we discuss the role of trait coherence in proving type safety of MiniRust. Note that in our formal development in this chapter we disregard supertrait constraint schemes generated by trait declarations. We discuss their implications on trait coherence in section 8.4.
8.1 Crates and trait coherence

Crates are the compilation units in Rust. A crate is usually either a library crate or an executable crate that is compiled to a binary. The programmer can declare a dependency on an external crate by declaring

```rust
extern crate my_lib;
```

at the top of the program, where `my_lib` is the name of the crate used.

To access an item of an external crate, we specify the path to the item that includes the crate name. For example, we write

```rust
let x = my_lib::lib_function();
```

to call the function `lib_function` declared in the `my_lib` crate.

When we declare a dependency on an external crate, all traits and impls from that crate come into scope. This means that, even though the imported crate does not contain overlapping impls, the impls declared in that crate could overlap with impls from other crates that are in scope. Suppose the trait `ToString` is declared in the standard library crate but it doesn’t have any impls. Then suppose that we have two library crates `lib1` and `lib2`, both dependent on the standard library:

<table>
<thead>
<tr>
<th>lib1</th>
<th>lib2</th>
</tr>
</thead>
<tbody>
<tr>
<td>fn lib1_function() { ... }</td>
<td>fn lib2_function() { ... }</td>
</tr>
<tr>
<td>impl ToString for i32 { ... }</td>
<td>impl ToString for i32 { ... }</td>
</tr>
</tbody>
</table>

If we want to use both `lib1_function` and `lib2_function` in our code, we have to import both `lib1` and `lib2` and thus we would have two conflicting implementations of `ToString` for `i32`.

As such, Rust enforces trait coherence rules, in the form of an overlap check and an orphan rule. The orphan rule effectively restricts the impls that can be declared in a crate. The general idea behind the rule is that an orphan impl—an impl that implements an external trait—can only be implemented for some local type (a type declared in the impl's local crate). The goal of the orphan rule, along with the overlap check, is to make sure that crate dependencies can be added safely, without causing impl overlap. Moreover, the trait coherence rules are designed in a way that is meant to give library writers the freedom to add non-blanket impls without breaking any downstream crates—crates that depend on the library. The trait coherence rules in Rust, including the orphan rule, are documented in [2].
8.2 NanoRust with crates

We now introduce crates to the type system of NanoRust. $K \in \text{CRATE}$ ranges over crate names. We introduce a new crate environment $\Pi$ defined as follows:

$$\Pi ::= \langle K, \Gamma, \Theta \rangle$$

The tuple $(\langle K, \Gamma, \Theta \rangle)$ represents the contents of a crate. Specifically, it includes a set of crate identifiers $K$ that are imported by the crate, and it includes local environments $\Gamma, \Theta$ representing the impls and typings of the items declared in the crate. The crate environment $\Pi$ is then a set of bindings of crate identifiers to their tuples.

To facilitate reasoning about typing and constraint environments that span multiple crates we will use the following metafunctions:

- $\text{tenv}(\Pi, K) = \text{tenv}(\Pi, K)_i, \Gamma$ where $\Pi(K) = (\langle K, \Gamma, \Theta \rangle)$
- $\text{cenv}(\Pi, K) = \text{cenv}(\Pi, K)_i, \Theta$ where $\Pi(K) = (\langle K, \Gamma, \Theta \rangle)$
- $\text{ltenv}(\Pi, K) = \Gamma$ where $\Pi(K) = (\langle K, \Gamma, \Theta \rangle)$
- $\text{lcenv}(\Pi, K) = \Theta$ where $\Pi(K) = (\langle K, \Gamma, \Theta \rangle)$

The functions $\text{tenv}(\Pi, K)$ and $\text{cenv}(\Pi, K)$ respectively output the typing and constraint environments that are in scope in crate $K$, including the environments of $K$'s ancestor crates. The functions $\text{ltenv}(\Pi, K)$ and $\text{lcenv}(\Pi, K)$, on the other hand, respectively output the typing and constraint environments local to the trait $K$—environments that describe items declared directly in the crate $K$.

Note that the metafunctions $\text{tenv}(\Pi, K)$ and $\text{cenv}(\Pi, K)$ are recursive. To ensure that they are well-founded or terminating, we restrict $\Pi$ to not have any circular crate dependencies. We will maintain this restriction on crate environments throughout this chapter.

To help us reason about crate dependencies, we introduce a crate dependency relation $\Pi \vdash K_1 \sqsubseteq K_2$, which we read as “crate $K_1$ is dependent on crate $K_2$ under crate environment $\Pi$”. We define the relation formally as follows:

- $\Pi \vdash K_1 \sqsubseteq K_2$ if $K \in \text{dom}(\Pi)$
- $\Pi \vdash K_1 \sqsubseteq K_2$ if $K \in \text{dom}(\Pi)$
- $\Pi \vdash K_1 \sqsubseteq K_2$ if $\Pi \vdash K \sqsubseteq K$
- $\Pi \vdash K_1 \sqsubseteq K_2$ if $\Pi \vdash K \sqsubseteq K$

The restriction on circular crate dependencies can then be stated formally as follows: “if $\Pi \vdash K_1 \sqsubseteq K_2$ and $\Pi \vdash K_2 \sqsubseteq K_1$ then $K_1 = K_2$”.

We can extend the syntax of programs in NanoRust to include crate importing statements:

$$\text{pgm ::= \text{extern} K ; \text{item}}$$
A program, which is also a crate, then consists of `extern` statements, which declare dependencies on some external crates \( \overline{K} \), and a collection of items. To reflect the change in the program syntax, we adapt the NanoRust program typing relation \( \vdash \text{pgm} : \Gamma \mid \Theta \) to use the crate environment \( \Pi \). We can read the new relation, \( \Pi \vdash K \triangleright \text{pgm} : \Pi' \), as “under crate environment \( \Pi \), the crate \( K \) corresponding to program \( \text{pgm} \) produces a crate environment \( \Pi' \)”. We use a single rule to define the relation:

\[
\frac{\Gamma \mid \Theta \vdash \text{item}_i : \Gamma_i \mid \Theta_i}{\Pi \vdash K \triangleright \text{extern } \overline{K}_j; \text{item}_i : [K : \{(\overline{K}_j), \Gamma_i, \Theta_i\}]}
\]

The rule is similar to the original NanoRust program typing rule in figure 3.4. The typing and constraint environments \( \Gamma, \Theta \), used in the item typing premises, include the environments from the imported crates \( \overline{K}_j \). The output of the (pgm) rule is a binding of the current crate identifier \( K \) to its tuple, which contains the identifiers of the imported crates and the local environments corresponding to the items in \( K \).

Our extension to NanoRust does not include paths that qualify references to items from external crates (e.g. `crate_name::function()`). We simply assume that all items in all crates in \( \Pi \) have unique identifiers.

### 8.3 Trait coherence in NanoRust with crates

The mechanism that ensures trait coherence in Rust consists of two parts: the orphan rule and the overlap check. Roughly speaking, the orphan rule ensures that an impl doesn’t implement a non-local trait for a non-local type.

We first define a local type as a type of a struct declared in the local crate or a reference to a local type. We present the definition in the relation \( \Pi \vdash_{LT} K \triangleright \tau \), which we read as “under crate environment \( \Pi \), the type \( \tau \) is local to crate \( K \)”. The relation is defined as follows:

\[
\frac{\text{Itenv} (\Pi, K) \vdash S}{\Pi \vdash_{LT} K \triangleright S (_{\overline{\tau}})} \quad \frac{\Pi \vdash_{LT} K \triangleright \tau}{\Pi \vdash_{LT} K \triangleright \& \tau}
\]

The rule (l-struct) uses in its premise the helper relation \( \Gamma \vdash S \), defined in figure 8.1, which proves that the struct \( S \) is in scope of the typing environment \( \Gamma \).

We can now state the orphan rule for NanoRust with crates:
Definition 8.1 (Orphan rule). Under crate environment $\Pi$, a constraint $\tau_0 : D(\tau_1, \ldots, \tau_n)$ obeys the orphan rule with respect to crate $K$ if either:

- trait $D$ is local to crate $K$, or

- there is a type $\tau_L$ in $[\tau_0, \tau_1, \ldots, \tau_n]$ such that $\Pi \vdash_{LT} K \triangleright \tau_L$ and, for all types $\tau_i$ that precede $\tau_L$ in the above sequence, $FV(\tau_i) = \phi$.

We can restate the above definition as a relation $\Pi \vdash_{OR} K \triangleright \pi$ defined below:

\[
\begin{align*}
&\text{(orph1) } \Pi \vdash_{OR} K \triangleright D \quad \Pi \vdash_{OR} K \triangleright D(\tau_i) \\
&\text{(orph2) } \Pi \vdash_{LT} K \triangleright \tau \quad \Pi \vdash_{OR} K \triangleright \tau : D(\tau_i) \\
&\text{(orph3) } \Pi \vdash_{LT} K \triangleright \tau \quad FV(\tau_0, \tau_i) = \phi \\
&\Pi \vdash_{OR} K \triangleright \tau_0 : D(\tau_i, \tau, \tau_j)
\end{align*}
\]

The side condition in rule (orph1) uses a helper relation, defined in figure 8.1, that ensures that the trait $D$ is in scope of the local typing environment of crate $K$.

We say that a constraint scheme $\forall T_1, T_2 \Rightarrow \pi$ obeys the orphan rule with respect to some crate $K$ if and only if its end constraint $\pi$ obeys the orphan rule with respect to $K$. It is also worth noting that we are not keeping track of free type variables in scope—we simply don’t need to.

The other component of the trait coherence system in Rust is the overlap check, which ensures that two impls don’t overlap. In Rust, whenever an impl is declared in some crate $K$, the overlap check verifies that the impl doesn’t overlap with any other impls that are in scope. When checking for overlap, if there is a trait parameter instantiation that unifies the two impls, we must verify the constraints in both impls’ where-clauses to ensure that at least one of them is not satisfied. The constraint satisfaction check used to do so is strictly more permissive than the one used for resolving trait method calls (whose corresponding constraint entailment relation in NanoRust is presented in figure 3.2). In particular, we assume that constraints that do not satisfy the orphan rule for the current crate are satisfied, because the crate in which the constraint satisfies the orphan rule, could add a corresponding impl in the future. Similarly, blanket constraints—which are, roughly speaking, trait constraints where at least one trait parameter is a type variable—are considered satisfied as well. Consider the following pair of impls:

\begin{verbatim}
impl<T> MyTrait for T where T: Foo { ... }
impl<T> MyTrait for T where T: Bar { ... }
\end{verbatim}

To conclude that the above two impls don’t overlap, we would have to prove that the traits $\text{Foo}$ and $\text{Bar}$ are mutually exclusive—that there is no type $\tau$ such that both $\tau : \text{Foo}$ and $\tau : \text{Bar}$ are satisfied. There is no way to guarantee that no external crate will implement both $\text{Foo}$ and $\text{Bar}$ for the same type, so the above two impls are considered overlapping.
We formalize constraint satisfaction in the context of an overlap check in a new crate-aware constraint entailment relation. Before we present the new constraint entailment rules, we introduce a new syntactic set $B \in \text{BLANKETTYPE}$ defined as follows:

$$B ::= T | \&B$$

A blanket type is thus a type variable or a reference to a blanket type. We then define the new crate-aware constraint entailment relation $\Pi | \Theta \vdash K \triangleright \pi$ below:

$$(\text{cons}) \quad \forall T_i. \pi_j \Rightarrow \pi \in \Theta \quad \frac{}{\Pi | \Theta \vdash K \triangleright \tau_j / T_i \pi_j}$$

$$(\text{blanket1}) \quad \frac{\Pi | \Theta \vdash \tau :: D \langle \tau_i, B, \tau_j \rangle}{\Pi | \Theta \vdash K \triangleright \pi}$$

$$(\text{blanket2}) \quad \frac{\Pi | \Theta \vdash \tau : D \langle \tau_i, B, \tau_j \rangle}{\Pi | \Theta \vdash K \triangleright \pi}$$

$$(\text{orphan}) \quad \frac{\Pi \not\vdash_{\text{OR}} K \triangleright \pi}{\Pi | \Theta \vdash K \triangleright \pi}$$

The relation is parameterized by the local crate $K$. In rule (orphan), $\not\vdash_{\text{OR}}$ denotes the complement of $\vdash_{\text{OR}}$. Note that the set of constraints entailed in this relation, with respect to some constraint environment $\Theta$, is a strict superset of the set of constraints entailed in the NanoRust constraint entailment relation from figure 3.2.

**Theorem 8.1.** If $\Gamma | \Theta \vdash \pi$ then $\Pi | \Theta \vdash K \triangleright \pi$ for any crate environment $\Pi$ and crate $K$.

**Proof.** Straightforward induction on derivations $\Gamma | \Theta \vdash \pi$. \hfill \square

We can now formally state the definition of non-overlapping impls:

**Definition 8.2 (Non-overlapping impls).**

Given two impls with corresponding constraint schemes:

$$\theta_1 = \forall T_i. \pi_j \Rightarrow \pi_1 \in \text{lcenv}(\Pi, K_1)$$

$$\theta_2 = \forall T_k. \pi_j \Rightarrow \pi_2 \in \text{lcenv}(\Pi, K_2),$$

we say that $\theta_1$ and $\theta_2$ don't overlap under $\Pi, \Theta$ iff for each type substitution $\phi = [\tau / T]$ such that $\phi(\pi_1) = \phi(\pi_2)$, there is a constraint $\pi \in \langle \pi_j, \pi_i \rangle$ such that $\Pi | \Theta \not\vdash K \triangleright \phi(\pi)$ where

$$K = \begin{cases} K_1 & \text{if } \Pi \vdash K_1 \sqsubseteq K_2 \\ K_2 & \text{if } \Pi \vdash K_2 \sqsubseteq K_1 \\ \text{any } K \in \text{dom}(\Pi) & \text{otherwise} \end{cases}$$

and $\not\vdash$ is the complement of $\vdash$.

The above definition of non-overlapping impls aims to capture what the overlap check in Rust is doing. Of particular note is that the overlap check in Rust only considers pairs of impls declared in crates that are related to one another: the overlap check compares an impl in crate $K$ with impls that are in crates that $K$ depends on. Our definition, however, also lets us reason about impls declared in unrelated crates (crates that do not depend on
one another). In such cases, there is no clear ‘local’ crate $K$ to consider when invoking the constraint entailment relation $\Pi \models \Theta \vdash K \triangleright \pi$. It turns out, as we will show in the proof of theorem 8.2, that we do not need to decide which $K$ to use as if impls represented by $\forall T_i, \pi_j \Rightarrow \pi_1$ and $\forall T_k, \pi_l \Rightarrow \pi_2$ come from unrelated crates then there is no substitution $\phi$ such that $\phi(\pi_1) = \phi(\pi_2)$.

Finally, we define a **consistent crate** below.

**Definition 8.3 (Consistent crates).** Suppose $(K : ([\overline{K_i}]), \Gamma_K, \Theta_K)) \in \Pi$. Let $\Theta = \text{cenv}(\Pi, K)$ and $\Gamma = \text{tenv}(\Pi, K)$. Crate $K$ is consistent in the crate environment $\Pi$ iff

1. each crate $K' \in \overline{K_i}$ is consistent in $\Pi$,
2. $(\Gamma, \Theta)$ are well-formed,
3. every impl in $\Theta_K$ obeys the orphan rule with respect to crate $K$,
   i.e., if $(\forall T_i, \pi \Rightarrow \pi) \in \Theta_K$ then $\Pi \vdash_{\text{OR}} K \triangleright \pi$, and
4. for all pairs of impl constraint schemes in $\Theta$, there is no overlap under $\Pi, \Theta$ according to definition 8.2.

By saying that $(\Gamma, \Theta)$ are well-formed, we mean that each member of the environments is well-formed with respect to $\Gamma$ (similarly to the well-formed environments judgment in MiniRust presented in chapter 7). An important insight from the above definition is that there are no overlapping impls in the scope of a consistent crate.

One purpose of the trait coherence rules is to ensure that importing one or more crate will not cause overlapping impls. The following theorem formalizes that guarantee:

**Theorem 8.2 (Trait coherence).** Suppose:

* $(K : ([\overline{K_i}]), \Gamma_K, \Theta_K)) \in \Pi$,
* each crate $K' \in \overline{K_i}$ is consistent in $\Pi$,
* $(\text{tenv}(\Pi, K), \text{cenv}(\Pi, K))$ well-formed,
* every impl in $\Theta_K$ obeys the orphan rule w.r.t. crate $K$, and
* for every pair of impl constraints schemes $\theta_1 \in \Theta_K$ and $\theta_2 \in \text{cenv}(\Pi, K)$, $\theta_1$ and $\theta_2$ don’t overlap under $\Pi$ and $\text{cenv}(\Pi, K)$.

Then $K$ is consistent in $\Pi$. 
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The above theorem tells us that, given a crate \( K \) that depends on crates \( K_r \), if each crate in \( K_r \) is consistent and if the impls in \( K \) don't overlap with any impls in \( K_r \), then \( K \) is consistent. Specifically, the theorem guarantees that linking to consistent crates from a consistent crate maintains trait coherence.

Another purpose of the trait coherence rules is to give some flexibility for library crates to add impls without introducing overlap in their user crates. The only additional restriction on the new impls (in addition to not causing overlap in the scope of \( K \) and satisfying the orphan rule) is that they cannot be blanket impls, that is, none of their trait parameter instantiations can be blanket types. The following theorem states that guarantee formally:

**Theorem 8.3** (Crate extensibility). Let \( K \) be a consistent crate under \( \Pi \) where
\[
\Pi = \Pi'' \cup \{ K : (\langle K_a \rangle, \Gamma_K, \Theta_K) \}. \quad \text{Then let} \quad \Pi' = (\{ K' : (\langle K_a \rangle, \Gamma_K, \Theta_K \cup \{ \theta_1 \}) \}) \text{where } K' \text{ is consistent in } \Pi' \text{ and } \theta_1 = \forall T_k, \pi_j \Rightarrow \tau_1 : D(\tau_n) \text{ with } \tau \notin \text{BLANKET} \text{ for each } \tau \in \{ \tau_1, \tau_n \}. \quad \text{Then, for each crate } K_1 \text{ such that } \Pi' \vdash K_1 \subseteq K', \text{ if } K_1 \text{ is consistent under } \Pi, \text{ then it is also consistent under } \Pi'.
\]

The proofs of both of the above theorems can be found in the appendix.

### 8.4 Coherence and type safety of MiniRust

Our development of the trait coherence system in this chapter is based on a fairly simple type system. In particular, the system does not include associated types, trait objects or propagated trait constraints (supertrait constraints and associated type constraints). To ensure that the properties proven in this chapter hold in MiniRust, the work should be extended to account for those additional features. In this section we present a brief discussion of what such extensions might entail.

**Associated types**

One way to handle associated types in an impl header is to treat them as type variables. An associated type, whose type parameters do not provide sufficient information so that it can be matched to a specific impl, could potentially be normalized to any type, local or otherwise. That is also the approach taken in the current Rust implementation. However, one could consider ways to relax the coherence rules in relation to associated types. For instance, it would seem reasonable to allow the following two impls to coexist:

\[
\text{impl} <T> \text{ IteratorWrapper for } T \text{ where } T : \text{Iterator<Item = i32}> \{ \ldots \}
\]
\[
\text{impl} <T> \text{ IteratorWrapper for } T \text{ where } T : \text{Iterator<Item = char}> \{ \ldots \}
\]

The current coherence rules do not allow these impls to coexist as they are both constrained by blanket impls, so they are deemed to overlap. However, as long as Iterator does not
have overlapping impls, then there is no type $\tau$ such that both $\tau: \text{Iterator<Item = i32>}$ and $\tau: \text{Iterator<Item = char>}$ are true.

Also, the formalization would need to account for type equalities introduced in MicroRust. For example, in determining whether two constraints $\pi_1, \pi_2$ are unifiable, i.e., that there exists a substitution $\phi$ such that $\phi(\pi_1) = \phi(\pi_2)$, we would rather have to use type equality of the two constraints. Concretely, we would state that the two constraints $\pi_1$ and $\pi_2$ are unifiable if and only if there is some substitution $\phi$ such that $\phi(\pi_1)$ is type parameter-wise equivalent to $\phi(\pi_2)$.

**Trait objects**

Adding support for trait objects should be relatively straightforward. A trait descriptor $\exists T.D\langle u, u_1 \sim u_2 \rangle$ would simply be considered a local type in the crate in which the trait $D$ is declared (as is the case in Rust [2]). The trait object constraint schemes generated by the object-safe trait declarations should also be included in the overlap check to ensure that the programmer doesn’t implement an object-safe trait for its trait descriptor type manually.

**Coherence in MiniRust**

So far, in our presentation in this chapter, we have assumed that the top-level environment $\Theta$ only contains constraint schemes generated by impl declarations. We have effectively ignored propagated constraint schemes—which represent supertrait constraints and associated type constraints—generated by trait declarations. Clearly, if we take such constraints into consideration, we get overlapping constraints. For example, consider the following traits and impls:

```rust
trait Eq { ... }
trait Ord: Eq { ... }

impl Eq for i32 { ... }
impl Ord for i32 { ... }
```

We have two traits: Eq and Ord, where Eq is a supertrait of Ord. We also have implementations of both traits for the type i32. Typing the above items in NanoRust would populate the constraint environment $\Theta$ with the following constraint schemes:

- $\forall T.T: \text{Ord} \Rightarrow T: \text{Eq}$ from the trait declaration of Ord,
- $\text{i32}: \text{Eq}$ from the impl of Eq for i32, and
- $\text{i32}: \text{Ord}$ from the impl of Ord for i32.
It is clear that the constraint scheme $\forall T. T : \text{ord} \Rightarrow T : \text{Eq}$ overlaps with $i32 : \text{Eq}$ when $T$ is instantiated with $i32$. When we consider the dictionary translation of those constraints to RustIn, we realize that the supertrait constraint scheme $\forall T. T : \text{ord} \Rightarrow T : \text{Eq}$ is a function that takes a dictionary of $\text{ord}$ and returns the dictionary of $\text{Eq}$ contained within. The dictionary of $\text{Eq}$ is however the same as the dictionary corresponding to the constraint $i32 : \text{Eq}$. Therefore, even though there are two ways to solve the constraint $i32 : \text{Eq}$, both ways result in the same runtime semantics.

Thus, to prove trait coherence in MiniRust in the presence of supertrait and associated type constraints, we would have to show that different translations of any given constraint $\pi$ produce the same result at runtime. In general, to prove type system coherence, we would prove that all possible translations of a well-typed MiniRust term $e$ to RustIn produce the same result at runtime. Note, however, that in the presence of coercions, it is not sufficient to show that both translations evaluate to the same value. For example, given a constraint translation environment $\Theta$ that contains the entry $i32 : \text{MyTrait}(A \rightarrow \text{bool}) \sim (x,c)$, even a very simple term like $\text{true}$ can be translated to $\text{true}$ or $\text{true} \triangleright \text{sym} c \circ c$. The only difference between the two resulting terms is the coercion $\text{sym} c \circ c$ in the second term, however, as we established in the presentation of RustIn in chapter 6, coercions do not have any computation associated with them. Therefore, to assess equivalence of runtime semantics of two terms, we would have to ‘erase’ coercions from their resulting values.

**Type safety of MiniRust**

Recall that the proof of type safety of RustIn in chapter 6 relies on the consistency of top-level type equality axioms—meaning that no nonsensical type equalities such as $i32 \sim \text{bool}$ can be derived from them. We believe that ensuring trait coherence in a MiniRust program would be sufficient to conclude that the equality axioms, resulting from the translation of the program, are used consistently in the resulting RustIn program, i.e., even if the axioms are inconsistent by themselves, their corresponding coercion constants are only instantiated in a way that does not introduce inconsistency (so we would never actually use an equality like $i32 \sim \text{bool}$ in the program). We motivate our intuition by the fact that associated type instantiations, which are the source of RustIn type equality axioms, come from impl declarations, which we can prove beforehand to be non-overlapping. To complete the proof of type safety of MiniRust we would need to prove that claim.

For instance, consider the two non-overlapping impls below:

```rust
impl Foo for bool { type A = char; }
impl<T> Foo for T where MyStruct<T>: Bar { type A = i32; }
```
Their translation produces the following type equality axioms in RustIn:

\[
\begin{align*}
\text{axiom } c_1 &: A \langle \text{bool} \rangle \rightarrow \text{char}; \\
\text{axiom } c_2 &: \forall T. A \langle T \rangle \rightarrow \text{i32};
\end{align*}
\]

we would need to show that, in the RustIn program, the coercion constant \(c_2\) is never instantiated with \(\text{bool}\) and that this is sufficient to maintain type safety in RustIn. We leave such development for future work.
Chapter 9

Limitations & future work

In this chapter we discuss limitations of the work presented in this thesis and possible future work.

9.1 Limitations

9.1.1 Trait features
As discussed in sections 3.2.1 and 4.1.1, each MiniRust trait has exactly one trait function and one associated type, while Rust allows an arbitrary number of trait methods and associated types. We also do not allow trait constraints to include instantiations of supertrait associated types (as mentioned in section 4.1.2). As discussed in section 5.1.2, in a MiniRust trait parameterized by Self$_U$, a trait function cannot constrain its Self type variable to be an s-type (or Sized). Compared to Rust, this restricts the set of traits that MiniRust accepts as object-safe. In fact, Rust allows object-safe traits to include methods whose receiver is Self (and not a pointer to Self). Such methods are implicitly qualified by the constraint Self: Sized and they cannot be called on trait types, since trait types (descriptors in MiniRust) are dynamically sized and don’t satisfy the constraint (the constraint Self: Sized may also be explicitly added by the programmer to a trait method).

9.1.2 Type safety
There is more work to be done to fully ensure type safety of MiniRust. Specifically, we need to show that well-typed MiniRust programs translate to RustIn programs that have consistent top-level type equality axioms, as we discussed in section 8.4. Moreover, our type safety proof relies on a translation to a hypothetical internal language, where trait constraints are translated to dictionaries, while in the Rust compilation model, trait constraints are compiled away through monomorphization. We believe that MiniRust programs translated to RustIn
can still be monomorphized while maintaining their runtime semantics, as the dictionaries can be optimized away [21]. As future work we would formally verify this claim.

9.1.3 Constraint entailment

Furthermore, constraints are resolved differently in Rust than in MiniRust. For instance, given an impl:

```rust
impl<T> MyTrait for T where T: MyTrait { NNN }
```

if we try to solve the constraint `iS2: MyTrait` in MiniRust, we would end up with an infinite derivation tree and type-checking would not terminate. On the other hand, Rust accepts this constraint (and any other constraint `T: MyTrait` for any type `T`) because the compiler can determine that the constraint `iS2: MyTrait` is “self-supporting”. A coinductive definition of the constraint entailment judgment would permit such cyclic derivation trees, which can prove satisfaction of the constraint. As future work we can explore the implications of resolving constraints coinductively on the semantics of MiniRust and on the metatheory presented in this thesis.

9.2 Towards an implementation of MiniRust

The type system of MiniRust presented in this thesis is a formal declaration of what constitutes a well-typed term or program. As we’ve discussed in the preceding chapter, it may allow multiple ways to type a program: there may be more than one valid type for a given term and there may be multiple typing derivations for a particular type assignment. The typing rules also involve a fair amount of guesswork, where types and type parameter instantiations have to be ‘guessed’ at certain points.

To implement the type system, we need an algorithm that provides a decidable and complete procedure for typing MiniRust programs. Such an algorithmic specification of the type system must be able to infer the correct types in the case of missing type annotations. For instance, we might adapt the type inference algorithm developed by Jones [20], which extends Algorithm W—a unification-based type inference procedure for the Hindley-Milner type system [14]—with predicates. To infer types of terms, the algorithm generates and solves type equality constraints involving new type variables that stand in for unknown types. Chakravarty et al. [12] extend the algorithm to incorporate type equality constraints arising from associated type synonyms in Haskell. Additionally, we can incorporate bidirectional type-checking to make use of the type annotations in programs and combine type-checking with inference [30]. In bidirectional type systems, typing rules are stratified into checking and synthesizing rules: checking rules verify that a term can be given a particular type and
synthesizing rules infer the type of a term. As such they provide a direction that a typechecker can take in typing a program. Bidirectional type systems have also been shown to be easy to implement and provide better error messages than purely synthesis-based algorithms [26].

An algorithmic specification of the type system should ideally be sound with respect to the declarative system, meaning that the type assignments determined by the algorithm should also correspond to valid typings in the declarative type system. Another desirable property of a type-checking or inference algorithm is its completeness with respect to the type system, meaning that if a term has a valid type under the type system, then the algorithm infers it. However, this property is more difficult to achieve in cases where the type system allows different types for a term. If the type system is coherent, it might be possible to set some restrictions on source programs (e.g. require type annotations on certain terms), for which a complete type-checking algorithm would be possible.\footnote{Completeness of a type inference algorithm may also mean that the algorithm infers a principal type for each term: a type that generalizes all possible types that a term can be given under the declaration of the type system [14, 20].}

A sound, complete and decidable algorithm can thus be used to implement the type system. A major advantage of an implementation is that, while the type system of MiniRust and the related formalization presented in this thesis help us reason about well-typed programs, an implementation of the type system enables us to empirically investigate whether the type system accepts the programs that the language designers intended to accept.

9.3 Possible extensions

There are a number of extensions that we can include in MiniRust to bring it closer to the actual Rust language.

More trait features

Our presentation of traits does not cover the entire feature set of Rust traits. In particular, we do not model default trait methods and associated constants.

A default trait method provides an implementation of a trait method inside a trait declaration. Impl's of the trait can use that default implementation unless they explicitly override it. To add support for default methods to our formalization, we can simply copy the default method’s implementation from the trait declaration to an impl that does not override it.

Associated constants should be straightforward to include as well: they would simply involve including a typed variable declaration in the trait declaration, which would be assigned to some value in an impl.
### Lifetimes

The subset of Rust examined in this thesis does not include any of the type system features that help ensure memory safety. For instance, we do not have mutability qualifiers for variables and references, and we do not adapt the ownership model. Our model also does not include *lifetimes*, based on research in region-based memory-management [19, 39]. Lifetimes are of particular interest in the study of traits because in Rust, traits and impls can also be parameterized by lifetimes.

In Rust, every piece of data on the stack has a lifetime. Also, the type of a reference to a value is parameterized by that value's lifetime. Consider the following expression:

```rust
y = &x;
```

Suppose that `x` has lifetime `'a` and `y` has lifetime `'b`. For `y` to be well-typed, the lifetime `'b` must be at least as long as `'a`. If `x` is an `i32`, then the type of `y` is parameterized by its lifetime: `&'a i32`.

In Rust, all items that can be generic—parameterized over types—can also be parameterized over lifetimes. For example, the following struct is parameterized by the lifetime `'a` of its enclosed reference:

```rust
struct IntPtr<'a> {
    x: &'a i32
}
```

We can then have impls parameterized by lifetimes:

```rust
impl<'a> Eq for IntPtr<'a> {
    fn eq(&self, &IntPtr<'a>) {
        ...
    }
}
```

To add lifetimes to MiniRust, we can extend the meta-variable `X`, which ranges over type variables, to also range over lifetime variables `R`, as done in the work on Cyclone [19]. In that sense, lifetimes are treated similarly to types. Rust also includes *lifetime bounds* in where-clauses. They take the form `'a: `'b`, which we can read as “the lifetime `'a` is at least as long as the lifetime `'b`”. This gives rise to a subtyping relation on types. For example, if `'a` outlives `'b` then we can say that `&'a i32` is a subtype of `&'b i32`.

We expect interesting questions to arise from the formalization of the lifetime system, especially with regards to associated types, trait objects and *higher-rank trait bounds* [3]—trait bounds universally quantified over lifetimes. Moreover, we can explore how our development of traits can be combined with other existing work on the Rust type system focusing on the memory safety features [31].
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Closures

A closure in Rust is an anonymous function that captures variables from its surrounding environment. Closures are implemented in the Rust compiler as structs that contain the variables from the enclosing scope. Each such closure implements one or more traits from the Fn family of traits: Fn, FnMut or FnOnce, depending on whether a closure has mutable access to its environment and if it can be called more than once. Each closure has a singleton type: a type that classifies only a single term. The name of the type of a closure is not available to the programmer—the only thing we know about such a type is that it implements some Fn trait(s). As such, generics and traits are a fundamental part of programming with closures.

Consider the following example:

```rust
fn apply<T, F>(x: T, f: F) -> T
where F: Fn(T) -> T {
    f(x)
}
```

In the above example, \( F \) is a type variable representing the type of the closure \( F \). The trait bound \( \text{Fn}(T) \rightarrow T \) tells us that the closure takes a value of type \( T \) and returns a value of type \( T \). In the body of the function, the call \( f(x) \) is actually syntactic sugar for a trait method call, \( f \cdot \text{call}(x) \). Explicitly named functions, which we have seen throughout the thesis, also implement the \( \text{Fn} \) trait and can be used in place of closures in a generic function.

As closures are implemented using traits, they can also take advantage of dynamic dispatch through trait objects. In particular, trait objects allow functions to return closures:

```rust
fn add_closure(x: i32) -> Box<Fn(i32) -> i32> {
    Box::new(move |y| x + y)
}
```

In the above example, the function \( \text{add_closure} \) takes an argument \( x \) and returns a closure that takes an argument \( y \) and returns the sum of \( x \) and \( y \). The return value of \( \text{add_closure} \) is a trait object (\( \text{Box} \) is a heap pointer in Rust and can also be used to create trait objects, whose enclosed values are stored on the heap). The keyword \( \text{move} \) in the body of the function states that the closure \( |y| x + y \) moves the variables from its surrounding environment into the closure, instead of borrowing them (capturing the surrounding variables by reference).

9.4 Rust language extensions

Rust is a language under constant development. The designers of the language are continuously looking to improve the language and to add new features that can increase expressiveness.
For instance, a proposed feature related to traits is *impl specialization* [4]. Impl specialization would allow users to declare overlapping impls, as long as one impl is more *specific* than another, given some definition of a ‘more specific than’ relation on constraints. Implementing such a feature in MiniRust would require a significant change to the constraint entailment relation: in the rules that define the constraint entailment relation we would need to reason about constraints that are *not* entailed. For example, to show that a constraint \( \pi \) is satisfied by an impl \( A \), we must prove that there is no impl \( B \) that also satisfies \( \pi \) and is more specific than \( A \). This means that, to prove that \( A \) satisfies \( \pi \), we must enumerate all ways to satisfy \( \pi \). In consequence, while defining the constraint entailment relation, we would need to reason about *all* the members of that same relation that we are defining. Unfortunately, such a relation is not well-defined. One way to resolve this could be to use iterated inductive definitions [23], which let us stratify the constraint entailment relation into multiple levels corresponding to the level of specialization of the impl used to resolve the constraint. This way, in the definition of a relation at level \( n \), we only need to know about members of relations at levels \( m \) where \( m < n \).
Chapter 10

Related work

There has already been work on formalizing a subset of the type system of Rust’s type system focusing on the features that ensure memory safety, such as lifetimes, and the ownership and borrowing system [31]. The formalization, however, does not include traits. It would be interesting to combine the two models, particularly to examine the relationship between the memory safety-related features and traits.

The term trait has generally been used in object-oriented programming languages such as Smalltalk [32] and Scala [25]. In those cases, a trait is a composable unit of behavior that provides and requires functionality for/from classes that implement the trait. Rust traits are similar in nature, however, they are not associated with objects or classes and they can be implemented for any type. As such, Rust traits are more closely related to type classes in Haskell [40].

The formal presentation of Rust’s type system in this thesis is also based on work on Haskell, particularly on the qualified types framework developed by Jones [20]. In [24], Odersky et al. provide another framework for Hindley-Milner type systems with constraints, called HM(X), along with a type inference algorithm. Stuckey and Sulzmann [37] combine HM(X) with constraint-handling rules [17] to provide a formal basis for type systems with ad-hoc polymorphism (or overloading).

Associated types in Rust are also similar to associated type synonyms in Haskell, first proposed by Chakravarty et al. in [12]. Both represent type-level functions and introduce a notion of type equality to their respective language. In one notable difference, Haskell functions can be constrained by equality constraints, while such constraints have to be expressed in extended trait bounds in Rust. Rust associated types are often viewed as output parameters of a trait and in that sense they bear similarities to Haskell’s functional dependencies [22], which let the programmer declare dependency relationships between parameters of a type class.

In our formalization, we also follow the Haskell implementation model for type classes.
In particular, we use the dictionary-passing style for translating trait constraints. Our translation of associated types and equality constraints also mirrors the Haskell implementation, based on System FC [38, 41]. This is in contrast with the Rust language implementation where all type schemes are monomorphised. However, work by Jones [21] illustrates how type class constraint dictionaries in the internal language can be optimized away, thus removing the runtime overhead due to passing dictionaries around.

C++ templates bear some similarities to Rust generics. In particular, Rust’s way of monomorphizing generics is inspired by the C++ implementation of templates, which are also monomorphised. Unlike Rust generic functions, C++ function templates are not type-checked before they are used—only the result of their instantiation is type-checked. Also, templates rely on documentation and special encodings [1] to be constrained. There have been proposals to include concepts in C++ [18], which would serve as a type system for templates and provide better error messages, bringing them closer to Rust’s trait system.

The Swift programming language [9] features protocols, which are also somewhat similar to traits. A protocol specifies an interface for user-defined types (structs) and classes. The interface can be implemented directly in the definition of the struct or class, or in an extension, which then acts similarly to a Rust impl. Protocols can be used to constrain generic type variables, and they can be used as types, similarly to existential types and Rust’s trait objects.

To ensure coherence and decidability of type inference, Haskell imposes more restrictions than Rust on its type class instance declarations. However, the Haskell standard does not prevent declaring orphan instances, which can cause coherence errors when linking to other modules. There has been work that proposes to let the programmer explicitly determine the scope of type class instances to ensure coherence, such as work by Dreyer et al. [15], which attempts to unify ML modules with Haskell type classes.

In [35], Siek and Lumsdaine present a new language called G, focused on generic programming. G features concepts, which are similar to Haskell type classes (and Rust traits), and models, similar to type class instances (and Rust impls). G concepts also include associated types. Models in G are lexically scoped, so two overlapping models can coexist in the same program as long as their scopes don’t overlap. The core of the language, called $\text{FG}$, which extends System F, is formalized in [34]. The work on G and $\text{FG}$ is also featured in Siek’s PhD thesis [33].
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Conclusion

In this thesis, we studied a subset of Rust’s type system, focusing on traits, which are the cornerstone of Rust’s abstraction mechanism. Specifically, we developed a formal language, MiniRust, which models a subset of Rust including features relevant to traits. The features modeled include some advanced features of the trait mechanism such as supertraits, associated types and trait objects. Through the formalization process we have discovered corner cases in the design of the language with regards to object safety of traits (the ability to create trait objects). The formal model allowed us to determine very general conditions under which object safety can be guaranteed. We also developed runtime semantics for MiniRust through type-directed translation to an internal language, RustIn, which we proved type-safe. We proved that the translation of MiniRust programs to RustIn preserves types, which motivates our confidence in type safety of MiniRust. We also tackled the question of trait coherence on a subset of MiniRust, proving that the coherence rules in Rust guarantee safe linking to external libraries without breaking coherence and that they give programmers the ability to safely extend their libraries without inducing impl overlap in user code.

We hope that our work proves useful in shining new light on Rust and in providing a better understanding of Rust’s trait system. In particular, our model can be a useful tool for reasoning about advanced features of traits (such as associated types and trait objects) as it abstracts away the implementation details of the language and it elides other features not covered in this thesis, both of which increase the language’s complexity. In particular, our formalization of trait objects and object safety can help language designers to clarify the object safety requirements in Rust. As such, our work can inform the design and implementation of the language. Moreover, the declarative specification of MiniRust developed in this thesis can give rise to a corresponding type-checking algorithm. The algorithm, along with its prototype implementation, focusing on the core parts of the language, can serve as a reference point for the implementation of the Rust compiler.

Our model of Rust traits can also serve as a framework for exploring additional fea-
tures, whether they are already present in the Rust (like closures and lifetimes) or they are proposed future extensions (like higher-kindred types and impl specialization). We can thus explore how those features interact with the trait system in the context of MiniRust. Moreover, the proofs presented in this thesis provide some confidence in the guarantees that Rust strives to provide, such as type safety and trait coherence. Extending our model can thus help us determine if those guarantees can also be satisfied in the presence of the proposed extensions.
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Appendix A

Proof of type safety of RustIn

Definition 6.1. Let \( A_\mu = \{ w \mid \exists l . \mu(l) = w \} \). In other words, \( A_\mu \) is the image of \( \mu \).
Define \( \sqsubseteq \subseteq A_\mu \times A_\mu \) as follows:

- \( \mu(l) \sqsubseteq S(\overline{a}) \langle x_m : l_n, x : l, x_n : l_n \rangle \)
- \( \mu(l) \sqsubseteq S(\overline{a}) \langle x_m : l_n, x : l, x_n : l_n \rangle \uparrow \gamma \)

Definition 6.2 (Well-typed store). We say that \( \Omega \mid \Gamma \mid \Sigma \vdash \mu \), meaning that the store \( \mu \) is well typed with respect to the environments \( \Omega, \Gamma \) and the store typing \( \Sigma \) if

1. \( \text{dom}(\mu) = \text{dom}(\Sigma) \) and
2. \( \Omega \mid \Gamma \mid \Sigma \vdash \mu(l) : \Sigma(l) \) for every \( l \in \text{dom}(\mu) \)
3. \( \sqsubseteq \) is a well-founded relation on the set \( A_\mu = \{ w \mid \exists l . \mu(l) = w \} \), i.e., it has no infinite descending chains.

Definition 6.3 (Constructed type). A constructed type is a type \( \eta \) that is of the form

\( () , S(\overline{a}) , \text{fn}(\overline{t}) \to \tau, \& u , (\exists T , \overline{r} , \overline{\omega} ) , \forall \overline{X}_i . \eta \) or \( \forall \overline{a}_i . \eta \).

Definition 6.4 (Consistency of coercion environment \( \Omega \)). We say that \( \Omega \) is consistent if the following hold:

1. If \( \Omega \vdash \gamma : S(\overline{a}) \sim \eta \) and \( \eta \) is a constructed type then \( \eta = S(\overline{a'}) \) for some \( \overline{a'} \).
2. If \( \Omega \vdash \gamma : \text{fn}(\overline{t}) \to \tau \sim \eta \) and \( \eta \) is a constructed type then \( \eta = \text{fn}(\overline{t'}) \to \tau' \) for some \( \overline{t'}, \tau' \).
3. If \( \Omega \vdash \gamma : \& u_1 \sim \eta \) and \( \eta \) is a constructed type then \( \eta = \& u'_1 \) for some \( u'_1 \).
4. If \( \Omega \vdash \gamma : (\exists T , \overline{r}_i , \overline{\omega}_j ) \sim \eta \) and \( \eta \) is a constructed type then \( \eta = (\exists T , \overline{r}'_i , \overline{\omega}'_j ) \) for some \( \overline{r}'_i , \overline{\omega}'_j \).
5. If \( \Omega \vdash \gamma : \forall \overline{X}_i . \sigma \sim \eta' \) where \( \eta' \) is any type, then \( \eta' = \forall \overline{X}_i . \sigma' \) for some \( \sigma' \).
Lemma A.1. Suppose consistent $\Omega$. If $\Omega \vdash \gamma : \tau \sim \sigma$ then $\sigma \in \text{STYPE}$.

The following are all true:

1. If $\Omega \mid \Gamma \mid \Sigma \vdash \text{x : } \tau = e_1 \text{ in } e_2 : \sigma$ then there is some type $\tau_2$ such that $\sigma = \tau_2$ and $\Omega \mid \Gamma \mid \Sigma \vdash e_1 : \tau_1$ and $\Omega \mid \Gamma, \text{x : } \tau \mid \Sigma \vdash e_2 : \tau_2$.

2. If $\Omega \mid \Gamma \mid \Sigma \vdash (lv := e) : \sigma$ then $\sigma = ()$ and $\Omega \mid \Gamma \mid \Sigma \vdash lv : \tau'$ and $\Omega \mid \Gamma \mid \Sigma \vdash e : \tau'$ for some $\tau'$.

3. If $\Omega \mid \Gamma \mid \Sigma \vdash e(\overline{\tau}i) : \sigma$ then $\Omega \mid \Gamma \mid \Sigma \vdash e : \text{fn}(\overline{\tau}i) \rightarrow \tau$ and $\Omega \mid \Gamma \mid \Sigma \vdash e_i : \tau_i$ and $\sigma = \tau$ for some $\tau$ and $\overline{\tau}i$.

4. If $\Omega \mid \Gamma \mid \Sigma \vdash \text{fn}(\overline{x_i} : \overline{\tau}i)(e) : \sigma$ then $\Omega \mid \Gamma, \overline{x_i} : \overline{\tau}i \mid \Sigma \vdash e : \tau$ and $\sigma = \text{fn}(\overline{\tau}i) \rightarrow \tau$ for some $\tau$.

5. If $\Omega \mid \Gamma \mid \Sigma \vdash x : \sigma$ then $(x : \sigma) \in \Gamma$.

6. If $\Omega \mid \Gamma \mid \Sigma \vdash l : \sigma$ then $(l : \sigma) \in \Sigma$.

7. If $\Omega \mid \Gamma \mid \Sigma \vdash \& lv : \sigma$, then there is some type $\tau$ such that $\sigma = \& \tau$ and $\Omega \mid \Gamma \mid \Sigma \vdash lv : \tau$.

8. If $\Omega \mid \Gamma \mid \Sigma \vdash * e : \sigma$ then there is some type $\tau$ such that $\sigma = \tau$ and $\Omega \mid \Gamma \mid \Sigma \vdash e : \& \tau$.

9. If $\Omega \mid \Gamma \mid \Sigma \vdash e.x : \sigma$ then $\Omega \mid \Gamma \mid \Sigma \vdash e : \text{S}(\overline{u_j})$ for some $S$ and $\overline{u_j}$ and $S(\overline{x_j})(\overline{x_i} : \overline{\sigma_i}, x : \sigma', \overline{x_k} : \overline{\sigma_k}) \in \Omega$ for some $\overline{x_j}, \overline{x_i}, \overline{x_k}, \sigma_i, \sigma_k$ and $\sigma = (\overline{u_j} / \overline{x_j})\sigma'$.

10. If $\Omega \mid \Gamma \mid \Sigma \vdash e_1(\overline{u_j}) \overline{x_i} e_i : \sigma$ then $S(\overline{x_j})(\overline{x_i} : \overline{\sigma_i}) \in \Omega$, $\Omega \mid \Gamma \mid \Sigma \vdash e_i : (\overline{u_j} / \overline{x_j})\sigma_i$ and $\sigma = (\overline{u_j} / \overline{x_j})\sigma_i$.

11. If $\Omega \mid \Gamma \mid \Sigma \vdash e \triangleright \gamma : \sigma$ then $\Omega \mid \Gamma, \gamma : \sigma' \sim \sigma$ for some $\sigma'$ and $\Omega \mid \Gamma \mid \Sigma \vdash e : \sigma'$.

12. If $\Omega \mid \Gamma \mid \Sigma \vdash e_1 ; e_2 : \sigma$ then there are some types $\tau_1, \tau_2$ such that $\Omega \mid \Gamma \mid \Sigma \vdash e_1 : \tau_1$, and $\Omega \mid \Gamma \mid \Sigma \vdash e_2 : \tau_2$, and $\sigma = \tau_2$.

13. If $\Omega \mid \Gamma \mid \Sigma \vdash \text{let } (T, \overline{x_i}) = \text{unpack } e_1 \text{ in } e_2 : \sigma$ then there are some $\tau, \overline{x_i}, \overline{\sigma}$ such that $\Omega \mid \Gamma \mid \Sigma \vdash e_1 : \text{&}(\exists T, \overline{x_i}, \overline{\sigma})$ and $\Omega \mid \Gamma, \overline{x_i} : \overline{\tau_i} \mid \Sigma \vdash e_2 : \tau$ and $\sigma = \tau$ with $T \notin \text{FV}(\tau)$.

14. If $\Omega \mid \Gamma \mid \Sigma \vdash \text{pack } (\tau, \overline{x_i}, \overline{\gamma_j}) \text{ as } \&(\exists T, \overline{x_i}, \overline{\omega_j}) : \sigma$ then $\Omega \mid \Gamma \mid \Sigma \vdash e_i : [\tau / T]_{\tau_i}$ and $\Omega \mid \Gamma \mid \Sigma \vdash \gamma_j : [\tau / T]_{\omega_j}$, and $\sigma = \&(\exists T, \overline{x_i}, \overline{\omega_j})$.

15. If $\Omega \mid \Gamma \mid \Sigma \vdash e[\overline{u_j}] : \sigma$ then there are some $\overline{x_i}, \sigma'$ such that $\Omega \mid \Gamma \mid \Sigma \vdash e : \forall \overline{x_i} \sigma'$ and $\sigma = (\overline{u_j} / \overline{x_j})\sigma'$.

16. If $\Omega \mid \Gamma \mid \Sigma \vdash \Lambda \overline{x_i} e : \sigma$ then there is some $\sigma'$ such that $\Omega \mid \Gamma, \overline{x_i} \mid \Sigma \vdash e : \sigma'$ and $\sigma = \forall \overline{x_i} \sigma'$. 
17. If $\Omega \vdash \Gamma \vdash \Sigma \vdash e[\gamma_i] : \sigma$ then there are some $\overline{w}_i$ such that $\Omega \vdash \Gamma \vdash \Sigma \vdash e : \forall \overline{w}_i \sigma$ and $\Omega \vdash \gamma_i : \overline{w}_i$.

18. If $\Omega \vdash \Gamma \vdash \Sigma \vdash \Lambda \overline{c}_i : \overline{w}_i, e : \sigma$ then there is some $\sigma'$ such that $\Omega, \overline{c}_i : \overline{w}_i \vdash \Gamma \vdash \Sigma \vdash e : \sigma'$ and $\sigma = \forall \overline{w}_i \sigma'$.

19. If $\Omega \vdash \Gamma \vdash \Sigma \vdash () : \sigma$ then $\sigma = ()$.

Proof. Immediate from the typing relation $\Omega \vdash \Gamma \vdash \Sigma \vdash e : \sigma$. \hfill \qed

**Corollary A.2.** If $\Omega \vdash \Gamma \vdash \Sigma \vdash p v : \sigma$ then $\sigma$ is a constructed type.

**Corollary A.3.** If $\Omega \vdash \Gamma \vdash \Sigma \vdash p w : \sigma$ then $\sigma$ is a constructed type.

**Lemma A.2** (Canonical forms). Assume consistent $\Omega$.

1. If $\Omega \vdash \Gamma \vdash \Sigma \vdash v : \& \tau$ then either:
   - $v = \& l$ for some $l$, or
   - $v = \& l \triangleright \gamma$ for some $l$ and $\gamma$ where $\Omega \vdash \gamma : \& \tau' \sim \& \tau$ for some type $\tau'$.

2. If $\Omega \vdash \Gamma \vdash \Sigma \vdash v : S(\overline{u}_j)$ then either:
   - $v = S(\overline{u}_j) \langle \overline{x}_i : \overline{v}_i \rangle$ for some $\overline{x}_i$ and $\overline{v}_i$, or
   - $v = S(\overline{u}_j) \triangleright \gamma$ for some $\gamma, \overline{u}_j, \overline{x}_i$ and $\overline{v}_i$ where $\Omega \vdash \gamma : S(\overline{u}_j) \sim S(\overline{u}_j)$

3. If $\Omega \vdash \Gamma \vdash \Sigma \vdash v : fn(\overline{\tau}_i) \rightarrow \tau$ then either:
   - $v = fn(\langle \overline{x}_i : \overline{\tau}_i \rangle)e$ for some $\overline{x}_i, e$
   - $v = fn(\langle \overline{x}_i : \overline{\tau}_i \rangle) \triangleright \gamma$ for some $\gamma, \overline{x}_i, e, \overline{\tau}_i$ where $\Omega \vdash \gamma : fn(\overline{\tau}_i) \rightarrow \tau' \sim fn(\overline{\tau}_i) \rightarrow \tau$ for some $\tau'$.

4. If $\Omega \vdash \Gamma \vdash \Sigma \vdash v : \&(\exists \overline{T}_i, \overline{\tau}_i, \overline{\omega}_j)$ then either:
   - $v = pack(\tau, \overline{\tau}_i, \overline{\omega}_j)$ as $\&(\exists \overline{T}_i, \overline{\tau}_i, \overline{\omega}_j)$ for some $\tau, \overline{\tau}_i, \overline{\omega}_j$ or
   - $v = (pack(\tau, \overline{\tau}_i, \overline{\omega}_j)) \triangleright \gamma$ where $\Omega \vdash \gamma : \&(\exists \overline{T}_i, \overline{\tau}_i, \overline{\omega}_j) \sim \&(\exists \overline{T}_i, \overline{\tau}_i, \overline{\omega}_j)$ for some $\gamma, \tau, \overline{\tau}_i, \overline{\omega}_j, \overline{\omega}_j, \overline{\tau}_i$.

5. If $\Omega \vdash \Gamma \vdash \Sigma \vdash v : \forall \overline{x}_i. \sigma$ then either:
   - $v = \Lambda \overline{x}_i. e$ for some $e$, or
   - $v = (\Lambda \overline{x}_i. e) \triangleright \gamma$ where $\Omega \vdash \gamma : \forall \overline{x}_i. \sigma' \sim \forall \overline{x}_i. \sigma$ for some $e, \gamma, \sigma'$.

6. If $\Omega \vdash \Gamma \vdash \Sigma \vdash v : \forall \overline{w}_i. \sigma$ then either:
• $v = \Lambda c_i : \omega_i . e$ for some $c_i, e$,
or
• $v = (\Lambda c_i : \omega_i ^{j} . e) \triangleright \gamma$ where $\Omega \vdash \gamma : \forall \omega_i . \sigma'$ for some $c_i, e, \omega_i, \sigma'$. 

Proof. If $\Omega \mid \Gamma \mid \Sigma \vdash v : \sigma$ then the following rules of the judgment $\Omega \mid \Gamma \mid \Sigma \vdash e : \sigma$ could have been used as the last rule in the derivation where the structure of $e$ can match some value $v$: (t-fabs), (t-ref), (t-unit), (t-newstruct), (t-pack), (t-tabs), (t-cabs), (t-coerce).

1. The only rules matching are (t-ref) for $v = &l$ and (t-coerce) for $v = pv \triangleright \gamma$. By lemma A.1 there is some $\sigma$ such that $\Omega \vdash \gamma : \sigma \sim &\tau$ and $\Omega \mid \Gamma \mid \Sigma \vdash pv : \sigma$. By corollary A.2 and consistency of $\Omega$, $\sigma$ must be of the form $&\tau'$ for some $\tau'$. Then the last rule used to get $\Omega \mid \Gamma \mid \Sigma \vdash pv : &\tau'$ can only be (t-ref) and $pv = &l$.

2. Analogous to case 1. with rules (t-newstruct) and (t-coerce).

3. Analogous to case 1. with rules (t-fabs) and (t-coerce).

4. Analogous to case 1. with rules (t-pack) and (t-coerce).

5. Analogous to case 1. with rules (t-tabs) and (t-coerce).

6. Analogous to case 1. with rules (t-cabs) and (t-coerce).

Lemma A.3 (Canonical forms for store values). Assume consistent $\Omega$.

1. If $\Omega \mid \Gamma \mid \Sigma \vdash w : S \langle u_j \rangle$ and $S \langle X_j \rangle \langle x_i : \sigma_i \rangle \in \Omega$ then either:
   • $w = S \langle u_j \rangle \langle x_i : l_i \rangle$ for some $l_i$ or
   • $w = S \langle u_j ^{i} \rangle \langle x_i : \gamma \rangle$ for some $\gamma, l_i, u_j ^{i}$ where $\Omega \vdash \gamma : S \langle u_j ^{i} \rangle \sim S \langle u_j \rangle$.

2. If $\Omega \mid \Gamma \mid \Sigma \vdash w : \tau$ and $\Omega \vdash \gamma : \tau \sim S \langle u_j \rangle$ with $S \langle X_j \rangle \langle x_i : \sigma_i \rangle \in \Omega$ then either:
   • $w = S \langle u_j ^{i} \rangle \langle x_i : \gamma \rangle$ and $\tau = S \langle u_j ^{i} \rangle$, or
   • $w = S \langle u_j ^{i} \rangle \langle x_i : l_i \rangle \triangleright \gamma' \triangleright \gamma$ where $\Omega \vdash \gamma' : S \langle u_j ^{i} \rangle \sim \tau$

Proof.

1. The last typing rule used in the derivation $\Omega \mid \Gamma \mid \Sigma \vdash w : S \langle u_j \rangle$ must be either (t-newstruct) or (t-coerce). If the last rule used is (t-newstruct) then $w$ must have form $S \langle u_j \rangle \langle x_i : l_i \rangle$ as required.
   If the last rule used is (t-coerce), then $w = pw \triangleright \gamma$ for some $pw$ and $\gamma$.
   Furthermore, there is some $\sigma$ such that
Ω ⊢ γ : σ ∼ S (u_j^) and Ω | Γ | Σ ⊢ pw : σ.

By corollary A.3 and consistency of Ω, σ must be of the form S (u_j^) for some u_j^.

Then the last rule used in the derivation Ω | Γ | Σ ⊢ pw : S (u_j^) must be (t-newstruct) and pw must have form S (u_j^) =_{x_i:T_i}.

2. Either τ is a constructed type or not. If it is a constructed type then by consistency of Ω it is of the form S (u_j^) and point 1 of this lemma applies.

If τ is not a constructed type, then from examining all the typing rules only rule (t-coerce) can apply as the last rule used in the derivation Ω | Γ | Σ ⊢ w : τ.

In consequence, there are some pw, σ', γ' such that

w = pw ▶ γ', and Ω ⊢ γ' : σ' ~ τ, and Ω | Γ | Σ ⊢ pw : σ'.

By (co-trans), Ω ⊢ γ' o γ : σ' ~ S (u_j^)

and by corollary A.3 and consistency, σ' = S (u_j^) for some u_j^.

We can then use point 1 of this lemma to get pw = S (u_j^) =_{x_i:T_i} for some T_i.

□

Lemma A.4 (Weakening for coercing typing). If Ω ⊢ γ : ω then Ω, Ω' ⊢ γ : ω for any Ω' such that the domains of Ω and Ω' don't overlap.

Proof. Straightforward by inductions on derivations Ω ⊢ γ : ω. □

Lemma A.5 (Weakening for term typing). If Ω | Γ | Σ ⊢ e : σ then Ω, Ω' | Γ, Γ' | Σ, Σ' ⊢ e : σ for any Ω', Γ', Σ' with no overlapping domains with Ω, Γ, Σ respectively.

Proof. By straightforward rule induction on Ω | Γ | Σ ⊢ e : σ using lemma A.4 when required. □

Lemma A.6 (Term substitution). If Ω | Γ | Σ ⊢ e' : σ' and Ω | Γ, x' : σ' | Σ ⊢ e'' : σ'' then Ω | Γ | Σ ⊢ [e'/x']e'' : σ''

Proof. By induction on derivations Ω | Γ, x' : σ' | Σ ⊢ e'' : σ'':

- Case (t-let): e'' = let x : τ_1 = e_1 in e_2 and σ'' = τ_2.

  By bound variable renaming convention, we assume x ≠ x' and x ∉ FV(e'),

  Then Ω | Γ, x' : σ' | Σ ⊢ e_1 : τ_1 and Ω | Γ, x' : σ', x : τ_1 | Σ ⊢ e_2 : τ_2.

  By ind. hyp. Ω | Γ | Σ ⊢ [e'/x']e_1 : τ_1 and Ω | Γ, x : τ_1 | Σ ⊢ [e'/x']e_2 : τ_2.

  By (t-let) Ω | Γ | Σ ⊢ let x : τ_1 = [e'/x']e_1 in [e'/x']e_2 : τ_2 where by definition of substitution (let x : τ_1 = [e'/x']e_1 in [e'/x']e_2) = [e'/x']e'' as required.

- Case (t-upd): Straightforward use of ind. hyp.
• Case (t-fapp): Straightforward use of ind. hyp.

• Case (t-fabs): 
  \[ e'' = \text{fn}(\overline{x_i}; \overline{\tau_i})e \] and \( \sigma'' = \text{fn}(\overline{\tau_i}) \rightarrow \tau \).

  By bound variable renaming convention, we assume \( x' \not\in \overline{x_i} \) and \( \overline{x_i} \not\in \text{FV}(e') \).

  Then \( \Omega \mid \Gamma, x': \sigma', \overline{x_i}; \overline{\tau_i} \mid \Sigma \vdash e : \tau \).

  By ind. hyp. \( \Omega \mid \Gamma, \overline{x_i}; \overline{\tau_i} \mid \Sigma \vdash [e'/x']e : \tau \) which lets us prove \( \Omega \mid \Gamma \mid \Sigma \vdash [e'/x']e'' : \sigma'' \) as required.

• Case (t-ref): Straightforward use of ind. hyp.

• Case (t-deref): Straightforward use of ind. hyp.

• Case (t-var): 
  \[ \Omega \mid \Gamma, x': \sigma' \mid \Sigma \vdash x : \sigma \] with \( (x : \sigma) \in (\Omega \mid \Gamma, x' : \tau') \) and \( \Omega \mid \Gamma \mid \Sigma \vdash [e'/x']x : \sigma' \) from the lemma's assumption.

• Case (t-unit): Vacuous.

• Case (t-newstruct): Straightforward use of ind. hyp on \( \overline{e_i} \) with the fact 
  \[ [e'/x'][S(\overline{u_j})(\overline{x_i}; \overline{e_i})] \equiv S(\overline{u_j})\{x_i : [e'/x']e_i\} \]

• Case (t-proj): Straightforward use of ind. hyp on \( e \) with the fact  
  \[ [e'/x'](e.x) \equiv ([e'/x']e).x \]

• Case (t-seq): Straightforward use of ind. hyp.

• Case (t-unpack): Similar to (t-let) assuming \( x' \not\in \overline{x_i} \) and \( \overline{x_i} \not\in \text{FV}(e') \).

• Case (t-pack): 
  \[ e'' = \text{pack}(\tau, \overline{e_i}, \overline{\tau_j}) \] as \( \& (\exists T, \overline{\tau_i}, \overline{\omega_j}) \) and \( \tau'' = \& (\exists T, \overline{\tau_i}, \overline{\omega_j}) \)

  \( \Omega \mid \Gamma \mid \Sigma \vdash [e'/x']e_i : [\tau/T]x_i \) by ind. hyp.

  \( \Omega \mid \Gamma \mid \Sigma \vdash [e'/x']e'' : \sigma'' \) by (t-pack).

• Case (t-tapp): Straightforward use of ind. hyp.

• Case (t-tabs): Straightforward use of ind. hyp.

• Case (t-capp): Straightforward use of ind. hyp.

• Case (t-cabs): Straightforward use of ind. hyp.

• Case (t-coerce): Straightforward use of ind. hyp.

• Case (t-loc): Trivial.
Lemma A.7 (Types are coercions). \( \Omega \vdash \eta : \eta \sim \eta \) for any \( \eta \) and \( \Omega \).

Proof. By structural induction on \( \eta \):

- Case \( \eta = () \):
  \( \Omega \vdash () : () \sim () \) by (co-unit).

- Case \( \eta = X \):
  \( \Omega \vdash X : X \sim X \) by (co-tvar).

- Case \( \eta = A \langle u_i \rangle \):
  By ind. hyp. \( \Omega \vdash u_i : u_i \sim u_i \) for any \( \Omega \).
  Then \( \Omega \vdash A \langle \overline{u_i} \rangle \sim A \langle \overline{u_i} \rangle \) by (co-type).

- Case \( \eta = (\exists T, \tau_i, \omega_j) \):
  Let \( \omega_j = u_j \sim u_j \).
  By ind. hyp. \( \Omega \vdash \tau_i : \tau_i \sim \tau_i \) and \( \Omega \vdash u_j : u_j \sim u_j \) and \( \Omega \vdash u_{j}^{'} : u_{j}^{'} \sim u_{j}^{'} \) for any \( \Omega \).
  Then \( \Omega \vdash (\exists T, \overline{\tau_i}, \overline{\omega_j}) : (\exists T, \overline{\tau_i}, \overline{\omega_j}) \sim (\exists T, \overline{\tau_i}, \overline{\omega_j}) \) by (co-obj).

- Case \( \eta = \text{fn}(\tau_i) \rightarrow \tau \)
  By ind. hyp. \( \Omega \vdash \tau_i : \tau_i \sim \tau_i \) and \( \Omega \vdash \tau : \tau \sim \tau \) for any \( \Omega \).
  Then by (co-fun) \( \Omega \vdash \text{fn}(\overline{\tau_i}) \rightarrow \tau : \text{fn}(\overline{\tau_i}) \rightarrow \tau \sim \text{fn}(\overline{\tau_i}) \rightarrow \tau \)

- Case \( \eta = &u' \):
  By ind. hyp. \( \Omega \vdash u' : u' \sim u' \).
  Then by (co-ref) \( \Omega \vdash &u' : &u' \sim &u' \).

- Case \( \eta = S \langle u_i \rangle \):
  By ind. hyp. \( \Omega \vdash u_i : u_i \sim u_i \).
  Then by (co-struct) \( \Omega \vdash S \langle \overline{u_i} \rangle : S \langle \overline{u_i} \rangle \sim S \langle \overline{u_i} \rangle \).

- Case \( \eta = \forall X_i.\eta \).
  By ind. hyp. \( \Omega \vdash \eta : \eta \sim \eta \).
  Then by (co-tabs) \( \Omega \vdash \forall \overline{X_i}.\eta : \overline{X_i}.\eta \sim \overline{X_i}.\eta \).
• Case $\eta = \forall \omega_i. \eta$.
  Let $\omega_i = u_i \sim u'_i$.

  By ind. hyp. $\Omega \vdash \eta : \eta \sim \eta$, and $\Omega \vdash u_i : u_i \sim u_i$, and $\Omega \vdash u'_i : u'_i \sim u'_i$.

  Then by (co-cabs) $\Omega \vdash \forall \omega_i. \eta : (\forall \omega_i. \eta) \sim (\forall \omega_i. \eta)$.

\[ \square \]

**Lemma A.8** (Type substitution in coercions). If $\Omega \vdash \gamma : \theta$ then $[u/X]\Omega \vdash [u/X]\gamma : [u/X]\theta$.

**Proof.** By induction on derivations $\Omega \vdash \gamma : \theta$:

• Case (co-var): $\Omega \vdash c : \theta$.
  Then $(c : [u/X]\theta) \in [u/X]\Omega$.
  and $[u/X]\Omega \vdash c : [u/X]\theta$ as required.

• Case (co-sym): Straightforward use of ind. hyp.

• Case (co-trans): Straightforward use of ind. hyp.

• Case (co-tapp): Straightforward use of ind. hyp.

• Case (co-tabs): Straightforward use of ind. hyp.

• Case (co-cabs): Straightforward use of ind. hyp.

• Case (co-unit): $\Omega \vdash () : () \sim ()$.
  Then $[u/X]\Omega \vdash [u/X]() : [u/X]() \sim [u/X]()$ as required since $[u/X]() = ()$.

• Case (co-tvar): $\Omega \vdash X' : X' \sim X'$.
  If $X = X'$ then $[u/X]\Omega \vdash u : u \sim u$ by lemma A.7.
  Otherwise $[X/u]X' = X'$ and by (co-tvar) $[u/X]\Omega \vdash X' : X' \sim X'$ as required.

• Case (co-atype): $\Omega \vdash A \langle \gamma_i \rangle : A \langle u_i \rangle \sim A \langle u'_i \rangle$.
  By ind. hyp. $[u/X]\Omega \vdash [u/X]\gamma_i : [u/X]u_i \sim [u/X]u'_i$.
  Then by (co-atype) and def. of substitution $[u/X]\Omega \vdash [u/X]A \langle \gamma_i \rangle : [u/X]A \langle u_i \rangle \sim [u/X]A \langle u'_i \rangle$ as required.

• Case (co-struct): Straightforward use of ind. hyp.

• Case (co-ref): Straightforward use of ind. hyp.

• Case (co-obj): Straightforward use of ind. hyp. assuming $X \neq T$ by the bound variable renaming convention.
• Case (co-fun): Straightforward use of ind. hyp.

• Case (co-deref): Straightforward use of ind. hyp.

• Case (co-spar): Straightforward use of ind. hyp.

• Case (co-farg): Straightforward use of ind. hyp.

• Case (co-fret): Straightforward use of ind. hyp.

• Case (co-objc-l): Straightforward use of ind. hyp. assuming $T \neq X$.

• Case (co-objc-r): Straightforward use of ind. hyp. assuming $T \neq X$.

• Case (co-coer): Straightforward use of ind. hyp.

• Case (co-coer-l): Straightforward use of ind. hyp.

• Case (co-coer-r): Straightforward use of ind. hyp.

\[\text{Lemma A.9 (Type substitution). If } \Omega \vdash X, \Sigma \vdash e : \sigma \text{ then} \]
\[\text{if } [u/X] \Omega \vdash [u/X] \Gamma \vdash [u/X] \Sigma \vdash [u/X] e : [u/X] \sigma.\]

Proof. By induction on derivations $\Omega \vdash \Gamma, X, \Sigma \vdash e : \sigma$.

• Case (t-let): $\Omega \vdash \Gamma, X, \Sigma \vdash \text{let } x : \tau_1 = e_1 \text{ in } e_2 : \tau_2$.

  By ind. hyp. $[u/X] \Omega \vdash [u/X] \Gamma \vdash [u/X] \Sigma \vdash [u/X] e_1 : [u/X] \tau_1$ and

  $[u/X] \Omega \vdash [u/X] \Gamma, x : [u/X] \tau_1 \vdash [u/X] \Sigma x : \tau_1 \vdash [u/X] e_2 : [u/X] \tau_2$.

  Then by rule (t-let) and the definition of substitution,

  $[u/X] \Omega \vdash [u/X] \Gamma \vdash [u/X] \Sigma \vdash [u/X] \text{(let } x : \tau_1 = e_1 \text{ in } e_2 : \tau_2) : [u/X] \tau_2$.

• Case (t-upd): Straightforward use of ind. hyp. as above.

• Case (t-fapp): Straightforward use of ind. hyp.

• Case (t-fabs): Straightforward use of ind. hyp.

• Case (t-ref): Straightforward use of ind. hyp.

• Case (t-deref): Straightforward use of ind. hyp.
• Case (t-var): $\Omega | \Gamma, X | \Sigma \vdash x : \sigma$.
  Then $(x: [u/X] \sigma) \in [u/X] \Gamma$ which lets us prove $[u/X] \Omega | [u/X] \Gamma | [u/X] \Sigma \vdash x : [u/X] \sigma$.

• Case (t-unit): Vacuous.

• Case (t-newstruct): Straightforward use of ind. hyp.

• Case (t-proj): Straightforward use of ind. hyp.

• Case (t-seq): Straightforward use of ind. hyp.

• Case (t-unpack): $\Omega | \Gamma, X | \Sigma \vdash (T, \overline{x})$ unpack $e_1$ in $e_2 : \tau$.
  By bound variable renaming convention, assume $T \neq X$.
  By ind. hyp. $[u/X] \Omega | [u/X] \Gamma | [u/X] \Sigma \vdash [u/X] e_1 : [u/X](\tau([\exists T, \overline{\bar{\nu}}, \overline{\bar{\nu}}])$ and
  $[u/X] \Omega | [u/X] \Gamma, T, \overline{x} : [u/X] \tau_1 | [u/X] \Sigma \vdash [u/X] e_2 : [u/X] \tau$.
  $[u/X](\tau([\exists T, \overline{\bar{\nu}}, \overline{\bar{\nu}}])) = (\exists T, [u/X] \tau_1, [u/X] \overline{\bar{\nu}})$ by definition of substitution.
  Then $(T, \overline{x}) = \text{unpack} [u/X] e_1$ in $[u/X] e_2 : [u/X] \tau$ by (t-unpack) as required.

• Case (t-pack): $\Omega | \Gamma, X | \Sigma \vdash \text{pack} (\tau, \overline{x})$ as $\& (\exists T, \overline{\bar{\nu}}, \overline{\bar{\nu}})$: $\& (\exists T, \overline{\bar{\nu}}, \overline{\bar{\nu}})$.
  Assume $T \neq X$ by bound variable renaming convention.
  $[u/X] \Omega | [u/X] \Gamma | [u/X] \Sigma \vdash [u/X] e_1 : [u/X] \tau_1 \tau$ by ind. hyp.
  $[u/X] \Omega \vdash [u/X] \gamma_j : [u/X] \tau_1 \omega_j \text{ by lemma A.8}$
  $[u/X] \Omega \vdash [u/X] \gamma_j : [u/X] \tau_1 \omega_j \text{ by definition of substitution}$.
  Then
  $[u/X] \Omega | [u/X] \Gamma | [u/X] \Sigma \vdash \text{pack} ([u/X] \tau, [u/X] e_1, [u/X] \gamma_j) \text{ as } \& (\exists T, [u/X] \tau_1, [u/X] \omega_j)$
  by (t-pack) as required.

• Case (t-tapp): $\Omega | \Gamma, X | \Sigma \vdash e(\overline{u_i}) : [u_i/X_i] \sigma$.
  Assume $X \not\in X_i$.
  By ind. hyp. $[u/X] \Omega | [u/X] \Gamma | [u/X] \Sigma \vdash [u/X] e : [u/X] \forall X_i \sigma$.
  $[u/X] \Omega | [u/X] \Gamma | [u/X] \Sigma \vdash [u/X] e([u/X] u_i) : [u/X] u_i/X_i | [u/X] \tau$ by (t-tapp) as required.

• Case (t-tabs): $\Omega | \Gamma, X | \Sigma \vdash \Lambda X_i. e : \forall X_i \tau$.
  Assume $X \not\in X_i$.
  By ind. hyp. $[u/X] \Omega | [u/X] \Gamma, X_i | [u/X] \Sigma \vdash [u/X] e : [u/X] \tau$.
  By (t-tabs) $[u/X] \Omega | [u/X] \Gamma | [u/X] \Sigma \vdash \Lambda X_i [u/X] e : \forall X_i | [u/X] \tau$.
  $\Lambda X_i [u/X] e \equiv [u/X](\Lambda X_i e)$ and $\forall X_i [u/X] \sigma \equiv [u/X](\forall X_i \tau)$ by def. of substitution as required.
• Case (t-capp): $\Omega | \Gamma, X | \Sigma \vdash e[\gamma_i] : \sigma$.
  $\Omega | \Gamma, [u/X] \Gamma' | \Sigma \vdash [u/X] e : [u/X](\forall \omega_i.\sigma)$ by ind. hyp.
  $\Omega \vdash [u/X] \gamma_i : [u/X] \omega_i$ by lemma A.8
  $[u/X](\forall \omega_i.\sigma) \equiv \forall [u/X] \omega_i.\sigma$ by def. of substitution.
  $\Omega | \Gamma, [u/X] \Gamma' | \Sigma \vdash [u/X] e[[u/X] \gamma_i]$ by (t-capp).
  $[u/X] e[[u/X] \gamma_i] \equiv [u/X](e[[\gamma_i]])$ by def. of substitution as required.

• Case (t-cabs): $\Omega | \Gamma, X | \Sigma \vdash \Lambda \varepsilon_i : \omega_i. e : \forall \omega_i.\sigma$.
  $\Omega, \varepsilon_i : [u/X] \omega_i | \Gamma, [u/X] \Gamma' | \Sigma \vdash [u/X] e : [u/X] \sigma$ by ind. hyp.
  $\Omega | \Gamma, [u/X] \Gamma' | \Sigma \vdash \Lambda \varepsilon_i : [u/X] \omega_i, [u/X] e : \forall [u/X] \omega_i. [u/X] \sigma$ by (t-cabs) as required.

• Case (t-coerce): $\Omega | \Gamma, X | \Sigma \vdash e \triangleright \gamma : \sigma_2$.
  $[u/X] \Omega | [u/X] \Gamma | [u/X] \Sigma \vdash [u/X] e : [u/X] \sigma_1$ by ind. hyp.
  $[u/X] \Omega \vdash [u/X] \gamma : [u/X] \sigma_1 \sim [u/X] \sigma_2$ by lemma A.8
  $[u/X] \Omega | [u/X] \Gamma | [u/X] \Sigma \vdash [u/X] e \triangleright [u/X] \gamma : [u/X] \sigma_2$ by (t-coerce) as required.

• Case (t-loc): $\Omega | \Gamma, X | \Sigma \vdash l : \sigma$.
  Then $(l : [u/X] \sigma) \in [u/X] \Omega$
  and $[u/X] \Omega | [u/X] \Gamma | [u/X] \Sigma \vdash l : [u/X] \sigma$ by (t-loc) as required.

\[ \square \]

Lemma A.10 (Coercion substitution). If $\Omega, \varepsilon : \theta' \vdash \gamma : \theta$ and $\Omega \vdash \gamma' : \theta'$ then $\Omega \vdash [\gamma'/\varepsilon] \gamma : \theta$.

Proof. Straightforward by induction on derivations $\Omega, \varepsilon : \omega' \vdash \gamma : \theta$. \[ \square \]

Lemma A.11 (Coercion substitution in terms). If $\Omega, \varepsilon : \omega | \Gamma | \Sigma \vdash e : \sigma$ and $\Omega \vdash \gamma : \omega$ then $\Omega | \Gamma | \Sigma \vdash [\gamma/\varepsilon] e : \sigma$.

Proof. By induction on derivations $\Omega, \varepsilon : \omega | \Gamma | \Sigma \vdash e : \sigma$ assuming $\Omega \vdash \gamma : \omega$ in all cases.
Mostly straightforward use of induction hypothesis except in the following cases:

• Case (t-pack): $\Omega, \varepsilon : \omega | \Gamma | \Sigma \vdash \text{pack}(\tau, \varepsilon_i, \gamma_j)$ as $\& (\exists T, \tau_i, \omega_j) : \& (\exists T, \tau_i, \omega_j)$ and $\Omega \vdash \gamma : \omega$.
  $\Omega | \Gamma | \Sigma \vdash [\gamma/\varepsilon] e_i : [\tau/T] \tau_i$ by ind. hyp.
  $\Omega \vdash [\gamma/\varepsilon] \gamma_j : [\tau/T] \gamma_j$ by lemma A.10
  $\Omega | \Gamma | \Sigma \vdash \text{pack}(\tau, [\gamma/\varepsilon] \varepsilon_i, [\gamma/\varepsilon] \gamma_j)$ as $\& (\exists T, \tau_i, \omega_j) : \& (\exists T, \tau_i, \omega_j)$
  by (t-pack) as required.

• Case (t-capp): $\Omega, \varepsilon : \omega | \Gamma | \Sigma \vdash [\gamma_j] : \sigma$ and $\Omega \vdash \gamma : \omega$.
  $\Omega | \Gamma | \Sigma \vdash [\gamma/\varepsilon] e : \forall \omega_i.\sigma$ by ind. hyp.
  $\Omega \vdash [\gamma/\varepsilon] \gamma_j : [u_i/X_i] \omega_j$ by lemma A.10.
  $\Omega | \Gamma | \Sigma \vdash [\gamma/\varepsilon] e[[\gamma/\varepsilon] \gamma_i] : \sigma$ by (t-capp) as required.
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• Case (t-cabs): $\Omega, c : \omega : \Gamma | \Sigma \vdash \Lambda \overline{c}_j : \omega_j, e : \forall \omega_j . \sigma$.
  
  $\Omega, \overline{c}_j : \omega_j | \Gamma | \Sigma \vdash [\gamma/c]e : \sigma$ by ind. hyp.
  
  We can assume $c \not\in \overline{c}_j$ because of the bound variable renaming convention.
  
  Then $\Omega | \Gamma | \Sigma \vdash \Lambda \overline{c}_j : \omega_j, [\gamma/c]e : \forall \omega_j . \sigma$ as required.

• Case (t-coerce): $\Omega, c : \omega : \Gamma | \Sigma \vdash e \triangleright \gamma' : \sigma_2$.
  
  $\Omega | \Gamma | \Sigma \vdash [\gamma/c]e : \sigma_1$ by ind. hyp.
  
  $\Omega \vdash [\gamma/c] \gamma' : \sigma_1 \sim \sigma_2$ by lemma A.10.
  
  Then $\Omega | \Gamma | \Sigma \vdash [\gamma/c]e \triangleright [\gamma/c] \gamma' : \sigma_2$ by (t-coerce) as required.

\[ \square \]

**Lemma A.12** (Type soundness of alloc). Suppose $\Omega | \Gamma | \Sigma \vdash v : \sigma$ and $\Omega | \Gamma | \Sigma \vdash \mu$.

If $\text{alloc}(\mu, v) = \langle \mu', l \rangle$ then there is some $\Sigma' \supseteq \Sigma$ such that

$l \not\in \text{dom}(\mu)$ and $\Omega | \Gamma | \Sigma' \vdash \mu'$ and $\Omega | \Gamma | \Sigma' \vdash l : \sigma$.

**Proof.** By structural induction on $v$:

• Case $v \in \text{STOREVAL}$:
  
  Suppose $\Omega | \Gamma | \Sigma \vdash v : \sigma$ and $\Omega | \Gamma | \Sigma \vdash \mu$.
  
  By definition of alloc, $\text{alloc}(\mu, v) = \langle \mu(l \rightarrow v), l \rangle$ where $l \not\in \text{dom}(\mu)$.
  
  Let $\Sigma' = \Sigma, l : \sigma$. Then $\Omega | \Gamma | \Sigma' \vdash l : \sigma$ by (t-loc) and $\Omega | \Gamma | \Sigma' \vdash \mu'$ as there is no $w$ such that $w \sqsupseteq v$.

• Case $v = S \langle \overline{u}_j \rangle \langle \overline{x}_i : v_i \rangle$:
  
  Suppose $\Omega | \Gamma | \Sigma \vdash S \langle \overline{u}_j \rangle \langle \overline{x}_i : v_i \rangle : \sigma$ and $\Omega | \Gamma | \Sigma \vdash \mu_0$.
  
  By lemma A.1, there are some $\overline{X}_j, \overline{\sigma}_i$ such that 
  
  $\Omega | \Gamma | \Sigma \vdash v_i : [u_j/X_j] \sigma_i$ and $S \langle \overline{X}_j \rangle \langle \overline{x}_i : \overline{\sigma}_i \rangle \in \Omega$ and $\sigma = S \langle \overline{u}_j \rangle$.
  
  By definition, $\text{alloc}(\mu_0, S \langle \overline{u}_j \rangle \langle \overline{x}_i : v_i \rangle) = \langle \mu', l \rangle$
  
  where $\langle \mu_i, l_i \rangle = \text{alloc}(\mu_{i-1}, v_i)$
  
  and $\mu' = \mu_i[l \rightarrow S \langle \overline{u}_j \rangle \langle \overline{x}_i : l_i \rangle]$ and $l \not\in \text{dom}(\mu_i)$.
  
  Lemma A.5 gives us $\Omega | \Gamma | \Sigma' \vdash v_i : [u_j/X_j] \sigma_i$ for any $\Sigma' \supseteq \Sigma$.
  
  This allows us to use the induction hypothesis $i$ times to get
  
  $l_i \not\in \text{dom}(\mu_{i-1})$ and $\Omega | \Gamma | \Sigma_i \vdash \mu_i$ and $\Omega | \Gamma | \Sigma_i \vdash l_i : [u_j/X_j] \sigma_i$
  
  for some $\Sigma_i \supseteq \Sigma_{i-1}$. Let $\Sigma' = \Sigma_i$.
  
  By lemma A.5, $\Omega | \Gamma | \Sigma' \vdash l_i : [u_j/X_j] \sigma_i$.
  
  Then by (t-newstruct) $\Omega | \Gamma | \Sigma' \vdash S \langle \overline{u}_j \rangle \langle \overline{x}_i : l_i \rangle : S \langle \overline{u}_j \rangle$.
  
  Let $\Sigma'' = \Sigma', l : S \langle \overline{u}_j \rangle$. Then $\Omega | \Gamma | \Sigma'' \vdash l : S \langle \overline{u}_j \rangle$ by (t-loc).
\[ \mu'(l_i) \sqsubseteq \mu' S \langle \overline{u_j} \rangle \langle \overline{x_i} : \overline{l_i} \rangle^i \] by def. of \( \sqsubseteq \).

Since \( l \) is not mentioned in \( \mu_i \) and \( \sqsubseteq \mu_i \) is well-founded, we conclude that \( \sqsubseteq \mu' \) is well-founded and \( \Omega \mid \Gamma \mid \Sigma'' \vdash \mu' \).

- Case \( v = S \langle \overline{u_j} \rangle \langle \overline{x_i} : v_i \rangle \triangleright \gamma \):

Suppose \( \Omega \mid \Gamma \mid \Sigma \vdash S \langle \overline{u_j} \rangle \langle \overline{x_i} : v_i \rangle \triangleright \gamma : \sigma \) and \( \Omega \mid \Gamma \mid \Sigma \vdash \mu_0 \).

By lemma A.5, there are some \( \tau, X_j, \sigma_i \) such that:

\[ \Omega \vdash \gamma : S \langle \overline{u_j} \rangle \sim \tau \]

\[ \Omega \mid \Gamma \mid \Sigma \vdash v_i : [\overline{u_j}/X_j] \sigma_i \]

and

\[ S \langle X_j \rangle \langle \overline{x_i} : \sigma_i \rangle \in \Omega \]

\( \sigma = \tau \).

By definition, \( \text{alloc}(\mu_0, S \langle \overline{u_j} \rangle \langle \overline{x_i} : v_i \rangle \triangleright \gamma) = \langle \mu_i[l \rightarrow S \langle \overline{u_j} \rangle \langle \overline{x_i} : l_i \rangle \triangleright \gamma], l \rangle \)

where \( \langle \mu_i, l_i \rangle = \text{alloc}(\mu_{i-1}, v_i) \) and \( l \not\in \text{dom}(\mu_0) \).

Lemma A.5 gives us \( \Omega \mid \Gamma \mid \Sigma' \vdash v_i : [\overline{u_j}/X_j] \sigma_i \) for any \( \Sigma' \supseteq \Sigma \).

This allows us to use the induction hypothesis \( i \) times to get

\[ l_i \not\in \text{dom}(\mu_{i-1}) \] and

\[ \Omega \mid \Gamma \mid \Sigma_i \vdash \mu_i \]

and

\[ \Omega \mid \Gamma \mid \Sigma_i \vdash l_i : [\overline{u_j}/X_j] \sigma_i \]

for some \( \Sigma_i \supseteq \Sigma_{i-1} \). Let \( \Sigma' = \Sigma_i \).

By lemma A.5, \( \Omega \mid \Gamma \mid \Sigma' \vdash l_i : [\overline{u_j}/X_j] \sigma_i \).

Then by (t-newstruct) \( \Omega \mid \Gamma \mid \Sigma' \vdash S \langle \overline{u_j} \rangle \langle \overline{x_i} : l_i \rangle : S \langle \overline{u_j} \rangle \)

and by (t-coerce) \( \Omega \mid \Gamma \mid \Sigma' \vdash S \langle \overline{u_j} \rangle \langle \overline{x_i} : l_i \rangle \triangleright \gamma : S \langle \overline{u_j} \rangle \).

Let \( \Sigma'' = \Sigma', l : \tau \). Then \( \Omega \mid \Gamma \mid \Sigma'' \vdash l : \tau \) by (t-loc)

and \( \Omega \mid \Gamma \mid \Sigma'' \vdash \mu_i[l \rightarrow S \langle \overline{u_j} \rangle \langle \overline{x_i} : l_i \rangle \triangleright \gamma] \)

by the same argument as in the previous case.

\[ \square \]

Lemma A.13 (Lifting). If \( \Omega \vdash \gamma_i : u_i \sim u_i' \) then \( \Omega \vdash [\gamma_i/X_i] \eta : [u_i/X_i] \eta \sim [u_i'/X_i] \eta \).

Proof. By structural induction on \( u \) supposing in all cases that \( \overline{\Omega} \vdash \gamma_i : u_i \sim u_i' ; \)

- Case \( \eta = () \):

\( \Omega \vdash () : () \) by (co-unit).

- Case \( \eta = X \):

If \( X \not\in X_i \) then the case holds by (co-tvar).

Otherwise, \( \lceil \gamma/X \rceil \in \lceil \gamma_i/X_i \rceil \) and \( \Omega \vdash \gamma : u_1 \sim u_2 \) for some \( \gamma, u_1, u_2 \).

Then \( \Omega \vdash [\gamma_i/X_i] \gamma : [u_i/X_i] u_1 \sim [u_i'/X_i] u_2 \) as required.
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• Case $\eta = A(\overline{u}_j)$:
  \[ \frac{\text{By ind. hyp.}}{\Omega \vdash [\gamma_i/X_i]u_j : [\overline{u}_i/X_i]u_j \sim [\overline{u}'_i/X_i]u_j} \]
  Then by (co-type) and def. of substitution
  \[ \Omega \vdash [\gamma_i/X_i]A(\overline{u}_j) : [\gamma_i/X_i]A(\overline{u}_j) \sim [\gamma_i/X_i]A(\overline{u}_j) \]
  as required.

• Case $\eta = (\exists T, \tau_k, \omega_j)$:
  Straightforward use of the induction hypothesis as in the previous case.

• Case $\eta = \text{fn}(\overline{t_i}) \rightarrow \tau$
  Straightforward use of the induction hypothesis as in the previous case.

• Case $\eta = &u'$:
  Straightforward use of the induction hypothesis as in the previous case.

• Case $\eta = S(\overline{u}_i)$:
  Straightforward use of the induction hypothesis as in the previous case.

• Case $\eta = \forall X_j. \eta$:
  Straightforward use of the induction hypothesis as in the previous case.

• Case $\eta = \forall \omega_j. \eta$:
  Straightforward use of the induction hypothesis as in the previous case.

\[ \Box \]

**Lemma A.14** (Value-preserving coercion). If $\Omega \mid \Gamma \mid \Sigma \vdash v \triangleright \gamma : \sigma$
then $v \triangleright \triangleright \gamma = v'$ for some $v'$ where $\Omega \mid \Gamma \mid \Sigma \vdash v' : \sigma$.

**Proof.** By cases on $v$:

• Case $v = pv$:
  Then by def. $pv \triangleright \triangleright \gamma = pv \triangleright \gamma$ and $pv \triangleright \gamma \in \text{VAL}$.

• Case $v = pv \triangleright \gamma'$:
  Then by def. $pv \triangleright \gamma' \triangleright \gamma = pv \triangleright (\gamma' \circ \gamma)$.
  and $pv \triangleright (\gamma' \circ \gamma) \in \text{VAL}$.
  From lemma A.1 we get $\Omega \vdash \gamma : \sigma' \sim \sigma$ and $\Omega \vdash \gamma' : \sigma'' \sim \sigma'$ and $\Omega \mid \Gamma \mid \Sigma \vdash pv : \sigma''$.
  Then by (co-trans) $\Omega \vdash \gamma' \circ \gamma : \sigma'' \sim \sigma$
  and by (t-coerce) $\Omega \mid \Gamma \mid \Sigma \vdash pv \triangleright (\gamma' \circ \gamma) : \sigma$ as required.

\[ \Box \]
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**Lemma A.15 (Type soundness of update).** Suppose \( \Omega | \Gamma | \Sigma \vdash v : \sigma \) and \( \Omega | \Gamma | \Sigma \vdash l : \sigma \) and \( \Omega | \Gamma | \Sigma \vdash \mu \).

Then \( \text{update}_\Omega(\mu, l, v) = \mu' \) where \( \Omega | \Gamma | \Sigma \vdash \mu' \).

**Proof.** By structural induction on \( v \):

- **Case \( v = S(\overline{u_j})(\overline{x_i} : \overline{v_i}) \):**

  Suppose \( \Omega | \Gamma | \Sigma \vdash S(\overline{u_j})(\overline{x_i} : \overline{v_i}) : \sigma \) and \( \Omega | \Gamma | \Sigma \vdash l : \sigma \) and \( \Omega | \Gamma | \Sigma \vdash \mu_0 \).

  By lemma A.1, there are some \( \overline{X_j}, \overline{\sigma_i} \) such that 
  \[ \Omega | \Gamma | \Sigma \vdash v_i : [u_j/X_j]\sigma_i \text{ and } S(\overline{X_j})(\overline{x_i} : \overline{\sigma_i}) \in \Omega \text{ and } \sigma = S(\overline{u_j}) \].

  From \( \Omega | \Gamma | \Sigma \vdash \mu_0 \) and \( \Omega | \Gamma | \Sigma \vdash l : S(\overline{u_j}) \) we can deduce \( \Omega | \Gamma | \Sigma \vdash \mu_0(l) : S(\overline{u_j}) \).

  From lemma A.3 we know that either \( \mu_0(l) = S(\overline{u_j})(\overline{x_i} : \overline{l_i}) \) for some \( l_i \) or \( \mu_0(l) = S(\overline{u_j})(\overline{x_i} : \overline{l_i}) \triangleright \gamma \) for some \( \gamma, l_i, u_j \) where \( \Omega \vdash \gamma : S(\overline{u_j}) \sim S(\overline{u_j}) \).

  We must consider both cases separately:

  - **Case \( \mu_0(l) = S(\overline{u_j})(\overline{x_i} : \overline{l_i}) \):**

    Then by definition of update, 
    \[ \text{update}_\Omega(\mu_0, l, S(\overline{u_j})(\overline{x_i} : \overline{v_i})) = \mu_i \] 
    where \( \mu_i = \text{update}_\Omega(\mu_{i-1}, \overline{l_i}, \overline{v_i}) \) and by induction hypothesis, \( \Omega | \Gamma | \Sigma \vdash \mu_i \) as required.

  - **Case \( \mu_0(l) = S(\overline{u_j})(\overline{x_i} : \overline{l_i}) \triangleright \gamma \):**

    Then, by definition of update, 
    \[ \text{update}_\Omega(\mu_0, l, S(\overline{u_j})(\overline{x_i} : \overline{v_i})) = \mu_i \] 
    where \( \mu_i = \text{update}_\Omega(\mu_{i-1}, \overline{l_i}, \overline{v_i}, \triangleright [\gamma_j/X_j]\sigma_i) \) and \( \gamma_j = \text{spar} (j, \text{sym} \gamma) \).

    By lemma A.1, \( \Omega | \Gamma | \Sigma \vdash S(\overline{u_j})(\overline{x_i} : \overline{l_i}) : S(\overline{u_j}) \) 
    and \( \Omega | \Gamma | \Sigma \vdash l_i : [u_j/X_j]\sigma_i \).

    By (co-sym) and (co-spar), \( \Omega \vdash \gamma_j : u_j \sim u_j \).

    By lemma A.13, \( \Omega | \Gamma | \Sigma \vdash v_i \triangleright [\gamma_j/X_j]\sigma_i : [u_j/X_j]\sigma_i \) 
    and by lemma A.14, \( \Omega | \Gamma | \Sigma \vdash v_i \triangleright [\gamma_j/X_j]\sigma_i : [u_j/X_j]\sigma_i \in \text{VAL} \).

    Then, by the induction hypothesis, \( \Omega | \Gamma | \Sigma \vdash \mu_i \) as required.

- **Case \( v = S(\overline{u_j})(\overline{x_i} : \overline{v_i}) \triangleright \gamma \):**

  Suppose \( \Omega | \Gamma | \Sigma \vdash S(\overline{u_j})(\overline{x_i} : \overline{v_i}) \triangleright \gamma : \sigma \) and \( \Omega | \Gamma | \Sigma \vdash l : \sigma \) and \( \Omega | \Gamma | \Sigma \vdash \mu_0 \).
From lemma A.1, we get $\Omega \vdash \gamma : S\langle u_j \rangle \sim \sigma$ as well as
$\Omega | \Gamma | \Sigma \vdash v_i : [u_j/X_j]_{\sigma_i}$ and $S\langle X_j \rangle_{(x_i: \sigma_i)} \in \Omega$
for some $X_j, \sigma_i$.

From $\Omega | \Gamma | \Sigma \vdash \mu_0$ and $\Omega | \Gamma | \Sigma \vdash l : \sigma$ we can deduce $\Omega | \Gamma | \Sigma \vdash \mu_0(l) : \sigma$.

By lemma A.3, since $\Omega \vdash \text{sym} \gamma : \sigma \sim S\langle u_j \rangle$ by (co-sym), either
$\mu_0(l) = S\langle u'_j \rangle_{(x_i: l_i)}$ and $\sigma = S\langle u'_j \rangle$ for some $u'_j, l_i$ or
$\mu_0(l) = S\langle u'_j \rangle_{(x_i: l_i)} \triangleright \gamma'$ where $\Omega \vdash \gamma' : S\langle u'_j \rangle \sim \sigma$ for some $u'_j, l_i$.

We consider both cases separately:

- Case $\mu_0(l) = S\langle u'_j \rangle_{(x_i: l_i)}$:

Then by definition of update,
$\text{update}_{\Omega}(\mu_0, l, S\langle u'_j \rangle_{(x_i: v_i)}) \triangleright \gamma = \mu_i$
where $\mu_i = \text{update}_{\Omega}(\mu_{i-1}, l_i, v_i \triangleright [\gamma_j/X_j]_{\sigma_i})$
and $\gamma_j \equiv \text{spar}(j, \gamma)$.

From lemma A.1, we get $\Omega | \Gamma | \Sigma \vdash l_i : [u'_j/X_j]_{\sigma_i}$.

Using (co-spar) we get $\Omega \vdash \gamma_j : u_j \sim u'_j$.

By lemma A.13, $\Omega | \Gamma | \Sigma \vdash v_i \triangleright [\gamma_j/X_j]_{\sigma_i} : [u'_j/X_j]_{\sigma_i}$
and by lemma A.14, $\Omega | \Gamma | \Sigma \vdash v_i \triangleright [\gamma_j/X_j]_{\sigma_i} : [u'_j/X_j]_{\sigma_i}$ where $v_i \triangleright [\gamma_j/X_j]_{\sigma_i} \in \text{VAL}$.

Then, by the induction hypothesis, $\Omega | \Gamma | \Sigma \vdash \mu_i$ as required.

- Case $\mu_0(l) = S\langle u'_j \rangle_{(x_i: l_i)} \triangleright \gamma'$:

Then by definition of update,
$\text{update}_{\Omega}(\mu_0, l, S\langle u'_j \rangle_{(x_i: v_i)}) \triangleright \gamma = \mu_i$
where $\mu_i = \text{update}_{\Omega}(\mu_{i-1}, l_i, v_i \triangleright [\gamma_j/X_j]_{\sigma_i})$
and $\gamma_j \equiv \text{spar}(j, \gamma \circ \text{sym} \gamma')$.

From lemma A.1, we get $\Omega | \Gamma | \Sigma \vdash l_i : [u'_j/X_j]_{\sigma_i}$.

Using (co-sym), (co-trans) and (co-spar) we get $\Omega \vdash \gamma_j : u_j \sim u'_j$.

By lemma A.13, $\Omega | \Gamma | \Sigma \vdash v_i \triangleright [\gamma_j/X_j]_{\sigma_i} : [u'_j/X_j]_{\sigma_i}$
and by lemma A.14, $\Omega | \Gamma | \Sigma \vdash v_i \triangleright [\gamma_j/X_j]_{\sigma_i} : [u'_j/X_j]_{\sigma_i}$ where $v_i \triangleright [\gamma_j/X_j]_{\sigma_i} \in \text{VAL}$.

Then, by the induction hypothesis, $\Omega | \Gamma | \Sigma \vdash \mu_i$ as required.

- Case $v \in \text{PVAL}$:

Then $\mu' = \mu[l \mapsto v]$.

$\Omega | \Gamma | \Sigma \vdash v : \sigma$ and $\Omega | \Gamma | \Sigma \vdash l : \sigma$ by assumption
and there is no possible $w \sqsubseteq \mu', v$ which lets us conclude $\Omega | \Gamma | \Sigma \vdash \mu'$. 
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Lemma A.16 (Type soundness of getValue). If $\Omega \mid \Gamma \mid \Sigma \vdash \mu$ and $\Sigma(l) = \sigma$ then $\Omega \mid \Gamma \mid \Sigma \vdash \text{getValue}(\mu, l) : \sigma$.

Proof. From the def. of $\Omega \mid \Gamma \mid \Sigma \vdash \mu$ we know that $\sqsubseteq_{\mu}$ is a well founded relation on the elements in the image of $\mu$. We then prove the lemma by induction on $l$ assuming the induction hypothesis for all $l'$ where $\mu(l') \sqsubseteq_{\mu} \mu(l)$.

- Case $\mu(l) = S \langle u_j \rangle \{x_i : l_i\}$:
  Suppose $\Omega \mid \Gamma \mid \Sigma \vdash \mu$ and $\Omega \mid \Gamma \mid \Sigma \vdash l : \sigma$.
  Then $S \langle u_j \rangle \{x_i : l_i\} : \sigma$.
  From lemma A.1 we get $S \langle X_j \rangle \{x_i : \sigma_i\} \in \Omega$ and $\Omega \mid \Gamma \mid \Sigma \vdash S \langle X_j \rangle [x_i] : [u_j/X_j] \sigma_i$ and $\sigma = S \langle u_j \rangle$ for some $X_j, \sigma_i$.
  By def., $\text{getValue}(\mu, l) = S \langle u_j \rangle \{x_i : \text{getValue}(\mu, l_i)\}$.
  By ind. hyp. $\Omega \mid \Gamma \mid \Sigma \vdash \text{getValue}(\mu, l_i) : [u_j/X_j] \sigma_i$.
  Then by (t-newstruct), $\Omega \mid \Gamma \mid \Sigma \vdash S \langle u_j \rangle \{x_i : \text{getValue}(\mu, l_i)\} : S \langle u_j \rangle$ as required.

- Case $\mu(l) = \omega$ where $\omega$ matches neither of the above forms:
  $\text{getValue}(\mu, l) = \mu(l)$ as required.
Theorem 6.1 (Preservation). Suppose $\Omega$ is a consistent environment.

1. If $\Omega \vdash \Gamma \vdash e : \sigma$ and $\Omega \vdash \Gamma \vdash \mu$ and $\langle \mu, e \rangle \xrightarrow{\Omega} \langle \mu', e' \rangle$

then, there is some store typing $\Sigma' \supseteq \Sigma$ such that
$\Omega \vdash \Gamma \vdash e' : \sigma$ and $\Omega \vdash \Gamma \vdash \mu'$.

2. If $\Omega \vdash \Gamma \vdash lv : \tau$ and $\Omega \vdash \Gamma \vdash \mu$ and $\langle \mu, lv \rangle \xrightarrow{lv(\Omega)} \langle \mu', lv' \rangle$

then, there is some store typing $\Sigma' \supseteq \Sigma$ such that
$\Omega \vdash \Gamma \vdash lv' : \tau$ and $\Omega \vdash \Gamma \vdash \mu'$.

Proof. By simultaneous induction on derivations $\langle \mu, e \rangle \xrightarrow{\Omega} \langle \mu', e' \rangle$ and $\langle \mu, lv \rangle \xrightarrow{lv(\Omega)} \langle \mu', lv' \rangle$.

- Case (e-let1):
  Suppose $\Omega \vdash \Gamma \vdash \Sigma \vdash \text{let } x : \tau = v$ in $e_2 : \sigma$ and $\Omega \vdash \Gamma \vdash \Sigma \vdash \mu$ and $\langle \mu, \text{let } x : \tau = v \text{ in } e_2 \rangle \xrightarrow{\Omega} \langle \mu', [l/x]e_2 \rangle$

  where $\langle \mu', l \rangle = \text{alloc}(\mu, v)$

  From lemma A.1, we know that $\Omega \vdash \Gamma \vdash \Sigma \vdash v : \tau$ and $\Omega \vdash \Gamma, x : \tau \vdash e_2 : \tau_2$ and $\sigma = \tau_2$ for some $\tau_2$.

  From lemma A.12, we know that $\Omega \vdash \Gamma \vdash \Sigma' \vdash \mu'$ and $\Omega \vdash \Gamma \vdash \Sigma' \vdash l : \tau$ for some $\Sigma' \supseteq \Sigma$.

  We can then use lemma A.6 to conclude that $\Omega \vdash \Gamma \vdash \Sigma' \vdash [l/x]e_2 : \tau_2$

- Case (e-let2):
  Suppose $\Omega \vdash \Gamma \vdash \Sigma \vdash \text{let } x : \tau = e$ in $e_2 : \sigma$ and $\Omega \vdash \Gamma \vdash \Sigma \vdash \mu$ and $\langle \mu, \text{let } x : \tau = e \text{ in } e_2 \rangle \xrightarrow{\Omega} \langle \mu', \text{let } x : \tau = e' \text{ in } e_2 \rangle$

  where $\langle \mu, e \rangle \xrightarrow{\Omega} \langle \mu', e' \rangle$.

  $\Omega \vdash \Gamma \vdash \Sigma \vdash e : \tau$ and $\Omega \vdash \Gamma, x : \tau \vdash e_2 : \tau_2$ and $\sigma = \tau_2$ for some $\tau_2$ by lemma A.1.

  $\Omega \vdash \Gamma \vdash \Sigma' \vdash e' : \tau$ and $\Omega \vdash \Gamma \vdash \Sigma' \vdash \mu'$ for some $\Sigma' \supseteq \Sigma$ by ind. hyp.

  $\Omega \vdash \Gamma \vdash \Sigma' \vdash \text{let } x : \tau = e' \text{ in } e_2 : \tau_2$ by lemma A.5 and (t-let) as required.

- Case (e-upd1):
  Suppose $\Omega \vdash \Gamma \vdash \Sigma \vdash lv := e : \sigma$ and $\Omega \vdash \Gamma \vdash \Sigma \vdash \mu$ and $\langle \mu, lv := e \rangle \xrightarrow{\Omega} \langle \mu', lv' := e \rangle$

  where $\langle \mu, lv \rangle \xrightarrow{lv(\Omega)} \langle \mu', lv' \rangle$.

  By lemma A.1 there is some $\tau$ such that $\Omega \vdash \Gamma \vdash \Sigma \vdash lv : \tau$ and $\Omega \vdash \Gamma \vdash e : \tau$ and $\sigma = \emptyset$.

  By ind. hyp. there is some $\Sigma' \supseteq \Sigma$ such that $\Omega \vdash \Gamma \vdash \Sigma' \vdash \mu'$ and $\Omega \vdash \Gamma \vdash \Sigma' \vdash lv' : \tau$.

  Then $\Omega \vdash \Gamma \vdash \Sigma' \vdash lv' := e()$ by lemma A.5 and (t-upd) as required.
• Case (e-upd2):
Suppose $\Omega \mid \Gamma \mid \Sigma \vdash l := v : \sigma$ and $\Omega \mid \Gamma \mid \Sigma \vdash \mu$ and
\[ \langle \mu, l := v \rangle \xrightarrow{\Omega} \langle \mu', \emptyset \rangle \]
where $\mu' = \text{update}_\Sigma(\mu, l, v)$.

By lemma A.1 there is some $\tau$ such that $\Omega \mid \Gamma \mid \Sigma \vdash l : \tau$ and $\Omega \mid \Gamma \mid \Sigma \vdash e : \tau$ and $\sigma = \emptyset$.

$\Omega \mid \Gamma \mid \Sigma \vdash \mu'$ by lemma A.15.

By (t-unit) $\Omega \mid \Gamma \mid \Sigma \vdash () : ()$ as required.

• Case (e-upd3):
Suppose $\Omega \mid \Gamma \mid \Sigma \vdash (l \triangleright \gamma) := e : \sigma$ and $\Omega \mid \Gamma \mid \Sigma \vdash \mu$ and
\[ \langle \mu, (l \triangleright \gamma) := e \rangle \xrightarrow{\Omega} \langle \mu, l := (e \triangleright \text{sym} \gamma) \rangle. \]

By lemma A.1 there is some $\tau$ such that $\Omega \mid \Gamma \mid \Sigma \vdash l \triangleright \gamma : \tau$ and $\Omega \mid \Gamma \mid \Sigma \vdash e : \tau$ and $\sigma = \emptyset$.

Using lemma A.1 again with corollary A.1 we get $\Omega \mid \Gamma \mid \Sigma \vdash l : \tau'$ and $\Omega \vdash \gamma : \tau' \sim \tau$ for some type $\tau'$.

Using (co-sym) we get $\Omega \vdash \text{sym} \gamma : \tau \sim \tau'$.

Using (t-coerce) we get $\Omega \mid \Gamma \mid \Sigma \vdash e \triangleright \text{sym} \gamma : \tau'$.

Finally, using (t-upd) we can prove $\Omega \mid \Gamma \mid \Sigma \vdash (l \triangleright \gamma) := e : ()$ as required.

• Case (e-upd4):
Suppose $\Omega \mid \Gamma \mid \Sigma \vdash l := e : \sigma$ and $\Omega \mid \Gamma \mid \Sigma \vdash \mu$ and
\[ \langle \mu, l := e \rangle \xrightarrow{\Omega} \langle \mu', l := e' \rangle \]
where $\langle \mu, e \rangle \xrightarrow{\Omega} \langle \mu', e' \rangle$.

By lemma A.1 there is some $\tau$ such that $\Omega \mid \Gamma \mid \Sigma \vdash l : \tau$ and $\Omega \mid \Gamma \mid \Sigma \vdash e : \tau$ and $\sigma = \emptyset$.

By ind. hyp. $\Omega \mid \Gamma \mid \Sigma' \vdash \mu'$ and $\Omega \mid \Gamma \mid \Sigma' \vdash e' : \tau$ for some $\Sigma' \supseteq \Sigma$.

By lemma A.5 and (t-upd) $\Omega \mid \Gamma \mid \Sigma' \vdash l := e' : ()$ as required.

• Case (e-loc):
Suppose $\Omega \mid \Gamma \mid \Sigma \vdash l : \sigma$ and $\Omega \mid \Gamma \mid \Sigma \vdash \mu$ and
\[ \langle \mu, l := \sigma \rangle \xrightarrow{\Omega} \langle \mu, v \rangle \]
where $v = \text{getValue}(\mu, l)$.

From lemma A.1 we know $\Sigma(l) = \sigma$.

From lemma A.16 we get $\Omega \mid \Gamma \mid \Sigma \vdash v : \sigma$ as required.

• Case (e-deref1):
Suppose $\Omega \mid \Gamma \mid \Sigma \vdash \ast \& l : \sigma$ and $\Omega \mid \Gamma \mid \Sigma \vdash \mu$ and 
$\langle \mu, \ast \& l \rangle \xrightarrow{\Omega} \langle \mu, l \rangle$.

Using lemma $A.1$ we get that $\Omega \mid \Gamma \mid \Sigma \vdash \& l : \& \tau$ and $\sigma = \tau$ for some $\tau$.

Using lemma $A.1$ again we get $\Omega \mid \Gamma \mid \Sigma \vdash l : \tau$ as required.

- Case (e-deref2):
  Suppose $\Omega \mid \Gamma \mid \Sigma \vdash \ast (\& l \rightarrow \gamma) : \sigma$ and $\Omega \mid \Gamma \mid \Sigma \vdash \mu$ and 
  $\langle \mu, \ast (\& l \rightarrow \gamma) \rangle \xrightarrow{\Omega} \langle \mu', \ast \gamma \rangle$.

Using lemma $A.1$ we get $\Omega \mid \Gamma \mid \Sigma \vdash \& l \rightarrow \gamma : \& \tau$ and $\sigma = \tau$ for some $\tau$.

Using lemma $A.1$ again we get $\Omega \mid \Gamma \mid \Sigma \vdash \gamma : \gamma' \rightarrow \& \tau$ for some $\gamma'$.

Another use of lemma $A.1$ gives us $\Omega \mid \Gamma \mid \Sigma \vdash l : \tau''$ and $\gamma' = \& \tau''$ for some $\tau''$.

By (co-deref) we get $\Omega \mid \Gamma \mid \Sigma \vdash \ast \gamma : \tau''$.

By (t-coerce) we can prove $\Omega \mid \Gamma \mid \Sigma \vdash l \rightarrow \ast \gamma : \tau$ as required.

- Case (e-deref3):
  Suppose $\Omega \mid \Gamma \mid \Sigma \vdash \ast e : \sigma$ and $\Omega \mid \Gamma \mid \Sigma \vdash \mu$ and 
  $\langle \mu, \ast e \rangle \xrightarrow{\Omega} \langle \mu', \ast e' \rangle$

where $\langle \mu, e \rangle \xrightarrow{\Omega} \langle \mu', e' \rangle$.

From lemma $A.1$ we get $\Omega \mid \Gamma \mid \Sigma \vdash e : \& \tau$ and $\sigma = \tau$ for some $\tau$.

By ind. hyp. $\Omega \mid \Gamma \mid \Sigma' \vdash e' : \& \tau$ and $\Omega \mid \Gamma \mid \Sigma' \vdash \mu' \& \Sigma' \supset \Sigma$.

By (t-deref) $\Omega \mid \Gamma \mid \Sigma' \vdash \ast e' : \tau$ as required.

- Case (e-ref1):
  Suppose $\Omega \mid \Gamma \mid \Sigma \vdash \& lv : \sigma$ and $\Omega \mid \Gamma \mid \Sigma \vdash \mu$ and 
  $\langle \mu, \& lv \rangle \xrightarrow{\Omega} \langle \mu', \& lv' \rangle$

where $\langle \mu, lv \rangle \xrightarrow{lv(\Omega)} \langle \mu', lv' \rangle$.

From lemma $A.1$ we get $\Omega \mid \Gamma \mid \Sigma \vdash lv : \tau$ and $\sigma = \& \tau$ for some $\tau$.

By ind. hyp. $\Omega \mid \Gamma \mid \Sigma' \vdash lv' : \tau$ and $\Omega \mid \Gamma \mid \Sigma' \vdash \mu' \& \Sigma' \supset \Sigma$.

With rule (t-ref) we can prove $\Omega \mid \Gamma \mid \Sigma' \vdash \& lv' : \& \tau$ as required.

- Case (e-ref2):
  Suppose $\Omega \mid \Gamma \mid \Sigma \vdash \& l \rightarrow \gamma : \sigma$ and $\Omega \mid \Gamma \mid \Sigma \vdash \mu$ and 
  $\langle \mu, \& l \rightarrow \gamma \rangle \xrightarrow{\Omega} \langle \mu, \& l \rightarrow \& \gamma \rangle$.

From lemma $A.1$ we get $\Omega \mid \Gamma \mid \Sigma \vdash l \rightarrow \gamma : \tau$ and $\sigma = \& \tau$ for some $\tau$. 

Using lemma A.1 again we get \( \Omega \vdash \Gamma \mid \Sigma \vdash l : \tau' \) and \( \Omega \vdash \gamma : \tau' \sim \tau \) for some type \( \tau \).

By (co-ref) we get \( \Omega \vdash &\gamma : &\tau' \sim &\tau \).

By (t-ref) we get \( \Omega \mid \Gamma \mid \Sigma \vdash &\gamma : &\tau' \).

Finally, by (t-coerce) we get \( \Omega \mid \Gamma \mid \Sigma \vdash &\gamma : &\tau \) as required.

**Case (e-fapp1):**

Suppose \( \Omega \mid \Gamma \mid \Sigma \vdash \text{fn} \,(x_i : \tau_i)(e) \,(\overline{v_i}) : \sigma \) and \( \Omega \mid \Gamma \mid \Sigma \vdash \mu \) and

\[
\langle \mu, \text{fn} \,(x_i : \tau_i)(e) \,(\overline{v_i}) \rangle \xrightarrow{\Omega} \langle \mu_i, \overline{[I_i/x_i]e} \rangle
\]

where \( \mu_0 = \mu \) and \( \langle \mu_i, \overline{l_i} \rangle = \text{alloc}(\mu_{i-1}, v_i) \).

From lemma A.1 we get \( \Omega \mid \Gamma \mid \Sigma \vdash \text{fn} \,(x_i : \tau_i)(e) \,\overline{\tau'_i} \rightarrow \tau \) and \( \Omega \mid \Gamma \mid \Sigma \vdash v_i : \tau'_i \) and \( \sigma = \tau \) for some \( \tau \) and \( \overline{\tau'_i} \).

Using lemma A.1 again we get \( \Omega \mid \Gamma, \overline{x_i : \tau_i} \mid \Sigma \vdash e : \tau \) and \( \overline{\tau_i} = \overline{\tau'_i} \).

From lemma A.12 we get \( \Omega \mid \Gamma \mid \Sigma \vdash \mu_i \) and with lemma A.5 we have \( \overline{\Omega \mid \Gamma \mid \Sigma' \vdash l_i : \tau_i} \) for some \( \Sigma' \supseteq \Sigma \).

Then, using lemmas A.5 and A.6 we get \( \Omega \mid \Gamma \mid \Sigma' \vdash \overline{[I_i/x_i]e} : \tau \) as required.

**Case (e-fapp2):**

Suppose \( \Omega \mid \Gamma \mid \Sigma \vdash \text{fn} \,(x_i : \tau_i)(e) \,\overline{\gamma(e_i)} : \sigma \) and \( \Omega \mid \Gamma \mid \Sigma \vdash \mu \) and

\[
\langle \mu, \text{fn} \,(x_i : \tau_i)(e) \,\overline{\gamma(e_i)} \rangle \xrightarrow{\Omega} \langle \mu, \text{fn} \,(x_i : \tau_i)(e) \,(\overline{v_i} \overline{\gamma_i}) \rangle \,\overline{\gamma_R}
\]

where \( \gamma_i = \text{sym} \,(\text{farg} \,(i, \overline{\gamma})) \) and \( \overline{\gamma_R} = \text{fret} \,\overline{\gamma} \).

From lemma A.1 we get \( \Omega \mid \Gamma \mid \Sigma \vdash \text{fn} \,(x_i : \tau_i)(e) \,\overline{\gamma_R(i)} \rightarrow \tau \) and \( \Omega \mid \Gamma \mid \Sigma \vdash e_i : \overline{\tau'_i} \) and \( \sigma = \tau \)

for some \( \tau \) and \( \overline{\tau'_i} \).

Using lemma A.1 again we get \( \Omega \vdash \gamma : \text{fn} \,(\overline{\tau'_i}) \rightarrow \tau' \sim \text{fn} \,(\overline{\tau'_i}) \rightarrow \tau \)

and \( \Omega \mid \Gamma \mid \Sigma \vdash \text{fn} \,(x_i : \tau_i)(e) \,\overline{\tau''_i} \rightarrow \tau' \).

Yet another use of lemma A.1 gives us \( \Omega \mid \Gamma, \overline{x_i : \tau_i} \mid \Sigma \vdash e : \tau' \) and \( \overline{\tau_i} = \overline{\tau''_i} \).

Using (co-farg) and (co-sym) we get \( \overline{\Omega \mid \Gamma \mid \Sigma \vdash e_i : \tau'} \).

Using (co-fret) we get \( \Omega \vdash \overline{\gamma_R : \tau'} \sim \tau \).

By (t-coerce) \( \overline{\Omega \mid \Gamma \mid \Sigma \vdash e_i : \gamma_i : \tau_i} \).

By (t-fapp) \( \Omega \mid \Gamma \mid \Sigma \vdash \text{fn} \,(x_i : \tau_i)(e) \,(\overline{v_i} \overline{\gamma_i}) : \tau' \).

Finally, by (t-coerce) \( \Omega \mid \Gamma \mid \Sigma \vdash \text{fn} \,(x_i : \tau_i)(e) \,(\overline{v_i} \overline{\gamma_i}) \,\overline{\gamma_R} : \tau \) as required.

**Case (e-fapp3):**
Suppose $\Omega | \Gamma | \Sigma \vdash e(\overline{v}) : \sigma$ and $\Omega | \Gamma | \Sigma \vdash \mu$ and 
\[ \langle \mu, e(\overline{v}) \rangle \xrightarrow{\Omega} \langle \mu', e'(\overline{v}) \rangle \]
where $\langle \mu, e \rangle \xrightarrow{\Omega} \langle \mu', e' \rangle$.

From lemma $\text{A.1}$ we get $\Omega | \Gamma | \Sigma \vdash e : \text{fn}(\overline{t}) \rightarrow \tau$ and $\Omega | \Gamma | \Sigma \vdash e_i : \tau_i$ and $\sigma = \tau$ for some $\tau$ and $\overline{t}_i$.

By ind. hyp. $\Omega | \Gamma | \Sigma' \vdash e' : \text{fn}(\overline{t_i}) \rightarrow \tau$ and $\Omega | \Gamma | \Sigma' \vdash \mu'$ for some $\Sigma' \supseteq \Sigma$.

Then, by lemma $\text{A.5}$ and (t-fapp) $\Omega | \Gamma | \Sigma' \vdash e'(\overline{v}) : \tau$ as required.

- Case (e-fapp4):

Suppose $\Omega | \Gamma | \Sigma \vdash \text{fn}(\overline{x_i} : \overline{t_i})[e_1](\overline{v_m}, e, \overline{e_n}) : \sigma$ and $\Omega | \Gamma | \Sigma \vdash \mu$ and 
\[ \langle \mu, \text{fn}(\overline{x_i} : \overline{t_i})[e_1](\overline{v_m}, e, \overline{e_n}) \rangle \xrightarrow{\Omega} \langle \mu', \text{fn}(\overline{x_i} : \overline{t_i})[e_1](\overline{v_m}, e', \overline{e_n}) \rangle \]
where $\langle \mu, e \rangle \xrightarrow{\Omega} \langle \mu', e' \rangle$.

By lemma $\text{A.1}$, $\Omega | \Gamma | \Sigma \vdash \text{fn}(\overline{x_i} : \overline{t_i})[e_1] : \text{fn}(\overline{t}) \rightarrow \tau_1$ and $\Omega | \Gamma | \Sigma \vdash e_i : \tau_i$ and $\sigma = \tau_1$ for some $\tau_1$ where $\overline{x_i} = \overline{x_m}, \overline{t}, \overline{r_n}$ and $\overline{e_i} = \overline{v_m}, e, \overline{e_n}$.

By ind. hyp. $\Omega | \Gamma | \Sigma' \vdash e' : \tau$ and $\Omega | \Gamma | \Sigma' \vdash \mu'$ for some $\Sigma' \supseteq \Sigma$.

Then, by lemma $\text{A.5}$ and (t-fapp) $\Omega | \Gamma | \Sigma' \vdash \text{fn}(\overline{x_i} : \overline{t_i})[e_1](\overline{v_m}, e', \overline{e_n}) : \tau_1$ as required.

- Case (e-seq1):

Suppose $\Omega | \Gamma | \Sigma \vdash v; e_2 : \sigma$ and $\Omega | \Gamma | \Sigma \vdash \mu$ and 
\[ \langle \mu, v; e_2 \rangle \xrightarrow{\Omega} \langle \mu, e_2 \rangle \]
By lemma $\text{A.1}$ there are some types $\tau_1, \tau_2$ such that $\Omega | \Gamma | \Sigma \vdash v : \tau_1$ and $\Omega | \Gamma | \Sigma \vdash e_2 : \tau_2$ and $\sigma = \tau_2$ as required.

- Case (e-seq2):

Suppose $\Omega | \Gamma | \Sigma \vdash e; e_2 : \sigma$ and $\Omega | \Gamma | \Sigma \vdash \mu$ and 
\[ \langle \mu, e; e_2 \rangle \xrightarrow{\Omega} \langle \mu', e'; e_2 \rangle \]
where $\langle \mu, e \rangle \xrightarrow{\Omega} \langle \mu', e' \rangle$.

By lemma $\text{A.1}$ there are some types $\tau_1, \tau_2$ such that $\Omega | \Gamma | \Sigma \vdash e : \tau_1$ and $\Omega | \Gamma | \Sigma \vdash e_2 : \tau_2$.

By ind. hyp. $\Omega | \Gamma | \Sigma' \vdash e' : \tau_1$ and $\Omega | \Gamma | \Sigma' \vdash \mu'$ for some $\Sigma' \supseteq \Sigma$.

Then, by lemma $\text{A.5}$ and t-seq, $\Omega | \Gamma | \Sigma' \vdash e'; e_2 : \tau_2$ as required.

- Case (e-proj1):

Suppose $\Omega | \Gamma | \Sigma \vdash S(\overline{u}_j)(\overline{x_i} : \overline{v_i}).x : \sigma$ and $\Omega | \Gamma | \Sigma \vdash \mu$ and 
\[ \langle \mu, S(\overline{u}_j)(\overline{x_i} : \overline{v_i}).x \rangle \xrightarrow{\Omega} \langle \mu, v \rangle \]
where $(x : v) \in \overline{x_i} : \overline{v_i}$. 
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From lemma A.1 we know that there are some $\overline{X}_j, \overline{\sigma_i}, \sigma'$ such that $\Omega | \Gamma | \Sigma \vdash S (\overline{u_j}) (\overline{x_i}; \overline{v_i}) : S (\overline{u_j})$ and $S (\overline{X}_j) (\overline{x_i}; \overline{\sigma_i}) \in \Omega$ where $(x : \sigma') \in \overline{x_i} : \overline{\sigma_i}$ and $\sigma = [u_j/X_j] \sigma'$.

Using lemma A.1 again we get $\Omega | \Gamma | \Sigma \vdash v : [u_j/X_j] \sigma'$ so $\Omega | \Gamma | \Sigma \vdash v : [u_j/X_j] \sigma'$ as required.

- Case (e-proj2):

Suppose $\Omega | \Gamma | \Sigma \vdash (S (\overline{u_j}) (\overline{x_i}; \overline{v_i}) \triangleright \gamma).x : \sigma$ and $\Omega | \Gamma | \Sigma \vdash \mu$ and

$$\langle \mu, (S (\overline{u_j}) (\overline{x_i}; \overline{v_i}) \triangleright \gamma) \rangle \xrightarrow{\Omega} \langle \mu, S (\overline{u'_j}) (x : x_i ; v_i \triangleright \gamma) \rangle (X_j \sigma_i).x$$

where $\gamma_j = \text{spar} (j, \gamma)$

and $S (\overline{X}_j) (\overline{x_i}; \overline{\sigma_i}) \in \Omega$

and $\Omega \vdash \gamma : S (\overline{u_j}) \sim S (\overline{u'_j})$.

From lemma A.1 we know that for some $\sigma'$:

$\Omega | \Gamma | \Sigma \vdash \overline{X}_j (\overline{x_i}; \overline{v_i}) : S (\overline{u_j})$ and

$\Omega | \Gamma | \Sigma \vdash v_i : [u_j/X_j] \sigma_i$ and

$\Omega | \Gamma | \Sigma \vdash S (\overline{u_j}) (\overline{x_i}; \overline{v_i}) \triangleright \gamma : \overline{u'_j}$ and

$(x : \sigma') \in \overline{x_i} : \overline{\sigma_i}$ and

$\sigma = [u'_j/X_j] \sigma'$.

By (co-spar), $\Omega \vdash \gamma_j : u_j \sim u'_j$.

By lemma A.13 and rule (t-coerce), $\Omega | \Gamma | \Sigma \vdash (\overline{u'_j}) (\overline{x_i}; \overline{v_i} \triangleright \gamma) \sigma_i : [u'_j/X_j] \sigma_i$.

Then by (new-struct) $\Omega | \Gamma | \Sigma \vdash S (\overline{u'_j}) (\overline{x_i}; \overline{v_i}) \triangleright \gamma : S (\overline{u'_j})$

and by (t-proj) $\Omega | \Gamma | \Sigma \vdash S (\overline{u'_j}) (\overline{x_i}; \overline{v_i}) \triangleright \gamma : [u'_j/X_j] \sigma'$. as required.

- Case (e-proj3):

Suppose $\Omega | \Gamma | \Sigma \vdash e.x : \sigma$ and $\Omega | \Gamma | \Sigma \vdash \mu$ and

$$\langle \mu, e.x \rangle \xrightarrow{\Omega} \langle \mu', e' \rangle$$

where $\langle \mu, e \rangle \xrightarrow{\Omega} \langle \mu', e' \rangle$.

From lemma A.1 we know that there are some $S, \overline{u_j}, \overline{X_j}, \overline{\sigma_i}, \sigma'$ such that $\Omega | \Gamma | \Sigma \vdash e : S (\overline{u_j})$ and $S (\overline{X}_j) (\overline{x_i}; \overline{\sigma_i}) \in \Omega$

and $(x : \sigma') \in \overline{x_i} : \overline{\sigma_i}$ and $\sigma = [u_j/X_j] \sigma'$.

By ind. hyp. there is some $\Sigma' \supseteq \Sigma$ where $\Omega | \Gamma | \Sigma' \vdash \mu$ and $\Omega | \Gamma | \Sigma' \vdash e' : S (\overline{u_j})$.

Then we can apply rule (t-proj) to get $\Omega | \Gamma | \Sigma' \vdash e' : [u_j/X_j] \sigma'$ as required.

- Case (e-struct):
Suppose \( \Omega \mid \Gamma \mid \Sigma \vdash S(\bar{u}_j)(\bar{x}_m; v_n; x; e, \bar{x}_n; e_n) : \sigma \) and \( \Omega \mid \Gamma \mid \Sigma \vdash \mu \) and 
\[
\left\langle \mu, S(\bar{u}_j)(\bar{x}_m; v_n; x; e, \bar{x}_n; e_n) \right\rangle \xrightarrow{\Omega} \left\langle \mu', S(\bar{u}_j)(\bar{x}_m; v_n; x; e', \bar{x}_n; e_n) \right\rangle
\]
where \( \langle \mu, e \rangle \xrightarrow{\Omega} \langle \mu, e' \rangle \).

Let \( \bar{x}_i = \bar{x}_m, x, \bar{x}_n \) and \( \bar{\sigma}_i = \bar{v}_m, e, \bar{e}_n \).

From lemma A.1 we know that there are some \( \bar{X}_j, \bar{\sigma}_i \) such that:
\[
S(\bar{X}_j)(\bar{x}_i; \bar{\sigma}_i) \in \Omega
\]
and \( \Omega \mid \Gamma \mid \Sigma \vdash e_i : [u_j/\bar{X}_j] \sigma_i \) and \( \sigma = S(\bar{u}_j) \).

Then, as there is some \( \sigma' \) where \( (x : \sigma') \in \bar{x}_i : \bar{\sigma}_i \) we have \( \Omega \mid \Gamma \mid \Sigma \vdash e : [u_j/\bar{X}_j] \sigma' \).

By ind. hyp. there is some \( \Sigma' \supseteq \Sigma \) where
\[
\Omega \mid \Gamma \mid \Sigma \vdash \mu \quad \text{and} \quad \Omega \mid \Gamma \mid \Sigma \vdash e' : [u_j/\bar{X}_j] \sigma'.
\]

We can then apply rule (t-newstruct) to get 
\[
\Omega \mid \Gamma \mid \Sigma \vdash S(\bar{u}_j)(\bar{x}_m; v_n; x; e', \bar{x}_n; e_n) : S(\bar{u}_j)
\]
as required.

- **Case (e-tapp1):**

  Suppose \( \Omega \mid \Gamma \mid \Sigma \vdash (\Lambda \bar{X}_i, e)[\bar{u}_i] : \sigma \) and \( \Omega \mid \Gamma \mid \Sigma \vdash \mu \) and 
\[
\left\langle \mu, (\Lambda \bar{X}_i, e)[\bar{u}_i] \right\rangle \xrightarrow{\Omega} \left\langle \mu, [u_i/\bar{X}_i] e \right\rangle.
\]

  From lemma A.1 we know that there is some \( \sigma' \) such that 
\[
\Omega \mid \Gamma \mid \Sigma \vdash \Lambda \bar{X}_i, e : \forall \bar{X}_i. \sigma' \quad \text{and} \quad \sigma = [u_i/\bar{X}_i] \sigma'.
\]

  Using lemma A.1 again we get \( \Omega \mid \Gamma, \bar{X}_i \mid \Sigma \vdash e : \sigma' \) with \( \bar{X}_i \not\in \text{FV}(\Omega, \Gamma, \Sigma) \).

  We can then use lemma A.9 to get \( \Omega \mid \Gamma \mid \Sigma \vdash e : [u_i/\bar{X}_i] \sigma' \) as required.

- **Case (e-tapp2):**

  Suppose \( \Omega \mid \Gamma \mid \Sigma \vdash ((\Lambda \bar{X}_i, e) \triangleright \gamma)[\bar{u}_i] \) and \( \Omega \mid \Gamma \mid \Sigma \vdash \mu \) and 
\[
\left\langle \mu, ((\Lambda \bar{X}_i, e) \triangleright \gamma)[\bar{u}_i] \right\rangle \xrightarrow{\Omega} \left\langle \mu, [u_i/\bar{X}_i] e \triangleright \gamma[\bar{u}_i] \right\rangle.
\]

  From lemma A.1 we get:
\[
\Omega \mid \Gamma \mid \Sigma \vdash (\Lambda \bar{X}_i, e) \triangleright \gamma : \forall \bar{X}_i. \sigma' \quad \text{and} \quad \bar{\gamma} : \forall \bar{X}_i. \sigma'' \
\Omega \mid \Gamma \mid \Sigma \vdash \Lambda \bar{X}_i, e : \forall \bar{X}_i. \sigma' \quad \text{and} \quad \bar{\gamma} : \forall \bar{X}_i. \sigma''
\]
\[
\Omega \mid \Gamma \mid \Sigma \vdash \Lambda \bar{X}_i, e : \forall \bar{X}_i. \sigma' \quad \text{and} \quad \bar{\gamma} : \forall \bar{X}_i. \sigma''
\]
\[
\sigma = [u_i/\bar{X}_i] \sigma'
\]
for some \( \sigma', \sigma'' \).

  Using lemma A.9 we get \( \Omega \mid \Gamma \mid \Sigma \vdash [u_i/\bar{X}_i] e : \sigma'' \).

  From (co-tapp) we get \( \Omega \vdash \gamma[\bar{u}_i] : [u_i/\bar{X}_i] \sigma'' \sim [u_i/\bar{X}_i] \sigma' \).

  Then using (t-coerce) we get \( \Omega \mid \Gamma \mid \Sigma \vdash [u_i/\bar{X}_i] e \triangleright \gamma[\bar{u}_i] : [u_i/\bar{X}_i] \sigma' \) as required.
• Case (e-tapp3):

Suppose \( \Omega \vdash \Gamma \vdash \Sigma \vdash e(\overline{u_i}) : \sigma \) and \( \Omega \vdash \Gamma \vdash \Sigma \vdash \mu \) and

\[ \langle \mu, e(\overline{u_i}) \rangle \xrightarrow{\Omega} \langle \mu', e'(\overline{u_i}) \rangle \]

where \( \langle \mu, e \rangle \xrightarrow{\Omega} \langle \mu', e' \rangle \).

From lemma \( \text{A.1} \) we know that there are some \( \overline{X_i}, \overline{\omega_i}, \sigma' \) such that

\( \Omega \vdash \Gamma \vdash \Sigma \vdash e : \forall \overline{X_i}. \sigma' \) and \( \sigma = [u_i/\overline{X_i}]\sigma' \).

From ind. hyp. we get \( \Omega \vdash \Gamma \vdash \Sigma' \vdash e' : \forall \overline{X_i}. \tau \) and \( \Omega \vdash \Gamma \vdash \Sigma' \vdash \mu' \) for some \( \Sigma' \supseteq \Sigma \).

Then, using rule (t-tapp) we get \( \Omega \vdash \Gamma \vdash \Sigma \vdash e'(\overline{u_i}) : [u_i/\overline{X_i}]\sigma' \) as required.

• Case (e-capp1):

Suppose \( \Omega \vdash \Gamma \vdash \Sigma \vdash (\Lambda \overline{c_i} : \overline{\omega_i}, e) [\overline{y_i}] : \sigma \) and \( \Omega \vdash \Gamma \vdash \Sigma \vdash \mu \) and

\[ \langle \mu, (\Lambda \overline{c_i} : \overline{\omega_i}, e) [\overline{y_i}] \rangle \xrightarrow{\Omega} \langle \mu, [\gamma_i/c_i] e \rangle \]

From lemma \( \text{A.1} \) we know that

\( \Omega \vdash \Gamma \vdash \Sigma \vdash \Lambda \overline{c_i} : \overline{\omega_i}, e : \forall \overline{\omega_i}, \sigma \) and \( \Omega \vdash \gamma_i : \overline{\omega_i} \).

Using lemma \( \text{A.1} \) again we get \( \Omega, \overline{c_i} : \overline{\omega_i} \vdash \Gamma \vdash e : \sigma \).

Then lemma \( \text{A.11} \) gives us \( \Omega \vdash \Gamma \vdash \Sigma \vdash [\gamma_i/c_i] e : \sigma \) as required.

• Case (e-capp2):

Suppose \( \Omega \vdash \Gamma \vdash \Sigma \vdash ((\Lambda \overline{c_i} : \overline{\omega_i}, e) \triangleright \gamma) [\overline{y_i}] : \sigma \) and \( \Omega \vdash \Gamma \vdash \Sigma \vdash \mu \) and

\[ \langle \mu, ((\Lambda \overline{c_i} : \overline{\omega_i}, e) \triangleright \gamma) [\overline{y_i}] \rangle \xrightarrow{\Omega} \langle \mu, [\gamma'/c_i] e \triangleright \gamma' \rangle \]

where \( \gamma'_i = \text{coer-l} (i, \gamma) \circ \gamma_i \circ \text{sym} \circ \text{coer-r} (i, \gamma) \) and \( \gamma' = \text{coer } \gamma \).

From lemma \( \text{A.1} \) we get:

\( \Omega \vdash \Gamma \vdash \Sigma \vdash (\Lambda \overline{c_i} : \overline{\omega_i}, e) \triangleright \gamma : \forall \overline{\omega_i}, \sigma \) and

\( \Omega \vdash \gamma_i : \overline{\omega'_i} \) and

\( \Omega \vdash \gamma : \forall \overline{\omega'_i}, \sigma' \sim \forall \overline{\omega'_i}, \sigma \) and

\( \Omega \vdash \Gamma \vdash \Sigma \vdash \Lambda \overline{c_i} : \overline{\omega'_i}, e : \forall \overline{\omega'_i}, \sigma' \) and

\( \Omega, \overline{c_i} : \overline{\omega'_i} \vdash \Gamma \vdash e : \sigma' \).

Let \( \omega_i = u_{1i} \sim u_{2i} \) and \( \overline{\omega'_i} = u'_{1i} \sim u'_{2i} \).

Using (co-coer-l) we get \( \Omega \vdash \text{coer-l} (i, \gamma) : u_{1i} \sim u'_{1i} \).

Using (co-coer-r) and (co-sym) we get \( \Omega \vdash \text{sym} (\text{coer-r} (i, \gamma)) : u'_{2i} \sim u_{2i} \).

Using (co-trans) twice we get \( \Omega \vdash \text{coer-l} (i, \gamma) \circ \gamma_i \circ \text{sym} (\text{coer-r} (i, \gamma)) : u_{1i} \sim u_{2i} \).

Using (co-coer) we get \( \Omega \vdash \gamma : \sigma' \sim \sigma \).

From lemma \( \text{A.11} \) we get \( \Omega \vdash \Gamma \vdash \Sigma \vdash [\gamma'/c_i] e : \sigma' \)

and using (t-coerce) we get \( \Omega \vdash \Gamma \vdash \Sigma \vdash [\gamma'/c_i] e : \sigma \) as required.
• Case (e-capp3):

Suppose \( \Omega \mid \Gamma \mid \Sigma \vdash e \colon \gamma_i : \sigma \) and \( \Omega \mid \Gamma \mid \Sigma \vdash \mu \) and
\[
\frac{\mu, e \colon \gamma_i}{\Omega} \quad \frac{\mu', e' \colon \gamma_i}{\Omega}
\]
where \( \mu, e \) \( \Omega \) \( \mu', e' \).

From lemma A.1 we know that \( \Omega \mid \Gamma \mid \Sigma \vdash \forall \omega_i. \sigma \) and \( \Omega \vdash \gamma_i : \omega_i \) for some \( \bar{c}_i, \bar{w}_i \).

By ind. hyp. there is some \( \Sigma' \supseteq \Sigma \) where \( \Omega \mid \Gamma \mid \Sigma' \vdash \forall \omega_i. \sigma \) and \( \Omega \mid \Gamma \mid \Sigma' \vdash \mu' \).

Then we can use rule (t-capp) to prove \( \Omega \mid \Gamma \mid \Sigma \vdash e' \colon \gamma_i : \sigma \) as required.

• Case (e-pack):

Suppose \( \Omega \mid \Gamma \mid \Sigma \vdash \text{pack} (\tau_1, \bar{v}_m, e, \bar{e}_n, \gamma_j) \) as \( \tau_2 : \sigma \) and \( \Omega \mid \Gamma \mid \Sigma \vdash \mu \) and
\[
\frac{\mu, \text{pack} (\tau_1, \bar{v}_m, e, \bar{e}_n, \gamma_j) \vdash \tau_2}{\Omega} \quad \frac{\mu', \text{pack} (\tau_1, \bar{v}_m, e', \bar{e}_n, \gamma_j) \vdash \tau_2}{\Omega}
\]
where \( \mu, e \) \( \Omega \) \( \mu', e' \).

Let \( \bar{v}_i = \bar{v}_m, e, \bar{e}_n \).

From lemma A.1 we know that there are some \( T, \tau_i, \bar{w}_j \) such that
\( \Omega \mid \Gamma \mid \Sigma \vdash \bar{e}_i : [\tau_1/T] \tau_i \) and \( \Omega \vdash \gamma_j : [\tau_1/T] \bar{w}_j \) and \( \sigma = \tau_2 = \& (\exists T, \bar{r}_i, \bar{w}_j) \).

So, there is some \( \tau \in \tau_i \) such that \( \Omega \mid \Gamma \mid \Sigma \vdash e : [\tau_1/T] \tau \).

By ind. hyp. there is some \( \Sigma' \supseteq \Sigma \) where \( \Omega \mid \Gamma \mid \Sigma' \vdash e' : [\tau_1/T] \tau \) and \( \Omega \mid \Gamma \mid \Sigma' \vdash \mu' \).

We can then use rule (t-pack) with lemma A.5 to prove
\( \Omega \mid \Gamma \mid \Sigma' \vdash \text{pack} (\tau, \bar{v}_i, \gamma_j) \vdash \tau_2 : \& (\exists T, \bar{r}_i, \bar{w}_j) \) as required.

• Case (e-unpack1):

Suppose \( \Omega \mid \Gamma \mid \Sigma \vdash \text{let} (T, \bar{x}_i) = \text{unpack} (\text{pack} (\tau_1, \bar{v}_i, \gamma_j) \vdash \tau_2) \) in \( e : \sigma \) and \( \Omega \mid \Gamma \mid \Sigma \vdash \mu \) and
\[
\frac{\mu, \text{let} (T, \bar{x}_i) = \text{unpack} (\text{pack} (\tau_1, \bar{v}_i, \gamma_j) \vdash \tau_2) \text{ in } e}{\Omega} \quad \frac{\mu_i, \text{let} (T, \bar{x}_i) = \text{unpack} (\text{pack} (\tau_1, \bar{v}_i, \gamma_j) \vdash \tau_2) \text{ in } e}{\Omega}
\]
where \( \mu_0 = \mu \) and \( \langle \mu_i, l_i \rangle = \text{alloc} (\mu_{i-1}, v_i) \) and \( \bar{l}_i \notin \text{dom} (\mu) \).

Lemma A.1 tells us that there are some \( \tau, \bar{r}_i, \bar{w}_j \) such that:
\( \Omega \mid \Gamma \mid \Sigma \vdash \text{pack} (\tau_1, \bar{v}_i, \gamma_j) \vdash \tau_2 : \& (\exists T, \bar{r}_i, \bar{w}_j) \) and
\( \Omega \mid \Gamma \mid \Sigma, T, \bar{x}_i : \bar{r}_i \vdash e : \tau \) with \( T \notin \text{FV} (\Omega, \Gamma, \Sigma, \tau) \) and
\( \Omega \mid \Gamma \mid \Sigma \vdash v_i : [\tau_1/T] \tau_i \) and
\( \sigma = \tau \).

Lemma A.12 tells us that there is a store typing \( \Sigma' \supseteq \Sigma \) such that
\( \Omega \mid \Gamma \mid \Sigma \vdash \mu_i \) and \( \Omega \mid \Gamma \mid \Sigma' \vdash l_i : [\tau_1/T] \tau_i \).

We can use lemma A.9 to get \( \Omega \mid \Gamma \mid x_i : [\tau_1/T] \tau_i \vdash [\tau_1/T] e : [\tau_1/T] \tau \).

As \( T \notin \text{FV} (\tau) \), we know that \( [\tau_1/T] \tau = \tau \).

We can then use lemma A.6 and A.5 to get \( \Omega \mid \Gamma \mid \Sigma' \vdash [\bar{l}_i/x_i] [\tau_1/T] e : \tau \) as required.
• Case (e-unpack2):

Suppose \( \Omega \vdash \Gamma \vdash \Sigma \vdash \text{let } (T, \overline{x_i}) = \text{unpack } ((\text{pack } (\tau_1, \overline{v_i}, \overline{y_j})) \quad \Box \gamma) \text{ in } e : \sigma \) and \( \Omega \vdash \Gamma \vdash \Sigma \vdash \mu \) and

\[
\langle \mu, \text{let } (T, \overline{x_i}) = \text{unpack } ((\text{pack } (\tau_1, \overline{v_i}, \overline{y_j})) \quad \Box \gamma) \rangle \quad \text{in } e \quad \Omega
\]

where \( \Omega \vdash \gamma : (\exists T, \overline{\tau_i}, \overline{\omega_j}) \) and

\( \overline{\gamma_i} = \text{objc-l } (\tau_1, i, \gamma) \) and \( \overline{\gamma'_j} = (\text{sym objc-l } (\tau_1, j, \gamma)) \circ \text{objc-r } (\tau_1, j, \gamma) \).

Lemma A.1 tells us that:

\( \Omega \vdash \Gamma \vdash \Sigma \vdash (\text{pack } (\tau_1, \overline{v_i}, \overline{y_j})) \quad \Box \gamma : (\exists T, \overline{\tau_i}, \overline{\omega_j}) \) and

\( \Omega \vdash \Gamma \vdash \Sigma \vdash \text{let } (T, \overline{x_i}) = \text{unpack } ((\text{pack } (\tau_1, \overline{v_i}, \overline{y_j})) \quad \Box \gamma) \) in e

Let \( \overline{\omega_j} = u_{1j} \sim u_{3j} \) and \( \overline{\omega'_j} = u_{2j} \sim u_{4j} \).

By applying rule (co-deref) and (co-objf) we get \( \Omega \vdash \gamma_i : [\tau_1/T] \tau_i' \sim [\tau_1/T] \tau_i \).

We can show that \( \Omega \vdash \gamma'_j : [\tau_1/T] \omega_j \) with the following derivation:

\[
\begin{align*}
\Omega & \vdash \gamma : (\exists T, \overline{\tau_i}, \overline{\omega_j}) \sim (\exists T, \overline{\tau_i}, \overline{\omega_j}) \\
\end{align*}
\]

where

\[
\begin{align*}
\Omega & \vdash \gamma : (\exists T, \overline{\tau_i}, \overline{\omega_j}) \sim (\exists T, \overline{\tau_i}, \overline{\omega_j}) \\
\end{align*}
\]

\( \Omega \vdash \text{objc-l } (\tau_1, j, \gamma) : [\tau_1/T] u_{1j} \sim [\tau_1/T] u_{3j} \)

and

\[
\begin{align*}
\Omega & \vdash \gamma'_j : [\tau_1/T] \omega_j \quad \text{(co-objf)} \\
\end{align*}
\]

\( \Omega \vdash \gamma : (\exists T, \overline{\tau_i}, \overline{\omega_j}) \sim (\exists T, \overline{\tau_i}, \overline{\omega_j}) \)

We can use rule (t-coerce) to prove \( \Omega \vdash \Gamma \vdash \Sigma \vdash \text{let } (T, \overline{x_i}) \quad \Box \gamma_i : [\tau_1/T] \tau_i \)

and then rule (t-pack) to prove

\( \Omega \vdash \Gamma \vdash \Sigma \vdash \text{pack } (\tau_1, \overline{v_i} \quad \Box \gamma_i, \overline{\gamma'_j}) \) as \( (\exists T, \overline{\tau_i}, \overline{\omega_j}) \) and \( (\exists T, \overline{\tau_i}, \overline{\omega_j}) \).

Finally we can use (t-unpack) to prove

\( \Omega \vdash \Gamma \vdash \Sigma \vdash \text{let } (T, \overline{x_i}) = \text{unpack } ((\text{pack } (\tau_1, \overline{v_i} \quad \Box \gamma_i, \overline{\gamma'_j})) \) as \( (\exists T, \overline{\tau_i}, \overline{\omega_j}) \) in e : \tau as required.
• Case (e-pack3):

Suppose \( \Omega \vdash e : \sigma \) and \( \Omega \vdash \mu \) and
\[
\langle \mu, e \rangle \xrightarrow{\Omega} \langle \mu', e' \rangle.
\]

Lemma A.1 tells us that there are some \( \tau, \bar{x}_i, \bar{\omega}_j \) such that:
\( \Omega \vdash e : \& (\exists T, \bar{x}_i, \bar{\omega}_j) \) and
\( \Omega, T, \bar{x}_i : T \vdash e : \tau \) with \( T \notin FV(\Omega, \Gamma, \Sigma, \tau) \) and \( \sigma = \tau \).

From ind. hyp. we get some \( \Sigma' \supseteq \Sigma \) where
\( \Omega \vdash \Sigma' \vdash e' : \& (\exists T, \bar{x}_i, \bar{\omega}_j) \) and
\( \Omega \vdash \Sigma' \vdash \mu' \).

Then by (t-unpack) and lemma A.5 we get \( \Omega \vdash \Sigma' \vdash \text{unpack } e' \) in \( e_2 : \tau \) as required.

• Case (e-coerce1):

Suppose \( \Omega \vdash \Sigma \vdash (pv \downarrow \gamma_1) \downarrow \gamma_2 : \sigma \) and \( \Omega \vdash \mu \) and
\[
\langle \mu, (pv \downarrow \gamma_1) \downarrow \gamma_2 \rangle \xrightarrow{\Omega} \langle \mu, pv \downarrow (\gamma_1 \circ \gamma_2) \rangle.
\]

From lemma A.1 we get \( \Omega \vdash \gamma_2 : \sigma' \sim \sigma \) and
\( \Omega \vdash \gamma_1 : \sigma'' \sim \sigma' \) and
\( \Omega \vdash pv : \sigma'' \)
for some \( \sigma', \sigma'' \).

By (co-trans) \( \Omega \vdash \gamma_1 \circ \gamma_2 : \sigma'' \sim \sigma \)
and by (t-coerce) \( \Omega \vdash pv \downarrow (\gamma_1 \circ \gamma_2) : \sigma \) as required.

• Case (e-coerce2):

Suppose \( \Omega \vdash \Sigma \vdash e \downarrow \gamma : \sigma \) and \( \Omega \vdash \mu \) and
\[
\langle \mu, e \downarrow \gamma \rangle \xrightarrow{\Omega} \langle \mu', e' \downarrow \gamma \rangle.
\]

From lemma A.1 we get \( \Omega \vdash \gamma : \sigma' \sim \sigma \) and \( \Omega \vdash e : \sigma' \) for some \( \sigma' \).

From ind. hyp. we get some \( \Sigma' \supseteq \Sigma \) where
\( \Omega \vdash \Sigma' \vdash e' : \sigma' \) and
\( \Omega \vdash \Sigma' \vdash \mu' \).

Then by (t-coerce) \( \Omega \vdash \Sigma' \vdash e' \downarrow \gamma : \sigma \) as required.

• Case (el-deref1):

Suppose \( \Omega \vdash \Sigma \vdash \ast e : \tau \) and \( \Omega \vdash \mu \) and \( \langle \mu, \ast e \rangle \xrightarrow{\text{let}(\Omega)} \langle \mu', \ast e' \rangle \)
where \( \langle \mu, e \rangle \xrightarrow{\Omega} \langle \mu', e' \rangle \).
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From lemma A.1 we get \( \Omega \mid \Gamma \mid \Sigma \vdash e : \& \tau \).

From ind. hyp. we get some \( \Sigma' \supseteq \Sigma \) where
\[
\Omega \mid \Gamma \mid \Sigma' \vdash e' : \& \tau \text{ and }
\Omega \mid \Gamma \mid \Sigma' \vdash \mu'.
\]
Then by (t-deref) \( \Omega \mid \Gamma \mid \Sigma' \vdash \ast e' : \tau \) as required.

- Case (el-deref2):

Suppose \( \Omega \mid \Gamma \mid \Sigma \vdash \ast l : \tau \) and \( \Omega \mid \Gamma \mid \Sigma \vdash \mu \) and \( \langle \mu, \ast l \rangle \xrightarrow{\text{lt}(\Omega)} \langle \mu', l \rangle \).

From lemma A.1 we get \( \Omega \mid \Gamma \mid \Sigma \vdash l : \& \tau \) and \( \Omega \mid \Gamma \mid \Sigma \vdash \tau : \tau \) as required.

- Case (el-deref3):

Suppose \( \Omega \mid \Gamma \mid \Sigma \vdash \ast (\& l \triangleright \gamma) : \tau \) and \( \Omega \mid \Gamma \mid \Sigma \vdash \mu \) and \( \langle \mu, \ast(\& l \triangleright \gamma) \rangle \xrightarrow{\text{lt}(\Omega)} \langle \mu', l \triangleright \gamma \rangle \).

From lemma A.1 we get \( \Omega \mid \Gamma \mid \Sigma \vdash \& l \triangleright \gamma : \& \tau \) and
\[
\Omega \vdash \gamma : \& \tau' \sim \& \tau \text{ and }
\Omega \mid \Gamma \mid \Sigma \vdash \& l : \& \tau' \text{ and }
\Omega \mid \Gamma \mid \Sigma \vdash \tau : \tau' \text{ for some } \tau'.
\]
By (co-deref) \( \Omega \vdash \ast \gamma : \tau' \sim \tau \) and
by (t-coerce) \( \Omega \vdash l \triangleright \ast \gamma : \tau \) as required.

- Case (el-proj1):

Suppose \( \Omega \mid \Gamma \mid \Sigma \vdash l v. x : \tau \) and \( \Omega \mid \Gamma \mid \Sigma \vdash \mu \) and \( \langle \mu, l v. x \rangle \xrightarrow{\text{lt}(\Omega)} \langle \mu', l v'. x \rangle \)
where \( \langle \mu, l v \rangle \xrightarrow{\text{lt}(\Omega)} \langle \mu, l v' \rangle \).

From lemma A.1 we get \( \Omega \mid \Gamma \mid \Sigma \vdash l v : S \langle \overline{u_j} \rangle \) and
\[
S \langle X_j \rangle \langle \overline{x_m} : \overline{\sigma_m}, x : \tau', \overline{x_n} : \overline{\sigma_n} \rangle \in \Omega \text{ and }
\tau = [u_j/X_j] \tau'
\]
for some \( S, \overline{u_j}, \overline{X_j}, \overline{x_m}, \overline{x_n}, \overline{\sigma_m}, \overline{\sigma_n}, \tau' \).

From ind. hyp. we get some \( \Sigma' \supseteq \Sigma \) where
\[
\Omega \mid \Gamma \mid \Sigma' \vdash l v' : S \langle \overline{u_j} \rangle \) and
\[\Omega \mid \Gamma \mid \Sigma' \vdash \mu'.
\]
Then by (t-proj) \( \Omega \mid \Gamma \mid \Sigma' \vdash l v'. x : [u_j/X_j] \tau' \) as required.

- Case (el-proj2):

Suppose \( \Omega \mid \Gamma \mid \Sigma \vdash l. x : \tau \) and \( \Omega \mid \Gamma \mid \Sigma \vdash \mu \) and \( \langle \mu, l. x \rangle \xrightarrow{\text{lt}(\Omega)} \langle \mu, l' \rangle \)
where \( \mu(l) = S \langle \overline{u_j} \rangle \langle \overline{x_m} : \overline{l_m}, x : l', \overline{x_n} : \overline{l_n} \rangle \).

From the definition of \( \Omega \mid \Gamma \mid \Sigma \vdash \mu \) we get
\[
\Omega \mid \Gamma \mid \Sigma \vdash \mu(l) : \sigma \text{ and } \Omega \mid \Gamma \mid \Sigma \vdash l : \sigma \text{ for some } \sigma.
\]
From lemma A.1 we get
\[ S(\overline{X_j}) \{ \overline{x_m}: \sigma_m, x : t', \overline{x_n}: \sigma_n \} \in \Omega \text{ and} \]
\[ \Omega \mid \Gamma \mid \Sigma \vdash S(\overline{u_j}) \{ \overline{x_m}: l_m, x : l', \overline{x_n}: l_n \} : S(\overline{u_j}) \text{ and} \]
\[ \Omega \mid \Gamma \mid \Sigma \vdash l' : [\overline{u_j}/\overline{X_j}]t' \text{ and} \]
\[ \sigma = S(\overline{u_j}) \text{ and for some } \overline{X_j}, \overline{\sigma_m}, \overline{\sigma_n}, t'. \]

From (t-proj) we get \( \Omega \mid \Gamma \mid \Sigma \vdash l.x : [\overline{u_j}/\overline{X_j}]t' \) as required.

• Case (el-proj3):

Suppose \( \Omega \mid \Gamma \mid \Sigma \vdash l.x : \tau \) and \( \Omega \mid \Gamma \mid \Sigma \vdash \mu \) and \( \langle \mu, l.x \rangle \xrightarrow{\nu(\Omega)} \langle \mu, l' \triangleright [\gamma_j/\overline{X_j}]t' \rangle \)
where \( \mu(l) = S(\overline{u_j}) \{ \overline{x_m}: l_m, x : l', \overline{x_n}: l_n \} \triangleright \gamma \) and
\[ S(\overline{X_j}) \{ \overline{x_m}: \sigma_m, x : t', \overline{x_n}: \sigma_n \} \in \Omega \text{ and} \]
\[ \overline{\gamma_j} = \text{spar}(j, \gamma). \]

From \( \Omega \mid \Gamma \mid \Sigma \vdash \mu \leq \mu(l) : \sigma \) and \( \Omega \mid \Gamma \mid \Sigma \vdash l : \sigma \) for some \( \sigma \).

From lemma A.1 we get
\[ \Omega \mid \Gamma \mid \Sigma \vdash S(\overline{u_j}) \{ \overline{x_m}: l_m, x : l', \overline{x_n}: l_n \} : S(\overline{u_j}) \text{ and} \]
\[ \Omega \mid \Gamma \mid \Sigma \vdash \gamma : S(\overline{u_j}) \sim \sigma \text{ and} \]
\[ \Omega \mid \Gamma \mid \Sigma \vdash l' : [\overline{u_j}/\overline{X_j}]t'. \]

Combining lemma A.1 with consistency of \( \Omega \) we get \( \sigma = S(\overline{u_j'}) \) for some \( \overline{u_j'} \).

\( \Omega \mid \Gamma \mid \Sigma \vdash \mu(l) : S(\overline{u_j'}). \)

By (t-proj) \( \Omega \mid \Gamma \mid \Sigma \vdash l.x : [\overline{u_j'}/\overline{X_j}]t'. \)

By (co-spar) \( \overline{\Omega} \vdash \overline{\gamma_j} : u_j \sim u_j'. \)

By lemma A.13 \( \Omega \vdash [\gamma_j/\overline{X_j}]t' : [\overline{u_j'}/\overline{X_j}]t' \sim [\overline{u_j'}/\overline{X_j}]t' \) and
by (t-coerce) \( \Omega \mid \Gamma \mid \Sigma \vdash l' \triangleright [\gamma_j/\overline{X_j}]t' : [\overline{u_j'}/\overline{X_j}]t' \) as required.

• Case (el-proj4):

Suppose \( \Omega \mid \Gamma \mid \Sigma \vdash (l \triangleright \gamma).x : \tau \) and \( \Omega \mid \Gamma \mid \Sigma \vdash \mu \) and \( \langle \mu, (l \triangleright \gamma).x \rangle \xrightarrow{\nu(\Omega)} \langle \mu, l' \triangleright [\gamma_j/\overline{X_j}]t' \rangle \)
where \( \mu(l) = S(\overline{u_j}) \{ \overline{x_m}: l_m, x : l', \overline{x_n}: l_n \} \text{ and} \)
\[ S(\overline{X_j}) \{ \overline{x_m}: \sigma_m, x : t', \overline{x_n}: \sigma_n \} \in \Omega \text{ and} \]
\[ \overline{\gamma_j} = \text{spar}(j, \gamma). \]

From \( \Omega \mid \Gamma \mid \Sigma \vdash \mu \leq \mu(l) : \sigma \) and \( \Omega \mid \Gamma \mid \Sigma \vdash l : \sigma \) for some \( \sigma \).

From lemma A.1 we get
\[ \Omega \mid \Gamma \mid \Sigma \vdash \mu(l) : S(\overline{u_j}) \text{ and} \]
\[ \sigma = S(\overline{u_j}), \text{ and} \]
\[ \Omega \mid \Gamma \mid \Sigma \vdash l' : [\overline{u_j}/\overline{X_j}]t'. \]

Combining lemma A.1 with consistency of \( \Omega \) we get
\( \Omega \vdash \gamma : S(\overline{u_j}) \sim S(\overline{u_j'}) \) and
\( \Omega \mid \Gamma \mid \Sigma \vdash l \triangleright \gamma : S(\overline{u_j'}) \) and
\[ \Omega \mid \Gamma \mid \Sigma \vdash (l \triangleright \gamma).x : [u_j/X_j]r' \]

for some \( u'_j \).

By (co-spar) \( \Gamma \vdash \underline{\gamma}_j : u_j \sim u'_j \).

By lemma A.13 \( \Omega \vdash [\underline{\gamma}_j/X_j]r' : [u_j/X_j]r' \sim [u'_j/X_j]r' \).

By (t-coerce) \( \Omega \mid \Gamma \mid \Sigma \vdash l' \triangleright [\underline{\gamma}_j/X_j]r' : [u'_j/X_j]r' \) as required.

- Case (el-proj5):

Suppose \( \Omega \mid \Gamma \mid \Sigma \vdash (l \triangleright \gamma_1).x : \tau \) and \( \Omega \mid \Gamma \mid \Sigma \vdash \mu \) and

\[ \langle \mu, (l \triangleright \gamma_1).x \rangle \xrightarrow{l_{\mu}(\Gamma)} \langle \mu', l' \triangleright [\underline{\gamma}_j/X_j]r' \rangle \]

where \( \mu(l) = S \langle \underline{u}_j \rangle (x_m : l_m, x : l', x_n : l_n) \triangleright \gamma_2 \) and

\[ S \langle \underline{X}_j \rangle (x_m : \sigma_m, x : r', x_n : \sigma_n) \in \Omega \]

and \( \bar{\gamma}_j = \text{spar}(j, \gamma_2 \circ \gamma_1) \).

From \( \Omega \mid \Gamma \mid \Sigma \vdash \mu \) we get \( \Omega \mid \Gamma \mid \Sigma \vdash \mu(l) : \sigma \) and \( \Omega \mid \Gamma \mid \Sigma \vdash l : \sigma \) for some \( \sigma \).

From lemma A.1 and corollary A.1 we get

\[ \Omega \mid \Gamma \mid \Sigma \vdash \gamma_2 : S \langle \underline{u}_j \rangle \sim r'' \] and

\[ \Omega \mid \Gamma \mid \Sigma \vdash S \langle \underline{u}_j \rangle (x_m : l_m, x : l', x_n : l_n) : S \langle \underline{u}_j \rangle \] and

\[ \Omega \mid \Gamma \mid \Sigma \vdash l' : [u'_j/X_j]r'. \]

Then, using lemma A.1 again we get \( \Omega \vdash \gamma_1 : r'' \sim \sigma' \)

where \( \sigma' \) is a type of the form \( S' \langle \underline{u}_k \rangle \) for some \( S', \underline{u}_k \).

By (co-trans) \( \Omega \vdash \gamma_2 \circ \gamma_1 : S' \langle \underline{u}_j \rangle \sim \sigma' \)

and from consistency of \( \Omega' \) it follows that \( \sigma' = S \langle u'_j \rangle \) for some \( u'_j \).

By (t-coerce) \( \Omega \mid \Gamma \mid \Sigma \vdash l : r'' \) and \( \Omega \mid \Gamma \mid \Sigma \vdash l \triangleright \gamma_1 : S' \langle \underline{u}_j \rangle \).

By (t-proj) \( \Omega \mid \Gamma \mid \Sigma \vdash (l \triangleright \gamma_1).x : [u'_j/X_j]r' \).

By (co-spar) \( \Omega \vdash \underline{\gamma}_j : u_j \sim u'_j \).

Then by lemma A.13 \( \Omega \vdash [\underline{\gamma}_j/X_j]r' : [u_j/X_j]r' \sim [u'_j/X_j]r' \) and

by (t-coerce) \( \Omega \mid \Gamma \mid \Sigma \vdash l' \triangleright [\underline{\gamma}_j/X_j]r' : [u'_j/X_j]r' \) as required.

\[ \square \]

**Theorem 6.2 (Progress).** Suppose \( \Omega \) is a consistent environment.

1. If \( \Omega \mid \emptyset \mid \Sigma \vdash e : \sigma \) then either \( e \in \text{VAL} \) or, for any store \( \mu \) such that \( \Omega \mid \emptyset \mid \Sigma \vdash \mu \), there is some term \( e' \) and store \( \mu' \) with \( \langle \mu, e \rangle \xrightarrow{\Omega} \langle \mu', e' \rangle \)

2. If \( \Omega \mid \emptyset \mid \Sigma \vdash lv : \tau \) then either \( lv \in \text{CLoc} \) or, for any store \( \mu \) such that \( \Omega \mid \emptyset \mid \Sigma \vdash \mu \), there is some lvalue \( lv' \) and store \( \mu' \) with \( \langle \mu, lv \rangle \xrightarrow{\Omega} \langle \mu', lv' \rangle \)
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Proof. By simultaneous induction on derivations $\Omega \mid \emptyset, \Sigma \vdash e : \sigma$ assuming $\Omega \mid \emptyset, \Sigma \vdash \mu$ in all cases:

- Case (t-let):
  
  $\Omega \mid \emptyset, \Sigma \vdash \text{let } x : \tau_1 = e_1 \text{ in } e_2 : \tau_2$ and
  $\Omega \mid \emptyset, \Sigma \vdash e_1 : \tau_1 \text{ and}$
  $\Omega \mid x : \tau_1, \Sigma \vdash e_2 : \tau_2$.

  We consider two cases for $e_1$:
  
  - Case $e_1 = v$:
    
    We can take a step using (e-let1).
  
  - Case $e_1 \notin \text{VAL}$:
    
    From ind. hyp. we know that there are some $e_1', \mu'$ such that $\langle \mu, e_1 \rangle \xrightarrow{\Omega} \langle \mu', e_1' \rangle$.
    
    We can then take a step using (e-let2).

- Case (t-upd):
  
  $\Omega \mid \emptyset, \Sigma \vdash lv := e : ()$ and
  $\Omega \mid \emptyset, \Sigma \vdash lv : \tau$ and
  $\Omega \mid \emptyset, \Sigma \vdash e : \tau$.

  We consider the following cases for $lv$ and $e$:
  
  - Case $lv = l$ and $e \notin \text{VAL}$:
    
    From ind. hyp. we know that there are some $e', \mu'$ such that $\langle \mu, e \rangle \xrightarrow{\Omega} \langle \mu', e' \rangle$.
    
    We can then take a step with rule (e-upd4).
  
  - Case $lv = l$ and $e = v$:
    
    We can take a step with rule (e-upd2).
  
  - Case $lv = l \triangleright \gamma$:
    
    We can take a step with rule (e-upd3).
  
  - Case $lv \notin \text{CLOC}$:
    
    From ind. hyp. we know that there are some $lv', \mu'$ such that $\langle \mu, lv \rangle \xrightarrow{\text{lv}(\Omega)} \langle \mu', lv' \rangle$.
    
    We can then use (e-upd1) to take a step.

- Case (t-fapp):
  
  Suppose $\Omega \mid \emptyset, \Sigma \vdash e_1(\overline{e_i}) : \tau$ and
  $\Omega \mid \emptyset, \Sigma \vdash e : \text{fn}(\overline{r_i}) \rightarrow \tau$ and
  $\Omega \mid \emptyset, \Sigma \vdash e_i : \tau_i$.
From lemma A.2 we know that if \( v \in \text{VAL} \) then either
\[
v = \text{fn}(\overline{x_i : \tau_i}(e_1)) \text{ or } \nabla v \text{ } \nabla \tau \text{; } e_1 \text{; } \gamma
\]
for some \( \overline{x_i, \tau_i, e_1, \gamma} \).

We consider the following cases for \( e \) and \( \overline{e_i} \):

- Case \( e = \text{fn}(\overline{x_i : \tau_i}(e_1)) \) and \( e_i \in \text{VAL} \):
  
  We can use rule (e-fapp1) to take a step.

- Case \( e = \text{fn}(\overline{x_i : \tau_i}(e_1)) \) where there is a term \( e' \in \overline{e_i} \) that is not a value:
  
  Let \( \overline{\tau_i} = \overline{\tau_j, e', e_k} \) and \( \overline{x_i} = \overline{x_j, \tau', \tau_k} \).
  
  Then, since \( \Omega | \varnothing | \Sigma \vdash e' : \tau' \), from ind. hyp. we get
  
  \( \langle \mu, e' \rangle \xrightarrow{\Omega} \langle \mu', e'' \rangle \) and \( \mu', e'' \).
  
  We can then use rule (e-fapp4) to take a step.

- Case \( e = \text{fn}(\overline{x_i : \tau_i}(e_1)) \Rightarrow \gamma \):
  
  We can use rule (e-fapp2) to take a step.

- Case \( e \notin \text{VAL} \):
  
  From ind. hyp. we get \( \langle \mu, e \rangle \xrightarrow{\Omega} \langle \mu', e' \rangle \)
  
  for some \( e', \mu' \) and \( \Sigma' \supseteq \Sigma \).
  
  Then we can take a step using (e-fapp3).

- Case (t-fabs):
  
  \( \Omega | \Gamma | \Sigma \vdash \text{fn}(\overline{x_i : \tau_i}(e_1)) : \text{fn}(\overline{\tau_i}) \rightarrow \tau \)
  
  \( \text{fn}(\overline{x_i : \tau_i}(e_1)) \in \text{VAL} \) as required.

- Case (t-ref):
  
  \( \Omega | \varnothing | \Sigma \vdash \& lv \ : \ & \tau \) and
  
  \( \Omega | \varnothing | \Sigma \vdash lv : \tau \).
  
  - Case \( lv = l \):
    
    \&l \in \text{VAL}.
  
  - Case \( lv = l \Rightarrow \gamma \):
    
    We can take a step with (e-ref2).
  
  - Case \( lv \notin \text{CLOC} \):
    
    From ind. hyp. we know that there some \( \mu', lv \) where \( \langle \mu, lv \rangle \xrightarrow{lv(\Omega)} \langle \mu', lv' \rangle \).
    
    We can then use rule (e-ref1) to take a step.
• Case (t-deref):

\[ \Omega \mid \emptyset \mid \Sigma \vdash *e : \tau \text{ and} \]
\[ \Omega \mid \emptyset \mid \Sigma \vdash e : \&\tau . \]

If \( e \in \text{VAL} \) then by lemma [A.2] either \( e = \&l \) for some \( l \) or \( e = \&l \triangleright \gamma \) for some \( l \) and \( \gamma \).

We then consider the following cases for \( e \), proving both points 1. and 2. as \( *e \) is an lvalue:

– Case \( e = \&l \):
  1. We can use rule (e-deref1) to take a step.
  2. We can take a step with (el-deref2).

– Case \( e = \&l \triangleright \gamma \):
  1. We can use rule (e-deref2) to take a step.
  2. We can take a step with (el-deref3).

– Case \( e \not\in \text{VAL} \):
  From ind. hyp. we know that there are some \( \mu',e' \) such that
  \[ \langle \mu, e \rangle \xrightarrow{\Omega} \langle \mu', e' \rangle . \]
  Then:
  1. We can take a step with (e-deref3).
  2. We can take a step with (e-deref1).

• Case (t-var):

\[ \Omega \mid \emptyset \mid \Sigma \vdash x : \sigma \text{ and} \]
\[ (x : \sigma) \in \emptyset . \]

Vacuous as \( (x : \sigma) \in \emptyset \) is impossible.

• Case (t-loc):

Suppose \( \Omega \mid \emptyset \mid \Sigma \vdash l : \sigma \) and \( \Gamma_T \mid \Sigma \vdash \mu . \)

\( l \in \text{LVAL} \) so we must show the case holds for both cases:
1. We can take a step with (e-loc) as by lemma [A.16] the call to getValue will succeed.
2. \( l \in \text{CLOC} \) as required.

From lemma [A.1] we know \( \Sigma(l) = \sigma . \)

• Case (t-unit):

\[ \Omega \mid \emptyset \mid \Sigma \vdash () : () \]
\[ () \in \text{VAL} \text{ as required.} \]
• Case (t-seq):

\[ \Omega \mid \emptyset \mid \Sigma \vdash e_1; e_2 : \tau_2 \text{ and } \Omega \mid \emptyset \mid \Sigma \vdash e_1 : \tau_1 \text{ and } \Omega \mid \emptyset \mid \Sigma \vdash e_2 : \tau_2. \]

We consider two cases of \( e_1 \):

- Case \( e_1 = v \):

  We can use (e-seq1) to take a step.

- Case \( e_1 \notin \text{VAL} \):

  From ind. hyp. we know that there are some \( \mu', e'_1 \) such that
  \[ \langle \mu, e_1 \rangle \xrightarrow{\Omega} \langle \mu', e'_1 \rangle. \]

  We can then make a step using rule (e-seq2).

• Case (t-newstruct):

\[ \Omega \mid \emptyset \mid \Sigma \vdash S \langle u_j \rangle \{ x_i : e_i \} : S \langle u_j \rangle \text{ and } \]
\[ S \langle X_j \rangle \{ x_i : \sigma_i \} \in \Omega \text{ and } \]
\[ \Omega \mid \emptyset \mid \Sigma \vdash e_i : [u_j/X_j] \sigma_i. \]

We consider two cases of \( \overline{e_i} \):

- Case \( \overline{e_i} = \overline{v_i} \):

  Then \( S \langle u_j \rangle \{ x_i : \overline{v_i} \} \in \text{VAL}. \)

- Case \( \overline{e_i} = \overline{v_m, e}, \overline{v_n} \) where \( e \notin \text{VAL} \):

  Let \( \overline{x_i} = \overline{x_m}, x, \overline{x_n} \) and \( \overline{\sigma_i} = \overline{\sigma_m}, \sigma, \overline{\sigma_n}. \)

  From ind. hyp. we know there are some \( \mu', e'_1 \) such that
  \[ \langle \mu, e_1 \rangle \xrightarrow{\Omega} \langle \mu', e'_1 \rangle. \]

  We can then use rule (e-struct) to take a step as required.

• Case (t-proj):

\[ \Omega \mid \emptyset \mid \Sigma \vdash e.x : [u_j/X_j] \sigma \text{ and } \]
\[ \Omega \mid \emptyset \mid \Sigma \vdash e : S \langle u_j \rangle \text{ and } \]
\[ S \langle X_j \rangle \{ x_i : \sigma_i \} \in \Omega \text{ and } \]
\[ (x : \sigma) \in \overline{x_i \sigma_i}. \]

Since \( e.x \) can be an lvalue, we must prove that both statements of the lemma hold.

1. If \( e \in \text{VAL} \) then from lemma A.2 we know that either

   \( e = S \langle u_j \rangle \{ x_i : \overline{v_i} \} \) for some \( \overline{x_i}, \overline{v_i} \) or

   \( e = S \langle u'_j \rangle \{ x_i : \overline{v_i} \} \blacktriangleright \gamma \) for some \( u'_j, \overline{x_i}, \overline{v_i} \) and \( \gamma \) where \( \Gamma_T \mid \Sigma \vdash \gamma : S \langle u'_j \rangle \sim S \langle u_j \rangle. \)

   We then proceed by cases on \( e \):
2. Suppose $e = l v$ and $\sigma = \tau$ for some $l v$ and $\tau$. We then proceed by cases on $l v$:

- $l v = l$:
  
  From $\Omega \vdash \varnothing \vdash \mu$ it follows that $\Omega \vdash \varnothing \vdash \mu(l) : S(l \bar{w})$.
  
  From lemma A.3 we know that either
  
  $\mu(l) = S(l \bar{w}) \langle x_i : l_i \rangle$ for some $l_i$
  
  or
  
  $\mu(l) = S(u' \langle x_i : l_i \rangle)$ for some $u'$ where $\Omega \vdash \gamma : S(u') \sim S(l \bar{w})$.
  
  In the first case we can take a step with (el-proj2) and in the second case we can take a step with (el-proj3).

- $l v = l \uparrow \gamma$:
  
  We know that $\Omega \vdash \varnothing \vdash l \uparrow \gamma : S(l \bar{w})$.
  
  From lemma A.1 and corollary A.1 we know that there is some $\tau'$ such that
  
  $\Omega \vdash \gamma : \tau' \sim S(u' \bar{w})$ and $\Omega \vdash \varnothing \vdash \mu(l) : \tau'$.
  
  From lemma A.3 we know that either
  
  $\mu(l) = S(u' \langle x_i : l_i \rangle)$ for some $u'$ and $l_i$
  
  or
  
  $\mu(l) = S(u' \langle x_i : l_i \rangle) \uparrow \gamma'$ for some $l_i', u', \gamma$ where $\Omega \vdash \gamma' : S(u') \sim \tau'$.
  
  In the first case we can take a step with (el-proj4) and in the second case we can take a step with (el-proj5).

- $l v \notin \text{CLOC}$:
  
  By ind. hyp. there are some $l v', \mu'$ where $\langle \mu, l v \rangle \xrightarrow{\text{lo}} \langle \mu', l v' \rangle$.
  
  We can then take a step with (el-proj1) as required.
\[ \Omega \mid \phi \mid \Sigma \vdash \text{let } (T, x_i) = \text{unpack } e_1 : \tau \text{ and } \]
\[ \Omega \mid \phi \mid \Sigma \vdash e_1 : \& (\exists T, \tau_i, \omega_j) \text{ and } \]
\[ \Omega \mid T, x_i : \tau_i \mid \Sigma \vdash e_2 : \tau. \]

From lemma A.2 we know that if \( e_1 \) is a value then either \( e_1 = \text{pack}(\tau, v_i, \gamma_j) \) as \& (\exists T, \tau_i, \omega_j), or \( e_1 = (\text{pack}(\tau, v_i, \gamma_j) \text{ as } \& (\exists T, \tau_i, \omega_j)) \triangleright \gamma \) for some \( \tau_i, \omega_j \) where \( \Gamma \mid \Sigma \vdash \gamma : \& (\exists T, \tau_i, \omega_j) \sim \& (\exists T, \tau_i, \omega_j) \).

We proceed by cases of \( e_1 \):

- \( e_1 = \text{pack}(\tau, v_i, \gamma_j) \) as \& (\exists T, \tau_i, \omega_j):
  
  We can take a step with (e-unpack1).

- \( e_1 = (\text{pack}(\tau, v_i, \gamma_j) \text{ as } \& (\exists T, \tau_i, \omega_j)) \triangleright \gamma \):
  
  We can take a step with (e-unpack2).

- \( e_1 \notin \text{VAL} \):
  
  By the ind. hyp. there are \( \mu', e'_1 \) such that \( \langle \mu, e_1 \rangle \xrightarrow{\Omega} \langle \mu', e'_1 \rangle \).

  We can then take a step using (e-unpack3) as required.

**Case (t-pack):**

\[ \Gamma_T \mid \Sigma \vdash \text{pack}(\tau, e_i, \gamma_j) \text{ as } \& (\exists T, \tau_i, \omega_j) \text{ and } \]
\[ \Omega \mid \phi \mid \Sigma \vdash e_i : [\tau/T] \tau_i \text{ and } \]
\[ \Omega \vdash \gamma_j : [\tau/T] \omega_j. \]

We proceed by cases of \( e_i \):

- Case \( \overline{e_i} = v_i \):
  
  \( (\text{pack}(\tau, v_i, \gamma_j) \text{ as } \& (\exists T, \tau_i, \omega_j)) \in \text{VAL} \).

- Case \( \overline{e_i} = \overline{m, e, \overline{e}} \) where \( e \notin \text{VAL} \):
  
  From ind. hyp. there are some \( \mu', e' \) such that \( \langle \mu, e \rangle \xrightarrow{\Omega} \langle \mu, e' \rangle \).

  We can then use rule (e-pack) to make a step.

**Case (t-tapp) :**

\[ \Omega \mid \phi \mid \Sigma \vdash e[\overline{u_i/X_i}] : [u_i/X_i] \sigma \text{ and } \]
\[ \Omega \mid \phi \mid \Sigma \vdash e : \forall X_i. \sigma. \]

From lemma A.2 we know that if \( e \in \text{VAL} \) then either:

\( e = \forall X_i. e' \) for some \( e' \) or \( e = \langle \forall X_i. e' \rangle \triangleright \gamma \) for some \( e', \gamma \).

We proceed by cases of \( e \):
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– Case $e = \forall X_i.e'$:
  We can take a step with rule (e-tapp1).

– Case $e = (\forall X_i.e') \triangleright \gamma$:
  We can take a step with rule (e-tapp2).

– Case $e \not\in \text{VAL}$:
  By ind. hyp. there are some $e', \mu'$ such that
  $\langle \mu, e \rangle \xrightarrow{\Omega} \langle \mu', e' \rangle$.
  We can then use rule (e-tapp3) to take a step.

• Case (t-tabs):
  $\Omega | \phi | \Sigma \vdash \Lambda X_i.e : \forall X_i.\sigma$.
  $\Lambda X_i.e \in \text{VAL}$.

• Case (t-capp):
  $\Omega | \phi | \Sigma \vdash e'[y_i] : \sigma$ and
  $\Omega | \phi | \Sigma \vdash e : \forall \omega_i.\sigma$ and
  $\hat{\Omega} \vdash \gamma_i : \omega_i$.
  From lemma A.2 we know that if $e \in \text{VAL}$ then either:
  $e = \forall \omega_i.e'$ for some $e'$ or
  $e = (\forall \omega_i.e') \triangleright \gamma$ for some $e', \omega_i, \gamma$.
  We proceed on cases of $e$:

  – Case $e = \forall \omega_i.e'$:
    We can use rule (e-capp1) to take a step.

  – Case $e = (\forall \omega_i.e') \triangleright \gamma$
    We can use rule (e-capp2) to take a step.

  – Case $e \not\in \text{VAL}$:
    By ind. hyp. there are some $e', \mu'$ such that
    $\langle \mu, e \rangle \xrightarrow{\Omega} \langle \mu', e' \rangle$.
    Then we can use rule (e-capp3) to take a step.

• Case (t-cabs):
  $(\Lambda \epsilon_i : \omega_i.e) \in \text{VAL}$.

• Case (t-coerce):
\[ \Gamma_T | \Sigma \vdash e \triangleright \gamma : \sigma_2 \text{ and} \]
\[ \Gamma \vdash \gamma : \alpha_1 \rightarrow \sigma_2 \text{ and} \]
\[ \Gamma | \Sigma \vdash e : \sigma_1. \]
Since \( e \triangleright \gamma \) could be an lvalue, we must show that the case holds for both statements of the theorem.

1. We proceed by cases of \( e \):
   
   - Case \( e = pv \):
     
     Then \((pv \triangleright \gamma) \in VAL.\)
   
   - Case \( e = pv \triangleright \gamma' \):
     
     Then we can take a step with (e-coerce1).
   
   - Case \( e \not\in VAL \):
     
     By ind. hyp. there are some \( e', \mu \) such that
     \[ \langle \mu, e \rangle \xrightarrow{\Omega} \langle \mu', e' \rangle. \]
     Then we can use rule (e-coerce2) to take a step.

2. If \( e \triangleright \gamma \) is an lvalue it must be of the form \( l \triangleright \gamma \) for some \( l \).

Then \( l \triangleright \gamma \in CLOC \) as required.

\[ \square \]

**Theorem 6.3.** Suppose \( \vdash pgm : \Omega | \Gamma \) where \( \Omega \) is consistent and \( \Gamma = [\bar{x}_i : \sigma_i] \).

If \( \text{(main} : \text{fn}() \rightarrow ()) \in \Gamma \), then there are some \( \mu, e, \Sigma \) for which

\[ \langle pgm \rangle \xrightarrow{\Omega} \langle \mu, e \rangle, \text{ and } \Omega | \emptyset | \Sigma \vdash \mu, \text{ and } \Omega | \emptyset | \Sigma \vdash e : (). \]

**Proof.** Wlog, let \( pgm = \langle \text{type, axiom, struct, decl} \rangle \) where \( \text{decl} = [\bar{x}_i : \sigma_i] \) and main \( \in \bar{x}_i \).

By rule (t-decl), \( \Omega | \Gamma | \emptyset \vdash v_i : \sigma_i. \)

Let \( \mu_0 = \emptyset. \) Then by lemma A.12 \( \text{alloc}(\mu_{i-1}, v_i) = \langle \mu_i, l_i \rangle^i \)

where \( l_i \not\in \text{dom}(\mu_0) \) and there is some \( \Sigma \) where

\( \Omega | \Gamma | \Sigma \vdash \mu_i \) and \( \Omega | \Gamma | \Sigma \vdash l_i : \sigma_i. \)

By lemma A.1 \( \langle l_i : \sigma_i \rangle \in \Sigma \) and

we can use rule (t-loc) to conclude \( \Omega | \emptyset | \Sigma \vdash l_i : \sigma_i. \)

We can use the program evaluation rule to take a step

\[ \langle pgm \rangle \xrightarrow{\Omega} \langle [\bar{l}_i/x_i] \mu_i, [\bar{l}_i/x_i] f_{\text{main}}() \rangle. \]

Wlog, let \( \mu_i = [l_j : w_j]. \)

By definition of substitution, \( [\bar{l}_i/x_i] \mu_i = [l_j : [\bar{l}_i/x_i] w_j]. \)

From \( \Omega | \Gamma | \Sigma \vdash \mu_i \) we get \( \Omega | \Gamma | \Sigma \vdash l_j : \sigma_j \) and \( \Omega | \Gamma | \Sigma \vdash \mu_i(l_j) : \sigma_j^j \) for some \( \sigma_j^j. \)

By lemma A.6 we get \( \Omega | \emptyset | l_j : \sigma_j \) and \( \Omega | \emptyset | [\bar{l}_i/x_i] \mu_i(l_j) : \sigma_j^j. \)
so \( \Omega \mid \emptyset \mid \Sigma \vdash [\overline{t_i / x_i}] \mu_i \).

Finally, let \( l_{\text{main}} = [\overline{t_i / x_i}] \text{main} \).

Then \( \Omega \mid \emptyset \mid \Sigma \vdash l_{\text{main}} : \text{fn}(\cdot) \to (\cdot) \) by (t-loc) and \( \Omega \mid \emptyset \mid \Sigma \vdash l_{\text{main}}() : () \) by (t-app) as required. \( \square \)
Appendix B

MiniRust translation proofs

Lemma B.1 (Inversion of well-formed environment rules). Suppose $(\Gamma, \Theta) \rightsquigarrow (\Omega', \Gamma')$.  

1. If $X \in \Gamma$ then $X \in \Gamma'$.

2. If $(x : \sigma) \in \Gamma$ then there is some $\sigma'$ such that $(x : \sigma') \in \Gamma'$ and $\Gamma \vdash_{WF} \sigma \rightsquigarrow \sigma'$.

3. If $S \langle X_j \rangle \{x_i : \tau_i\} \in \Gamma$ then there are some $\tau'_i$ such that
   $\Gamma, X_j \vdash_{WF} \tau_i \rightsquigarrow \tau'_i$ and $S \langle X_j \rangle \{x_i : \tau'_i\} \in \Omega'$.

4. If $(D \langle X_i \rangle \theta_0) \in \Gamma$ then there are some $\sigma_t$ and $\vartheta$ such that
   $(x : \sigma) \in \Gamma$, and $(\pi : \vartheta) \in \Omega'$ and $\Gamma \vdash_{WF} \theta_0 \rightsquigarrow (\sigma', \vartheta)$.

5. If $(\theta \rightsquigarrow (x, c)) \in \Theta$ then there are some $\sigma'$ and $\vartheta$ such that
   $(x : \sigma') \in \Gamma'$, and $(c : \vartheta) \in \Omega'$ and $\Gamma \vdash_{WF} \theta \rightsquigarrow (\sigma', \vartheta)$.

Proof. Immediate from the well-formed environments judgments with translation. \(\square\)

Lemma B.2 (Inversion of struct declaration typing rule). If $\Gamma \vdash_{str} S \langle X_j \rangle \{x_i : \tau_i\} \vdash_{pgm} \Gamma'$ then there are some $\tau'_i$ where
   $\Gamma, X_j \vdash_{WF} \tau_i \rightsquigarrow \tau'_i$,
   $\Gamma' = [S \langle X_j \rangle \{x_i : \tau_i\}]$, and $\Theta' = \emptyset$, and $pgm_t = struct S \langle X_j \rangle \{x_i : \tau'_i\}$.

Proof. Immediate from the well-typed items relation. \(\square\)

Lemma B.3 (Inversion of well-formedness rules).
1. If $\Gamma | \Theta \vdash_{WF} X \rightsquigarrow u^t$ then $X \in \Gamma$ and $u^t = X$.

2. If $\Gamma | \Theta \vdash_{WF} \text{fn}(\tau_i) \rightarrow \tau \rightsquigarrow u^t$ then 
   \[
   \Gamma | \Theta \vdash_{WF} \tau_i \rightsquigarrow \tau_i^t, \text{ and } \Gamma | \Theta \vdash_{WF} \tau \rightsquigarrow \tau^t, \text{ and } u^t = \text{fn}(\tau_i^t) \rightarrow \tau^t \text{ for some } \tau, \tau_i^t.
   \]

3. If $\Gamma | \Theta \vdash_{WF} \&u \rightsquigarrow u^t$ then $\Gamma | \Theta \vdash_{WF} u \rightsquigarrow u_1^t$ and $u^t = \&u_1^t$ for some $u_1^t$.

4. If $\Gamma | \Theta \vdash_{WF} S \langle \bar{u}_i \rangle \rightsquigarrow u^t$ then 
   \[
   \Gamma | \Theta \vdash_{WF} u_i \rightsquigarrow \bar{u}_i^t, \text{ and } S \langle \bar{X}_i \rangle \langle \bar{x}_j : \bar{\tau}_j \rangle \in \Gamma, \text{ and } \langle u_i / X_i \rangle \text{ defined, and } u^t = S \langle \bar{u}_i^t \rangle \text{ for some } \bar{X}_i, \bar{u}_i^t, \bar{x}_j, \bar{\tau}_j.
   \]

5. If $\Gamma | \Theta \vdash_{WF} A_D \langle u, \bar{u}_i \rangle \rightsquigarrow u^t$ then 
   \[
   \Gamma | \Theta \vdash u : D \langle \bar{u}_i, A \rightarrow \ast \rangle, \text{ and } \Gamma | \Theta \vdash_{WF} u \rightsquigarrow u_1^t, \text{ and } u^t = A_D \langle u_1^t, \bar{u}_i^t \rangle \text{ for some } u_1^t, \bar{u}_i^t.
   \]

6. If $\Gamma | \Theta \vdash_{WF} \exists T : D \langle \bar{u}_i, \bar{u}_j \sim \bar{u}_2 \rangle \rightsquigarrow u^t$ then
   \[
   \text{there are some } A_{D\bar{u}_j}, \bar{u}_s, u_j, \bar{u}_s^t, \bar{u}_7, \bar{u}_7^t \text{ such that } \bar{u}_1 = A_{D\bar{u}_j} \langle T, \bar{u}_s \rangle, \text{ and } \Gamma \vdash D \text{ obj-safe, and } \Gamma \vdash \text{Self}_u : D \langle \bar{u}_i \rangle, \text{ and } \Gamma | \Theta \vdash_{WF} u_i \rightsquigarrow \bar{u}_i^t, \text{ and } \Gamma, T | \Theta, T : D \langle \bar{u}_i \rangle \vdash_{WF} u_1 \rightsquigarrow \bar{u}_i \leftrightarrow \bar{A}_{D\bar{u}_j} \langle T, \bar{u}_s \rangle, \text{ and } \Gamma | \Theta \vdash_{WF} u_j \rightsquigarrow \bar{u}_j^t, \text{ and } u^t = \langle \exists T, \&\tau, S_D \langle T, \bar{u}_i^t, A_{D\bar{u}_j} \langle T, \bar{u}_s \rangle \sim \bar{u}_7^t \rangle \rangle.
   \]

7. If $\Gamma | \Theta \vdash_{WF} \forall \bar{X}_i, \bar{T} \Rightarrow \tau \rightsquigarrow \bar{\sigma}^t$ then $\bar{X}_i \not\in \bar{\Gamma}$ and $\Gamma, \bar{X}_i | \Theta, \bar{T} \vdash_{WF} \bar{T} \rightsquigarrow (\bar{\tau}_j, \bar{\omega}_j)$
   \[
   \text{and } \Gamma, \bar{X}_i | \Theta, \bar{T} \vdash_{WF} \tau \rightsquigarrow \tau^t \text{ and } \bar{\sigma}^t = \forall \bar{X}_i, \forall \bar{\omega}_j, \text{fn}(\bar{\tau}_j) \rightarrow \tau^t \text{ for some } \bar{\tau}_j, \bar{\omega}_j, \text{ and } \tau^t.
   \]

8. If $\Gamma | \Theta \vdash_{WF} \forall \bar{X}_i, \bar{T} \Rightarrow \tau \rightsquigarrow (\bar{\sigma}^t, \theta)$ then $\Gamma, \bar{X}_i | \Theta, \bar{T} \vdash_{WF} \bar{T} \rightsquigarrow (\bar{\tau}_j, \bar{\omega}_j)$
   \[
   \bar{\sigma}^t = \forall \bar{X}_i, \forall \bar{\omega}_j, \text{fn}(\bar{\tau}_j) \rightarrow \tau^t, \text{ and } \bar{\theta} = \forall \bar{X}_i, \bar{\omega}_j, \bar{\omega}_j, \bar{\tau}_j, \bar{\omega}_2 \text{ for some } \bar{\tau}_j, \bar{\omega}_j, \bar{\tau}_j, \bar{\omega}_2, \tau^t.
   \]

9. If $\Gamma | \Theta \vdash_{WF} u : D \langle \bar{u}_1, A \rightarrow A \rangle \rightsquigarrow \bar{\sigma}^t, \theta$ then there are some $\bar{u}^t, \bar{u}_i^t, u^t$ where
   \[
   \Gamma \vdash u : D \langle \bar{u}_1 \rangle, \text{ and } \Gamma \vdash A_D, \text{ and } \\
   \Gamma | \Theta \vdash_{WF} u \rightsquigarrow \bar{u}^t, \text{ and } \Gamma | \Theta \vdash_{WF} u_i \rightsquigarrow \bar{u}_i^t, \text{ and } \Gamma | \Theta \vdash_{WF} u_A \rightsquigarrow \bar{A}_D, \text{ and } \\
   \bar{\sigma}^t = S_D \langle \bar{u}^t, \bar{u}_i^t \rangle, \text{ and } \theta = A_D \langle \bar{u}^t, \bar{u}_i^t \rangle \sim \bar{u}_A.
   \]

10. If $\Gamma | \Theta \vdash_{WF} u : D \langle \bar{u}_i, A \rightarrow \ast \rangle \rightsquigarrow \bar{\sigma}^t, \theta$ then there are some $\bar{u}^t, \bar{u}_i^t$ where
    \[
    \Gamma \vdash u : D \langle \bar{u}_i \rangle, \text{ and } \Gamma \vdash A_D, \text{ and } \\
    \Gamma | \Theta \vdash_{WF} u \rightsquigarrow \bar{u}^t, \text{ and } \Gamma | \Theta \vdash_{WF} u_i \rightsquigarrow \bar{u}_i^t, \text{ and } \\
    \bar{\sigma}^t = S_D \langle \bar{u}^t, \bar{u}_i^t \rangle, \text{ and } \theta = A_D \langle \bar{u}^t, \bar{u}_i^t \rangle \sim \bar{A}_D \langle \bar{u}^t, \bar{u}_i^t \rangle.
    \]

Proof. Immediate from the well-formedness judgments.
Lemma B.4 (Contraction of the constraint environment I).

1. If \( \Gamma \mid \Theta, \pi' \rightsquigarrow \langle x, c \rangle \vdash_{\text{WF}} u \rightsquigarrow u' \) and \( \Gamma \mid \Theta \vdash \pi' \rightsquigarrow \langle e'', \gamma' \rangle \) then \( \Gamma \mid \Theta \vdash u \rightsquigarrow u' \).

2. If \( \Gamma \mid \Theta, \pi' \rightsquigarrow \langle x, c \rangle \mid \pi \rightsquigarrow \langle e', \gamma \rangle \) and \( \Gamma \mid \Theta \vdash \pi' \rightsquigarrow \langle e'', \gamma' \rangle \) then \( \Gamma \mid \Theta \vdash [e''/x] \gamma' \gamma/c e' \).

3. If \( \Gamma \mid \Theta, \pi' \rightsquigarrow \langle x, c \rangle \mid u_1 \sim u_2 \rightsquigarrow \gamma \) and \( \Gamma \mid \Theta \vdash \pi' \rightsquigarrow \langle e'', \gamma' \rangle \) then \( \Gamma \mid \Theta \vdash u_1 \sim u_2 \rightsquigarrow [\gamma'/c] \gamma \).

Proof. By simultaneous induction on derivations
\( \Gamma \mid \Theta, \pi' \rightsquigarrow \langle x, c \rangle \vdash_{\text{WF}} u \rightsquigarrow u' \),
\( \Gamma \mid \Theta, \pi' \rightsquigarrow \langle x, c \rangle \mid \pi \rightsquigarrow \langle e', \gamma \rangle \) and
\( \Gamma \mid \Theta, \pi' \rightsquigarrow \langle x, c \rangle \mid u_1 \sim u_2 \rightsquigarrow \gamma \).
In most cases it is a straightforward use of the induction hypothesis and the definition of substitution.

We show the proof for the only interesting case:

- **Case** (c-ext): \( \Gamma \mid \Theta, \pi' \rightsquigarrow \langle x', c' \rangle \mid \pi \rightsquigarrow (x_1/u_1][\gamma_1](e'_1), c[u_1]) \) where
  \( \forall \overline{X_i, \overline{\pi_j}} \Rightarrow \pi \rightsquigarrow (x, c)) \in (\Theta, \pi' \rightsquigarrow \langle x', c' \rangle), \)
  \( \Gamma \mid \Theta, \pi' \rightsquigarrow \langle x', c' \rangle \vdash_{\text{WF}} u_i \rightsquigarrow u'_i \) and
  \( \Gamma \mid \Theta, \pi' \rightsquigarrow \langle x', c' \rangle \mid \overline{u_i/X_i}\overline{\pi_j} \rightsquigarrow \langle e'_j, \gamma_j \rangle. \)

Assume \( \Gamma \mid \Theta \vdash \pi' \rightsquigarrow \langle e'', \gamma' \rangle \).

If \( (\forall \overline{X_i, \overline{\pi_j}} \Rightarrow \pi \rightsquigarrow (x, c)) \in \Theta \) we can assume \( x \neq x', c \neq c' \) by the bound variable renaming assumption.

We can use IH to prove \( \Gamma \mid \Theta \vdash \overline{u_i/X_i}\overline{\pi_j} \rightsquigarrow (x_1/u_1][\gamma_1](e'_1), c[u_1]) \).

Otherwise, \( (\forall \overline{X_i, \overline{\pi_j}} \Rightarrow \pi \rightsquigarrow (x, c)) = (\pi' \rightsquigarrow \langle x', c' \rangle). \)

Then, as \( \overline{u_i/X_i}, e'_j \) and \( \overline{\gamma_j} \) are all empty sequences, we need to show
\( \Gamma \mid \Theta \vdash \pi' \rightsquigarrow \langle e'', \gamma' \rangle \) which holds from the assumption as required.

Lemma B.5 (Contraction of the constraint environment II). If \( \Gamma \mid \Theta, \pi' \rightsquigarrow \langle x, c \rangle \vdash_{\text{WF}} \theta \rightsquigarrow \langle \sigma', \theta \rangle \) and \( \Gamma \mid \Theta \vdash \pi' \rightsquigarrow \langle e'', \gamma' \rangle \) then \( \Gamma \mid \Theta \vdash_{\text{WF}} \theta \rightsquigarrow \langle \sigma', \theta \rangle \).

Proof. Straightforward by induction on derivations \( \Gamma \mid \Theta, \pi' \rightsquigarrow \langle x, c \rangle \vdash_{\text{WF}} \theta \rightsquigarrow \langle \sigma', \theta \rangle \)
using lemma B.4 and the IH.

Lemma B.6 (Contraction of the constraint environment III). If \( \Gamma \mid \Theta, \pi' \rightsquigarrow \langle x, c \rangle \vdash_{\text{WF}} \sigma \rightsquigarrow \sigma' \) and \( \Gamma \mid \Theta \vdash \pi' \rightsquigarrow \langle e'', \gamma' \rangle \) then \( \Gamma \mid \Theta \vdash_{\text{WF}} \sigma \rightsquigarrow \sigma' \).
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Proof. If $\sigma \in \text{STYPE}$ then the proof is immediate from lemma B.4.

Otherwise $\sigma = \forall \overline{X}_i. \pi_j \Rightarrow \tau$ for some $\overline{X}_i, \pi_j, \tau$.

From lemma B.3 we get

$$\Gamma, \overline{X}_i \vdash \Theta, \pi' \leadsto (x, c), \overline{\pi}_j \vdash_{WF} \pi_j \leadsto (\tau^t_j, \omega_j)^j$$

and

$$\Gamma, \overline{X}_i \vdash \Theta, \pi' \leadsto (x, c), \overline{\pi}_j \vdash_{WF} \tau \leadsto \tau^t$$

and $\sigma^t = \forall \overline{X}_i. \forall \overline{\omega}_j. \text{fn}(\tau^t_j) \Rightarrow \tau^t$ for some $\overline{\tau}^t_j, \overline{\omega}_j$ and $\tau^t$.

By lemmas B.5 and B.4 we have

$$\Gamma, \overline{X}_i \vdash \Theta, \overline{\pi}_j \vdash_{WF} \pi_j \leadsto (\tau^t_j, \omega_j)^j$$

and

$$\Gamma, \overline{X}_i \vdash \Theta, \overline{\pi}_j \vdash_{WF} \tau \leadsto \tau^t.$$

We can then use (wf-tscheme) to prove $\Gamma \vdash_{WF} \sigma \leadsto \sigma^t$ as required.

Lemma B.7 (Type substitution I).

1. If $\Gamma, X \vdash_{WF} u' \leadsto u''$ and $[u/X]\Gamma \vdash_{WF} u \leadsto u'$
   then $[u/X]\Gamma \vdash_{WF} [u/X]u' \leadsto [u'/X]u''$.

2. If $\Gamma, X \vdash \pi \leadsto (e', \gamma)$ and $[u/X]\Gamma \vdash_{WF} u \leadsto u'$
   then $[u/X]\Gamma \vdash_{WF} [u/X]\pi \leadsto ([u/X]e', [u/X]\gamma)$.

3. If $\Gamma, X \vdash u_1 \sim u_2 \leadsto \gamma$ and $[u/X]\Gamma \vdash_{WF} u \leadsto u'$
   then $[u/X]\Gamma \vdash_{WF} [u/X](u_1 \sim u_2) \leadsto [u/X]\gamma$.

Proof. By simultaneous induction on derivations

$$\Gamma, X \vdash_{WF} u' \leadsto u'',$$

$$\Gamma, X \vdash \pi \leadsto (e', \gamma)$$

and

$$\Gamma, X \vdash u_1 \sim u_2 \leadsto \gamma.$$

In most cases it is a straightforward use of the induction hypothesis.

The only special case is (wf-var): $\Gamma, X \vdash_{WF} X' \leadsto X'$ where $X' \in (\Gamma, X)$.

If $X = X'$ then $[u/X]\Gamma \vdash_{WF} u \leadsto u'$ from assumption as required.

Lemma B.8 (Type substitution II). If $\Gamma, X \vdash_{WF} \theta \leadsto (\sigma^t, \gamma)$ and $[u/X]\Gamma \vdash_{WF} u \leadsto u'$
then $[u/X]\Gamma \vdash_{WF} [u/X]\theta \leadsto ([u'/X]\tau^t, [u'/X]\gamma)$.

Proof. Straightforward by induction on derivations $\Gamma, X \vdash_{WF} \theta \leadsto (\sigma^t, \gamma)$ using IH and lemma B.7.

In case (wf-cscheme) we can assume that $X \notin \overline{X}_i$ using the bound variable renaming convention.

Lemma B.9 (Type substitution III). If $\Gamma, X \vdash_{WF} \sigma \leadsto \sigma^t$ and $[u/X]\Gamma \vdash_{WF} u \leadsto u'$
then $[u/X]\Gamma \vdash_{WF} [u/X]\sigma \leadsto [u'/X]\sigma^t$.
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Proof. If \( \sigma \in \text{STYPE} \) then the proof is immediate from lemma B.7.
Otherwise \( \sigma = \forall X_i.\pi_j \Rightarrow \tau \) for some \( X_i, \pi_j, \tau \) where we can assume \( X \not\in X_i \).

From lemma B.3 we get
\[ \Gamma, X, X_i | \Theta, \pi_j \vdash_{\text{WF}} \pi_j \leadsto (\tau_i^j, o_j) \]
and \( \Gamma, X, X_i | \Theta, \pi_j \vdash_{\text{WF}} \tau \leadsto \tau_i^j \) and \( \sigma^t = \forall X_i.\forall o_j.\text{fn}(\tau_i^j) \rightarrow \tau_i^j \) for some \( \tau_i^j, o_j \) and \( \tau \).

By lemmas B.8 and B.7 we have
\[ \Gamma, X, X_i | [u/X] \Gamma, [u/X] \Theta, [u/X] \pi_j \vdash_{\text{WF}} [u/X] \pi_j \leadsto ([u/X] \tau_i^j, [u/X] o_j) \]
and \( [u/X] \Gamma, X, X_i | [u/X] \Theta, [u/X] \pi_j \vdash_{\text{WF}} [u/X] \tau \leadsto [u/X] \tau_i^j \).

We can then use (wf-tscheme) to prove \( [u/X] \Gamma | [u/X] \Theta \vdash_{\text{WF}} [u/X] \sigma \leadsto [u/X] \sigma^t \) as required.

Lemma B.10 (Weakening I).

1. If \( \Gamma | \Theta \vdash_{\text{WF}} u \leadsto u^t \) then \( \Gamma' | \Theta' \vdash_{\text{WF}} u \leadsto u^t \) for any \( \Gamma' \supseteq \Gamma \) and \( \Theta' \supseteq \Theta \).

2. If \( \Gamma | \Theta \parallel \pi \leadsto \langle e^t, \gamma \rangle \) then \( \Gamma' | \Theta' \parallel \pi \leadsto \langle e^t, \gamma \rangle \) for any \( \Gamma' \supseteq \Gamma \) and \( \Theta' \supseteq \Theta \).

3. If \( \Gamma | \Theta \parallel u_1 \sim u_2 \leadsto \gamma \) then \( \Gamma' | \Theta' \parallel u_1 \sim u_2 \leadsto \gamma \) for any \( \Gamma' \supseteq \Gamma \) and \( \Theta' \supseteq \Theta \).

Proof. Straightforward by simultaneous induction on derivations
\[ \Gamma | \Theta \vdash_{\text{WF}} u \leadsto u'' \]
\[ \Gamma | \Theta \parallel \pi \leadsto \langle e^t, \gamma \rangle \] and
\[ \Gamma | \Theta \parallel u_1 \sim u_2 \leadsto \gamma \] \( \square \)

Lemma B.11 (Weakening II). If \( \Gamma | \Theta \vdash_{\text{WF}} \theta \leadsto \langle \sigma^t, \theta \rangle \) then \( \Gamma' | \Theta' \vdash_{\text{WF}} \theta \leadsto \langle \sigma^t, \theta \rangle \) for any \( \Gamma' \supseteq \Gamma \) and \( \Theta' \supseteq \Theta \).

Proof. Straightforward by induction on derivations \( \Gamma | \Theta \vdash_{\text{WF}} \theta \leadsto \langle \sigma^t, \theta \rangle \) using IH and lemma B.10 \( \square \)

Lemma B.12 (Weakening III). If \( \Gamma | \Theta \vdash_{\text{WF}} \sigma \leadsto \sigma^t \) then \( \Gamma' | \Theta' \vdash_{\text{WF}} \sigma \leadsto \sigma^t \) for any \( \Gamma' \supseteq \Gamma \) and \( \Theta' \supseteq \Theta \).

Proof. If \( \sigma \in \text{STYPE} \) then the result is immediate from lemma B.10.
Otherwise, the only rule that could apply as the last rule in the derivation \( \Gamma | \Theta \vdash_{\text{WF}} \sigma \leadsto \sigma^t \) is (wf-tscheme).

Using lemmas B.10 and B.11 on the rule’s side conditions we get
\( \Gamma' | \Theta' \vdash_{\text{WF}} \sigma \leadsto \sigma^t \) as required.

Lemma B.13 (Weakening IV). If \( \Gamma | \Theta \vdash e : \tau \leadsto e^t \) then \( \Gamma' | \Theta' \vdash e : \tau \leadsto e^t \) for any \( \Gamma' \supseteq \Gamma \) and \( \Theta' \supseteq \Theta \).

Proof. Straightforward induction on derivations \( \Gamma | \Theta \vdash e : \tau \leadsto e^t \) using IH and lemma B.10 when required.
Lemma B.14 (Entailed constraints are well-formed). Suppose $(\Gamma, \Theta) \rightsquigarrow (\cdot, \cdot)$.

1. If $\Gamma \vdash \Theta \vdash \pi \rightsquigarrow \langle e^t, \gamma \rangle$ then $\Gamma \vdash \Theta \vdash \pi \rightsquigarrow \langle \tau^t, \omega \rangle$ for some $\tau^t, \omega$.

2. If $\Gamma \vdash \Theta \vdash u_1 \sim u_2 \rightsquigarrow \gamma$ and $\Gamma \vdash \Theta \vdash \pi \rightsquigarrow u_1' \sim u_2'$ then there is some type $u_2'$ such that $\Gamma \vdash \Theta \vdash u_2 \rightsquigarrow u_2'$.

3. If $\Gamma \vdash \Theta \vdash u_1 \sim u_2 \rightsquigarrow \gamma$ and $\Gamma \vdash \Theta \vdash \pi \rightsquigarrow u_2'$, then there is some type $u_1'$ such that $\Gamma \vdash \Theta \vdash u_1 \rightsquigarrow u_1'$ and $\Gamma \vdash \Theta \vdash \pi \rightsquigarrow \langle e^t, \gamma \rangle$.

Proof. Proof by simultaneous induction on derivations $\Gamma \vdash \Theta \vdash u_1 \sim u_2 \rightsquigarrow \gamma$ and $\Gamma \vdash \Theta \vdash \pi \rightsquigarrow \langle e^t, \gamma \rangle$:

- **Case** (c-ext): $\Gamma \vdash \Theta \vdash [u_i/X_i] \pi \rightsquigarrow \langle \tau_j^t, \omega_j \rangle$ and $\Gamma \vdash \Theta \vdash \pi \rightsquigarrow \langle \tau^t, u_1' \sim u_2' \rangle$

From well-formedness of $\Theta$ we know $\Gamma \vdash \Theta \vdash \pi \rightsquigarrow \langle \sigma^t, \theta \rangle$ for some $\sigma^t$ and $\theta$.

- From lemma B.3 we get $\Gamma \vdash \Theta \vdash \pi \rightsquigarrow \langle \tau_j^t, \omega_j \rangle$ and $\Gamma \vdash \Theta \vdash \pi \rightsquigarrow \langle \tau^t, u_1' \sim u_2' \rangle$

and $\sigma^t = \forall X_i. \forall \omega_j. \forall \tau^t \rightarrow \tau^t$

and $\theta = \forall X_i. u_1' \sim \forall X_i. u_2'$ for some $\tau_j^t, \omega_j, c_j, u_1', u_2', \tau^t$.

By the assumption that $X_j \not\in \Gamma, \Theta$ and lemma B.8,

$\Gamma \vdash \Theta, [u_i/X_i] \pi \vdash [u_i/X_i] \pi \rightsquigarrow \langle [u_i'/X_i] \tau^t, [u_i'/X_i] u_1' \sim [u_i'/X_i] u_2' \rangle$.

From the ind. hyp. we get $\Gamma \vdash \Theta \vdash [u_i/X_i] \pi \rightsquigarrow \langle \tau_j^t, \omega_j \rangle$ for some $\tau_j^t$ and $\omega_j$.

We can then use that with lemma B.5 to show

$\Gamma \vdash \Theta \vdash [u_i/X_i] \pi \rightsquigarrow \langle [u_i'/X_i] \tau^t, [u_i'/X_i] u_1' \sim [u_i'/X_i] u_2' \rangle$ as required.

- **Case** (c-treq1):

$\Gamma \vdash u_2 : D \langle \overline{u_2}i, A \rightarrow u_4 \rangle \rightsquigarrow \langle e^t \triangleright S_D (\gamma_2, \gamma_3), A_D (\text{sym} (\gamma_3), \gamma_1 \circ \gamma_3) \rangle$ where

$\Gamma \vdash u_2 : D \langle \overline{u_2}i \rangle$,

$\Gamma \vdash u_1 : D \langle \overline{u_1}i, A \rightarrow u_3 \rangle \rightsquigarrow \langle e^t, \gamma_1 \rangle$,

$\Gamma \vdash u_1 \sim u_2 \rightsquigarrow \gamma_2$,

$\Gamma \vdash u_1 \sim u_2 \rightsquigarrow \gamma_2$ and $\gamma_3$.

By IH, $\Gamma \vdash u_1 : u_3 \rightsquigarrow \langle \tau^t, \omega \rangle$ for some $\tau^t, \omega$.

By lemma B.3 $\Gamma \vdash u_1 \rightsquigarrow u_1'$, and $\Gamma \vdash u_1 \rightsquigarrow u_1'$,

and $\Gamma \vdash u : D \langle \overline{u_1}i \rangle \vdash u_3 \rightsquigarrow u_3$, and $\Gamma \vdash A_D$ for some types $u_1', u_1', u_3$. 
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By lemma B.5 \( \Gamma \vdash_{WF} u_3 \sim u_3^t \).

We can then use the IH get
\[ \Gamma \vdash_{WF} u_2 \sim u_2^t, \]
\[ \Gamma \vdash_{WF} u_{2i} \sim u_{2i}^t, \]
and
\[ \Gamma \vdash_{WF} u_4 \sim u_4^t \]
for some types \( u_2^t, u_{2i}^t \) and \( u_4^t \).

By lemma B.10, \( \Gamma, u_2 : D (\overline{u}_{2i}) \vdash_{WF} u_4 \sim u_4^t \).

Then, by rule (wf-treqcons),
\[ \Gamma \vdash_{WF} u_2 : D (\overline{u}_{2i}, A \rightarrow u_4) \sim (S_D \langle u_2^t, u_{2i}^t \rangle, A_D \langle u_2^t, u_{2i}^t \rangle \sim u_4^t) \]
as required.

**Case** (c-treq2): \( \Gamma \vdash_{WF} u_2 : D (\overline{u}_{2i}, A \rightarrow \ast) \sim \langle e^t, A_D \langle u_4^t, u_{2i}^t \rangle \rangle \) where
\[ \Gamma \vdash u_2 : D (\overline{u}_{2i}), \]
\[ \Gamma \vdash u_1 : D (\overline{u}_{1i}, A \rightarrow \ast) \sim \langle e^t, \gamma_1 \rangle, \]
\[ \Gamma \vdash u_1 \sim u_2 \sim \gamma_2, \]
\[ \Gamma \vdash u_{1i} \sim u_{2i} \sim \gamma_i, \]
\[ \Gamma \vdash_{WF} u_2 \sim u_2^t, \]
\[ \Gamma \vdash_{WF} u_{2i} \sim u_{2i}^t. \]

By IH, \( \Gamma \vdash_{WF} u_1 : D (\overline{u}_{1i}, A \rightarrow u_3) \sim \langle \tau^t, \omega \rangle \) for some \( \tau^t, \omega \).

By lemma B.3 \( \Gamma \vdash A_D. \)

Then, by rule (wf-trcons),
\[ \Gamma \vdash_{WF} u_2 : D (\overline{u}_{2i}, A \rightarrow \ast) \sim \langle S_D \langle u_2^t, u_{2i}^t \rangle, A_D \langle u_2^t, u_{2i}^t \rangle \sim A_D \langle u_2^t, u_{2i}^t \rangle \rangle \]
as required.

**Case** (c-astar): \( \Gamma \vdash_{WF} u : D (\overline{u}_{i}, A \rightarrow \ast) \sim \langle e^t, A_D \langle u_4^t, u_i^t \rangle \rangle \) where
\[ \Gamma \vdash u : D (\overline{u}_{i}, A \rightarrow u_A) \sim \langle e^t, \gamma \rangle, \]
\[ \Gamma \vdash_{WF} u \sim u^t \]
and
\[ \Gamma \vdash_{WF} u_i \sim u_i^t. \]

By IH, there are some \( \tau^t, \omega \) such that \( \Gamma \vdash_{WF} u : D (\overline{u}_i, A \rightarrow \ast) \sim \langle \tau^t, \omega \rangle. \)

By lemma B.3 \( \Gamma \vdash u : D (\overline{u}_i), \)
\[ \Gamma \vdash A_D \]
\[ \tau^t = S_D \langle u^t, u_i^t \rangle. \]

We can then use (wf-trcons) to prove
\[ \Gamma \vdash_{WF} u : D (\overline{u}_i, A \rightarrow \ast) \sim \langle \tau^t, A_D \langle u^t, u_i^t \rangle \sim A_D \langle u^t, u_i^t \rangle \rangle. \]

**Case** (eq-sep): \( \Gamma \vdash A_D \langle u, \overline{u}_i \rangle \sim u_A \sim \gamma \) and
\[ \Gamma \vdash u : D (\overline{u}_i, A \sim u_A) \sim \langle \epsilon^t, \gamma \rangle \)

By IH \( \Gamma \vdash_{WF} u : D (\overline{u}_i, A \sim u_A) \sim \langle \tau^t, \omega \rangle \) for some \( \tau^t, \omega. \)

Lemma B.3 gives us \( \Gamma \vdash_{WF} u \sim u^t, \)
\[ \Gamma \vdash_{WF} u_i \sim u_i^t. \]
\[\Gamma | \Theta, u : D \langle \overline{u} \rangle \vdash_{WF} u_A \rightsimeq u'_t,\]
and \(\Gamma \vdash A_D\) for some types \(u'_i, u'_j\) and \(u'_k\).

Using \(\text{wf-atype}\) we get \(\Gamma | \Theta \vdash_{WF} A_D \langle u, u'_t \rangle \rightsimeq A_D \langle u'_i, u'_j \rangle\).

Using lemma \[\text{B.4}\] we get 
\(\Gamma | \Theta \vdash_{WF} u_A \rightsimeq u'_t\) as required.

- **Case** \((\text{eq-ref})\): \(\Gamma | \Theta \vdash u \sim u \rightsimeq u^t\)
  Trivial.

- **Case** \((\text{eq-trans})\): \(\Gamma | \Theta \vdash u_1 \sim u_2 \rightsimeq \gamma_1 \circ \gamma_2\) and
  \(\Gamma | \Theta \vdash u_2 \sim u_3 \rightsimeq \gamma_1\) and
  \(\Gamma | \Theta \vdash u_3 \sim u_2 \rightsimeq \gamma_2\).
  
  Suppose \(\Gamma | \Theta \vdash_{WF} u_1 \rightsimeq u'_1\).
  
  By IH \(\Gamma | \Theta \vdash_{WF} u_3 \rightsimeq u'_3\) and then \(\Gamma | \Theta \vdash_{WF} u_2 \rightsimeq u'_2\).
  
  If, on the other hand, \(\Gamma | \Theta \vdash_{WF} u_2 \rightsimeq u'_t\),
  then by IH \(\Gamma | \Theta \vdash_{WF} u_3 \rightsimeq u'_3\) for some \(u'_3\)
  and \(\Gamma | \Theta \vdash_{WF} u_1 \rightsimeq u'_t\) for some \(u'_1\) as required.

- **Case** \((\text{eq-sym})\): \(\Gamma | \Theta \vdash u_1 \sim u_2 \rightsimeq \text{sym} \gamma\) and
  \(\Gamma | \Theta \vdash u_2 \sim u_1 \rightsimeq \gamma\).
  
  If \(\Gamma | \Theta \vdash_{WF} u_1 \rightsimeq u'_1\) then we can use the IH to get \(\Gamma | \Theta \vdash_{WF} u_2 \rightsimeq u'_2\) as required.
  
  The symmetric case is analogous.

- **Case** \((\text{eq-struct})\): \(\Gamma | \Theta \vdash S \langle \overline{u} \rangle \rightsimeq S \langle \overline{u}_t \rangle \rightsimeq S \langle \overline{\gamma} \rangle\) where
  \(S \langle X_i \rangle \{\ldots\} \in \Gamma\), and \([u_i/X_i]_1[u'_i/X_i]_1 \text{ defined}\), and \(\Gamma | \Theta \vdash u_i \sim u'_i \rightsimeq \gamma_i\).
  
  Suppose \(\Gamma | \Theta \vdash_{WF} S \langle \overline{u} \rangle \rightsimeq u^t\).
  
  From lemma B.3 we get \(\Gamma | \Theta \vdash_{WF} u_i \rightsimeq u'_i\) and \(u^t = S \langle u'_i \rangle\) and \(S \langle \ldots \rangle \in \Gamma\).
  
  From IH we get \(\Gamma | \Theta \vdash_{WF} u'_i \rightsimeq u'_i\) for some \(u'_i\).
  
  Then by \(\text{wf-struct}\) \(\Gamma | \Theta \vdash_{WF} S \langle \overline{u}_t \rangle \rightsimeq S \langle \overline{u'}_t \rangle\) as required.
  
  If we assume instead \(\Gamma | \Theta \vdash_{WF} S \langle \overline{u}_t \rangle\) then the proof is analogous.

- **Case** \((\text{eq-ref})\) Straightforward use of IH, lemma B.3 and rule \(\text{wf-ref}\) as in the case for \(\text{eq-struct}\).

- **Case** \((\text{eq-obj})\): \(\Gamma | \Theta \vdash \exists T : D \langle u_{1i}, A_D \langle T, \overline{u}_{1j} \rangle \sim u_{1j} \rangle \sim \exists T' : D \langle u_{2i}, A_D \langle T, \overline{u}_{2j} \rangle \sim u_{2j} \rangle \sim \exists T', \& T, S_D \langle T, \overline{\gamma} \rangle, A_D \langle T, \overline{\gamma}_j \rangle \sim \gamma_j \rangle\) where
  SelfU : D \langle \overline{X}_i \rangle,
\[ \Gamma \mid \Theta \vdash u_1 \sim u_2 \]

1. Suppose \( \Gamma \mid \Theta \vdash_{\text{wf}} \exists T : D (\overline{u_1}, A \overline{D_j} (T, \overline{u_{1s_j}}) \sim u_1) \sim u_1. \)

   From lemma B.3, we know that there are some \( u_{1i}, u_{1s_j}, u_{1j} \) such that
   \[ \Gamma \mid \Theta \vdash_{\text{wf}} u_{1i} \sim u_{1j} \]
   \[ \Gamma, T \mid \Theta, T : D (\overline{u_1}, A \overline{\sim}) \vdash_{\text{wf}} u_{1s_j} \sim u_{1j} \] and
   \[ \Gamma \mid \Theta \vdash_{\text{wf}} u_{1j} \sim u_{1j}. \]

   Then, by IH, there are some \( u_{2i}, u_{2s_j}, u_{2j} \) such that
   \[ \Gamma \mid \Theta \vdash_{\text{wf}} u_{2i} \sim u_{2j} \]
   \[ \Gamma, T \mid \Theta, T : D (\overline{u_1}, A \overline{\sim}) \vdash_{\text{wf}} u_{2s_j} \sim u_{2j} \] and
   \[ \Gamma \mid \Theta \vdash_{\text{wf}} u_{2j} \sim u_{2j}. \]

   By lemma B.10, we get
   \[ \Gamma, T \mid \Theta, T : D (\overline{u_1}, A \overline{\sim}), T : D (\overline{u_2}, A \overline{\sim}) \vdash_{\text{wf}} u_{2s_j} \sim u_{2j} \] and
   \[ \Gamma, T \mid \Theta, T : D (\overline{u_2}, A \overline{\sim}) \vdash u_{1j} \sim u_{2j}. \]

   Using (eq-sym) we get \( \Gamma, T \mid \Theta, T : D (\overline{u_2}, A \overline{\sim}) \vdash u_{2j} \sim u_{1j}. \)

   Then using (c-ext) and (c-treq) we get \( \Gamma, T \mid \Theta, T : D (\overline{u_2}, A \overline{\sim}) \vdash T : D (\overline{u_1}, A \overline{\sim}). \)

   We can then use lemma B.4 to prove
   \[ \Gamma, T \mid \Theta, T : D (\overline{u_2}, A \overline{\sim}) \vdash_{\text{wf}} u_{2s_j} \sim u_{2j} \]

   Finally, using rules (wf-type) and (wf-desc) we get
   \[ \Gamma \mid \Theta \vdash_{\text{wf}} \exists T' : D (\overline{u_2}, A \overline{D_j} (T, \overline{u_{2s_j}}) \sim u_2) \sim u_1 \] for some \( u_2 \) as required.

   The proof of point 2 is similar.

- **Case** (eq-fun): Straightforward use of IH, lemma B.3 and rule (wf-fun) as in the case for (eq-struct).

- **Case** (eq-type): \( \Gamma \mid \Theta \vdash A_D (u_1, \overline{u_1}) \sim A_D (\overline{u_2}, \overline{u_2}) \sim A_D (\gamma, \overline{\gamma}) \) where
  \[ \Gamma \mid \Theta \vdash \text{Self}_U : D (\overline{X_i}), \]
  \[ [u_1 / \text{Self}_U] \mid [u_2 / \text{Self}_U] [u_1 / \overline{X_i}] [u_2 / \overline{X_i}] \text{ defined}, \]

\[ 164 \]
\[ \Gamma, \Theta \vdash u_1 \sim u_2 \sim \gamma, \text{ and} \]
\[ \Gamma, \Theta \vdash u_{1_i} \sim u_{2_i} \sim \gamma_i. \]

Suppose \( \Gamma, \Theta \vdash wfaD(u_1, u_{1_i}) \sim u' \).

From lemma B.3 we get \( \Gamma, \Theta \vdash u_1 : D(u_{1_i}, A \rightarrow \_), \)
\[ \Gamma, \Theta \vdash wfu_1 \sim u_{1_i}' \] and
\[ \Gamma, \Theta \vdash wfu_i \sim u_{1_i}' \] for some \( u_i', u_{1_i}' \).

From the IH we get \( \Gamma, \Theta \vdash wfu_2 \sim u_{2_i}' \) and \( \Gamma, \Theta \vdash wfu_{2_i} \sim u_{2_i}' \).

Using (c-treq2) we get \( \Gamma, \Theta \vdash wfu_2 : D(u_{2_i}' \rightarrow A \rightarrow \_). \)

Then we can use (wf-atype) to conclude
\[ \Gamma, \Theta \vdash wfu_2 : D(u_{2_i}', u_{2_i}' \rightarrow) \] as required.

If we suppose \( \Gamma, \Theta \vdash wfu_2 : D(u_{2_i}, u_{2_i}' \rightarrow) \) instead, we can use an analogous argument.

Lemma B.15 (Type environment contraction).

1. If \( \Gamma, x : \tau | \Theta \vdash wfu \sim u' \) then \( \Gamma, \Theta \vdash wfu \sim u' \).
2. If \( \Gamma, x : \tau | \Theta \vdash \pi \sim \langle e', \gamma \rangle \) then \( \Gamma, \Theta \vdash \pi \sim \langle e', \gamma \rangle \)
3. If \( \Gamma, x : \tau | \Theta \vdash u_1 \sim u_2 \sim \gamma \) then \( \Gamma, \Theta \vdash u_1 \sim u_2 \sim \gamma \).

Proof. Immediate from the well-formedness and constraint entailment judgments as type assignments in the typing environment \( \Gamma \) are never used in the rules.

Lemma B.16 (Translation of types preserves kinds). If \( \Gamma, \Theta \vdash wft \sim u' \) then \( u' \in \text{SType}' \).

Proof. Straightforward induction on derivations \( \Gamma, \Theta \vdash wft \sim u' \).

Lemma B.17 (Well-typed terms have well-formed types). Suppose \( \langle \Gamma, \Theta \rangle \sim \langle \_, \_ \rangle \). If \( \Gamma, \Theta \vdash e : \tau \sim e' \) then there is some \( \tau' \) such that \( \Gamma, \Theta \vdash wft \sim \tau' \).

Proof. By induction on derivations \( \Gamma, \Theta \vdash e : \tau \sim e' \):

- **Case** (sub): \( \Gamma, \Theta \vdash e : \tau_2 \sim e' \) \( \pound \gamma \) where
  \[ \Gamma, \Theta \vdash e : \tau_1 \sim e' \] and
  \[ \Gamma, \Theta \vdash \tau_1 \sim \tau_2 \sim \gamma. \]

  By IH, \( \Gamma, \Theta \vdash wft \sim \tau_1 \) for some \( \tau_1' \).

  From lemma B.14 we get \( \Gamma, \Theta \vdash wft \sim \tau_2 \sim \omega \) for some \( \omega \)
  and from lemma B.3 we get \( \Gamma, \Theta \vdash wft \sim \tau_2' \) for some \( \tau_2' \) as required.
• **Case** (as): Straightforward use of IH.

• **Case** (unit): Holds by (wf-unit).

• **Case** (let-un): \( \Gamma \mid \Theta \vdash \text{let } x = e_1 \text{ in } e_2 \leadsto \text{let } x : \tau = e'_1 \text{ in } e'_2 \) where
  \[
  \Gamma \mid \Theta \vdash e_1 : \tau_1 \leadsto e'_1, \\
  \Gamma, x : \tau_1 \mid \Theta \vdash e_2 : \tau_2 \leadsto e'_2 \text{ and} \\
  \Gamma \mid \Theta \vdash_W \tau_1 \leadsto \tau.
  \]
  By IH, \( \Gamma \mid \Theta \vdash_W \tau_2 \leadsto \tau'_2 \) for some \( \tau'_2 \) and by lemma B.15 we have \( \Gamma \mid \Theta \vdash_W \tau_2 \leadsto \tau'_2 \) as required.

• **Case** (seq): Straightforward use of IH.

• **Case** (var): \( \Gamma \mid \Theta \vdash x : [u_i/X_i] \tau \leadsto x[u'_i][\bar{\gamma}_j](e'_j) \) where
  \[
  (x : \forall X_i, \bar{x}_j \Rightarrow \tau) \in \Gamma \text{ and} \\
  \Gamma \mid \Theta \vdash_W u_i \leadsto u'_i \text{ and} \\
  \Gamma \mid \Theta \vdash_W x[u_i/X_i] \pi_j \leadsto (e'_j, \bar{\gamma}_j).
  \]
  From well-formedness of \( \Gamma, \Theta \) we get \( \Gamma \mid \Theta \vdash \forall X_i, \bar{x}_j \Rightarrow \tau \leadsto \sigma' \) for some \( \sigma' \).
  From lemma B.3 we get \( \Gamma, \bar{X}_i \mid \Theta, \bar{\pi}_j \leadsto (x_j, c_j) \vdash_W \tau \leadsto \tau' \) for some \( \tau' \).
  From lemma B.7 we get \( \Gamma \mid \Theta, [u_i/X_i] \pi_j \leadsto (x_j, c_j) \vdash_W [u_i/X_i] \tau \leadsto [u_i/X_i] \tau' \).
  Then we can use lemma B.4 to get \( \Gamma \mid \Theta \vdash_W [u_i/X_i] \tau \leadsto [u_i/X_i] \tau' \) as required.

• **Case** (app): \( \Gamma \mid \Theta \vdash e(\overline{e_i}) : \tau \leadsto e'(\overline{e'_i}) \) where
  \[
  \Gamma \mid \Theta \vdash e : \text{fn}(\overline{\tau_i}) \rightarrow \tau \leadsto e' \text{ and} \\
  \Gamma \mid \Theta \vdash e_i : \tau_i \leadsto e'_i.
  \]
  By IH there is some \( \tau'' \) where \( \Gamma \mid \Theta \vdash_W \text{fn}(\overline{\tau_i}) \rightarrow \tau \leadsto \tau'' \).
  By lemma B.3 there is some type \( \tau' \) such that \( \Gamma \mid \Theta \vdash_W \tau \leadsto \tau' \) as required.

• **Case** (ref): \( \Gamma \mid \Theta \vdash &l v : \& \tau \leadsto &l v' \) where
  \[
  \Gamma \mid \Theta \vdash l v : \tau \leadsto l v'.
  \]
  By IH \( \Gamma \mid \Theta \vdash_W \tau \leadsto \tau' \) for some \( \tau' \).
  We can then use (wf-ref) to get \( \Gamma \mid \Theta \vdash_W \& \tau \leadsto \& \tau' \) as required.

• **Case** (deref): \( \Gamma \mid \Theta \vdash * e : \tau \leadsto * e' \) where
  \[
  \Gamma \mid \Theta \vdash e : \& \tau \leadsto e'.
  \]
  From IH there is some \( \tau'' \) where \( \Gamma \mid \Theta \vdash_W \& \tau \leadsto \tau'' \).
  From lemma B.3 we get \( \tau'' = &u' \) and \( \Gamma \mid \Theta \vdash_W \tau \leadsto u' \).
  From lemma B.16 we know that \( u' \in \text{SType}' \) as required.
• **Case** (asgn): Immediate from (wf-unit).

• **Case** (new-struct): Immediate from (wf-struct).

• **Case** (proj): $\Gamma \vdash x.e : [u_j/X_j]_\tau \leadsto e^\prime.x$ where
  $\Gamma \vdash e : S \langle u_j \rangle \leadsto e^\prime$ and
  $\Gamma(S) = \text{struct } S \langle X_j \rangle \{x_m : \tau_m, x : \tau, \tilde{x}_n : \tau_n\}$.

  From $\Gamma$’s well-formedness and lemmas B.1 and B.2 we know that $\Gamma, X_j \vdash \Theta \vdash_{\text{wf}} \tau \leadsto \tau^t$ for some $\tau^t$.

  From IH we get $\Gamma \vdash \Theta \vdash_{\text{wf}} S \langle u_j \rangle \leadsto \tau^t$ for some type $\tau^t$.

  From lemma B.3 we get $\Gamma \vdash \Theta \vdash_{\text{wf}} u_j \leadsto u_j^t$ for some types $u_j^t$.

  We can then use lemma B.7 to get $\Gamma \vdash \Theta \vdash_{\text{wf}} [u_j/X_j]_\tau \leadsto [u_j^t/X_j]_{\tau^t}$ as required.

• **Case** (obj-cast): Immediate from the rule’s side condition.

\[ \square \]

**Lemma B.18** (Translation of constraints preserves types). Suppose $\langle \Gamma, \Theta \rangle \leadsto \langle \Omega^\prime, \Gamma^\prime \rangle$.

1. If $\Gamma \vdash \Theta \vdash \pi \leadsto \langle e^\prime, \gamma \rangle$ and $\Gamma \vdash \Theta \vdash_{\text{wf}} \pi \leadsto \langle \tau^t, \omega \rangle$
   then $\Omega^\prime \vdash \Gamma^\prime \vdash \emptyset \vdash_{\text{T}} e^\prime : \tau^t$ and $\Omega^\prime \vdash \Gamma^\prime \vdash \gamma : \omega$

2. If $\Gamma \vdash \Theta \vdash u_1 \sim u_2 \leadsto \gamma$, and $\Gamma \vdash \Theta \vdash_{\text{wf}} u_1 \leadsto u_1^t$ and $\Gamma \vdash \Theta \vdash_{\text{wf}} u_2 \leadsto u_2^t$
   then $\Omega^\prime \vdash \Gamma^\prime \vdash \gamma : u_1^t \sim u_2^t$

**Proof.** By simultaneous induction on derivations $\Gamma \vdash \Theta \vdash \pi \leadsto \langle e^\prime, \gamma \rangle$ and $\Gamma \vdash \Theta \vdash u_1 \sim u_2 \leadsto \gamma$:

• **Case** (c-ext): $\Gamma \vdash \Theta \vdash \langle u_j/X_j \rangle \pi \leadsto \langle x[u_j^t/X_j], \gamma \rangle$ where
  $\forall X_i, \pi_j \Rightarrow \pi \leadsto \langle x, c \rangle \in \Theta$,
  $\Gamma \vdash \Theta \vdash_{\text{wf}} u_i \leadsto u_i^t$ and
  $\Gamma \vdash \Theta \vdash [u_i/X_i] \pi_j \leadsto \langle e_j^t, \gamma_j \rangle$

  From well-formedness of $\Theta$ we know $\Gamma \vdash \Theta \vdash_{\text{wf}} \forall X_i, \pi_j \Rightarrow \pi \leadsto \langle \sigma^t, \vartheta \rangle$ for some $\sigma^t$ and $\vartheta$.

  From lemma B.3 we get $\Gamma, X_i \vdash \Theta \vdash_{\text{wf}} \pi_j \leadsto \langle \tau^t_j, \omega_j \rangle$

  and $\Gamma, X_i \vdash \Theta, \pi_j \vdash_{\text{wf}} \pi \leadsto \langle \tau^t, u_1^t \sim u_2^t \rangle$

  and $\sigma^t = \forall x_j, \forall \omega_j, \text{fn}(\tau^t_j) \Rightarrow \tau^t$

  and $\vartheta = \forall x_j, u_1^t \sim \forall x_j, u_2^t$ for some $\tau_j, \omega_j, u_1^t, u_2^t$.

  We can use lemma B.1 to conclude that $\langle x : \sigma^t \rangle \in \Gamma^\prime$ and $\langle c : \vartheta \rangle \in \Omega^\prime$.

  From the assumption $X_j \notin \Gamma, \Theta$ and lemma B.8

  $\Gamma \vdash \Theta \vdash_{\text{wf}} [u_i/X_i] \pi_j \leadsto \langle u_j^t/X_j \rangle \tau^t_j, [u_i/X_i] \omega_j$ and

  $\Gamma \vdash \Theta, [u_i/X_i] \pi_j \vdash_{\text{wf}} [u_i/X_i] \pi \leadsto \langle u_j^t/X_j \rangle \tau^t, [u_j^t/X_j] u_1^t \sim [u_j^t/X_j] u_2^t$.
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Then, using lemma B.5, we get
\[ \Gamma \vdash_{\text{wf}} [u_i/X_i] \rho \leadsto ([u_i'/X_i] \tau_i', [u_i'/X_i] u_i'_{2}) \]

From IH we get \( \Omega^t \vdash \Gamma^t \vdash \emptyset \vdash \Gamma \vdash_{\text{t-app}} [u_i'/X_i] \omega_j \).

We can then use the typing rules of the target language as follows:
\[ \Omega^t \vdash \Gamma^t \vdash \emptyset \vdash T \vdash X : \forall X_i. \forall \omega_j. \text{fn}(\tau_j^t) \vdash \tau^t \text{ by (t-var)}. \]
\[ \Omega^t \vdash \Gamma^t \vdash \emptyset \vdash T \vdash [u_i'/X_i] \omega_j. \text{fn}(\tau_j^t) \vdash [u_i'/X_i] \tau^t \text{ by (t-tapp)}. \]
\[ \Omega^t \vdash \Gamma^t \vdash \emptyset \vdash T \vdash [u_i'/X_i] \text{fn}(\tau_j^t) \vdash [u_i'/X_i] \tau^t \text{ by (t-capp)}. \]
\[ \Omega^t \vdash T \vdash c : \forall X_i. u_1^t \sim \forall X_i. u_2^t \text{ by (co-var)}. \]
\[ \Omega^t \vdash T \vdash c[u_i'] : [u_i'/X_i] u_i'_{2} \sim [u_i'/X_i] u_2^t \text{ by (co-tapp) as required}. \]

**Case** (c-treq1):
\[ \Gamma \vdash u_2 : D \langle \overline{u_2} \rangle, A \rightarrow u_4 \leadsto \langle \varepsilon_1, A \rangle \]
\[ \Gamma \vdash u_1 : D \langle \overline{u_1} \rangle, A \rightarrow u_3 \leadsto \langle \varepsilon_1, \gamma_i \rangle \]
\[ \Gamma \vdash u_2 : D \langle \overline{u_2} \rangle \]
\[ \Gamma \vdash u_1 \sim u_2 \leadsto \gamma \]
\[ \Gamma \vdash u_1 \sim u_2 \leadsto \gamma_i \text{ and} \]
\[ \Gamma \vdash u_3 \sim u_4 \leadsto \gamma_3 \]

Suppose \( \Gamma \vdash u_2 : D \langle \overline{u_2} \rangle, A \rightarrow u_4 \leadsto \langle \tau_2^t, \omega_2 \rangle \).

By lemma B.3 there are some \( u_2^t, u_2^t_1, u_4^t \) such that
\[ \Gamma \vdash_{\text{wf}} u_2 \sim u_2^t \]
\[ \Gamma \vdash_{\text{wf}} u_2 \sim u_2^t_1 \]
\[ \Gamma, u_2 : D \langle \overline{u_2} \rangle, A \rightarrow u_4 \vdash_{\text{wf}} u_4 \sim u_4^t \]
\[ \tau_2^t = S_D \langle u_2^t, u_2^t_1 \rangle \] and
\[ \omega_2 = A_D \langle u_2^t_1, u_2^t_2 \rangle \sim u_4^t \]

By lemma B.14 \( \Gamma \vdash_{\text{wf}} u_1 : D \langle \overline{u_1} \rangle, A \rightarrow u_3 \leadsto \langle \tau_1^t, \omega_1 \rangle \) for some \( \tau_1^t, \omega_1 \).

By lemma B.3 there are some \( u_1^t, u_1^t_1, u_3^t \) such that
\[ \Gamma \vdash_{\text{wf}} u_1 \sim u_1^t \]
\[ \Gamma \vdash_{\text{wf}} u_1 \sim u_1^t_1 \]
\[ \Gamma, u_1 : D \langle \overline{u_1} \rangle, A \rightarrow u_3 \vdash_{\text{wf}} u_3 \sim u_3^t \]
\[ \tau_1^t = S_D \langle u_1^t, u_1^t_1 \rangle \] and
\[ \omega_1 = A_D \langle u_1^t_1, u_1^t_2 \rangle \sim u_3^t \]

Using lemma B.4 we get \( \Gamma \vdash_{\text{wf}} u_3 \sim u_3^t \) and \( \Gamma \vdash_{\text{wf}} u_4 \sim u_4^t \).

Then, by IH we get:
\[ \Omega^t \vdash \gamma_1 : A_D \langle u_1^t_1, u_1^t_2 \rangle \sim u_3^t \]
\(\Omega^t \vdash r \gamma_2 : u'_1 \sim u'_2,\)
\(\Omega^t \vdash r \gamma_1 : u'_{1i} \sim u'_{2i},\) and
\(\Omega^t \vdash r \gamma_3 : u'_3 \sim u'_4.\)

Using rule (co-struct) we get \(\Omega^t \vdash_T S_D (\gamma, \gamma_i) : S_D (u'_1, u'_{1i}) \sim S_D (u'_2, u'_{2i})\) and using (t-coerce) we get \(\Omega^t | \Gamma | \emptyset \vdash e^t \triangleright S_D (\gamma, \gamma_i) : S_D (u'_2, u'_{2i}).\)

Using (co-sym) and (co-type) we get
\(\Omega^t \vdash_T A_D (\text{sym} \ (\gamma_2), \text{sym} \ (\gamma_i)) : A_D (u'_2, u'_{2i}) \sim A_D (u'_1, u'_{1i}).\)

Then using (co-sym) twice again we get
\(\Omega^t \vdash_T A_D (\text{sym} \ (\gamma_2), \text{sym} \ (\gamma_i)) \circ \gamma_1 \circ \gamma_3 : A_D (u'_2, u'_{2i}) \sim u'_4\) as required.

**Case (c-treq2):**
\(\Gamma | \Theta \vdash u_2 : D (\overline{u_2}, A \rightarrow *) \triangleright (e^t \triangleright S_D (\gamma_2, \gamma_i), A_D (u'_2, \overline{u_{2i}}))\) where
\(\Gamma | \Theta \vdash u_1 : D (\overline{u_1}, A \rightarrow *) \triangleright (e^t, \gamma_1),\)
\(\Gamma \vdash u_2 : D (\overline{u_2}),\)
\(\Gamma | \Theta \vdash u_1 \sim u_2 \triangleright \gamma,\)
\(\Gamma | \Theta \vdash u_{1i} \sim u_{2i} \triangleright \gamma_i,\)
\(\Gamma | \Theta \vdash u_2 \sim u'_2\) and
\(\Gamma | \Theta \vdash u_{2i} \sim u'_{2i}.\)

Suppose \(\Gamma | \Theta \vdash u_2 : D (\overline{u_2}, A \rightarrow *) \triangleright (t'_2, \omega_2).\)

By lemma B.3 there are some \(u'_2, u'_{2i}\) such that
\(\Gamma | \Theta \vdash_{\text{wf}} u_2 \sim u'_2,\)
\(\Gamma | \Theta \vdash_{\text{wf}} u_{2i} \sim u'_{2i},\)
\(t'_2 = S_D (u'_2, u'_{2i})\) and
\(\omega_2 = A_D (u'_2, u'_{2i}) \sim A_D (u'_1, u'_{1i}).\)

By lemma B.14 \(\Gamma | \Theta \vdash_{\text{wf}} u_1 : D (\overline{u_1}, A \rightarrow *) \triangleright (t'_1, \omega_1)\) for some \(t'_1, \omega_1.\)

By lemma B.3 there are some \(u'_1, u'_{1i}\) such that
\(\Gamma | \Theta \vdash_{\text{wf}} u_1 \sim u'_1,\)
\(\Gamma | \Theta \vdash_{\text{wf}} u_{1i} \sim u'_{1i}\) and \(t'_1 = S_D (u'_1, u'_{1i}).\)

Then, by IH we get:
\(\Omega^t \vdash r \gamma_2 : u'_1 \sim u'_2\) and
\(\Omega^t \vdash r \gamma_1 : u'_{1i} \sim u'_{2i}.\)

Using rule (co-struct) we get \(\Omega^t \vdash_T S_D (\gamma, \gamma_i) : S_D (u'_1, u'_{1i}) \sim S_D (u'_2, u'_{2i})\) and using (t-coerce) we get \(\Omega^t | \Gamma | \emptyset \vdash e^t \triangleright S_D (\gamma, \gamma_i) : S_D (u'_2, u'_{2i}).\)

Then, using lemma A.13 we get
\(\Omega^t \vdash_T A_D (u'_2, u'_{2i}) : A_D (u'_2, u'_{2i}) \sim A_D (u'_1, u'_{1i})\) as required.
• **Case** (c-astar): $\Gamma | \Theta \vdash u : D \langle \overline{u_i}, A \rightarrow \ast \rangle \leadsto \langle e', A_D \langle u^t, u^t_i \rangle \rangle$ where
  $\Gamma | \Theta \vdash u : D \langle \overline{u_i}, A \rightarrow u_A \rangle \leadsto \langle e', \gamma \rangle$.
  $\Gamma | \Theta \vdash_{\text{wf}} u \leadsto u^t$ and $\Gamma | \Theta \vdash_{\text{wf}} u_i \leadsto u^t_i$.

  Suppose $\Gamma | \Theta \vdash_{\text{wf}} u : D \langle \overline{u_i}, A \rightarrow \ast \rangle \leadsto \langle \tau^t, \omega \rangle$.

  By lemma B.3, $\Gamma \vdash u : D \langle \overline{u_i} \rangle$, $\tau^t = S_D \langle u^t, u^t_i \rangle$ and
  $\omega = A_D \langle u^t, u^t_i \rangle \sim A_D \langle u^t, u^t_i \rangle$.

  By lemma B.14, $\Gamma | \Theta \vdash_{\text{wf}} u : D \langle \overline{u_i}, A \rightarrow u_A \rangle \leadsto \langle \tau^t, \omega \rangle$ for some $\tau^t_1, \omega_1$.

  By lemma B.3, $\tau^t_1 = \tau^t$.

  Then, using IH, we get $\Omega^t \vdash \Gamma^t \vdash e^t : \tau^t$.

  Using lemma A.13 we get $\Omega^t \vdash_{\text{t}} A_D \langle u^t, u^t_i \rangle : A_D \langle u^t, u^t_i \rangle \sim A_D \langle u^t, u^t_i \rangle$ as required.

• **Case** (eq-sep): $\Gamma | \Theta \vdash A_D \langle u, \overline{u_i} \rangle \sim u_A \leadsto \gamma$ where
  $\Gamma | \Theta \vdash u : D \langle \overline{u_i}, A \rightarrow u_A \rangle \leadsto \langle e', \gamma \rangle$.

  Suppose $\Gamma | \Theta \vdash_{\text{wf}} A_D \langle u, \overline{u_i} \rangle \leadsto u^t_1$ and $\Gamma | \Theta \vdash_{\text{wf}} u_A \leadsto u^t_A$.

  By lemma B.3, there are some $u^t, u^t_i$ such that
  $\Gamma \vdash u \leadsto u^t$, $\Gamma \vdash u_i \leadsto u^t_i$ and
  $u^t_1 = A_D \langle u^t, u^t_i \rangle$.

  By lemma B.14, there are some $\tau^t, \omega$ such that
  $\Gamma | \Theta \vdash_{\text{wf}} u : D \langle \overline{u_i}, A \rightarrow u_A \rangle \leadsto \langle \tau^t, \omega \rangle$.

  By lemma B.3, $\omega = A_D \langle u^t, u^t_i \rangle \sim u^t_A$.

  Then, by IH, $\Omega \vdash_{\text{t}} \gamma : \omega$ as required.

• **Case** (eq-refl): $\Gamma | \Theta \vdash u \sim u \leadsto u^t$ where
  $\Gamma | \Theta \vdash_{\text{wf}} u \leadsto u^t$.

  By lemma A.7, $\Omega^t \vdash_{\text{t}} u^t : u^t \sim u^t$ as required.

• **Case** (eq-trans): $\Gamma | \Theta \vdash u_1 \sim u_2 \leadsto \gamma_1 \circ \gamma_2$ where
  $\Gamma | \Theta \vdash u_1 \sim u_3 \leadsto \gamma_1$ and
  $\Gamma | \Theta \vdash u_3 \sim u_2 \leadsto \gamma_2$.

  Suppose $\Gamma | \Theta \vdash_{\text{wf}} u_1 \leadsto u^t_1$ and $\Gamma | \Theta \vdash_{\text{wf}} u_2 \leadsto u^t_2$.

  From lemma B.14 we get $\Gamma | \Theta \vdash_{\text{wf}} u_3 \leadsto u^t_3$ for some $u^t_3$.

  From IH we get $\Omega^t \vdash_{\text{t}} \gamma_1 : u^t_1 \sim u^t_3$ and $\Omega^t \vdash_{\text{t}} \gamma_2 : u^t_3 \sim u^t_2$.

  We can then use rule (co-trans) to get $\Omega^t \vdash_{\text{t}} \gamma_1 \circ \gamma_2 : u^t_1 \sim u^t_2$ as required.
• **Case** (eq-sym): $\Gamma \vdash u_1 \sim u_2 \rightsquigarrow \text{sym} (\gamma)$ where \\
$\Gamma \vdash u_2 \sim u_1 \rightsquigarrow \gamma$.

Suppose $\Gamma \vdash u_1 \rightsquigarrow u'_1$ and $\Gamma \vdash u_2 \rightsquigarrow u'_2$ for some $u'_1, u'_2$.

By IH $\Omega \vdash_T \gamma : u'_2 \sim u'_1$.

We can then use (co-sym) to prove $\Omega \vdash_T \text{sym } \gamma : u'_1 \sim u'_2$ as required.

• **Case** (eq-struct): $\Gamma \vdash S (\omega_{1i}) \sim S (\omega_{2i}) \rightsquigarrow S (\gamma_i)$ where \\
$\Gamma \vdash u_{1i} \sim u_{2i} \rightsquigarrow \gamma_i$.

Suppose $\Gamma \vdash S (\omega_{1i}) \rightsquigarrow u'_1$ and $\Gamma \vdash S (\omega_{2i}) \rightsquigarrow u'_2$.

From lemma B.3 we get \\
$\Gamma \vdash u_{1i} \rightsquigarrow u'_{1i}$, \\
$\Gamma \vdash u_{2i} \rightsquigarrow u'_{2i}$,

$u'_1 = S (u'_{1i})$, and \\
$u'_2 = S (u'_{2i})$

for some $u'_{1i}, u'_{2i}$.

By IH, $\Omega \vdash_T \gamma_i : u'_{1i} \sim u'_{2i}$.

We can then use (co-struct) to get $\Omega \vdash_T S (\gamma_i) : S (u'_{1i}) \sim S (u'_{2i})$ as required.

• **Case** (eq-ref): $\Gamma \vdash \& u_1 \sim \& u_2 \rightsquigarrow \& \gamma$ where $\Gamma \vdash u_1 \sim u_2 \rightsquigarrow \gamma$.

Suppose $\Gamma \vdash \& u_1 \rightsquigarrow u''_1$ and $\Gamma \vdash \& u_2 \rightsquigarrow u''_2$.

From lemma B.3 we get \\
$\Gamma \vdash \& u_1 \rightsquigarrow u'_1$, \\
$\Gamma \vdash \& u_2 \rightsquigarrow u'_2$,

$u''_1 = \& u'_1$ and $u''_2 = \& u'_2$ for some $u'_1$ and $u'_2$.

Using the IH we get $\Omega \vdash_T \gamma : u'_1 \sim u'_2$.

Then, using (co-ref) we get $\Omega \vdash_T \& \gamma : \& u'_1 \sim \& u'_2$ as required.

• **Case** (eq-obj): $\Gamma \vdash \exists \mathcal{T} : D (\omega_{1s}, A_D (T, \omega_{1sj}) \sim u_{1j}) \sim \exists \mathcal{T} : D (\omega_{2s}, A_D (T, \omega_{2sj}) \sim u_{2j})$

$\rightsquigarrow (\exists \mathcal{T}, \& S_D (T, \gamma_j), A_D (T, \gamma_{sj}) \sim \gamma_j)$ where \\
$\Gamma \vdash u_{1s} \sim u_{2s} \rightsquigarrow \gamma_j$,

$\Gamma, T \vdash, \mathcal{T}, D (\omega_{1s}, A \rightarrow) \vdash u_{1sj} \sim u_{2sj} \rightsquigarrow \gamma_{sj}$ and \\
$\Gamma \vdash u_{1j} \sim u_{2j} \rightsquigarrow \gamma_j$.

Suppose $\Gamma \vdash \& \exists \mathcal{T} : D (\omega_{1i}, A_D (T, \omega_{1sj}) \sim u_{1j}) \rightsquigarrow u'_1$ and \\
$\Gamma \vdash \& \exists \mathcal{T} : D (\omega_{2i}, A_D (T, \omega_{2sj}) \sim u_{2j}) \rightsquigarrow u'_2$.
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Then from lemma B.3 there are some $u_{1i}^t, u_{1sj}, u_{1j}^t, u_{2i}^t, u_{2sj}^t, u_{2j}^t$ such that

$$\Gamma \vdash u_{1i} \sim u_{1j}, \quad \Gamma \vdash T_i, \Theta, D \vdash (u_{1i}, A \rightarrow ) \sim \Gamma \vdash u_{1j} \sim u_{1j}^t,$$

$$\Gamma \vdash u_{2i} \sim u_{2j}, \quad \Gamma \vdash T_i, \Theta, D \vdash (u_{2i}, A \rightarrow ) \sim \Gamma \vdash u_{2j} \sim u_{2j}^t.$$

Then by IH $\Omega \vdash T_i \gamma_i : u_{1i}^t \sim u_{2i}^t$.

By (co-tvar) $\Omega \vdash T_i : T_i \sim T_i$.

By (co-ref) $\Omega \vdash T_i & T : & T \sim & T$.

By (co-struct) $\Omega \vdash S_D \langle T_i, i \rangle : S_D \langle T_i, u_{1i}^t \rangle \sim S_D \langle T_i, u_{2i}^t \rangle$.

By (co-type) $\Omega \vdash A_D \langle T_i, u_{1i}^t \rangle : A_D \langle T_i, u_{1i}^t \rangle \sim A_D \langle T_i, u_{2i}^t \rangle$.

Then we can apply (co-obj) to get

$$\Omega \vdash (\exists T_i, & T, S_D \langle T_i, i \rangle, A_D \langle T_i, u_{1i}^t \rangle) \sim \gamma_j :$$

$$(\exists T, & T, S_D \langle T_i, u_{1i}^t \rangle, A_D \langle T_i, u_{1i}^t \rangle) \sim (\exists T, & T, S_D \langle T_i, u_{2i}^t \rangle, A_D \langle T_i, u_{2i}^t \rangle)$$

as required.

**Case** (eq-fun): $\Gamma \vdash \theta \parallel \text{fn}(\bar{u}_{1i}) \rightarrow \tau_1 \sim \text{fn}(\bar{u}_{2j}) \rightarrow \gamma$ where

$$\Gamma \vdash \tau_1 \sim \tau_2 \sim \gamma_i \text{ and }$$

$$\Gamma \vdash \tau_1 \sim \tau_2 \sim \gamma.$$

Suppose $\Gamma \vdash \theta \parallel \text{fn}(\bar{u}_{1i}) \rightarrow \tau_1 \sim u_1^t$ and $\Gamma \vdash \theta \parallel \text{fn}(\bar{u}_{2j}) \rightarrow \tau_2 \sim u_2^t$.

From lemma B.3 we get

$$\Gamma \vdash \theta \parallel \tau_1 \sim \tau_2^t,$$

$$\Gamma \vdash u_1^t = \text{fn}(\bar{u}_{1i}) \rightarrow \tau_1^t, \text{ and }$$

$$u_2^t = \text{fn}(\bar{u}_{2j}) \rightarrow \tau_2^t$$

for some $\tau_1^t, \tau_2^t, \tau_1, \tau_2$.

Then from IH we get

$$\Omega \vdash \gamma_i : \tau_1^t \sim \tau_2^t \text{ and }$$

$$\Omega \vdash \gamma : \tau_1 \sim \tau_2.$$

We can then use rule (co-fun) to get

$$\Omega \vdash \text{fn}(\bar{u}_{1i}) \rightarrow \gamma : \text{fn}(\bar{u}_{1i}) \rightarrow \tau_1 \sim \text{fn}(\bar{u}_{2j}) \rightarrow \tau_2$$

as required.
• Case (eq-atype): \( \Gamma \vdash A_D \langle u_1, u_{1i} \rangle \sim A_D \langle u_2, u_{2i} \rangle \sim A_D \langle \gamma, \gamma_i \rangle \) where
  
  \[ \Gamma \vdash u_1 \sim u_2 \sim \gamma \text{ and} \]

  \[ \Gamma \vdash u_{1i} \sim u_{2i} \sim \gamma_i. \]

  Suppose \( \Gamma \vdash WF A_D \langle u_1, u_{1i} \rangle \sim u_1' \) and \( \Gamma \vdash WF A_D \langle u_2, u_{2i} \rangle \sim u_2' \).

  From lemma B.3 we get
  
  \[ \Gamma \vdash u_1 \sim u_1', \]

  \[ \Gamma \vdash u_2 \sim u_2', \]

  \[ \Gamma \vdash u_{1i} \sim u_{1i}', \]

  \[ \Gamma \vdash u_{2i} \sim u_{2i}'. \]

  \( u_1' = A_D \langle u_{1i}', \overline{u_{1i}} \rangle \) and \( u_2' = A_D \langle u_{2i}', \overline{u_{2i}} \rangle \)

  for some \( u_{1i}', u_{1i}, \overline{u_{1i}} \).

  We can then use IH to get
  
  \[ \Omega^t \vdash_T \gamma : u_1' \sim u_2' \text{ and} \]

  \[ \Omega^t \vdash_T \gamma_i : u_{1i}' \sim u_{2i}'. \]

  and we can use rule (co-atype) to get
  
  \[ \Omega^t \vdash_T A_D \langle \gamma, \gamma_i \rangle : A_D \langle u_{1i}', \overline{u_{1i}} \rangle \sim A_D \langle u_{2i}', \overline{u_{2i}} \rangle \text{ as required.} \]

  \( \square \)

Lemma B.19. If \( X \not\in \Gamma \) and \( \Gamma \vdash WF u \sim u' \) then \( X \not\in FV(u, u') \).

Proof. Straightforward induction on derivations \( \Gamma \vdash WF u \).

\( \square \)

Theorem B.1 (Translation of terms preserves well-typedness). If:

• \( \Gamma \vdash e : \tau \sim e' \) and

• \( \Gamma \vdash WF \tau \sim \tau' \) and

• \( \langle \Gamma, \Theta \rangle \sim \langle \Omega^t, \Gamma^t \rangle \),

then \( \Omega^t \vdash e' : \tau' \).

Proof. By induction on derivations \( \Gamma \vdash e : \tau \sim e' \):

• Case (sub): \( \Gamma \vdash e : \tau_2 \sim e' \) ▶ \( \gamma \) where
  
  \[ \Gamma \vdash e : \tau_1 \sim e' \text{ and} \]

  \[ \Gamma \vdash \tau_1 \sim \tau_2 \sim \gamma. \]

  Suppose \( \Gamma \vdash WF \tau_2 \sim \tau_2' \).

  From lemma B.17 there is some \( \tau_1' \) such that \( \Gamma \vdash WF \tau_1 \sim \tau_1' \).
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From IH we have $\Omega^t \mid \Gamma^t \mid \emptyset \vdash T e^t : \tau^t_1$.

From lemma B.14 and lemma B.16 we get $\Gamma \mid \Theta \vdash_{WF} \tau_1 \rightsquigarrow \tau^t_1$ and $\Gamma \mid \Theta \vdash_{WF} \tau_2 \rightsquigarrow \tau^t_2$
for some s-types $\tau^t_1, \tau^t_2$.

Then, we can use lemma B.15 to get $\Omega^t \dashv_{T} \gamma : \tau^t_1 \rightsquigarrow \tau^t_2$.

We can then apply rule (t-coerce) to conclude $\Omega^t \mid \Gamma^t \mid \emptyset \vdash T e^t \triangleright \gamma : \tau^t_2$ as required.

- **Case (as):** $\Gamma \mid \Theta \vdash e$ as $\tau : \tau \rightsquigarrow e^t$ where $\Gamma \mid \Theta \vdash e : \tau \rightsquigarrow e^t$.

  Suppose $\Gamma \mid \Theta \vdash e : \tau \rightsquigarrow \tau^t$.

  From IH we get $\Omega^t \mid \Gamma^t \mid \emptyset \vdash T e^t : \tau^t$ as required.

- **Case (unit):** $\Gamma \mid \Theta \vdash () : () \rightsquigarrow ()$

  By (wf-unit) $\Gamma \mid \Theta \vdash () \rightsquigarrow ()$ and by (t-unit) $\Omega^t \mid \Gamma^t \mid \emptyset \vdash T () : ()$ as required.

- **Case (let-un):** $\Gamma \mid \Theta \vdash \text{let } x = e_1 \text{ in } e_2 : \tau_2 \rightsquigarrow \text{let } x : \tau_1 \rightsquigarrow \tau^t_1$ where

  $\Gamma \mid \Theta \vdash e_1 : \tau_1 \rightsquigarrow \tau^t_1$, $\Gamma, x : \tau_1 \mid \Theta \vdash e_2 : \tau_2 \rightsquigarrow \tau^t_2$ and $\Gamma \mid \Theta \vdash_{WF} \tau_1 \rightsquigarrow \tau^t_1$.

  Suppose $\Gamma \mid \Theta \vdash \tau_2 \rightsquigarrow \tau^t_2$.

  By lemma B.10 $\Gamma, x : \tau_1 \mid \Theta \vdash \tau_2 \rightsquigarrow \tau^t_2$.

  $\langle (\Gamma, x : \tau_1), \Theta \rangle \rightsquigarrow \langle \Omega^t, (\Gamma^t, x : \tau^t_1) \rangle$ by definition of environment translation.

  Then by IH $\Omega^t \mid \Gamma^t \mid \emptyset \vdash T e^t_1 : \tau^t_1$ and $\Omega^t \mid \Gamma^t, x : \tau^t_1 \mid \emptyset \vdash e^t_2 : \tau^t_2$.

  We can then apply (t-let) to get $\Omega^t \mid \Gamma^t \mid \emptyset \vdash T \text{let } x : \tau^t_1 \text{ in } e_2 : \tau^t_2$ as required.

- **Case (seq):** $\Gamma \mid \Theta \vdash e_1; e_2 : \tau_2 \rightsquigarrow e^t_1; e^t_2$ where

  $\Gamma \mid \Theta \vdash e_1 : \tau_1 \rightsquigarrow \tau^t_1$ and $\Gamma \mid \Theta \vdash e_2 : \tau_2 \rightsquigarrow \tau^t_2$.

  Suppose $\Gamma \mid \Theta \vdash \tau_2 \rightsquigarrow \tau^t_2$.

  By lemma B.17 $\Gamma \mid \Theta \vdash \tau_1 \rightsquigarrow \tau^t_1$ for some $\tau^t_1$.

  Then, by IH $\Omega^t \mid \Gamma^t \mid \emptyset \vdash T e^t_1 : \tau^t_1$ and $\Omega^t \mid \Gamma^t \mid \emptyset \vdash T e^t_2 : \tau^t_2$.

  We can then apply rule (t-seq) to get $\Omega^t \mid \Gamma^t \mid \emptyset \vdash T e^t_1; e^t_2 : \tau^t_2$ as required.
Case (var): $\Gamma \vdash \theta : x : \overline{u_i \pi_j}_r \leadsto x[u_i^r_\theta][\gamma_j](e_j^\theta)$ where

$(x : \forall \pi_j. \overline{x_i}_r \vdash \tau) \in \Gamma$,

$\Gamma \vdash_{WF} u_i \leadsto u_i^r$ and

$\Gamma \vdash [u_i / \pi_j] \pi_j \leadsto (e_j^\theta, \gamma_j)$.

Suppose $\Gamma \vdash_{WF} [u_i / X_i] \tau \leadsto \tau_1^r$.

By lemma B.1, there is some type scheme $\sigma^t$ where $(x : \sigma^t) \in \Gamma^t$ and

$\Gamma \vdash_{WF} \forall X_i. \pi_j \Rightarrow \tau \leadsto \sigma^t$.

From lemma B.3, we know that $\sigma^t = \forall X_i. \forall \omega_j. \text{fn}(\tau_j^\theta) \rightarrow \tau^t$

where $\Gamma, X_i \vdash_{WF} \pi_j \leadsto (\tau_j^\theta, \omega_j)$

and $\Gamma, X_i \vdash \pi_j \leadsto (x_j, c_j) \vdash_{WF} \pi \leadsto \tau^t$ for some $\tau_j^\theta, \omega_j, c_j, \tau^t$.

From lemma B.7, we get $\Gamma \vdash [u_i / X_i] \tau \leadsto [u_i^r / X_i] \tau^t$.

So $\tau_1^r = [u_i^r / X_i] \tau^t$.

From lemma B.18, we get

$\Omega^t \vdash \varphi \vdash_{T} e_j^\theta : [u_i^r / X_i] \tau_j^\theta$ and

$\Omega^t \vdash_{T} \gamma_j^\theta : [u_i^r / X_i] \omega_j$.

We can then apply rule (t-var) to get $\Omega^t \vdash \varphi \vdash_{T} x : \forall X_i. \forall \omega_j . \text{fn}(\tau_j^\theta) \rightarrow \tau^t$,

rule (t-tapp) to get $\Omega^t \vdash \varphi \vdash_{T} x[u_i^r / X_i] \vdash \forall [u_i^r / X_i] \omega_j . \text{fn}(u_i^r / X_i) \tau_j^\theta \leadsto [u_i^r / X_i] \tau^t$,

rule (t-capp) to get $\Omega^t \vdash \varphi \vdash_{T} x[u_i^r / X_i] \vdash \text{fn}(u_i^r / X_i) \tau_j^\theta \leadsto [u_i^r / X_i] \tau^t$ and

rule (t-fapp) to get $\Omega^t \vdash \varphi \vdash_{T} x[u_i^r / X_i] \vdash \text{fn}(u_i^r / X_i)(e_j^\theta) : [u_i^r / X_i] \tau^t$ as required.

Case (app): $\Gamma \vdash e(\overline{\tau_\theta}) : \tau \leadsto e^t(\tau^t_\theta)$ where

$\Gamma \vdash e : \text{fn}(\overline{\tau_\theta}) \rightarrow \tau \leadsto e^t$ and

$\Gamma \vdash e_i : \tau_i \leadsto e_i^t$.

Suppose $\Gamma \vdash_{WF} \tau \leadsto \tau^t$.

From lemma B.17, there are some $\tau_i^t$ where $\Gamma \vdash_{WF} \tau_i \leadsto \tau_i^t$.

We can use rule (wf-fun) to get $\Gamma \vdash_{WF} \text{fn}(\tau_i^t) \leadsto \tau \leadsto \text{fn}(\tau_i^t) \rightarrow \tau^t$.

Then from IH, we get $\Omega^t \vdash \varphi \vdash_{T} e : \text{fn}(\tau_j^\theta) \rightarrow \tau^t$ and

$\Omega^t \vdash \varphi \vdash_{T} e^t : \tau_i^t$.

We can then apply rule (t-fapp) to get $\Omega^t \vdash \varphi \vdash_{T} e^t(\tau^t_j) : \tau^t$ as required.

Case (ref): $\Gamma \vdash \theta e \& l v : \& \tau \leadsto \& l v^t$ where

$\Gamma \vdash l v : \tau \leadsto l v^t$. 
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Suppose $\Gamma | \Theta \vdash_{\text{WF}} & \tau \leadsto \tau'_1$.

By lemma $\text{B.17}$ there is some $\tau'$ such that $\Gamma | \Theta \vdash_{\text{WF}} \tau \leadsto \tau'$.

Then by (wf-ref) $\Gamma | \Theta \vdash_{\text{WF}} & \tau \leadsto & \tau$ so $\tau'_1 = & \tau$.

By IH $\Omega' | \Gamma' | \emptyset \vdash T l v : \tau'$.

We can then apply rule (t-ref) to get $\Omega' | \Gamma' | \emptyset \vdash T & \tau' \text{ as required.}$

**Case** (deref): $\Gamma | \Theta \vdash * e : \tau \leadsto * e'$ where $\Gamma | \Theta \vdash e : & \tau \leadsto e'$.

Suppose $\Gamma | \Theta \vdash_{\text{WF}} & \tau \leadsto \tau'$.

We can use rule (wf-ref) to get $\Gamma | \Theta \vdash_{\text{WF}} \tau \leadsto \tau$. Then by IH $\Omega' | \Gamma' | \emptyset \vdash T e' : \tau'$. We can then use rule (t-deref) to get $\Omega' | \Gamma' | \emptyset \vdash T * e' : \tau'$ as required.

**Case** (asgn): $\Gamma | \Theta \vdash l v := e : () \leadsto l v' := e'$ where $\Gamma | \Theta \vdash l v : \tau \leadsto l v'$ and $\Gamma | \Theta \vdash e : \tau \leadsto e'$.

Suppose $\Gamma | \Theta \vdash_{\text{WF}} () \leadsto \tau'_1$.

From lemma $\text{B.3}$ we know that $\tau'_1 = ()$.

From lemma $\text{B.17}$ we know that there is some $\tau'$ such that $\Gamma | \Theta \vdash_{\text{WF}} \tau \leadsto \tau'$.

We can then use IH to get $\Omega' | \Gamma' | \emptyset \vdash T e' : \tau'$. We can then use rule (t-upd) to get $\Omega' | \Gamma' | \emptyset \vdash T e' : ()$ as required.

**Case** (new-struct): $\Gamma | \Theta \vdash S \{x_i : e_i\} : S \langle u_k \rangle \leadsto S \langle u'_k \rangle \{x_i : e'_i\}$ where $S \langle X_k \rangle \{x_i : \tau'_i\} \in \Gamma$, $\Gamma | \Theta \vdash \{u_k/X_k\} \tau_i \leadsto e'_i$ and $\Gamma | \Theta \vdash_{\text{WF}} u_k \leadsto u'_k$.

Suppose $\Gamma | \Theta \vdash_{\text{WF}} S \langle u_k \rangle \leadsto \tau'$.

From lemmas $\text{B.1}$ and $\text{B.2}$ we know that $S \langle X_k \rangle \{x_i : \tau'_i\} \in \Omega'$ for some $\tau'_i$ where $\Gamma, X_k | \Theta \vdash_{\text{WF}} \tau_i \leadsto \tau'_i$.

From lemma $\text{B.3}$ we get $\tau' = S \langle u'_k \rangle$.

By lemma $\text{B.7}$ $\Gamma | \Theta \vdash_{\text{WF}} \{u_k/X_k\} \tau_i \leadsto \{u'_k/X_k\} \tau'_i$.

We can use the IH to get $\Omega' | \Gamma' | \emptyset \vdash T e'_i : \{u'_k/X_k\} \tau'_i$. 176
We can then apply rule (t-newstruct) to get $\Omega' \mid \Gamma' \mid \emptyset \vdash T S \langle u_k' \rangle \{ x_i : e_i' \} : S \langle u_k' \rangle$ as required.

- **Case** (proj): $\Gamma \mid \Theta \vdash e.x : [u_j/X_j] \leadsto e'.x$ where
  \[ \Gamma \mid \Theta \vdash e : S \langle u_j \rangle \leadsto e' \text{ and} \]
  \[ \Gamma(S) = \text{struct } S \langle X_j \rangle (x_m : \tau_m, x : \tau, x_n : \tau_n). \]
  Suppose $\Gamma \mid \Theta \vdash_{\text{WF}} [u_j/X_j] \leadsto \tau'_1$.
  From lemmas B.1 and B.2 we know that $S \langle X_k \rangle (x_m : \tau'_1, x : \tau, x_n : \tau'_1) \in \Omega'$ for some $\tau'_m, \tau'_t, \tau'_n$ where $\Gamma, X_k \mid \Theta \vdash_{\text{WF}} \tau \leadsto \tau'$.
  From lemmas B.17 and B.3 we get $\Gamma \mid \Theta \vdash_{\text{WF}} S \langle u_j \rangle \leadsto S \langle u_j' \rangle$ where $\Gamma \mid \Theta \vdash_{\text{WF}} u_j \leadsto u_j'$ for some $u_j'$.
  By IH $\Omega' \mid \Gamma' \mid \emptyset \vdash T e' : S \langle u_j' \rangle$.
  By lemma B.7 $\Gamma \mid \Theta \vdash_{\text{WF}} [u_j/X_j] \leadsto [u_j'/X_j] \tau'$ so $\tau'_1 = [u_j'/X_j] \tau'$.
  Then we can use rule (t-proj) to get $\Omega' \mid \Gamma' \mid \emptyset \vdash T e'.x : [u_j'/X_j] \tau'$ as required.

- **Case** (obj-cast): $\Gamma \mid \Theta \vdash e : \& (\exists T : D \langle \vec{u}_i, u_{1j} \sim u_{2j} \rangle) \leadsto \text{pack } (\tau'_1, e', e'_D, \vec{\gamma}_j)$ as $\tau_2'$ where
  \[ \Gamma \mid \Theta \vdash e : \& \tau \leadsto e', \]
  \[ \Gamma \mid \Theta \vdash_{\text{WF}} \tau \leadsto \tau'_1, \]
  \[ \Gamma \mid \Theta \vdash \tau : D \langle \vec{u}_i \rangle \leadsto e'_D, \]
  \[ \Gamma \mid \Theta \vdash [\tau/T]u_{1j} \leadsto u_{2j} \leadsto \gamma_j, \]
  \[ \Gamma \mid \Theta \vdash (\exists T : D \langle \vec{u}_i, u_{1j} \sim u_{2j} \rangle) : D \langle \vec{u}_i \rangle \text{ and} \]
  \[ \Gamma \mid \Theta \vdash_{\text{WF}} \& (\exists T : D \langle \vec{u}_i, u_{1j} \sim u_{2j} \rangle) \leadsto \tau_2'. \]
  From lemma B.3 we know that there are some $\vec{A}_{D_j}, \vec{u}_{s_j}, \vec{u}_i, \vec{u}_i', \vec{u}_j', \vec{u}_j$ such that
  \[ u_{1j} = A_{D_j} \langle T, \vec{u}_{s_j} \rangle, \]
  \[ \Gamma \mid \Theta \vdash_{\text{WF}} u_i \leadsto u_i', \]
  \[ \Gamma, T \mid \Theta, T : D \langle \vec{u}_i, A \leadsto \rangle \vdash_{\text{WF}} u_{s_j} \leadsto u_{s_j}', \]
  \[ \Gamma \mid \Theta \vdash_{\text{WF}} u_{2j} \leadsto u_{2j}' \text{ and} \]
  \[ \tau_2' = (\exists T, \& T, S_D \langle T, \vec{u}_i \rangle, A_{D_j} \langle T, \vec{u}_j \rangle) \leadsto u_j'. \]
  By rule (wf-ref) $\Gamma \mid \Theta \vdash_{\text{WF}} \& \tau \leadsto \& \tau'_1$ and by IH $\Omega' \mid \Gamma' \mid \emptyset \vdash T e' : \& \tau'_1$.
  By lemmas B.14 and B.3, $\Gamma \mid \Theta \vdash_{\text{WF}} \tau : D \langle \vec{u}_i \rangle \leadsto S_D \langle \tau'_1, \vec{u}_i \rangle$ and by lemma B.18, $\Omega' \mid \Gamma' \mid \emptyset \vdash e'_D : S_D \langle \tau'_1, \vec{u}_i \rangle$.
  By (wf-atype), $\Gamma, T \mid \Theta, T : D \langle \vec{u}_i, A \leadsto \rangle \vdash_{\text{WF}} A_{D_j} \langle T, \vec{u}_{s_j} \rangle \leadsto A_{D_j} \langle T, \vec{u}_{s_j} \rangle$.
  Using lemma B.7, we get
  $\Gamma \mid \Theta \vdash_{\text{WF}} [\tau/T]A_{D_j} \langle T, \vec{u}_{s_j} \rangle \leadsto A_{D_j} \langle \tau'_1, \vec{u}_{s_j} \rangle$. 
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As $T \not\subseteq \Gamma$, lemma B.19 gives us $T \not\subseteq \text{FV}(u_i, u_{2j}, u_{2j}^I)$.

Thus $[\tau_i^t/T]S_D \langle T, u_i^t \rangle = S_D \langle \tau_i^t, u_i^t \rangle$ and $[\tau/T]u_{2j}^t = u_{2j}^t$.

Then by lemma B.18 $\Omega^t \vdash_T \gamma_j : A_D \langle \tau_1^t, u_{s_j}^t \rangle \sim u_{2j}^t$.

We can then apply rule (t-pack) to prove $\Omega^t \mid \emptyset \vdash_T \text{pack (} \tau_1^t, e', e'_D, \tau_j \rangle \text{) as } \tau_2^t : \tau_2^t$ as required. 

\[ \square \]

**Lemma B.20** (Environment extension). If

- $\langle \Gamma, \Theta \rangle \leadsto \langle \Omega^t, \Gamma^t \rangle$,
- $\Gamma, \Gamma' \mid \Theta, \Theta' \vdash \Gamma' \leadsto \langle \Omega_1^t, \Gamma_1^t \rangle$ and
- $\Gamma, \Gamma' \mid \Theta, \Theta' \vdash \Theta' \leadsto \langle \Omega_2^t, \Gamma_2^t \rangle$

where the domains of $\Gamma, \Gamma'$ and $\Theta, \Theta'$ respectively do not overlap, then $\langle \langle \Gamma, \Gamma' \rangle, (\Theta, \Theta') \rangle \leadsto \langle \Omega_3^t, \Omega_4^t, \Gamma_3^t, \Gamma_4^t \rangle$.

**Proof.** From rule (tr-envs) we know that there are some $\Omega_3^t, \Omega_4^t, \Gamma_3^t, \Gamma_4^t$ such that

$\Omega_3^t \cap \Omega_4^t = \Omega^t$,  
$\Gamma_3^t \cap \Gamma_4^t = \Gamma^t$,  
$\Gamma \mid \Theta \vdash \Gamma \leadsto \langle \Omega_3^t, \Gamma_3^t \rangle$ and  
$\Gamma \mid \Theta \vdash \Theta \leadsto \langle \Omega_4^t, \Gamma_4^t \rangle$.

A simple simultaneous induction on derivations $\Gamma \mid \Theta \vdash \Gamma \leadsto \langle \Omega_3^t, \Gamma_3^t \rangle$ and $\Gamma \mid \Theta \vdash \Theta \leadsto \langle \Omega_4^t, \Gamma_4^t \rangle$ using lemmas B.10, B.11 and B.12 lets us show that

$\Gamma, \Gamma' \mid \Theta, \Theta' \vdash \Gamma' \leadsto \langle \Omega_3^t, \Gamma_3^t \rangle$ and $\Gamma, \Gamma' \mid \Theta, \Theta' \vdash \Theta \leadsto \langle \Omega_4^t, \Gamma_4^t \rangle$.

Then, applying lemma B.1 and the environment translation rules we get

$\Gamma, \Gamma' \mid \Theta, \Theta' \vdash \Gamma, \Gamma' \leadsto \langle \Omega_3^t, \Omega_3^t \rangle, \langle \Gamma_3^t, \Gamma_3^t \rangle \rangle$ and $\Gamma, \Gamma' \mid \Theta, \Theta' \vdash \Theta, \Theta' \leadsto \langle \Omega_4^t, \Omega_4^t \rangle, \langle \Gamma_4^t, \Gamma_4^t \rangle \rangle$.

Applying (tr-envs) we then get $\langle \langle \Gamma, \Gamma' \rangle, (\Theta, \Theta') \rangle \leadsto \langle \langle \Omega_3^t, \Omega_3^t, \Omega_3^t \rangle, \langle \Gamma_3^t, \Gamma_3^t \rangle \rangle$ as required. 

\[ \square \]

**Lemma B.21** (Soundness of supertrait hierarchy relation). Suppose $\langle \Gamma, \Theta \rangle \leadsto \langle \Omega^t, \Gamma^t \rangle$.

If $\Gamma \vdash D \langle \bar{u}_i \rangle \not\models \bar{p}_j$ and $\Gamma \models \text{Self}_U : D \langle \bar{u}_i \rangle$ then $\Gamma \models \text{Self}_U : \bar{p}_j$.

**Proof.** From the relation $\models$’s only rule we get  

$\Gamma \vdash D \langle \bar{u}_i \rangle \not\models \bar{p}_{j_s}, D \langle \bar{u}_i, A \rightarrow \star \rangle \}$ where  

$\langle D \langle X_i \rangle \rangle \not\models _\exists \text{Self}_U : D \langle \bar{u}_{n_s}, A_s \rightarrow u_s \rangle \leadsto _\exists \bar{A} : _\exists \bar{\bar{A}} \rangle \in \Gamma$ and  

$\Gamma \vdash D_s \langle \bar{u}_{i_j}, \bar{X}_i, \bar{u}_{n_s} \rangle \not\models \bar{p}_{j_s} \}$.

$\Gamma \models \Theta \models u : D \langle \bar{u}_{i_j}, A \rightarrow \star \rangle$ by assumption.

Using lemma B.1 we get $(\forall \text{Self}_U, \bar{X}_i, (\text{Self}_U : D \langle \bar{X}_i \rangle) \Rightarrow \text{Self}_U : D \langle \bar{u}_{n_s}, A_s \rightarrow u_s \rangle \leadsto _s)$ in $\Theta$.
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Then using (c-ext) and (c-astar) we get $G | \Theta \vdash Self_{\beta_1} : D_s (\langle u_i/X_i \rangle u_{n_s}, A_\pi \mapsto *)$.

Then by IH we get $G | \Theta \vdash Self_{\beta_1} : \beta_{j_s}$ as required.

\[ \square \]

**Lemma B.22.** Suppose $\langle \Gamma, (\Theta_1, \Theta_2) \rangle \rightsquigarrow \langle \Omega', \Gamma' \rangle$.

If $G | \Theta_1 | \Theta_2 \vdash \pi_1 \Rightarrow \pi_2 \rightsquigarrow \gamma$ and $G | \Theta_1, \Theta_2 \vdash \Omega \rightsquigarrow \pi_1 \rightsquigarrow \tau_1'$ then

$G | \Theta_1 \vdash \Omega \rightsquigarrow \pi_2 \rightsquigarrow \tau_2'$ and $\Omega' \vdash T \gamma : \tau_1' \rightsquigarrow \tau_2'$.

**Proof.** By rule induction on $G | \Theta_1 | \Theta_2 \vdash \pi_1 \Rightarrow \pi_2 \rightsquigarrow \gamma$.

- Let $\pi_1 = u_1 : D (\overline{u_1}, A \mapsto u_3)$ and $\pi_2 = u_2 : D (\overline{u_2}, A \mapsto u_4)$.

Then $G | \Theta_1 | \Theta_2 \vdash u_1 : D (\overline{u_1}, A \mapsto u_3) \Rightarrow u_2 : D (\overline{u_2}, A \mapsto u_4) \rightsquigarrow S_D (\gamma_1, \overline{\gamma_i})$ and $G | \Theta_1, \Theta_2 \vdash u_1 \rightsquigarrow \gamma_1$.

Then by (co-struct), $\Omega' \vdash T \gamma_1 : u_1' \rightsquigarrow u_2'$ and $\Omega' \vdash T \gamma_1 : u_1' \rightsquigarrow u_2'$.

Then using (co-struct), $\Omega' \vdash T S_D (\gamma_1, \overline{\gamma_i}) : S_D (u_1', \overline{u_1'}) \rightsquigarrow S_D (u_2', \overline{u_2'})$ as required.

- Let $\pi_1 = u_1 : D (\overline{u_1}, A \mapsto *)$ and $\pi_2 = u_2 : D (\overline{u_2}, A \mapsto *)$.

Then $G | \Theta_1 | \Theta_2 \vdash u_1 : D (\overline{u_1}, A \mapsto *) \Rightarrow u_2 : D (\overline{u_2}, A \mapsto *) \rightsquigarrow S_D (\gamma_1, \overline{\gamma_i})$ and $G | \Theta_1, \Theta_2 \vdash u_1 \rightsquigarrow \gamma_1$.

Then using (co-struct), $\Omega' \vdash T S_D (\gamma_1, \overline{\gamma_i}) : S_D (u_1', \overline{u_1'}) \rightsquigarrow S_D (u_2', \overline{u_2'})$ as required.

\[ \square \]

**Lemma B.23** (Soundness of dictionary path relation). If

- $\langle \Gamma, \Theta \rangle \rightsquigarrow \langle \Omega', \Gamma' \rangle$,
• \( \Gamma \vdash u : D_1 \langle \overline{u} \rangle \rightarrow D_2 \langle \overline{u} \rangle \leadsto e'_1 \),

\( \Gamma \vdash \Theta \vdash_{\text{WF}} u_j \leadsto u'_j \),

\( \Gamma \vdash \Theta \vdash_{\text{WF}} u : D_1 \langle \overline{u} \rangle \leadsto S_{D_1} \langle u^t, \overline{u}_i^t \rangle \),

\( \Gamma \vdash \Theta \vdash u : D_1 \langle \overline{u} \rangle \)

\((D \langle \overline{X}_j \rangle) \text{ where } \_ \in \text{Self}_{\mathcal{U}} : \_ \rightarrow f, \_),

\((f : \forall \text{Self}_{\mathcal{U}} \langle \overline{X}_j \rangle (\text{Self}_{\mathcal{U}} : D_2 \langle \overline{X}_j \rangle) \Rightarrow \sigma) \in \Gamma, \text{ and}

\( \Gamma \vdash \Theta \vdash_{\text{WF}} \sigma \leadsto \sigma^t \)

denote \( \Omega^t | \Gamma^t, x_{\text{dict}} : S_{D_1} \langle u^t, \overline{u}_i^t \rangle | \varnothing \vdash_{T} x_{\text{dict}} \cdot e'_1 : [u^t/\text{Self}_{\mathcal{U}}][u_i^t/\overline{X}_j] \sigma^t \).

**Proof.** By induction on derivations \( \Gamma \vdash \Theta \vdash_{\text{WF}} u : D_1 \langle \overline{u} \rangle \rightarrow D_2 \langle \overline{u} \rangle \leadsto e'_1 \).

- **Case (path 1):** \( \Gamma \vdash u : D_1 \langle \overline{u} \rangle \rightarrow D_2 \langle \overline{u} \rangle \leadsto x \cdot e^t \) where

  \( (D_1 \langle \overline{X}_i \rangle) \text{ where } \_ \in \text{Self}_{\mathcal{U}} : \_ \rightarrow x, \_ \rightarrow c, \_ \),

  \( (D_3 \langle \overline{X}_k \rangle, A \rightarrow \lambda \leadsto x) \in \{[u/\text{Self}_{\mathcal{U}}][u_i^t/\overline{X}_i] \beta_3 \rightarrow x_3 \} \) and

  \( \Gamma \vdash u : D_3 \langle \overline{u}_i \rangle \rightarrow D_2 \langle \overline{u} \rangle \leadsto e^t \).

  From lemma [B.1] we get

  \((\forall \overline{X}_p. \text{Self}_{\mathcal{U}} : D_1 \langle \overline{X}_i \rangle) \Rightarrow \text{Self}_{\mathcal{U}} : D_3 \langle \overline{u}_k \rangle \leadsto (x, c) \in \Theta, \)

  \( \Gamma, \overline{X}_p \vdash \Theta, \text{Self}_{\mathcal{U}} : D_1 \langle \overline{X}_i \rangle \vdash_{\text{WF}} \text{Self}_{\mathcal{U}} : D_3 \langle u_i^t \rangle \leadsto (\tau^t_3, \omega_3) \) and

  \( S_{D_1} \langle \overline{X}_p \rangle \rightarrow \ldots ; x ; \tau^t_3, \ldots \in \Omega^t \)

  where \( u_k = [u/\text{Self}_{\mathcal{U}}][u_i^t/\overline{X}_i]u_i^k \).

  By lemma [B.3] \( \tau^t_3 = S_{D_3} \langle \text{Self}_{\mathcal{U}}, u_i^k \rangle \) for some \( u_i^k \).

  Then, using rule (c-ext) we get \( \Gamma \vdash \Theta \vdash u : D_3 \langle \overline{u}_k \rangle \).

  By lemma [B.3] \( \Gamma \vdash \Theta \vdash_{\text{WF}} u \leadsto \overline{u}_i^t \) and \( \Gamma \vdash \Theta \vdash_{\text{WF}} u_i \leadsto u_i^t \).

  Then, by lemma [B.5] and lemma [B.3],

  \( \Gamma \vdash \Theta \vdash_{\text{WF}} u : D_3 \langle \overline{u}_k \rangle \leadsto \langle S_{D_3} \langle u^t, \overline{u}_k^t \rangle, \_ \rangle \) where \( u_k = [u^t/\text{Self}_{\mathcal{U}}][u_i^t/\overline{X}_i]u_i^k \).

  Then, by IH, we get \( \Omega^t | \Gamma^t, x_3 : S_{D_3} \langle u^t, u_i^t \rangle | \varnothing \vdash_{T} x_3. e^t : [u^t/\text{Self}_{\mathcal{U}}][u_i^t/\overline{X}_j] \sigma^t \).

  Using rules (t-var) and (t-proj) we get

  \( \Omega^t | \Gamma^t, x_{\text{dict}} : S_{D_1} \langle u^t, u_i^t \rangle | \varnothing \vdash_{T} x_{\text{dict}}. x : S_{D_3} \langle u^t, u_i^t \rangle \).

  Then, using lemma [A.5] and [A.6], we get

  \( \Omega^t | \Gamma^t, x_{\text{dict}} : S_{D_1} \langle u^t, u_i^t \rangle | \varnothing \vdash_{T} x_{\text{dict}}. e^t : [u^t/\text{Self}_{\mathcal{U}}][u_i^t/\overline{X}_j] \sigma^t \) as required.

- **Case (path 2):** \( \Gamma \vdash u : D_1 \langle \overline{u} \rangle \rightarrow D_1 \langle \overline{u} \rangle \leadsto f \)

  where \( (D_1 \langle \overline{X}_i \rangle) \text{ where } \_ \rightarrow f, \_ \).
By lemma \[\text{B.1}\] \(S_{D_1} \langle \text{Self}_U, \overline{X}_i \rangle \{f : \sigma', \ldots \} \in \Omega^f\).

Note that \(\overline{u}_i = \overline{u}_j^f\) and \(\overline{X}_i = \overline{X}_j^f\).

Then, using (t-var) and (t-proj) we get
\[\Omega^f | \Gamma^f, x_{\text{dict}} : S_{D_1} \langle u'^i, \overline{u}'_i \rangle | \emptyset \vdash_T x_{\text{dict}}. f : \{u'^i/\text{Self}_U\}[\overline{u}'_j/\overline{X}_j] \sigma'\] as required.

\[\square\]

**Lemma B.24** (Soundness of auxiliary object-safe trait relation). *If*

1. \(\Gamma | \Theta | \overline{\theta}_d \leadsto \overline{\langle c', c_d' \rangle} \vdash_{\text{os}} u_{\text{obj}} : D \langle \overline{u}_i, A \rightarrow X \rangle \leadsto (e^t_D, \overline{\pi}_s \leadsto \overline{x}_s, \overline{\pi}_a \leadsto \overline{x}_a)\),

2. \(\langle \Gamma, \Theta \rangle \leadsto (\Omega^f, \Gamma^f)\),

3. \(\langle \Gamma, (\Theta, \overline{\theta}_d \leadsto \overline{\langle c', c_d' \rangle}) \rangle \leadsto \langle (\Omega^f, c_d' \leadsto \overline{\theta}_d), (\Gamma^f, \_\rangle\)

4. \(\Gamma | \Theta \vdash_{WF} u_{\text{obj}} \leadsto u'^t_{\text{obj}}\)

5. \(\Gamma | \Theta, \overline{\theta}_d \leadsto \overline{\langle c', c_d' \rangle} \vdash_{WF} u_{\text{obj}} : D \langle \overline{u}_i \rangle \leadsto \tau^t_D\)

*then*

1. \(\Gamma | \Theta \vdash_{WF} \overline{\pi}_s \leadsto \tau^t_s\)

2. \(\Gamma | \Theta \vdash_{WF} \overline{\pi}_a \leadsto \tau^t_a\)

3. \(\Omega^f, c_d' : \overline{\theta}_d' \leadsto \langle \Gamma^t, \overline{\pi}_s \leadsto \tau^t_s, \overline{\pi}_a \leadsto \tau^t_a \rangle | \emptyset \vdash_T e^t_D : \tau^t_D\).

**Proof.** By lemma \[\text{B.3}\],
\[\Gamma | \Theta, \overline{\theta}_d \leadsto \overline{\langle c', c_d' \rangle} \vdash_{WF} u_{\text{obj}} \leadsto u'^t_{\text{obj}},\]
\[\Gamma | \Theta, \overline{\theta}_d \leadsto \overline{\langle c', c_d' \rangle} \vdash_{WF} u_i \leadsto u'^t_i,\]
and \(\tau^t_D = S_{D} \langle u'^t_{\text{obj}}, u'^t_i \rangle\) for some \(u'^t_{\text{obj}}, u'^t_i\).

Let \(X_p = \text{Self}_U, X_i = \overline{u}_p = u_{\text{obj}}, \overline{u}_i = u'^t_{\text{obj}}, \overline{u}'_i = u'^t_i\).

From the relation \(\vdash_{\alpha}\)'s side conditions,
\([D \langle X_i \rangle\) where \(\_, \text{Self}_U : \beta_s \leadsto \overline{x}_s, A : \beta_a \leadsto \overline{x}_a, f\), obj-safe] \in \Gamma].\]

By lemma \[\text{B.1}\], \(S_{D} \langle \overline{X}_p \rangle \{f : \sigma'^t, \overline{x}_s : \tau^t_s, \overline{x}_a : \tau^t_a \} \in \Omega^f\) where \(\sigma'^t = \text{fn}(\& \text{Self}_U, \overline{\tau}_m) \rightarrow \tau^t_K\),
\[\Gamma | \overline{X}_p \vdash_{\text{WF}} \text{Self}_U : \beta_s \leadsto \langle \overline{\tau}_s, \omega_s \rangle\]
and \(\Gamma | \overline{X}_p \vdash_{\text{WF}} A_D \langle \overline{X}_p \rangle : \beta_a \leadsto \langle \overline{\tau}_a, \omega_a \rangle\).
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By lemma B.8,
\[
\Gamma | \Theta, \theta_d \triangleright c^d \vdash_{\text{WF}} u_{\text{obj}} : [u_p/X_p] \beta_s \triangleright (u_p^\delta/X_p)^{t^\delta}\quad \text{and}
\Gamma | \Theta, \theta_d \triangleright c^d \vdash_{\text{WF}} A_D (\overline{u_p}) : [u_p/X_p] \beta_a \triangleright (u_p^\delta/X_p)^{t^\delta}
\]

By lemma B.22, there are some \( \tau_s^\delta, \tau_a^\delta \) such that
\[
\Gamma | \Theta \vdash_{\text{WF}} \pi_s \triangleright \tau_s^\delta,
\Gamma | \Theta \vdash_{\text{WF}} \pi_a \triangleright \tau_a^\delta,
\]
\[
\Omega^t, \overline{c_d^t} : \theta_d^t \vdash_T \gamma_s : [u_p^\delta/X_p] \tau_s \sim \tau_s^\delta \quad \text{and}
\Omega^t, \overline{c_d^t} : \theta_d^t \vdash_T \gamma_a : [u_p^\delta/X_p] \tau_a \sim \tau_a^\delta.
\]

Let \( \Theta^\prime = \Theta, T : D_{\text{obj}} (\overline{X_h}) \triangleright x \).

Using lemma B.3 on \( u_{\text{obj}} \) and (wf-trcons) we get
\[
\Gamma^t | \Theta \vdash_{\text{WF}} T : D_{\text{obj}} (\overline{X_h}) \triangleright S_{\text{obj}} (T, \overline{X_h}).
\]

Using lemma B.20 we get \( \langle \Gamma^t, \Theta^\prime \rangle \sim (\Omega^t, (\Gamma^t, T, x : S_{\text{obj}} (T, \overline{X_h}))). \)

Using lemma B.3 we know that there are some types \( u_i^\delta \) such that
\[
\Gamma^t | \Theta^\prime \vdash_{\text{WF}} u_i^\delta \triangleright u_i^\delta.
\]

By (c-ext) we get \( \Gamma^t \mid \Theta^\prime \vdash T : D_{\text{obj}} (\overline{X_h}). \)

We can then use lemma B.23 to get
\[
\Omega^t | \Gamma^t, T, x : S_{\text{obj}} (T, \overline{X_h}) \mid \phi \vdash_T x_{\text{dict}}. e_i^t : \text{fn}(\&T, [T/\text{Self}_{\text{obj}}][u_i^\delta/X_i] \tau_m) \rightarrow [T/\text{Self}_{\text{obj}}][u_i^\delta/X_i] \tau_R.
\]

From the side conditions we have
\[
\Gamma^t = \Gamma, T \quad \text{and}
\Theta^\prime = \Theta, T : D_{\text{obj}} (\overline{X_h}), T : D (\overline{u_{nd}}, A \rightarrow X_d) \triangleright \langle \, c, d \rangle
\]

Using a combination of lemma B.3 and well-formedness rules we have \( \langle \Gamma^t, \Theta^\prime \rangle \sim (\Omega^t_0, \Gamma^t_3) \)
for some \( \Omega^t_0, \Gamma^t_3 \) where \( \Omega^t_0 = \Omega^t, \overline{c_d^t} : \theta_d^t, c_i : A_D (\overline{u_{nd}}) \sim X_d. \)

Using lemma B.3 we get
\[
\Gamma, \text{Self}_{\text{obj}}, \overline{X_i} | \Theta, \text{Self}_{\text{obj}} : D (\overline{X_i}) \vdash_{\text{WF}} \tau_R \sim \tau_R^t \quad \text{and}
\Gamma, \text{Self}_{\text{obj}}, \overline{X_i} | \Theta, \text{Self}_{\text{obj}} : D (\overline{X_i}) \vdash_{\text{WF}} \tau_m \sim \tau_m^t.
\]

Using lemma B.10 we get
\[
\Gamma, \text{Self}_{\text{obj}}, \overline{X_i} | \Theta', \text{Self}_{\text{obj}} : D (\overline{X_i}) \vdash_{\text{WF}} \tau_R \sim \tau_R^t,
\Gamma, \text{Self}_{\text{obj}}, \overline{X_i} | \Theta', \text{Self}_{\text{obj}} : D (\overline{X_i}) \vdash_{\text{WF}} \tau_m \sim \tau_m^t.
\]

Using lemma B.7 we get
\[
\Gamma', \text{Self}_{\text{obj}}, \overline{u_i} | \Theta' \vdash_{\text{WF}} u_i^t \sim u_i^t.
\]

Using lemma B.7 we get
\[
\Gamma | \Theta', \overline{u_i} \vdash_{\text{WF}} [u_p/X_p] \tau_R \sim [u_p^\delta/X_p] \tau_R^\delta.
\]
From lemma’s assumptions and lemma B.11 we get $\Gamma^t | \Theta^t \vdash_{u_{obj}} D \langle \overline{u_i} \rangle \leadsto t_D^t$.

We can then use lemma B.4 to get
\[
\Gamma^t | \Theta^t \vdash_{u_{obj}} D \langle \overline{u_i} \rangle \leadsto \overline{u_{obj}^t} t_R^t,
\]
\[
\Gamma^t | \Theta^t \vdash [u_p/X_p]_m \leadsto \overline{u_{obj}^t} t_R^t.
\]

Since $(T : D \langle \overline{u_i} \rangle) \in (T : D_d \langle \overline{u_{d_i}} \rangle)$, we can use lemma B.4 to get
\[
\Gamma^t | \Theta^t \vdash_{u_{obj}} [T/\text{Self}_{U}] \overline{u_{obj}^t} t_R^t \leadsto [T/\text{Self}_{U}] \overline{u_{obj}^t} t_R^t
\]
and
\[
\Gamma^t | \Theta^t \vdash_{u_{obj}} [T/\text{Self}_{U}] \overline{u_{obj}^t} t_R^t \leadsto [T/\text{Self}_{U}] \overline{u_{obj}^t} t_R^t.
\]

Then by lemma B.18 we have
\[
\Omega_0^t \vdash \gamma : [T/\text{Self}_{U}] \overline{u_{obj}^t} t_R^t \leadsto [u_p/X_p]_m t_R^t
\]
and
\[
\Omega_0^t \vdash \gamma_m : [u_p/X_p]_m t_R^t \leadsto [T/\text{Self}_{U}] \overline{u_{obj}^t} t_R^t.
\]

Using lemma B.3 we get $\tau_D^t = S_D \langle u_{obj}^t, \overline{u_i} \rangle$.

Let $u_p^t = T, \overline{u_i}^t$.

Let $e_1^t = \text{let } (T, x_{val}, x_{dict}, c_{d}) = \text{unpack } x_{obj} \text{ in } e_2^t,$
\[
e_2^t = x_{dict}, e_p, f(x_{val}, \overline{x_m} \downarrow \gamma_m) \downarrow \gamma,
\]
\[
\Gamma_0^t = \Gamma_1^t, x_{\ell} : r_s, x_a : r_t,
\]
\[
\Gamma_1^t = \Gamma_0^t \vdash x_{obj} : \& u_{obj}^t, x_m : [u_p/X_p]_m t_R^t \\
\Gamma_2^t = \Gamma_1^t, T, x_{val} : \& T, x_{dict} : S_D \langle T, \overline{x_h} \rangle.
\]

By lemma A.5, $\Omega_0^t \vdash \Gamma_2^t \vdash x_{dict}, e_p : S_D \langle T, \overline{u_i} \rangle$.

We can then obtain the derivation
\[
\begin{array}{c}
\Omega_0^t \vdash \Gamma_2^t \vdash x_{dict}, e_p, f(x_{val}, \overline{x_m} \downarrow \gamma_m) : [u_p/X_p]_m t_R^t \quad \text{(t-fapp)} \\
\Omega_0^t \vdash \gamma : [u_p/X_p]_m t_R^t \quad \text{(t-coerce)} \\
\Omega_0^t \vdash \Gamma_2^t \vdash x_{dict}, e_p, f(x_{val}, \overline{x_m} \downarrow \gamma_m) \downarrow \gamma : [u_p/X_p]_m t_R^t \quad \text{(t-unpack)} \\
\end{array}
\]
\[
\begin{array}{c}
\Omega_0^t, \overline{e_d} \vdash \theta_d : \Gamma_1^t \vdash \text{let } (T, x_{val}, x_{dict}, c_{d}) = \text{unpack } x_{obj} \text{ in } e_2^t : [u_p/X_p]_m t_R^t \quad \text{(t-fabs)}
\end{array}
\]
\[
\Omega_0^t, \overline{e_d} \vdash \theta_d : \Gamma_0^t \vdash \text{fn} (x_{obj} : \& u_{obj}^t, x_m : [u_p/X_p]_m t_R^t) (e_1^t) : \text{fn}(\& u_{obj}^t) [u_p/X_p]_m t_R^t \rightarrow [u_p/X_p]_m t_R^t
\]
\[183\]
By induction on derivations $\Gamma$ such that $\text{Well-typed items generate well-formed environments}$

We have proved earlier that

$$
\begin{align*}
\Omega', c': \Gamma' \vdash T \gamma_s : \lfloor u_p'/X_p \rfloor r_m^t \rightarrow \lfloor u_p'/X_p \rfloor r_m^t \text{ and } \\
\Omega', c': \Gamma' \vdash T \gamma_a : \lfloor u_p'/X_p \rfloor r_a^t \rightarrow \lfloor u_p'/X_p \rfloor r_a^t .
\end{align*}
$$

Then, using (co-sym) and (t-coerce), we get

$$
\begin{align*}
\Omega', c': \Gamma' \vdash \phi \triangleright T x'_s \triangleright \text{sym} \gamma_s : \lfloor u_p'/X_p \rfloor r_s^t \text{ and } \\
\Omega', c': \Gamma' \vdash \phi \triangleright T x'_a \triangleright \text{sym} \gamma_s : \lfloor u_p'/X_p \rfloor r_a^t .
\end{align*}
$$

We can then use (t-newstruct) to prove $\Omega', c': \Gamma' \vdash T e' : S_D (u_p')$ as required. \hfill \Box

**Lemma B.25** (Well-typed items generate well-formed environments).

*Suppose $\Gamma' \subseteq \Gamma$ and $\Theta' \subseteq \Theta$. If $\Gamma | \Theta \vdash \text{item} : \Gamma' | \Theta' \rightsquigarrow \text{pgm} \rightarrow$ then there are some $\Omega_1', \Omega_2', \Gamma_1', \Gamma_2'$ such that $\Gamma | \Theta \vdash \text{item} : \Omega_1', \Omega_2', \Gamma_1', \Gamma_2'$ and $\Gamma | \Theta \vdash \text{item} : \Omega_1', \Omega_2'$.

**Proof.** By induction on derivations $\Gamma | \Theta \vdash \text{item} : \Gamma' | \Theta' \rightsquigarrow \text{pgm}':$

- **Case** (struct): $\Gamma' = \{ S \lfloor \bar{x}_j \rfloor \lfloor \bar{r}_j \rfloor \}$ and $\Theta' = \emptyset$
  where $\Gamma, \bar{x}_j \vdash \text{wf} \tau_i \rightsquigarrow \tau_i'$. 
  By ($\Theta \emptyset$), $\Gamma, \Theta \vdash \emptyset \rightsquigarrow (\emptyset, \emptyset)$.
  By ($\Theta \text{struct}$), $\Gamma, \Theta \vdash S \lfloor \bar{x}_j \rfloor \lfloor \bar{r}_j \rfloor \rightsquigarrow (\lfloor S \lfloor \bar{x}_j \rfloor \rfloor, \emptyset)$ as required.

- **Case** (fun): $\Gamma' = \{ f : \sigma \}$ and $\Theta' = \emptyset$
  where $\Gamma \vdash \text{wf} \sigma \rightsquigarrow \sigma'$. 
  By ($\Theta \emptyset$), $\Gamma \vdash \emptyset \rightsquigarrow (\emptyset, \emptyset)$.
  By ($\Gamma \text{var}$), $\Gamma \vdash (f : \sigma) \rightsquigarrow (\emptyset, (f : \sigma'))$.

- **Case** (trait): $\Gamma' = \{ (D \lfloor \bar{x}_j \rfloor) \}$ where $\pi_a, \text{Self} : \beta_a \rightsquigarrow \lfloor \bar{a}_x \rfloor \text{, obj-unsafe}, f : \sigma' \}$ and $\Theta' = (\forall x_p.(\text{Self} : D \lfloor \bar{x}_i \rfloor) \Rightarrow \text{Self} : \beta_a \rightsquigarrow \lfloor \bar{x}_{D,s}, c_{D,s} \rfloor)$,
  $$
  \forall x_p.(\text{Self} : D \lfloor \bar{x}_i \rfloor) \Rightarrow A_D \lfloor \bar{x}_p \rfloor : \beta_a \rightsquigarrow \lfloor \bar{x}_{D,a}, c_{D,a} \rfloor .
  $$
The rule's side conditions are sufficient to prove with $(\Gamma \text{var})$ and $(\Gamma \text{trt})$ that
\[\Gamma \vdash \Gamma' \leadsto \langle (S \langle X_p \rangle) \mid f : \sigma', x_s : \tau^f_s, x_a : \tau^f_a, A_D \langle X_p \rangle), \{f : \sigma''\} \rangle.\]

With the rule's side conditions we can also use $\Theta \theta$ twice to prove
\[\Gamma \vdash \Gamma' \leadsto \langle \{c_{D,s} : \bar{\theta}_s, c_{D,a} : \bar{\theta}_a\}, \{x_{D,s} : \forall X_p, \text{fn}(S_D \langle X_p \rangle) \rightarrow \tau^f_s, x_{D,a} : \forall X_p, \text{fn}(S_D \langle X_p \rangle) \rightarrow \tau^f_a\} \rangle\]
as required.

- **Case (impl):** $\Gamma' = \emptyset$ and $\Theta' = \{\forall X_k, \pi_j \Rightarrow u : D \langle \bar{u}_j, A \Rightarrow u_A \rangle \leadsto \langle x_{u:D(\bar{u}_j)}, c_{u:D(\bar{u}_j)} \rangle\}.

Using the rule's side conditions with well-formedness judgments and lemma B.3, we can deduce $\Gamma \vdash_{\text{wp}} \forall X_k, \pi_j \Rightarrow u : D \langle \bar{u}_j, A \Rightarrow u_A \rangle \leadsto \langle \sigma'_D, \forall X_k, A_D \langle u'_p \rangle \sim u'_A \rangle$.

Then using $(\Theta \theta)$ we get
\[\Gamma \vdash \Gamma' \leadsto \langle \{c_{u:D(\bar{u}_j)} : \forall X_k, A_D \langle u'_p \rangle \sim \forall X_k, u'_A\}, \{x_{u:D(\bar{u}_j)} : \sigma'_D\} \rangle\]
as required.

- **Case (obj-trt):** $\Gamma' = \{(D \langle X_i \rangle)$ where $\pi_k, \text{Self} : \beta_s \sim x_s, A : \beta_a \sim x_a, \text{obj-unsafe}, f : \sigma'\}$ and $\Theta' = \{\forall X_p, (\text{Self} : D \langle X_i \rangle) \Rightarrow \text{Self} : \beta_s \sim \langle x_{D,s}, c_{D,s} \rangle, \forall X_p, (\text{Self} : D \langle X_i \rangle) \Rightarrow A_D \langle X_p \rangle : \beta_a \sim \langle x_{D,a}, c_{D,a} \rangle, \forall X_{i,i}, X_d, \pi_d \Rightarrow \pi_d \sim \langle x_{d}, c_{d} \rangle \}.

The rule's side conditions are sufficient to prove with $(\Gamma \text{var})$ and $(\Gamma \text{trt})$ that
\[\Gamma \vdash \Gamma' \leadsto \langle (S \langle X_p \rangle) \mid f : \sigma', x_s : \tau^f_s, x_a : \tau^f_a, A_D \langle X_p \rangle), \{f : \sigma''\} \rangle.\]

With the rule's side conditions we can also use $\Theta \theta$ to prove
\[\Gamma \vdash \Gamma' \leadsto \langle \{c_{D,s} : \bar{\theta}_s, c_{D,a} : \bar{\theta}_a, c_{d} : \forall X_{i,i}, X_d, \pi_d \Rightarrow \pi_d \sim \langle x_{d}, c_{d} \rangle\}, \{x_{D,s} : \forall X_p, \text{fn}(S_D \langle X_p \rangle) \rightarrow \tau^f_s, x_{D,a} : \forall X_p, \text{fn}(S_D \langle X_p \rangle) \rightarrow \tau^f_a, \forall x_d : \forall X_{i,i}, X_d, \forall \pi_d, \text{fn}(\pi_d) \rightarrow \tau^f_d\} \rangle\]
as required.

\[\square\]

**Theorem B.2** (Translation of items preserves well-typedness). Suppose $\Gamma' \subseteq \Gamma$ and $\Theta' \subseteq \Theta$.

If $\Gamma \vdash \text{item} : \Gamma' \vdash \text{item}'$ and $(\Gamma, \Theta) \leadsto \langle \Omega', \Gamma' \rangle$

then there are some $\Omega^i_1, \Omega^i_2, \Gamma^i_1, \Gamma^i_2, \Omega^i_1, \Gamma^i_2$ such that:

- $\Gamma \vdash \Gamma' \leadsto \langle \Omega^i_1, \Gamma^i_1 \rangle$,
- $\Gamma \vdash \Gamma' \leadsto \langle \Omega^i_2, \Gamma^i_2 \rangle$,
- $\Omega^i \vdash \text{item}^i : \Omega^i \vdash \text{item}'^i$,
- $\Omega^i_1 = \Omega^i_1, \Omega^i_2$ and
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By induction on derivations \( \Gamma \vdash \text{item} : \Gamma' | \Theta' \rightsquigarrow \text{item} \). 

**Case** (struct):
\[
\Gamma \vdash \Theta \vdash S \langle \vec{X} \rangle \{ \bar{x}_i : \tau_i \} : \{ S \langle \vec{X} \rangle \{ \bar{x}_i : \tau_i \} \} | \phi \rightsquigarrow \text{struct} \ S \langle \vec{X} \rangle \{ \bar{x}_i : \tau_i \}
\]
where \( \Gamma, \vec{X}_j \vdash \Theta \vdash \tau_i \rightsquigarrow \tau_i' \).

Suppose \( \langle \Gamma, \Theta \rangle \rightsquigarrow \langle \Theta' \rangle \).

Then, using the environment translation judgment we get
\( \langle \Omega_1', \Omega_2' \rangle = \{ S : S \langle \vec{X} \rangle \{ \bar{x}_i : \tau_i \} \} \) and \( \langle \Gamma_1', \Gamma_2' \rangle = \phi \).

By rule (t-struct) \( \Omega' | \Gamma' \vdash \text{struct} \ S \langle \vec{X} \rangle \{ \bar{x}_i : \tau_i \} : \{ S \langle \vec{X} \rangle \{ \bar{x}_i : \tau_i \} \} | \phi \) as required.

**Case** (fun):
\[
\Gamma \vdash \Theta \vdash f \langle \vec{X} \rangle \{ \bar{x}_i : \tau_i \} \rightarrow \tau \ |
\phi \rightsquigarrow f : \sigma' = \Lambda \vec{X}_k. \Lambda \bar{e}_j. \omega_j \cdot \text{fn}(x_j : \tau_j) \cdot \{ \text{fn}(x_i : \tau_i) \} \ |
\phi \rightsquigarrow \sigma = \forall \vec{X}_k. \exists \bar{e}_j. \omega_j \cdot \text{fn}(x_j : \tau_j) \rightarrow \tau, \]
\[
\Gamma \vdash \Theta \vdash \sigma' \rightsquigarrow \sigma, \]
\[
\sigma' = \forall \vec{X}_k. \forall \bar{e}_j. \text{fn}(\tau_j) \rightarrow \text{fn}(\tau_j') \rightarrow \tau', \]
\[
\Gamma'' = \Gamma, \vec{X}_k, \bar{x}_j : \tau_j', \]
\[
\Theta'' = \Theta, \pi_j \rightsquigarrow (x_j, c_j) \]
\[
\Gamma'' | \Theta'' \vdash e : \tau \rightsquigarrow e'.
\]

Suppose \( \langle \Gamma, \Theta \rangle \rightsquigarrow \langle \Omega', \Gamma' \rangle \).

From the environment translation and from \( \Gamma \vdash \Theta \vdash \sigma \rightsquigarrow \sigma' \) we get
\( \langle \Omega_1', \Omega_2' \rangle = \phi \) and \( \langle \Gamma_1', \Gamma_2' \rangle = \{ f : \sigma' \} \).

From lemma B.3 we get
\[
\Gamma, \bar{X}_k \vdash \Theta \vdash \pi_j \rightsquigarrow \langle \tau_j', \omega_j \rangle, \]
\[
\Gamma, \bar{X}_k \vdash \Theta, \pi_j \rightsquigarrow (x_j, c_j) \vdash \text{fn}(\tau_j) \rightarrow \tau \rightsquigarrow \text{fn}(\tau_j') \rightarrow \tau', \]
\[
\Gamma, \bar{X}_k \vdash \Theta, \pi_j \rightsquigarrow (x_j, c_j) \vdash \tau_i \rightsquigarrow \tau_i', \]
\[
\Gamma, \bar{X}_k \vdash \Theta, \pi_j \rightsquigarrow (x_j, c_j) \vdash \tau \rightsquigarrow \tau'.
\]

Using lemmas B.10 and B.11 we get
\[
\Gamma'' \vdash \Theta'' \vdash \pi_j \rightsquigarrow \langle \tau_j', \omega_j \rangle, \]
\[
\Gamma'' | \Theta'' \vdash \tau_i \rightsquigarrow \tau_i' \]
\[
\Gamma'' | \Theta'' \vdash \tau \rightsquigarrow \tau'.
\]

From the environment translation judgment we get
\( \langle \Gamma'' | \Theta'' \rangle \rightsquigarrow \langle \Omega', \bar{e}_j : \omega_j \rangle, \langle \Gamma', \bar{X}_k, \bar{x}_i : \tau_i', \bar{x}_j : \tau_j' \rangle \).

From theorem B.1 we get \( \Omega', \bar{c}_j : \omega_j \mid \Gamma', \bar{X}_k, \bar{x}_i : \tau_i', \bar{x}_j : \tau_j' \vdash e' : \tau' \).
We can then obtain the following derivation:

\[
\frac{\Omega', \overline{c_j}: \omega_j | \Gamma', X_{\overline{k}}, x_j: \tau'_j, x_i: \tau'_i | \emptyset \vdash e' : \tau'}{(t-fabs)}
\]

\[
\frac{\Omega', \overline{c_j}: \omega_j | \Gamma', X_{\overline{k}}, x_j: \tau'_j | \emptyset \vdash \text{fn} (x_i: \tau'_j)(e') : \text{fn}(\tau'_j) \rightarrow \tau^t}{(t-fabs)}
\]

\[
\frac{\Omega', \overline{c_j}: \omega_j | \Gamma', X_{\overline{k}} | \emptyset \vdash \text{fn} (x_j: \tau'_j)(\text{fn} (x_i: \tau'_j)(e')) : \text{fn}(\tau'_j) \rightarrow \text{fn}(\tau'_j) \rightarrow \tau^t}{(t-cabs)}
\]

\[
\frac{\Omega' | \Gamma' | \emptyset \vdash \Lambda \overline{X}_k. \Lambda \overline{c_j}: \omega_j. \text{fn} (x_j: \tau'_j)(\text{fn} (x_i: \tau'_j)(e')) : \forall \omega_j. \text{fn}(\tau'_j) \rightarrow \text{fn}(\tau'_j) \rightarrow \tau^t}{(t-fabs)}
\]

We can then apply rule (t-decl) to get
\[
\Omega' | \Gamma' \vdash f : \sigma^t = \Lambda \overline{X}_k. \Lambda \overline{c_j}: \omega_j. \text{fn} (x_j: \tau'_j)(\text{fn} (x_i: \tau'_j)(e')) : \emptyset | [f : \sigma^t] \text{ as required.}
\]

**Case** (trait):

**item** = trait \( D \overline{X}_i \) where \( \overline{c_j} \) (type \( A : \beta_s ; f : \sigma_s \))

\[
\begin{align*}
\Gamma' &= \{ (D \overline{X}_i) \mid \overline{c_j} \vdash \text{Self}: \beta_k \rightarrow x_s, A : \beta_a \rightarrow x_a, f, \text{obj-unsafe}, f : \sigma' \} \\
\Theta' &= \{ \exists \overline{X}_p. (\text{Self}: D \overline{X}_i) \Rightarrow \text{Self}: \beta_a \rightarrow (x_D, a, c_D, a) \} \\
\forall \overline{X}_p. (\text{Self}: D \overline{X}_i) &\Rightarrow A_D \overline{X}_p \beta_a \rightarrow (x_D, a, c_D, a) \\
\end{align*}
\]

\[
\begin{align*}
\text{type} A_D \overline{X}_p, &; \\
\text{axiom} c_{D,a} &; \\
\text{axiom} c_{D,s} &; \\
\end{align*}
\]

**item** = struct \( S_D \overline{X}_p \{ f : \sigma^t, x_i : x_a, x_t : \tau_a \} \)

\[
\begin{align*}
f : \sigma^t &= \Lambda \overline{X}_p \overline{X}_k. \Lambda \overline{c_j}: \omega_j. \text{fn} (x_D : S_D \overline{X}_p, x_i : \tau'_j)(\text{fn}(xD, f)(\overline{X}_k)) \}
\end{align*}
\]

\[
\begin{align*}
x_D &\vdash \forall \overline{X}_p. \text{fn}(S_D \overline{X}_p) ; \tau'_a = \Lambda \overline{X}_p. \text{fn} (x_D : S_D \overline{X}_p) \text{fn}(xD.x_a) \\
x_D &\vdash \forall \overline{X}_p. \text{fn}(S_D \overline{X}_p) ; \tau'_a = \Lambda X_p. \text{fn} (x_D : S_D \overline{X}_p) \text{fn}(xD.x_a) \\
\end{align*}
\]

Side conditions:
\[
\begin{align*}
\overline{c_j} &\equiv (\text{Self}: \beta_a, \overline{c_j} \overline{h}) \\
\overline{X}_p &\equiv \text{Self} \overline{X}_i \\
\overline{c_j} &\equiv \overline{X}_k \overline{c_j} \overline{h} \\
\end{align*}
\]

\[
\begin{align*}
\Gamma | \Theta &\vdash \forall \overline{X}_p. (\text{Self}: D \overline{X}_i) \Rightarrow \overline{c_j} \overline{h} \\
\sigma &\vdash \forall \overline{X}_k \overline{c_j} \overline{h} \Rightarrow \text{fn}(\tau_m) \rightarrow \tau_R \\
\sigma' &\vdash \forall \overline{X}_p. (\text{Self}: D \overline{X}_i, \overline{c_j} \overline{h}) \Rightarrow \text{fn}(\tau_m) \rightarrow \tau_R \\
\Gamma | \Theta &\vdash \sigma' \rightarrow \sigma^t \\
\Gamma, \overline{X}_p | \Theta, \text{Self}: D \overline{X}_i &\vdash \sigma \rightarrow \sigma^t \\
\sigma^t &\vdash \forall \overline{X}_k. \forall \overline{c_j} \overline{h} \Rightarrow \text{fn}(\tau'_m) \rightarrow \tau'_R \\
\end{align*}
\]

\[
\begin{align*}
\Gamma | \Theta &\vdash \forall \overline{X}_p. (\text{Self}: D \overline{X}_i) \Rightarrow \exists \overline{X}_p. (\text{Self}: D \overline{X}_i) \Rightarrow \text{Self}: \beta_s \rightarrow (\forall \overline{X}_p. \text{fn}(S_D \overline{X}_p)) \rightarrow \tau'_s, \theta_s \\
\Gamma | \Theta &\vdash \forall \overline{X}_p. (\text{Self}: D \overline{X}_i) \Rightarrow A_D \overline{X}_p \beta_a \rightarrow (\forall \overline{X}_p. \text{fn}(S_D \overline{X}_p)) \rightarrow \tau'_a, \theta_a \\
\end{align*}
\]

Suppose \( (\Gamma, \Theta) \rightarrow (\Omega^t, \Gamma^t) \).

Using the rule’s side conditions and the environment translation rules we get
\[
\begin{align*}
\Gamma_1^t &= \{ f : \sigma^t \}, \\
\Omega_1^t &= [A_D(X_{\overline{p}}), S(\overline{X_p}) \{ f : \sigma^t, x_s : \tau_s^t, x_a : \tau_a^t \}], \\
\Gamma_2^t &= [x_D,s : \forall X_p fn(S_D(\overline{X_p})) \rightarrow \tau_s^t, x_D,a : \forall X_p fn(S_D(\overline{X_p})) \rightarrow \tau_a^t] \\
\Omega_2^t &= [c_D,s : \theta_s, c_D,a : \theta_a].
\end{align*}
\]

It follows that \( (\Omega_1^t, \Omega_2^t) \subseteq \Gamma^t \) and \( (\Gamma_1^t, \Gamma_2^t) \subseteq \Gamma^t \).

Then by (t-type) \( \Omega^t \vdash \Gamma^t \vdash \text{type } A_D(\overline{X_p}) : [A_D(\overline{X_p})] \varnothing \).

From lemma B.3, we get \( \theta_s = \forall X_p A_D s \{ u_s, u_{ns} \} \sim \forall X_p u_{A_s} \)

\((D_s(\overline{X_{n,s}}) \text{ where } \_ X_s : \_ A : \_ X : \_ \_ \_ \_ \_)_ \in \Gamma \) and

\( [u_s/X_s][u_{sn}/X_{sn}] \) defined

for some \( A_{D,s}, u_{sn}, u_{sn} \) and \( A_{D,s}(\overline{X_{n,s}}) \). Then by lemma 1, \( A_{D,s}(\overline{X_{s,n}}) \in \Omega^t \).

Then by (t-type) \( \Omega^t \vdash \Gamma^t \vdash \text{axiom } c_{D,s} : \theta_s : [c_{D,s} : \theta_s] \varnothing \).

Following similar reasoning we get \( \Omega^t \vdash \Gamma^t \vdash \text{axiom } c_{D,a} : \theta_a : [c_{D,a} : \theta_a] \varnothing \).

By (t-struct),

\( \Omega^t \vdash \Gamma^t \vdash \text{struct } S(\overline{X_p}) \{ f : \sigma^t, x_s : \tau_s^t, x_a : \tau_a^t \} : [S(\overline{X_p}) \{ f : \sigma^t, x_s : \tau_s^t, x_a : \tau_a^t \}] \varnothing \).

Using the well-formedness judgments we get

\( \Gamma \vdash \Omega \vdash \forall X_p, X_k, (\text{Self} : D(\overline{X_k}), \pi_l) \Rightarrow \text{fn}(\overline{\tau_m}) \rightarrow \tau_R \sim \)

\( \forall X_p, X_k, \forall \overline{\omega}, \text{fn}(S_D(\overline{X_p}), \overline{\tau_f}) \rightarrow \text{fn}(\overline{\tau_m}) \rightarrow \tau_R^t \)

so \( \sigma'' = \forall X_p, X_k, \forall \overline{\omega}, \text{fn}(S_D(\overline{X_p}), \overline{\tau_f}) \rightarrow \text{fn}(\overline{\tau_m}) \rightarrow \tau_R^t \).

Using the target language typing rules (and combining some steps for conciseness) we get the following derivation:

\[
\begin{align*}
\Omega_1^t \mid \Gamma_1^t \mid \varnothing \vdash x_D.f : \forall X_k, \forall \overline{\omega}, \text{fn}(\overline{\tau_f}) \rightarrow \text{fn}(\overline{\tau_m}) \rightarrow \tau_R^t \\
\Omega_1^t \mid \Gamma_1^t \mid \varnothing \vdash (x_D.f)[\overline{\tau_f}] : \text{fn}(\overline{\tau_m}) \rightarrow \tau_R^t \\
\Omega_1^t \mid \Gamma_1^t \mid \varnothing \vdash x_l : \tau_l^t \\
\Omega_1^t \mid \Gamma_1^t \mid \varnothing \vdash (x_D.f)[\overline{\tau_f}] : \text{fn}(\overline{\tau_m}) \rightarrow \tau_R^t
\end{align*}
\]

where \( \Omega_1^t = \Omega^t, \overline{\omega} ) \) and \( \Gamma_1^t = \Gamma^t, \overline{X_p}, X_k, x_D : S_D(\overline{X_p}), x_l : \tau_l^t \).

We can then use (t-decl) to get

\( \Omega^t \mid \Gamma^t \vdash \sigma'' = \Lambda \overline{X_p}, X_k, \Lambda \overline{\omega} : \overline{\omega}, \text{fn}(x_D : S_D(\overline{X_p}), x_l : \tau_l^t)((x_D.f)[\overline{\tau_f}]) \rightarrow \text{fn}(\overline{\tau_m}) \rightarrow \tau_R^t \).

For each \( x_D,s \) we get the following derivation:
We then have

Using lemma B.3 we get

Similarly, we get

Using (t-decl) we then get

We then have $\Gamma'_i = \{ \Gamma'_1, \Gamma'_2 \}$ and $\Omega'_i = \{ \Omega'_1, \Omega'_2 \}$ as required.

**Case (impl):**

Item = $\text{impl}(\overline{x_k}, D \langle u_i \rangle)$ for $u$ where $\overline{\pi}_j \{ \text{type } A = u_A, \text{fun} \}

$\Gamma' = \varnothing$

$\Theta' = [\forall \overline{x_k}, \overline{\pi}_j \Rightarrow u : D \langle u_i, A \sim u_A \rangle \leadsto (x_{uA:D}(u_i), c_{uA:D}(u_i))]

$\text{item}_i = \text{axiom } c_{uA:D}(u_i) : \forall \overline{x_k}, A \sim u_A$,

\[x_{uA:D}(u_i) : \sigma'_D = \lambda \overline{x_k}, \overline{\pi}_j, \overline{\omega}_j \text{. fn}(x_j : \tau'_j) \{ S_D \langle u'_p \rangle \{ f : e'_p, x_s : e'_s, x_a : e'_a \} \};
\]

Side conditions:

(D $\langle \overline{x_i} \rangle$ where $\overline{\pi}_h$, Self : $\beta$ $\sim$ $\overline{x}_s$, $\alpha$ : $\beta_a$ $\sim$ $\overline{x_a}$, $f$, $\_ \} \in \Gamma$

$u_p = u, \overline{u}_i$

$\overline{x}_p = \text{Self}(\overline{x_i})$

$\Theta^* = \Theta \setminus (\forall \overline{\pi}_j, (\forall \overline{x_k}, (\text{Self}(D \langle \overline{x_i} \rangle) \Rightarrow \text{Self}(\beta) \leadsto \overline{x}_s, \forall \overline{\pi}_j, \overline{\omega}_j \text{. fn}(x_j : \tau'_j) \{ S_D \langle u'_p \rangle \{ f : e'_p, x_s : e'_s, x_a : e'_a \} \})

$\Gamma, \overline{x_k} \mid \Theta^*, \overline{\pi}_j \leadsto (x_j, c_j) \leadsto [u_p/\overline{x}_p] \{ \text{Self}(\beta) \leadsto (e'_s, \gamma_s) \}

$\Gamma, \overline{x_k} \mid \Theta^*, \overline{\pi}_j \leadsto (x_j, c_j) \leadsto [u_p/\overline{x}_p] \overline{x}_h \leadsto (\alpha)$

$\Gamma, \overline{x_k} \mid \Theta^*, \overline{\pi}_j \leadsto (x_j, c_j) \leadsto [u_p/\overline{x}_p] \overline{u}_A \leadsto u'_A$

$\Gamma, \overline{x_k} \mid \Theta^*, \overline{\pi}_j \leadsto (x_j, c_j) \leadsto [u_p/\overline{x}_p] \overline{\pi}_j \leadsto (\alpha)$

(f : $\forall \overline{x_k}. (\text{Self}(D \langle \overline{x_i} \rangle) \Rightarrow \sigma) \in \Gamma$

$\Gamma, \overline{x_k} \mid \Theta^*, \overline{\pi}_j \leadsto (x_j, c_j) \leadsto \text{fun}(f : \sigma' | \varnothing \leadsto f : \sigma' = e'_f$

$\sigma' = [u_p/\overline{x}_p] \sigma$

$\Gamma \mid \Theta \vdash_{\text{WF}} \forall \overline{x_k}, \overline{\pi}_j \Rightarrow u : D \langle u_i \rangle \leadsto \sigma'_D$

$\sigma'_D = \forall \overline{x_k}, \forall \overline{\omega}_j \text{. fn}(\tau'_j) \rightarrow S_D \langle u'_p \rangle$

Using lemma B.3 we get

$\Gamma, \overline{x_k} \mid \Theta, \overline{\pi}_j \leadsto \vdash_{\text{WF}} \overline{\pi}_j \leadsto (\tau'_j, \omega_j)$

$\Gamma, \overline{x_k} \mid \Theta, \overline{\pi}_j \leadsto \vdash_{\text{WF}} u : D \langle u_i \rangle \leadsto S_D \langle u'_p \rangle$ and

$\Gamma, \overline{x_k} \mid \Theta, \overline{\pi}_j \leadsto \vdash_{\text{WF}} u_p \leadsto u'_p$.  
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Using lemma [B.10] we get 
\[ \Gamma', X_k \mid \Theta, \pi_j \rightsquigarrow \vdash_{WF} u_A \rightsquigarrow u_A'. \]

Using (wf-atype) we get 
\[ \Gamma', X_k \mid \Theta, \pi_j \rightsquigarrow \vdash_{WF} A_D \langle \overline{u_p} \rangle \rightsquigarrow A_D \langle \overline{u_p} \rangle. \]

Using (wf-eqcons), lemma [B.10] and (wf-cocons) we get 
\[ \Gamma', X_k \mid \Theta, \pi_j \rightsquigarrow \vdash_{WF} u : D \langle \overline{u_i}, A \sim u_A \rangle \rightsquigarrow (S_D \langle \overline{u_p} \rangle, A_D \langle \overline{u_p} \rangle \sim u_A'). \]

Then we can use (wf-cscheme) to get 
\[ \Gamma \mid \Theta \vdash_{WF} \forall X_k. \pi_j \Rightarrow u : D \langle \overline{u_i}, A \sim u_A \rangle \rightsquigarrow (\sigma'_D, \forall X_k. A_D \langle \overline{u_p} \rangle \sim \forall X_k. u_A'). \]

Then using the environment translation rules we get 
\[ \Omega_1^t = \emptyset, \]
\[ \Gamma_1^t = \emptyset, \]
\[ \Omega_2^t = [c_{u.D(\overline{u})} : \forall X_k. A_D \langle \overline{u_p} \rangle \sim \forall X_k. u_A'], \]
\[ \Gamma_2^t = [x_{u.D(\overline{u})} : \sigma'_D]. \]

Using (t-axiom) we get 
\[ \Omega^t \mid \Gamma^t \vdash \text{axiom} c_{u.D(\overline{u})} : \forall X_k. A_D \langle \overline{u_p} \rangle \sim \forall X_k. u_A' : [c_{u.D(\overline{u})} : \forall X_k. A_D \langle \overline{u_p} \rangle \sim \forall X_k. u_A'] \mid \emptyset. \]

Using lemma [B.20] we get 
\[ \langle \Gamma, X_k \mid \Theta, \pi_j \rightsquigarrow \langle x_j, c_j \rangle \rangle \rightsquigarrow \langle \Omega^t, \overline{c_j} : \omega_j \mid \Gamma^t, X_k, x_j : \tau_j^t \rangle. \]

From lemma B.21 we get 
\[ \Gamma, X_p \mid \Theta, \text{Self} : D \langle \overline{X_i} \rangle \rightsquigarrow \vdash_{WF} \text{Self} : \beta \rightsquigarrow \langle \tau^t_a, \omega_a \rangle, \]
\[ \Gamma, X_p \mid \Theta, \text{Self} : D \langle \overline{X_i} \rangle \rightsquigarrow \vdash_{WF} A_D \langle \overline{X_p} \rangle : \beta_a \rightsquigarrow \langle \tau'_a, \omega_a \rangle, \]
\[ (f : \forall X_p, X_n \langle \text{Self} : D \langle \overline{X_i} \rangle, \pi_l \rangle \Rightarrow \tau_F) \in \Gamma, \]
\[ \Gamma, X_p \mid \Theta, \text{Self} : D \langle \overline{X_i} \rangle \rightsquigarrow \vdash_{WF} \forall X_n. \pi_l \Rightarrow \tau_F \rightsquigarrow \sigma^t \]
\[ \text{and} \]
\[ S_D \langle \overline{X_p} \rangle \langle f : \sigma^t, x_s : \tau_s, x_a : \tau_a \rangle \in \Omega^t \]
\[ \text{for some} \ \tau_s, \omega_a, \tau_a, \omega_a, X_n, \pi_l, \tau_F, \pi_l, \sigma^t. \]

Then \( \sigma = \forall X_n. \pi_l \Rightarrow \tau_F \) and \( \sigma' = \forall X_n. \pi_l \Rightarrow \tau_F' \)
where \( \pi' = [u_p/X_p] \pi_l \) and \( \tau' = [u_p/X_p] \tau_F' \).

From lemma B.3 we get 
\[ \sigma^t = \forall X_n. \forall \overline{\omega} : \text{fn}(\tau^t_l) \Rightarrow \tau_F' \]
for some \( \overline{\omega}, \tau^t_l, \) and \( \tau_F'. \)

(fun) is the only rule that could have been used as the last rule in the derivation 
\[ \Gamma, X_k \mid \Theta^*, \pi_j \rightsquigarrow \langle x_j, c_j \rangle \vdash \text{fun} : \langle f : \sigma^t \rangle \mid \emptyset \Rightarrow f : \sigma^{tt} = e_F'. \]

Then from the rule’s side conditions we get: 
\[ \sigma^t = \forall X_n. \pi_l \Rightarrow \text{fn}(\tau^t_m) \Rightarrow \tau_R', \]
\[ \Gamma, X_k \mid \Theta^*, \pi_j \rightsquigarrow \langle x_j, c_j \rangle \vdash_{WF} \sigma^t \rightsquigarrow \sigma^{tt}, \]
\[ \sigma^{tt} = \forall X_n. \forall \overline{\omega}_l : \text{fn}(\tau^t_l) \Rightarrow \text{fn}(\tau^t_m) \Rightarrow \tau_R'^t, \]
\[ \Gamma'' = \Gamma, X_k, X_n, x_m : \tau_m'. \]
\[ \Theta'' = \Theta^*, \pi_j \rightsquigarrow (x_j, c_j), \pi_l \rightsquigarrow (x_l, c_l) \] and

\[ \Gamma'' \vdash e : \tau_R \rightsquigarrow e' \] and

\[ e^t_F = \Lambda X_n, \Lambda c_l : \omega^t_j, fn (\pi_j : \tau^t_I) (\text{fn} (x_m : \tau^t_m)(e^t)) \].

Using lemma B.12 we get \( \Gamma' , X_k | \Theta, \pi_j \rightsquigarrow (x_j, c_j) \vdash_{WF} \sigma' \rightsquigarrow \sigma'' \).

Let \( \Theta'' = \Theta, \pi_j \rightsquigarrow (x_j, c_j), \pi_l \rightsquigarrow (x_l, c_l) \).

Using lemma B.13 we get \( \Gamma'' \vdash e : \tau'_R \rightsquigarrow e' \).

Then by (fun) \( \Gamma, X_k | \Theta, \pi_j \rightsquigarrow (x_j, c_j) \vdash \text{fun} : [f : \sigma'] | \emptyset \rightsquigarrow f : \sigma'' = e^t_F \).

Now we want to show that \( \sigma'' = [u_p/X_p] \sigma^t \).

By lemma B.12 we get

\[ \Gamma, X_k, X_p | \Theta, \pi_j \rightsquigarrow (x_j, c_j), \text{Self} : D (\overline{X}_i) \rightsquigarrow \_ \vdash_{WF} \sigma \rightsquigarrow \sigma^t \].

From lemma B.10 we get \( \Gamma, X_k | \Theta, \pi_j \rightsquigarrow (x_j, c_j), u : D (\overline{u}_i) \rightsquigarrow \_ \vdash_{WF} u_p \rightsquigarrow u'_p \).

By lemma B.9 we get

\[ \Gamma, X_k | \Theta, \pi_j \rightsquigarrow (x_j, c_j), u : D (\overline{u}_i) \rightsquigarrow \_ \vdash_{WF} [u_p/X_p] \sigma \rightsquigarrow [u'_p/X_p] \sigma^t \].

Since \( (\forall X_k, \pi_j) u : D (\overline{u}_i, A \sim u_A) \rightsquigarrow (x_u : D (\overline{u}_i), c_u : D (\overline{u}_i)) \in \Theta \), we can apply (c-ext) and (c-sep) to get

\[ \Gamma, X_k | \Theta, \pi_j \rightsquigarrow (x_j, c_j) \vdash u : D (\overline{u}_i) \rightsquigarrow x_u : D (\overline{u}_i) [X_k] (\overline{c}_j) (x_j) \]

We can then apply lemma B.6 to get

\[ \Gamma | X_k | \Theta, \pi_j \rightsquigarrow (x_j, c_j) \vdash_{WF} [u_p/X_p] \sigma \rightsquigarrow [u'_p/X_p] \sigma^t \] as required.

From lemmas B.3, B.10 and B.11 we get

\[ \Gamma'' \vdash_{WF} \pi'_I \rightsquigarrow (\tau'^I, \omega'_I), \Gamma'' \vdash_{WF} \pi'_m \rightsquigarrow \tau'^m \] and

\[ \Gamma'' \vdash_{WF} \pi'_R \rightsquigarrow \tau'^R \].

By lemma B.20 we have \( (\Gamma'', \Theta'') \rightsquigarrow (\Omega^t, \overline{e}_J : \omega^t_j, \overline{c}_I : \omega^t_I), (\Gamma^t, X_k, x_j : \tau^t_J, X_n, x_l : \tau^t_I, x_m : \tau^t_m) \).

By theorem B.1 \( \Omega^t, \overline{e}_J : \omega^t_j, \overline{c}_I : \omega^t_I \vdash \Gamma^t, X_k, x_j : \tau^t_J, X_n, x_l : \tau^t_I, x_m : \tau^t_m \mid \emptyset \vdash e^t : \tau^t_R \).

Using (t-fabs) twice we get

\[ \Omega^t, \overline{e}_J : \omega^t_j, \overline{c}_I : \omega^t_I \vdash \Gamma^t, X_k, x_j : \tau^t_J, X_n, x_l : \tau^t_I, x_m : \tau^t_m \mid \emptyset \vdash e^t \mid \emptyset \vdash e^t : \sigma^t \].

Then, using (t-cabs) and (t-tabs) we get

\[ \Omega^t, \overline{e}_J : \omega^t_j \vdash \Gamma^t, X_k, x_j : \tau^t_J \mid \emptyset \vdash e^t : \sigma^t \].

We already know \( \Gamma, X_p \mid \Theta, \text{Self} : D (\overline{X}_i) \rightsquigarrow \_ \vdash_{WF} \text{Self} : \beta_h \rightsquigarrow (\tau'_s, \omega_h) \).

By lemmas B.11, B.8 and B.5 we get

\[ \Gamma, X_k \mid \Theta, \pi_j \rightsquigarrow \_ \vdash_{WF} [u_p/X_p] \text{Self} : \beta_h \rightsquigarrow (u'_p/X_p) \tau'_s, [u'_p/X_p] \omega_h \].
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Following the same process we get
\[ \Gamma, X_k | \Theta, \pi_j \vdash_{\text{w} [w_p]} (u_p/X_p) (A_D (u_p): \beta_a) \sim (u^t_p/X_p) \tau^t_a, (u^t_p/X_p) \omega_a. \]

Then using lemma B.18 we get
\[ \Omega, c_j: \omega_j | \Gamma, X_k, x_j: \tau^j_f | \phi \vdash \Sigma (u^t_p)(f: e^t_p, x_s: e^t_s, x_a: e^t_a): \Sigma (u^t_p) \]

We can then get the following derivation:
\[ \Omega, c_j: \omega_j | \Gamma, X_k, x_j: \tau^j_f | \phi \vdash \Sigma (u^t_p)(f: e^t_p, x_s: e^t_s, x_a: e^t_a): \Sigma (u^t_p) \]

Using (t-fun) we get
\[ \Omega, c_j: \omega_j | \Gamma, X_k, x_j: \tau^j_f | \phi \vdash \Sigma (u^t_p)(f: e^t_p, x_s: e^t_s, x_a: e^t_a): \Sigma (u^t_p) \]

We then have
\[ \Omega = [c_{u: A_D (u_p)}: \forall X_k, A_D (u_p) \sim \forall X_k, \pi_j] \quad \text{and} \quad \Gamma = [x_{u: A_D (u_p)}: \sigma^t_D] \]

as required.

- **Case** (obj-trt): Note that the outputs of (trait) are a subset of the outputs of (obj-trt).

As such, their proof is the same as in the proof for (trait). We only show the proof for the additional outputs.

\[ \Theta^t = \{ \ldots, \forall X_i, X_d \cdot \pi_{d_m} \vdash \pi_d \vdash (x_d, c_d) \} \]

\[ \text{item}_i = \frac{\forall \xi, \forall \omega_m, \forall \omega_m \vdash \pi_{d_m} \vdash \pi_{d_m} \vdash \forall x_d, \forall \omega_m \vdash (x_d, \pi_{d_m})}{\forall x_d, \forall \omega_m \vdash (x_d, \pi_{d_m})} \]

Side conditions:
\[ \Gamma, X_p \vdash D (X_i) \vdash (D (X_i), A_D (u_p)) \sim X_d \]
\[ A_d \vdash X_d \]
\[ u_{obj} = \exists T : D (X_i, A_D (T, u_{n_p})) \sim X_d \]
\[ \pi_d \vdash \pi \vdash (x_d, c_d) \]
\[ \Gamma, X_i, X_d | \Theta \vdash X_i, X_d \pi_d \sim (x_d, c_d) \]
\[ \Gamma, X_i, X_d | \Theta \vdash X_i, X_d \pi_d \sim (x_d, c_d) \]
\[ \Gamma, X_i, X_d | \Theta \vdash (x_d, \pi_{d_m}) \sim X_{d_m} \]

Using lemma B.21 and lemma B.8 we get
\[ \Gamma, X_i, X_d, T | \Theta, T : D (X_i) \vdash T (T/\text{Self}_U) u_{n_p}, A_d \sim \ast \]
We can then use (wf-desc) to show $\Gamma, X_i, X_d \mid \Theta \vdash_{\text{WF}} u_{\text{obj}}$.

Using lemma B.21 again we get $\Gamma, X_i, X_d \mid \Theta, \theta_d \vdash_{\text{WF}} D \langle X_i \rangle$. Let $\theta_d = \forall X_i X_d \mid \Theta, \theta_d \vdash_{\text{WF}} D \langle X_i \rangle$.

From the definition of the relation $\vdash$ we know that $D \langle X_i, A \rightarrow \star \rangle \in \pi_d$, so $\Gamma, X_i, X_d \mid \Theta, \theta_d \vdash_{\text{WF}} D \langle X_i \rangle$.

Then, we can use lemma B.5 to prove $\Gamma, X_i, X_d \mid \Theta, \theta_d \vdash_{\text{WF}} D \langle X_i \rangle$.

From lemma B.3, if $\Gamma \mid \Theta \vdash_{\text{WF}} \forall X_i, X_d \mid \Theta, \theta_d \vdash_{\text{WF}} D \langle X_i \rangle$ and $\Gamma \mid \Theta \vdash_{\text{WF}} \theta_d \vdash_{\text{WF}} D \langle X_i \rangle$, then $\theta_d = \theta_d'$.

Then we can use lemma B.22 to get $\Gamma, X_i, X_d \mid \Theta \vdash_{\text{WF}} D \langle X_i \rangle$ and $\Omega, c_d \mid \Gamma \vdash_{\text{WF}} D \langle X_i \rangle$.

Since $\Theta' \subseteq \Theta$, we conclude that $c_d : \theta_d \in \Omega'$.

Then we can use rules (t-fabs), (t-cabs), (t-capp) and (t-decl) to prove that $\overline{x_d}$ are well-typed. Similarly we can use (t-axiom) to prove that axioms $\overline{c_d}$ are well-typed.

\[ \square \]

**Theorem B.3** (Translation of programs preserves well-typedness). If $\vdash_p \text{pgm} \rightarrow \text{pgm} : \Gamma \mid \Theta$ and then there are some $\Omega^t, \Gamma^t$ such that $(\Gamma, \Theta) \rightarrow (\Omega^t, \Gamma^t)$ and $\vdash_T \text{pgm} : \Omega^t \mid \Gamma^t$.

**Proof.** By inversion of the well-typed programs judgment we get if $\vdash_p \text{item} : \Gamma \mid \Theta \rightarrow \text{pgm}^t$ then $\Gamma \mid \Theta \vdash \text{item} : \Gamma^t \mid \Theta^t \rightarrow \text{pgm}^t$, and $\Gamma = \Gamma^t$, and $\Theta = \Theta^t$, and $\text{pgm}^t = \text{pgm}^t$.

Using lemma B.25 we get some $\Omega^t_1, \Omega^t_2, \Gamma^t_1, \Gamma^t_2$ such that $\Gamma \mid \Theta \vdash \Gamma^t_1 \rightarrow (\Omega^t_1, \Gamma^t_1)$ and $\Gamma \mid \Theta \vdash \Gamma^t_2 \rightarrow (\Omega^t_2, \Gamma^t_2)$.

Let $\Gamma^t_1 = \Gamma^t_2 = \Gamma^t_{1_i}$ and $\Omega^t_1 = \Omega^t_{1_i}, \Omega^t_{2_i}$.

By lemma B.20 we get $(\Gamma, \Theta) \rightarrow (\Omega^t, \Gamma^t)$.

Then using theorem B we get $\Gamma \mid \Theta \vdash \text{item} : \Omega^t_{1_i}, \Omega^t_{2_i} \mid \Gamma^t_1, \Gamma^t_{2_i}$.

We can then use (t-pgm) to show $\vdash_T \text{item} : \Omega^t \mid \Gamma^t$. \[ \square \]
Appendix C

Trait coherence proofs

**Definition C.1.** Define $\delta_\Gamma$ as follows:

$\delta_\Gamma() = ()$

$\delta_\Gamma(T) = T$

$\delta_\Gamma(fn(\tau_i) \rightarrow \tau) = fn(\delta_\Gamma(\tau_i)) \rightarrow \delta_\Gamma(\tau)$

$\delta_\Gamma(\&\tau) = \&\delta_\Gamma(\tau)$

$\delta_\Gamma(S \langle \tau_i \rangle) = \begin{cases} S(\delta_\Gamma(\tau_i)) & \text{if } S(\langle \tau_i \rangle \ldots \in \Gamma \\ T_\delta & \text{otherwise} \end{cases}$

$\delta_\Gamma(\tau : D \langle \tau_i \rangle) = \delta_\Gamma(\tau) : D(\delta_\Gamma(\tau_i))$

**Lemma C.1** (Well-formedness inversion lemma).

1. If $\Gamma \vdash_{WF} T$ then $T \in \Gamma$.
2. If $\Gamma \vdash_{WF} fn(\tau_i) \rightarrow \tau$ then $\Gamma \vdash_{WF} \tau_i$ and $\Gamma \vdash_{WF} \tau$.
3. If $\Gamma \vdash_{WF} \&\tau$ then $\Gamma \vdash_{WF} \tau$.
4. If $\Gamma \vdash_{WF} S \langle \tau_i \rangle$ then $S(\langle T_i \rangle \ldots \in \Gamma$ for some $T_i$ and $\Gamma \vdash_{WF} \tau_i$.
5. If $\Gamma \vdash_{WF} \forall T_i, \pi_j \Rightarrow \pi$ then $\Gamma, T_i \vdash_{WF} \pi_j$ and $\Gamma, T_i \vdash_{WF} \pi$.
6. If $\Gamma \vdash_{WF} \tau : D \langle \tau_i \rangle$, then $\Gamma \vdash_{WF} D(\langle T_i \rangle)$ for some $T_i$ and $\Gamma \vdash_{WF} \tau$ and $\Gamma \vdash_{WF} \tau_i$.

*Proof.* Straightforward induction on derivations in the NanoRust well-formedness judgments in figure 3.2. \qed

**Lemma C.2.** If $\Pi \vdash_{OR} K \triangleright \tau : D \langle \tau_n \rangle$ then either ltypenv ($\Pi, K) \vdash D$ or there is some $\tau' \in \{\tau, \tau_n\}$ such that $\Pi \vdash_{LT} K \triangleright \tau'$ and $FV(\tau_i)$ where $\tau_i$ are all types that precede $\tau'$ in the sequence $[\tau, \tau_n]$.

*Proof.* Straightforward from the orphan relation. \qed
Lemma C.3. If $\Gamma, \overline{T} \vdash_{WF} \pi$ then $\delta_{\Gamma}(\pi) = \pi$.

Proof. Suppose $\pi = \tau : D \langle \overline{\tau} \rangle$.
By lemma C.1, $\Gamma, \overline{T} \vdash_{WF} \tau$ and $\Gamma, \overline{T} \vdash_{WF} \tau_i$.
We proceed by induction on $\tau$ to show that if $\Gamma, \overline{T} \vdash_{WF} \tau$ then $\delta_{\Gamma}(\tau) = \tau$.
There is only one interesting case: (wf-struct) where $\tau = S \langle \overline{\tau} \rangle$ and $S \langle \overline{\tau} \rangle \{ \ldots \} \in \Gamma$.
Then $\delta_{\Gamma}(S \langle \overline{\tau} \rangle) = S \langle \overline{\tau} \rangle$.
The same reasoning applies for $\Gamma, \overline{T} \vdash_{WF} \tau_i$.
Then, using the definition of $\delta_{\Gamma}$ we get if $\delta_{\Gamma}(\pi) = \pi$.

Lemma C.4. If $\Pi \vdash_{LT} \Gamma \triangleright \tau$ then $\tau = \emptyset S \langle \overline{\tau} \rangle$ where $S \langle \overline{\tau} \rangle \{ \ldots \} \in \text{ltenv}(\Pi, K)$ for some $S, \overline{\tau}, \overline{T}$.

Proof. Straightforward from the definition of the local type relation.

Lemma C.5. Suppose no overlapping identifiers in environments in $\Pi$.
If $\Pi \vdash_{LT} \Gamma \triangleright \tau$ and $\Pi \vdash K' \not\subseteq K$ then $\text{tenv}(\Pi, K') \not\vdash_{WF} \tau$.

Proof. Using lemma C.4, we get $\tau = \emptyset S \langle \overline{\tau} \rangle$ where $S \langle \overline{\tau} \rangle \{ \ldots \} \in \text{ltenv}(\Pi, K)$ for some $S, \overline{\tau}, \overline{T}$.
Since $\Pi \vdash K' \not\subseteq K$ and because of the no-overlap assumption, we can conclude that there are no $\overline{T}$ such that $S \langle \overline{T} \rangle \{ \ldots \} \in \text{tenv}((\Pi, K'))$, which based on lemma C.1 lets us conclude that $\text{tenv}(\Pi, K') \not\vdash_{WF} \tau$.

Lemma C.6. Suppose no overlapping identifiers in environments in $\Pi$.
If $\text{ltenv}(\Pi, K) \vdash D$ and $\Pi \vdash K' \not\subseteq K$ then $\text{tenv}(\Pi, K') \not\vdash D$.

Proof. Analogous to the proof of lemma C.5.

Lemma C.7.

1. If $\theta \in \text{cenv}(\Pi, K)$ then there is some crate $K'$ such that $\Pi \vdash K \sqsubseteq K'$ and $\theta \in \text{lccenv}(\Pi, K')$.
2. If $\text{tenv}(\Pi, K) \vdash D$ then there is some crate $K'$ such that $\Pi \vdash K \sqsubseteq K'$ and $\text{ltenv}(\Pi, K') \vdash D$.
3. If $\text{tenv}(\Pi, K) \vdash S$ then there is some crate $K'$ such that $\Pi \vdash K \sqsubseteq K'$ and $\text{ltenv}(\Pi, K') \vdash S$.

Proof.

1. By induction on the relation $\sqsubseteq$, assuming that the lemma holds for $\theta \in \text{cenv}(\Pi, K')$ all $K'$ such that $\Pi \vdash K \sqsubseteq K'$.
   We can make this inductive argument because of the restriction on $\Pi$, which prevents circular crate dependencies, which in turn makes the relation well-founded.
   Let $\Pi(K) = \langle \overline{K_i}, \Gamma, \Theta \rangle$.
   Then $\text{cenv}(\Pi, K) = \text{cenv}(\Pi, K')^i, \Theta$.
   Either $\theta \in \text{cenv}(\Pi, K'')$ for some $K'' \in K_i$ or $\theta \in \Theta$.
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If the $\theta \in \Theta$ then $\theta \in \text{lcevn}(\Pi, K)$ by def. of \text{lcevn}.

If $\theta \in \text{cenv}(\Pi, K'')$, then $\Pi \vdash K \sqsubseteq K''$.

By IH, there is some $K'$ such that $\Pi \vdash K'' \sqsubseteq K'$ and $\theta \in \text{lcevn}(\Pi, K')$.

Then, by def. of the relation $\sqsubseteq$, $\Pi \vdash K \subseteq K'$ as required.

2. Analogous to the proof of 1.

3. Analogous to the proof of 1.

Lemma C.8. If $\Pi \vdash_{LT} K \triangleright \tau$ and there are no overlapping identifiers between $\Gamma$ and $\text{ltenv}(\Pi, K)$, then $\delta_{\Gamma}(\tau) \in \text{BLANKETYPE}$.

Proof. By induction on derivations $\Pi \vdash_{LT} K \triangleright \tau$.

- Case (l-ref): $\tau = \&\tau'$ and $\Pi \vdash_{LT} K \triangleright \tau'$.
  Then by IH $\delta_{\Gamma}(\tau') \in \text{BLANKETYPE}$. Then $\delta_{\Gamma}(\&\tau') = \&\delta_{\Gamma}(\tau') \in \text{BLANKETYPE}$.

- Case (l-struct): $\tau = S_{\langle \tau_j \rangle}$ and $S_{\langle \overline{T_i} \rangle \{\ldots\}} \in \text{ltenv}(\Pi, K)$.
  There are no $T_i'$ such that $S_{\langle \overline{T_i} \rangle \{\ldots\}} \in \Gamma$ because of the no-overlap assumption.
  So $\delta_{\Gamma}(S_{\langle \overline{T_i} \rangle}) = T_\emptyset \in \text{BLANKETYPE}$.

Lemma C.9. If $\Pi \vdash_{LT} K \triangleright \tau$ then $\Pi \vdash_{LT} K \triangleright [\overline{T_i}/T_i]\tau$ for any types $\overline{T_i}$ and type variables $T_i$.

Proof. By induction on derivations $\Pi \vdash_{LT} K \triangleright \tau$.

- Case (l-ref): $\tau = \&\tau'$ and $\Pi \vdash_{LT} K \triangleright \tau'$.
  Then by IH $\Pi \vdash_{LT} K \triangleright [\overline{T_i}/T_i]\tau'$ and by (l-ref) and def. of substitution, $\Pi \vdash_{LT} K \triangleright [\overline{T_i}/T_i](\&\tau')$.

- Case (l-struct): $\tau = S_{\langle \overline{T_j} \rangle}$ and $S_{\langle \overline{T_j} \rangle \{\ldots\}} \in \text{ltenv}(\Pi, K)$.
  $[\overline{T_i}/T_i]S_{\langle \overline{T_j} \rangle} = S_{\langle \overline{T_i}/T_i\rangle\{\overline{T_j}\}}$ and so by (l-struct) $\Pi \vdash_{LT} K \triangleright S_{\langle \overline{T_i}/T_i\rangle\{\overline{T_j}\}}$.

Lemma C.10. If $\Pi \vdash_{LT} K \triangleright \delta_{\Gamma}(\tau)$ then $\Pi \vdash_{LT} K \triangleright \tau$.

Proof. By induction on derivations $\Pi \vdash_{LT} K \triangleright \tau$.

- Case (l-ref): If $\delta_{\Gamma}(\tau) = \&\tau'$ then $\tau' = \delta_{\Gamma}(\tau'')$ and $\tau = \&\tau''$ for some $\tau''$ by definition of $\delta_{\Gamma}$.
  Then $\Pi \vdash_{LT} K \triangleright \delta_{\Gamma}(\tau'')$ by the rule’s premise and, by IH, $\Pi \vdash_{LT} K \triangleright \tau''$.
  Then by (l-ref) $\Pi \vdash_{LT} K \triangleright \&\tau''$ as required.
• **Case** (l-struct): If \( \delta' = S (\bar{t}i) \) then \( \bar{t}_i = \delta' (\bar{t}'_i) \) and \( \tau = S (\bar{t}'_i) \) with \( S (\bar{T}_i) \{ \ldots \} \in \Gamma \) for some \( \bar{t}_i \) and \( \bar{T}_i 
olimits \).

From the rule’s premise \( S (\bar{T}_i) \in \text{letenv} (\Pi, K) \).

Then by (l-struct), \( \Pi \vdash_{LT} K \triangleright S (\bar{t}'_i) \) as required.

Lemma C.11. If \( \text{FV} (\delta_{\Gamma} (\tau)) = \emptyset \) then \( \text{FV} (\tau) = \emptyset \).

Proof. By structural induction on \( \tau \)

• **Case** (): Trivial.

• **Case** \( \text{fn} (\bar{t}_i) \rightarrow \tau \):

\[ \delta_{\Gamma} (\text{fn} (\bar{t}_i) \rightarrow \tau) = \text{fn} (\delta_{\Gamma} (\bar{t}_i)) \rightarrow \delta_{\Gamma} (\tau). \]

By IH, \( \text{FV} (\bar{t}_i, \tau) = \emptyset \) so \( \text{FV} (\text{fn} (\bar{t}_i) \rightarrow \tau) \) as required.

• **Case** \( \& \tau \):

\[ \delta_{\Gamma} (\& \tau) = \& \delta_{\Gamma} (\tau). \]

By IH, \( \text{FV} (\tau) = \emptyset \) so \( \text{FV} (\& \tau) = \emptyset \).

• **Case** \( T \):

\[ \delta_{\Gamma} (T) = T \] and \( \text{FV} (T) = T \) so this case is vacuous.

• **Case** \( S (\bar{t}_i) \):

If \( \delta_{\Gamma} (S (\bar{t}_i)) = T_{\delta} \) then this case is vacuous as \( \text{FV} (T_{\delta}) = T_{\delta} \).

Otherwise, \( \delta_{\Gamma} (S (\bar{t}_i)) = S (\delta_{\Gamma} (\bar{t}_i)) \). By IH, \( \text{FV} (\bar{t}_i) = \emptyset \) so \( \text{FV} (S (\bar{t}_i)) = \emptyset \).

Lemma C.12. If \( \Pi \vdash_{\text{OR}} K \triangleright \delta_{\Gamma} (\pi) \) then \( \Pi \vdash_{\text{OR}} K \triangleright \pi \).

Proof. By induction on derivations \( \Pi \vdash_{\text{OR}} K \triangleright \delta_{\Gamma} (\pi) \)

• **Case** (orph1): Trivial.

• **Case** (orph2): \( \pi = \tau : D (\bar{t}_i) \) and \( \Pi \vdash_{LT} K \triangleright \delta_{\Gamma} (\tau) \). Using lemma C.10 we get \( \Pi \vdash_{LT} K \triangleright \tau \) so \( \Pi \vdash_{\text{OR}} K \triangleright \pi \) using (orph2).

• **Case** (orph2): \( \pi = \tau_0 : D (\bar{t}_i, \tau, \bar{t}_j) \) and \( \Pi \vdash_{LT} K \triangleright \delta_{\Gamma} (\tau) \) and \( \text{FV} (\delta_{\Gamma} (\tau_0), \delta_{\Gamma} (\tau_1)) = \emptyset \).

Then by lemma C.10 \( \Pi \vdash_{LT} K \triangleright \tau \) and by lemma C.11\( \text{FV} (\tau_0, \bar{t}_i) = \emptyset \) so by (orph2), \( \Pi \vdash_{\text{OR}} K \triangleright \pi \).

Lemma C.13. If \( \tau \notin \text{BLANKETTYPE} \) and \( \text{tenv} (\Pi, K_1) \vdash_{\text{WF}} \tau \) and \( \Pi \vdash K_2 \sqsubset K_1 \) then for any type substitution \( \phi \), \( \Pi \not\vdash_{\text{LT}} K_2 \triangleright \phi (\tau) \).
Proof. If $\Pi \vdash K_2 \sqsupset K_1$ then $\text{tenv}(\Pi, K_2)$ and $\text{tenv}(\Pi, K_1)$ have no overlapping identifiers.

Suppose for contradiction that $\Pi \vdash_{\text{LT}} K_2 \triangleright \phi(\tau)$.

Then, by lemma C.4, $\phi(\tau) = \overline{S}_i S(\overline{t}_i)$ for some $S$ and $\overline{t}_i$ and $\text{tenv}(\Pi, K) \vdash S$.

Since $\Pi \vdash K_1 \not\sqsubset K_2$, lemma C.5 gives us $\text{tenv}(\Pi, K_1) \not\triangleright_{\text{WF}} \phi(\tau)$.

Since $\tau$ is not a blanket type it can only have form $\overline{S}_i S(\overline{t}_i)$. But then, since $\text{tenv}(\Pi, K_1) \not\triangleright S$, this is impossible. \qed

Lemma C.14. Let $K$ be a consistent crate under $\Pi$ where $\Pi = \Pi'' \cup \{K : \langle \overline{K}_a \rangle, \Gamma_K, \Theta_K\}$ and let $\Pi' = [K'/K] \Pi'' \cup \{K' : \langle \overline{K}_a \rangle, \Gamma_K, \Theta_K \cup \{\theta_1\}\}$ where $K'$ is consistent in $\Pi'$.

Then, for any crate $K_1$, if $\Pi \vdash_{\text{OR}} K_1 \triangleright \pi$ then $\Pi' \vdash_{\text{OR}} [K'/K] K_1 \triangleright \pi$.

Moreover, if $\Pi \vdash_{\text{LT}} K_1 \triangleright \tau$ then $\Pi' \vdash_{\text{LT}} [K'/K] K_1 \triangleright \tau$.

Proof. Straightforward from the definition of the orphan rule and local type relations as the relations don’t use constraint environments. \qed

Theorem 8.2 (Trait coherence). Suppose:

- $(K : \langle \overline{K}_r \rangle, \Gamma_K, \Theta_K) \in \Pi$,
- each crate $K' \in \overline{K}_r$ is consistent in $\Pi$,
- $\langle \text{tenv}(\Pi, K), \text{cenv}(\Pi, K) \rangle$ well-formed,
- every impl in $\Theta_K$ obeys the orphan rule w.r.t. crate $K$, and
- for every pair of impl constraints schemes $\theta_1 \in \Theta_K$ and $\theta_2 \in \text{cenv}(\Pi, K)$, $\theta_1$ and $\theta_2$ don’t overlap under $\Pi$ and $\text{cenv}(\Pi, K)$.

Then $K$ is consistent in $\Pi$.

Proof. Let $\Gamma = \text{tenv}(\Pi, K)$ and $\Theta = \text{cenv}(\Pi, K)$.

We must show that for every pair of distinct impl constraint schemes $\theta_1$ and $\theta_2 \in \Theta$ there is no overlap.

We know that $\Theta = \text{cenv}(\Pi, K) = \bigcup (\text{cenv}(\Pi, \overline{K}_r'), \Theta_K)$ by definition.

From the theorem’s assumptions, we know that if $\theta_1 \in \Theta_K$ and $\theta_2 \in \Theta$ then $\theta_1, \theta_2$ don’t overlap in $\Pi, \Theta$.

We must show the same for each $\theta_1 \in \Theta'$ where $\Theta' = \bigcup (\text{cenv}(\Pi, \overline{K}_r'))$.

Let $K_1 \in \overline{K}_r$ and let $\Gamma_1 = \text{tenv}(\Pi, K_1)$ and $\Theta_1 = \text{cenv}(\Pi, K_1)$.

Then let $\Gamma_2 = \Gamma \setminus \Gamma_1$ and $\Theta_2 = \Theta \setminus \Theta_1$.

Let $\theta_1 \in \text{icenv}(\Pi, K_3)$ and $\theta_2 \in \text{icenv}(\Pi, K_4)$ for some crates $K_3, K_4$.

We consider two cases:
• **Case 1:** $\Pi \vdash K_3 \not\subseteq K_4$ and $\Pi \vdash K_4 \not\subseteq K_3$.

Suppose that there exists a substitution $\phi$ such that $\phi(\tau_1 : D \langle \overline{t_{1i}} \rangle) = \phi(\tau_2 : D \langle \overline{t_{2i}} \rangle)$.

By lemma C.1, $\text{tenv}(\Pi, K_3) \vdash D$ and $\text{tenv}(\Pi, K_4) \vdash D$.

Since we are assuming non-overlapping trait identifiers in $\Pi$, by lemma C.7 there is some crate $K_5$ such that $\text{tenv}(\Pi, K_5) \vdash D$ where $\Pi \vdash K_3 \subseteq K_5$ and $\Pi \vdash K_4 \subseteq K_5$.

Since $\Pi \vdash K_3 \not\subseteq K_4$ and $\Pi \vdash K_4 \not\subseteq K_3$, we can conclude that $K_5 \neq K_3$ and $K_5 \neq K_4$.

From the definition of consistent crates,

$\Pi \vdash_{or} K_3 \triangleright\tau_1 : D \langle \overline{t_{1i}} \rangle$ and $\Pi \vdash_{or} K_4 \triangleright\tau_2 : D \langle \overline{t_{2i}} \rangle$.

Let $\tau_1, \overline{t_{1i}} = [t_{11}, \ldots, t_{1n}]$ and $\tau_2, \overline{t_{2i}} = [t_{21}, \ldots, t_{2n}]$ where $n$ is the length of the sequence.

Then from the orphan rules we know that there are some $\tau_{1p}$ and $\tau_{2q}$ such that $\Pi \vdash_{LT} K_3 \triangleright\tau_{1p}$ and $\Pi \vdash_{LT} K_4 \triangleright\tau_{2q}$

with $FV(\tau_{11}, \ldots, \tau_{1r}, \tau_{21}, \ldots, \tau_{2s}) = \emptyset$

where $r = p - 1$ and $s = q - 1$.

Then one of the following is true:

- **Case $p = q$:** From lemma C.4, $\tau_{1p} = \overline{t_1} S_1(\overline{t})$ where $S_1(\overline{t}) \ldots \in \text{tenv}(\Pi, K_3)$.

  Similarly, $\tau_{2p} = \overline{t_2} S_2(\overline{t})$ where $S_2(\overline{t}) \ldots \in \text{tenv}(\Pi, K_4)$.

  Since the local environments of $K_3$ and $K_4$ are not allowed to overlap, $S_1 \neq S_2$ and so there is no substitution $\phi$ such that $\phi(\tau_{1p}) = \phi(\tau_{2p})$.

- **Case $p < q$:** From lemma C.4, $\tau_{1p} = \overline{t_1} S_1(\overline{t})$ where $S_1(\overline{t}) \ldots \in \text{tenv}(\Pi, K_3)$

  and from lemma C.2, $FV(\tau_{2p}) = \emptyset$ since $p < q$.

  So, since $\phi(\tau_{1p}) = \phi(\tau_{2p})$, then $\tau_{2p} = \overline{t_2} S_1(\overline{t})$.

  Using lemma C.1, we get $S_1(\overline{t}) \ldots \in \text{tenv}(\Pi, K_4)$ for some $\overline{t}$.

  However, due to non-overlapping identifiers in $\Pi$

  and the fact that $\Pi \vdash K_4 \not\subseteq K_3$, this is impossible by lemma C.5.

- **Case $p > q$:** Analogous to the previous case.

Since all above cases are impossible, we have derived a contradiction: no such $\phi$ as defined above can exist.

• **Case 2:** $\Pi \vdash K_3 \subseteq K_4$.

Let $\Theta_1 = \text{cenv}(\Pi, K_1)$ and $\Gamma_1 = \text{cenv}(\Pi, K_1)$. Note that $\Theta_1 \subseteq \Theta$ and $\Gamma_1 \subseteq \Gamma$. We know that $\theta_1$ and $\theta_2$ don’t overlap under environments $\Pi, \Gamma_1$ and $\Theta_1$ from consistency of $K_1$.

To derive a contradiction, we want to show that if $\theta_1$ and $\theta_2$ overlap under $\Pi, \Gamma, \Theta$ then they also overlap under $\Pi, \Gamma_1, \Theta_1$.

Specifically we’ll show that if there is a substitution $\phi$ such that

$\phi(\tau_1 : D \langle \overline{t_{1i}} \rangle) = \phi(\tau_2 : D \langle \overline{t_{2i}} \rangle)$ and

$\Pi \mid \Theta \vdash K_4 \triangleright \phi(\pi)$ for each $\pi \in (\overline{t_{1i}}, \overline{t_{2i}})$
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then there is a substitution $\phi'$ such that $\phi'(\tau_1 : D (\langle T_i \rangle)) = \phi'(\tau_2 : D (\langle T_i \rangle))$ and $\Pi \vdash \Theta_1 \triangleright K_4 \triangleright \phi' (\pi)$ for each $\pi \in \langle \pi_k, \pi_m \rangle$.

Wlog, suppose $\phi = [\tau_n \rightarrow T_n]$. Then let $\phi' = [\delta_{11} (\tau_n) \rightarrow T_n]$.

From consistency of $K_1$ it follows that $\Gamma_1 \vdash \text{wf} \theta_1$ and $\Gamma_2 \vdash \text{wf} \theta_2$.

From lemma C.1 we get $\Gamma_1, \overrightarrow{T_j} \vdash \text{wf} \tau_1 : D (\langle T_1 \rangle)$ and $\Gamma_1, \overrightarrow{T_j} \vdash \text{wf} \tau_2 : D (\langle T_2 \rangle)$ with $\Gamma_1 \vdash D (\langle T_i \rangle)$.

Then, we can use lemma C.3 to get $\delta_{11} (\tau_1 : D (\langle T_1 \rangle)) = \tau_1 : D (\langle T_1 \rangle)$ and $\delta_{11} (\tau_2 : D (\langle T_2 \rangle)) = \tau_2 : D (\langle T_2 \rangle)$.

It then follows that $\phi' (\tau_1 : D (\langle T_1 \rangle)) = \delta_{11} (\phi (\tau_1 : D (\langle T_1 \rangle)))$ and $\phi' (\tau_2 : D (\langle T_2 \rangle)) = \delta_{11} (\phi (\tau_2 : D (\langle T_2 \rangle)))$.

As $\delta_{11}$ is a deterministic function, we can conclude that $\phi' (\tau_1 : D (\langle T_1 \rangle)) = \phi' (\tau_2 : D (\langle T_2 \rangle))$.

Using the well-formedness inversion lemma we also get

$\Gamma_1, \overrightarrow{T_j}, \overrightarrow{T_i} \vdash \text{wf} \pi$ for all $\pi \in \langle \pi_k, \pi_m \rangle$.

It then follows that $\phi' (\pi) = \delta_{11} (\phi (\pi))$ for each such $\pi$.

Let $\pi = \tau_3 : D_3 (\langle \tau_m \rangle)$.

Then from the well-formedness inversion lemma we get $\Gamma_1 \vdash D_3 (\langle \tau_m \rangle)$.

We now use induction to show that if $\Pi \vdash D (\langle T \rangle)$, and $\Gamma_1 \vdash D (\langle T_i \rangle)$, and $\Pi \vdash \Theta \triangleright K_4 \triangleright \pi$ then $\Pi \vdash \Theta \triangleright K_4 \triangleright \delta_{11} (\pi)$.

We proceed by rule induction on $\Pi \vdash \Theta \triangleright K_4 \triangleright \pi$:

- **Case** (cons): Then $\pi = [\tau_i / T_i] \pi'$ and $\forall \overrightarrow{T_i} \pi_j \Rightarrow \pi' \in \Theta$ and $\Pi \vdash \Theta \triangleright K_4 \triangleright [\tau_i / T_i] \pi_j$.

  Let $\Theta_2 = \Theta \setminus \Theta_1$ and $\Gamma_2 = \Gamma \setminus \Gamma_1$. Then $\forall \overrightarrow{T_i} \pi_j \Rightarrow \pi'$ is either in $\Theta_1$ or $\Theta_2$. We consider both cases separately:

  * **Case** $\forall \overrightarrow{T_i} \pi_j \Rightarrow \pi' \in \Theta_1$:

    Then from consistency of $K_1$ we know that $\Theta_1$ is well-formed, and $\Pi \vdash \Theta_1 \triangleright K_4 \triangleright \delta_{11} ([\tau_i / T_i] \pi_j)$.

    Moreover, suppose wlog that $\pi_j = \tau_j : D_j (\langle \overrightarrow{T_i} \rangle)$. Then $\Gamma_1 \vdash D_j (\langle \overrightarrow{T_i} \rangle)$.

    By IH, we get $\Pi \vdash \Theta_1 \triangleright K_4 \triangleright \delta_{11} ([\tau_i / T_i] \pi_j)$.

    Using lemma C.3 we get $\delta_{11} ([\tau_i / T_i] \pi_j) = \delta_{11} ([\tau_i / T_i] \pi_j)$.

    Then using (cons) we have $\Pi \vdash \Theta_1 \triangleright K_4 \triangleright \delta_{11} (\pi)$ as required.

  * **Case** $\forall \overrightarrow{T_i} \pi_j \Rightarrow \pi' \in \Theta_2$: Wlog, let $\pi' = \tau : D (\langle \tau_n \rangle)$.

    From assumptions we have $\Gamma_1 \vdash D (\langle T_i \rangle)$.

    There is some crate $K$ such that $\Pi \vdash K_2 \subseteq K$ and $\Pi \not\vdash K_1 \subseteq K$ and $\forall \overrightarrow{T_i} \pi_j \Rightarrow \pi' \in \text{icenv} (\Pi, K)$.

    From consistency of $K_2$, we know $\pi'$ satisfies orphan rules in $K_2$.

    Specifically, $\Pi \vdash_{GR} K \triangleright \pi'$.
From lemma [C.2], we get either:

\textbf{Itemv} (\Pi, K) \vdash D or \Pi \vdash_{LT} K \triangleright \tau' for some \tau' \in \{\tau, \tau_n\}.

\textbf{Itemv} (\Pi, K) \vdash D is not possible because \textbf{Itemv} (\Pi, K) \subseteq \Gamma_2 and \Gamma_1 \vdash D and we assume there are no overlapping identifiers between \Gamma_1 and \Gamma_2.

If \Pi \vdash_{LT} K \triangleright \tau' for some \tau' \in \{\tau, \tau_n\} then by lemma [C.9], \Pi \vdash_{LT} K \triangleright ([\tau_1/T_1]\tau') and by lemma C.8, \delta_{\Gamma_1}([\tau_1/T_1]\tau') \in \text{BLANKETTYPE}.

Then we can use either rule (blanket1) or (blanket2), depending on the position of \tau' in \pi, to prove \Pi \mid \Theta_1 \vdash K_4 \triangleright \delta_{\Gamma_1}(\pi) as required.

- Case (blanket1):
  Simple induction on the structure of B shows that \delta_{\Gamma_1}(B) \in \text{BLANKETTYPE} for any B.

- Case (blanket2):
  Same argument as for (blanket1).

- Case (orphan):
  We want to show that if \Pi \vdash_{OR} K_4 \vdash \delta_{\Gamma_1}(\pi) then \Pi \vdash_{OR} K_4 \vdash \pi, which holds by lemma [C.12] so if \Pi \not\vdash_{OR} K_4 \vdash \pi then \Pi \not\vdash_{OR} K_4 \vdash \delta_{\Gamma_1}(\pi).

- Case 3: \Pi \vdash K_3 \sqsubseteq K_4. Analogous to case 2.

\textbf{Theorem 8.3} (Crate extensibility). Let \( K \) be a consistent crate under \( \Pi \) where \( \Pi = \Pi'' \cup \langle K : (K_a, \Gamma_K, \Theta_K) \rangle \). Then let \( \Pi' = [K'/K]\Pi'' \cup \langle K' : (\langle K_a, \Gamma_K, \Theta_K \cup \{\theta_1\} \rangle) \rangle \) where \( K' \) is consistent in \( \Pi' \) and \( \theta_1 = \forall T_k, \pi_j \Rightarrow \tau_1 : D (\tau_1,\pi_j, \tau_1) \) with \( \tau \not\in \text{BLANKETTYPE} \) for each \( \tau \in \{\tau_1, \tau_\Pi\} \).

Then, for each crate \( K_1 \) such that \( \Pi' \vdash K_1 \sqsubseteq K' \), if \( K_1 \) is consistent under \( \Pi \), then it is also consistent under \( \Pi' \).

\textbf{Proof}. We prove this by induction on the crate dependency relation, assuming in the induction hypothesis that \( K_2 \) is consistent for all \( K_2 \) such that \( \Pi' \vdash K_2 \sqsubseteq K_1 \) (i.e., \( \Pi' \vdash K_2 \sqsubseteq K_1 \) and \( K_1 \not\equiv K_2 \)). The only interesting thing we have to check for is overlap of constraint schemes in \( \text{cenv} (\Pi', K_1) \). We split the proof into two cases:

- Case 1: We want to show that \( \theta_1 \) does not overlap with any other \( \theta_2 \in \text{icenv} (\Pi', K_1) \). The property is already guaranteed if \( \Pi' \vdash K' \sqsubseteq K_1 \) from the consistency of \( K' \) under \( \Pi' \).

  We then consider the case where \( \Pi' \not\vdash K' \sqsubseteq K_1 \).

  Let \( \theta_2 = \forall T_i, \pi_m \Rightarrow \tau_2 : D (\tau_2,\pi_m) \) and let \( \phi \) be a type substitution such that \( \phi(\tau_1 : D (\tau_1,\pi_j)) = \phi(\tau_2 : D (\tau_2,\pi_m)) \).

  From consistency of \( K_1 \) under \( \Pi \), \( \tau_2 : D (\tau_2,\pi_m) \) satisfies the orphan rule under \( \Pi \).

  By lemma C.14, the constraint also satisfies the orphan rule under \( \Pi' \).
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So either $\text{ltenv}(\Pi', K_1) \vdash D$ or there is some type $\tau \in \{\tau_2, \tau_2^n\}$ s.t. $\Pi' \vdash_{LT} K_1 \triangleright \tau$.

From lemma C.1 and consistency of $K'$ we know that $\text{ltenv}(\Pi', K') \vdash D$ and $\text{ltenv}(\Pi', K') \vdash_{WF} \tau'$ for each $\tau' \in \{\tau_2, \tau_2^n\}$.

However, from lemma C.6 $\text{ltenv}(\Pi', K') \vdash D$ is not possible.

Now suppose wlog that $\Pi' \vdash_{LT} K_1 \triangleright \tau_2$.

Then $\tau_2 = \overline{\&S} (\underbar{\tau})$ where $S (\underbar{T}) \ldots \in \text{ltenv}(\Pi', K_2)$. Since we assumed that $\phi(\tau_1) = \phi(\tau_2)$, either $\tau_1 = \overline{\&S} (\underbar{\tau'})$ for some $\tau'$ or $\tau_1 = \overline{\&T}$ for some type variable $T$.

Since $\Pi' \vdash_{LT} K_1 \triangleright \overline{\&S} (\underbar{\tau'})$, we can use lemma C.5 to show that $\text{ltenv}(\Pi', K') \not\vdash_{WF} \overline{\&S} (\underbar{\tau'})$.

On the other hand $\tau_1$ cannot be equal to $\overline{\&T}$ as $\overline{\&T} \in \text{BLANKETTYPE}$ and that contradicts our initial assumption.

The same argument holds for any $\tau' \in \{\tau_2, \tau_2^n\}$.

Therefore, there is no possible substitution $\phi$ such that $\phi(\tau_1 : D (\tau_1\|n)) = \phi(\tau_2 : D (\tau_2\|n))$ and so, $\theta_1$ and $\theta_2$ don't overlap.

- **Case 2**: We want to show that any $\theta_2, \theta_3 \in \text{cenv}(\Pi, K_1)$ such that $\theta_2 \neq \theta_1$ and $\theta_3 \neq \theta_1$ don't overlap under $\Pi'$ and $K_1$.

Suppose some $K_2, K_3$ such that $\theta_2 \in \text{lcenv}(\Pi', K_2)$ and $\theta_3 \in \text{lcenv}(\Pi', K_3)$.

Using theorem 8.2 we can conclude that if $K_2 \neq K_1$ and $K_3 \neq K_1$ then $\theta_2$ and $\theta_3$ don't overlap.

We must then consider the case where $\theta_2 \in \text{lcenv}(\Pi', K_1)$ and $\theta_3 \in \text{lcenv}(\Pi', K_3)$ for some $K_3 \neq K_1$ (the proof for the opposite case is the same).

Let $\theta_2 = \forall T_{\underbar{\tau}}. \pi_m \Rightarrow \tau_2 : D' (\tau_2\|p)$ and $\theta_3 = \forall T_{\underbar{\tau}}. \pi_r \Rightarrow \tau_3 : D' (\tau_3\|p)$.

Suppose there is a type substitution $\phi$ such that $\phi(\tau_2 : D' (\tau_2\|p)) = \phi(\tau_3 : D' (\tau_3\|p))$.

Let $\Theta' = \text{lcenv}(\Pi', K_1) = \Theta \cup \{\theta_1\}$.

We want to show that for every $\pi \in (\pi_m, \pi_r)$, if $\Pi' \mid \Theta' \vdash K_1 \triangleright \phi(\pi)$ then $\Pi \mid \Theta \vdash K_1 \triangleright \phi(\pi)$ from which we can derive a contradiction that no such $\phi$ exists and that $\theta_2$ and $\theta_3$ can't overlap in $\Pi', \Theta'$.

We proceed by induction on derivations $\Pi' \mid \Theta' \vdash \pi'$ to show that $\Pi \mid \Theta \vdash K_1 \triangleright \pi'$.

The only interesting case is (cons) where $\pi' = [\tau_i/T_i] \pi$

and $\forall T_{\underbar{\tau_i}}. \overline{\pi_j} \Rightarrow \pi \in \Theta'$ and $\Pi' \mid \Theta' \vdash K_1 \triangleright [\tau_i/T_i] \pi_j$.

If $\forall T_{\underbar{\tau_i}}. \overline{\pi_j} \Rightarrow \pi \in \Theta$ then we can use IH to conclude $\Pi \mid \Theta \vdash K_1 \triangleright [\tau_i/T_i] \pi_j$ and $\Pi \mid \Theta \vdash K_1 \triangleright \pi'$.

On the other hand, consider $\forall T_{\underbar{\tau_i}}. \overline{\pi_j} \Rightarrow \pi = \theta_1$. Then $\pi = \tau_1 : D (\tau_1\|n)$.

We will now show that $\Pi \not\vdash_{OB} K_1 \triangleright \pi$.

For contradiction suppose that $\Pi \vdash_{OB} K_1 \triangleright \pi$.

Then, by lemma C.2, either $\text{ltenv}(\Pi, K_1) \vdash D$
or there is some $\tau \in \{\tau_1, \overline{\tau_1n}\}$ such that $\Pi \vdash_{LT} K_1 \triangleright \tau$.

Since we assume that $\Pi \vdash K' \sqsubseteq K_1$, using lemma C.6 we get $\text{Itenv}(\Pi, K_1) \not\models D$.

Also, by lemma C.13 there is no $\tau \in \{\tau_1, \overline{\tau_1n}\}$ such that $\Pi \vdash_{LT} K_1 \triangleright \tau$.

Then we can use (orphan) to prove $\Pi \mid \Theta \models K_1 \triangleright \pi$ as required.

\[\square\]