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Abstract

Touchscreens have become a mainstream input device for older adults. We com-

pared performance of touchscreen and mouse input for older adults on both ab-

stract and real-world pointing and dragging tasks: classic Fitts’s law tasks and

tasks drawn from C-TOC, a computerized cognitive test being designed for older

adults. The abstract and real-world tasks were designed to require equivalent motor

skills. Sixteen older adult participants completed both types of tasks using a touch-

screen and a mouse. The touchscreen was faster for both task types but somewhat

more error-prone. However, the speed advantage of touchscreens for abstract tasks

did not translate evenly to the corresponding real-world tasks. A Keystroke-Level

Model (KLM) was used to explain the different speed gains in real-world tasks by

incorporating both physical and cognitive components.

As a self-administered test, C-TOC, would benefit from richer performance

measures, beyond speed and accuracy, to compensate for the lack of a clinician

observer who is typically present in comparable paper-based cognitive tests. We

looked into the movement patterns of a real-world dragging task – the C-TOC Pat-

tern Construction task – and found that older adults naturally adopted different

movement patterns between devices: they tended to make shorter moves and a

greater number of moves on a touchscreen than with a mouse. This indicates that

careful device-based calibration will be needed for new performance metrics in

computerized tests.
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Chapter 1

Introduction

Older adults are increasingly using computers [28], a trend that has been influenced

by the commercial introduction of touchscreen devices, such as the iPad. Touch-

screens have become very popular in recent years [25], in part for their ease of use

and intuitiveness. They are known to require less previous experience and have

been particularly welcomed by older adults [2]. Two questions arise: (1) how do

touch-based devices compare with more classic devices, such as a desktop com-

puter with a mouse, and (2) what are the relative strengths and weaknesses of these

devices for the older adult population?

1.1 Extending from Abstract to Real-World Tasks
There have been many studies of mouse and touchscreen usage, but relatively few

that focus on older adults. Prior studies on older adults suggest that touchscreen

input is faster than mouse for pointing tasks [17], but accuracy can be noticeably

worse, especially for smaller targets which require higher precision [13]. For drag-

ging tasks, however, the literature is quite mixed: some studies found performance

on touchscreens is comparable to mouse [8], but others found the mouse to be

faster [30]. Further, the effect of precision level for dragging tasks has not been

well studied with older adults.

Prior research comparing touchscreen and mouse, with both younger and older

adults, has almost exclusively used abstract “laboratory” tasks. Fitts’s law is the
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de facto standard for comparing pointing and dragging, but we wanted to know

how performance on abstract Fitts’s tasks translates to real-world tasks. Specif-

ically, does the speed gain for touchscreens over mouse remain in realistic tasks

that involve short movements similar to those in the abstract tasks?

The motivating context for this work is Cognitive Test on a Computer (C-TOC).

C-TOC is a novel computerized test that screens for the early detection of cogni-

tive impairment in older adults. It is currently under development. It runs in a

web browser and comprises thirteen short subtests. The ultimate goal is for older

adults (55+) to self-administer C-TOC using their own computing devices at home.

Investigating differences in performance for older adults between a touchscreen

and mouse is an important step for the C-TOC project. Making C-TOC usable with

either touchscreen or mouse (it was previously mouse only) should make C-TOC

more widely accessible, and it could ease test-takers’ discomfort [18]. However,

it is critical to identify any performance differences between the two devices so

the differences can taken into account when interpreting C-TOC results – knowing

accurate baseline performance is a requirement for cognition assessment.

The primary research goal had two components: (1) determine if there are dif-

ferences in performance, i.e., speed or accuracy, on touchscreen vs. mouse for

abstract tasks that are comparable in movement difficulty to the C-TOC tasks, and

(2) understand if any performance differences that are found translate to the C-TOC

real-world tasks. To achieve this we chose four C-TOC substests that have both

pointing and dragging interaction for both low and high precision. We then mapped

these to abstract Fitts’s tasks, controlling for index of difficulty throughout. Six-

teen older adult participants completed all four of the real-world C-TOC subtests

as well as the abstract tasks that were deemed to be the equivalent from a motor

perspective, using both touchscreen and mouse-based devices.

1.2 New Performance Metrics for C-TOC

Because C-TOC is computer based, logging test-takers’ detailed interaction through-

out C-TOC is easy. This type of data capture may partially compensate for the

biggest disadvantage of computerized testing – the lack of observation from the

human examiner who is present during standard paper-based cognitive testing. We
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had been curious to know what other interaction metrics, beyond speed and ac-

curacy, might be available to evaluate participants’ cognitive performance while

taking C-TOC and whether these would be device sensitive.

Thus, the secondary research goal was to explore measures other than speed

and accuracy that might be valuable for evaluating participants’ cognitive perfor-

mance while taking C-TOC, and to determine whether those measures are device

sensitive. In a similar vein, we wanted to clarify any subjective differences in test-

taker experience between touchscreen and mouse interfaces.

1.3 Thesis Contributions
The research contributions are as follows.

1. We replicated previous Fitts’s law research for both pointing and dragging

tasks, reinforcing its applicability to older adults: touchscreen is faster than

mouse, but less accurate in high-precision tasks.

2. We are the first, to our knowledge, to systematically extend the comparison

between touchscreen and mouse beyond abstract tasks to a real-world con-

text: speed and accuracy differences between devices don’t translate evenly

from abstract to real-world tasks due to the cognitive component involved in

C-TOC. We analyzed the speed gain difference between abstract and C-TOC

tasks using the Keystroke-Level Model (KLM), which supported the data

gathered.

3. We uncovered considerably different movement patterns between devices

in a real-world dragging task: touchscreen yields nearly 50% more moves

compared to the mouse, but this did not translate into differences in total

task completion time between the two devices. We further investigated the

difference in movement patterns by coding participants’ individual dragging

moves into a set of categories, and found that participants, instead of making

just single movements, often separate a move into multiple shorter moves on

a touchscreen.

4. We show a relationship between age, manual dexterity and performance,
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which may explain older adults’ strong preference for the touchscreen in

pointing tasks and lack of such preference in dragging tasks.

1.4 Overview of the Thesis
Previous work relevant to the research is summarized in Chapter 2. Chapter 3

discusses design considerations in selecting abstract and real-world C-TOC tasks

for an experiment we conducted to investigate the research questions. Chapter 4

describes the experimental methodology, followed by a presentation of the results

of the experiment in Chapter 5. Chapter 6 interprets the results and offers a KLM-

style analysis of the findings for speed of task completion. Chapter 7 summarizes

the findings in the thesis and discusses directions for future work.
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Chapter 2

Related Work

2.1 Older Adults and Device Comparisons
There has been research done about how to better support older adults’ computer

usage that evaluated novel or less common input devices, including light pen [4],

eye-gaze [16, 22], EZ ball [30], and rotary encoder [20]. Given the C-TOC context,

we take a pragmatic approach and compare two mainstream input devices: mouse

and touchscreen.

It is well known that the relative advantage of an input device depends on task

and context [3, 4, 20]. Different tasks or even different contexts may require dif-

ferent types of interaction. Findlater et al. [8] found that older adults were 35%

faster using touchscreen compared to mouse, but speed gain was much bigger in

some interaction types (pointing and crossing) than others (dragging and steering).

We focus on pointing and dragging, the only two interaction techniques used in

C-TOC.

Performing pointing tasks on a touchscreen is known to be significantly faster

than using a mouse but much more error-prone, not only for the general popula-

tion [5, 9, 21] but also for older adults: Ng et al. [17] found that pointing on a

touchscreen was 100% faster than with a mouse for older adults. However, other

research has shown that accuracy suffers as a result. Touchscreens are especially

inaccurate for small target sizes. Kobayashi et al. [13] found a target width of 30px

was too small for older adults to point to with a finger. The error rate for a target of
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this size was 13.6% for iPad and 39% for iPod. Performance did not improve even

after a week of practice. However, the same high error rate was not found for target

sizes just a bit larger, indicating that performance may not degrade smoothly.

For dragging tasks, studies have had inconsistent results comparing touch-

screen and mouse. Findlater et al. [8] found comparable dragging times for older

adults, but Wood et al. [30] found touchscreen was 40% slower, also for older

adults. However, Wood et al.’s 32px icon size is too small according to Kobayashi

et al.’s standard [13].

All studies comparing computer input devices, with older adults as the partic-

ipants, have exclusively used abstract tasks that have little or no cognitive compo-

nent, with one exception. Rogers et al. [20] used an Entertainment System Simu-

lator to evaluate performance of a touchscreen and a little-known device, a rotary

encoder. Neither device was a clear winner.

2.2 Effect of Age and Dexterity on Input Device
Performance

Aging typically affects performance with input devices negatively, due to the vari-

ous functional declines associated with aging, although the degree at which aging

affects performance differs across devices. For pointing tasks, aging has a lesser

effect on the task performance using a touchscreen than using a mouse [11, 17]. To

our knowledge, no previous research has studied the effect of aging for dragging

tasks.

One of the functional abilities closely related to aging is manual dexterity. Pre-

vious studies have tried to isolate the effect of manual dexterity on input device

performance. Jin et al. [12] reported that lower manual dexterity led older adults to

spend significantly longer time performing pointing on a touchscreen. The effect

of manual dexterity, however, has not been studied in the context of dragging tasks,

nor compared between different input devices.

2.3 Computerized Cognitive Tests
Standard practice for cognitive assessments is paper-based testing in clinical set-

tings [14]. Attempts have been made to develop computer-based cognitive tests for
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older adults [7, 19, 27]. All these cognitive tests are administered only on a specific

platform with only one type of input device. There is no research comparing test

performance across devices.

None of the computerized cognitive tests are self-administered or taken at

home [29, 31]. Most computer-based tests are adaptations of the paper-and-pencil

versions of neuropsychological tests [23], where observations from human exam-

iners complement the test scores [14, 26]. Because C-TOC is being designed to

be self-administered, it will not have the benefit of a human examiner. Finding

ways to make up for the missing observational data and complement the scores is

a challenge.
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Chapter 3

Task Design

We investigated two types of tasks: abstract tasks and real-world C-TOC tasks,

each spanning two interaction types (pointing and dragging) and requiring both

high and low precision. C-TOC tasks were drawn from actual C-TOC subtests.

Abstract tasks were traditional Fitts’s law tasks that were chosen to approximately

match the precision required by the corresponding C-TOC tasks. We used the idea

of task precision from Fitts’s law, namely index of difficulty (ID), to estimate task

precision of the selected C-TOC tasks. ID is calculated from target width (W ) and

movement amplitude (A). We used the Shannon formulation, ID = log2(A/W +1),

recommended by MacKenzie [15]. We start by explaining C-TOC tasks and then

how we estimated the ID for each C-TOC task to determine the task precision levels

for the abstract tasks.

3.1 Real-World C-TOC Tasks
We selected four C-TOC subtests for the experiment: Picture-Word Pairs, Arith-

metic, Sentence Comprehension, and Pattern Construction. Figure 3.1 shows how

each subtest corresponds to a precision level (low or high) and task type (pointing

or dragging). C-TOC scoring for subtests depends on either accuracy alone, or a

combination of accuracy and speed. In the performance analysis, we report accu-

racy and speed individually, instead of reporting a C-TOC score. The subtests and

estimated task precisions are described in the following subsections.
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Figure 3.1: The four C-TOC subtests used in the experiment. Each subtest
corresponds to a task type (pointing or dragging) and a precision level
(low or high).

3.1.1 Low-Precision Pointing: Picture-Word Pairs

Picture-Word Pairs (Figure 3.1a) is a memory encoding task. The participant is

presented with four images and an instruction such as “Please click on the veg-

etable.” The participant must click/tap on one of the four images, which ends the

trial. Each trial starts with the participant clicking an “OK” button in a pop-up

window in the middle of the screen. This ensures that the mouse cursor or the fin-

ger always starts from the same position. Task precision is ID ≈ 1.0, which was

calculated by the width of the images (250px) and amplitude, which is the distance

between the start and the end point in the task (250px).
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3.1.2 High-Precision Pointing: Arithmetic

Arithmetic (Figure 3.1b) tests numeracy with simple arithmetic problems and four

basic operators (+−×÷ ). To answer, a grid of clickable buttons corresponding

to numbers from 1 to 50 is provided. Each trial starts with the participant clicking

an “OK” button in a pop-up window in the middle of the screen (the same as

for the Picture-Word Pairs subtest), and ends when the participant clicks one of

the buttons. Task precision is ID≈ 2.5, based on the width of the number buttons

(70px) and the distance between the start and end point for the task (250px-400px).

3.1.3 Low-Precision Dragging: Sentence Comprehension

Sentence Comprehension (Figure 3.1c) tests short-term memory. It has two stages:

(1) memorize the instruction given on the screen, such as “Move the yellow triangle

below the red triangle” and then click the “Next” button, which will transit to the

second stage and move on to a new screen; (2) then, among the movable shapes,

drag the shapes as per the instruction and then click the button “Click when Done.”

Two types of time periods were measured: (1) task completion time, which is the

period between clicking “Next” and clicking the “Click when Done” button, and

(2) times for each dragging movement. Task precision is calculated based on width

of the intended target zone (Figure 3.2a) and movement amplitude. The width

of the movable shapes is 80-100px, the width of intended target zones is 200-

400px, and movement amplitude is 200-400px, varying across trials. The width of

intended target zones and the amplitudes were verified in pilot tests. Task precision

is ID≈ 1.0. Older adults have large variance in performance [2], so the perceived

width of intended target zone can vary, resulting in discrepancies estimating task

precision.

3.1.4 High-Precision Dragging: Pattern Construction

Pattern Construction (Figure 3.1d) is a visuospatial test. The participant is asked to

drag a set of movable shapes to match a reference target pattern that remains visible

throughout the test. Shapes can be translated but not rotated. Two types of time

periods were measured: (1) task completion time that starts when the screen ap-

pears showing the target pattern and movable shapes, and ends when the participant

10



Figure 3.2: For real-world tasks, we defined an intended target zone. The
intended target zone size is larger in the low-precision dragging task (a)
Sentence Comprehension compared to the high-precision dragging task
(b) Pattern Construction. The abstract dragging task (c) is adjusted to be
comparable to the real-world tasks, in which participants were asked to
drag the blue object circle (Woc) fully in into the red target circle (Wtc).

clicks the “Click when Done” button, and (2) times for each dragging movement.

Due to flexibility in constructing patterns with multiple objects, the precision re-

quired for a specific dragging movement could be low or high, but the maximum

precision is estimated as ID ≈ 2.5. The width of movable shapes is 80-160px.

For high-precision movements, the intended target zone is 0-30px wider than the

movable shape. Movement amplitude is up to 150-200px.

3.2 Abstract Tasks
Abstract tasks were multi-directional pointing and dragging tasks, implemented

based on ISO:9241-400 [10] (see Figure 3.3). For pointing, the participant is asked

to click or tap on a target object.

For a dragging task, we modified the standard Fitts’s law dragging task. The

participant is asked to drag an object circle fully into, as opposed to partially over-

lapping with, a target circle to successfully complete the task (Figure 3.2c). The

circumference of the target circle highlights in green once the object circle is fully

within the target circle. The modification was to better mimic C-TOC dragging

tasks in which participants drag an object shape into an intended target zone. For

dragging, the target width (W ) is defined as the difference between the object circle

width (Woc) and target circle width (Wtc).
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Figure 3.3: Paradigm for multi-directional pointing and dragging tasks. Fig-
ure copied from Soukoreff and MacKenzie [24].

For both the pointing and dragging abstract tasks, amplitude (A) is 250px so

the largest target circle (approximately 250px) fits within the iPad screen (768px

on the short edge). We determined W values from the amplitude 250px and the

set of IDs that reflect task precisions in C-TOC subtests. We had two object widths

(50px and 80px) in the dragging tasks so we could test for an effect of object width.

We chose three task precisions: IDs of 1.0, 2.5, and 3.0. The first two approx-

imated the precisions in the low- and high-precision C-TOC tasks. ID = 3.0 was

included to cover a wider range for trend analysis. An ID higher than 3.0 was ex-

cluded because target width would be too small for touchscreens [13]. Although
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all IDs are considered low precision compared to typical ID values of 2 to 8 for

abstract tasks [10], interfaces designed for older adults typically require lower task

precision (i.e., larger targets) compared to interfaces for the general population.

For each precision, we added two variants, 0.9 and 1.1 for ID = 1.0, etc., for a total

of 9 IDs (A-W pairs), to allow flexibility in estimating task precision and to ensure

sufficient power for regression modeling.
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Chapter 4

Methods

This chapter discusses the detailed methodology used in the experiment. Tasks

have already been described in Chapter 3 Task Design.

4.1 Design
The experiment included four factors: task, input device, interaction type, and task

precision. Each participant completed four abstract task conditions: 2 (touchscreen

vs. mouse) × 2 (pointing vs. dragging), as well as eight C-TOC subtest conditions:

2 (touchscreen vs. mouse) × 2 (pointing vs. dragging) × 2 (precision levels).

Each abstract task condition contained nine precision levels (0.90, 1.00, 1.10, 2.40,

2.50, 2.60, 2.90, 3.00, 3.10) that were fully randomized across six repetitions in

pointing and three repetitions in dragging with two object sizes1. Optional break

times were evenly distributed within each condition. The orders of task, input

device, and interaction type were fully counterbalanced. For C-TOC tasks, the

order of task precision was fully counterbalanced and we fully randomized two

isomorphic sets of trials to ensure that participants did not see the same trials in

both the touchscreen and the mouse conditions.

Although the experimental design included four factors, our primary interest

was to understand the effect of device on the factors of task (abstract vs. real-

1Dragging tasks have two object sizes with each target width (W ) whereas pointing tasks have
only one object size in each W . To achieve the same total number of trials per task, dragging tasks
have half the number of repetitions compared to pointing tasks.
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world), interaction type (pointing vs. dragging), and precision level. We were not

interested in directly comparing interaction types to each other (it is well known

that pointing is faster than dragging) nor in directly comparing the C-TOC tasks to

each other (they are very different).

4.2 Procedure
After signing a consent form (Appendix A.2), a participant completed a demo-

graphic questionnaire about age, gender, motor and visual impairments, and fre-

quency of computer usage (Appendix A.3.1). The frequencies of touchscreen and

mouse usage were collected using 5-point Likert scales as part of the questionnaire,

followed by administration of the Purdue Pegboard Test and the Snellen Vision Test

to measure manual dexterity and eyesight.

Participants alternated between abstract and C-TOC tasks and the order was

counterbalanced. The order of precision level for abstract tasks was randomized;

the precision level for C-TOC subtests was determined by the task and was coun-

terbalanced. Participants used one device for all tasks before switching to the other

device. Within each device, they first performed all tasks of a single interaction

type (pointing or dragging) before tasks of the other interaction type. They had

practice trials throughout and were offered breaks between each task.

After completing all trials, the Purdue Pegboard test was administered a second

time to check for fatigue. A session concluded with an interview asking for the

preferred device for each task and why it was preferred (Appendix A.3.2). Total

duration of a study session was approximately 1.5 hours.

4.3 Participants
Sixteen people (10 female) ages 57−88 years (M = 71.81,SD = 9.60) participated

in the study, all right-handed, none with any diagnosed cognitive impairment. We

used the participants’ score on the first Purdue Pegboard Test as an indication of

their manual dexterity (see Table 4.1 for a summary of detailed scores).

Fourteen participants reported no conditions that would affect motor ability.

Two reported having arthritis, but their Pegboard results were better than the pre-

dicted scores for senior adults of their age [6], so we included their data.
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Table 4.1: Summary of Purdue Pegboard score for all participants

Min Max Mean Std. Dev.

Right hand 8 17 12.25 2.46
Left hand 8 17 11.38 2.47
Both hands 5 15 9.63 2.55
Assembly 16 40 25.44 7.31

No participant had a significant drop in Pegboard Test score after completing

the experiment, indicating fatigue was not an issue. Results from the eyesight test

showed no visual deficiency for any participant that might affect performance. All

participants but one owned a desktop or a laptop with a mouse. Half (eight out of

sixteen) of the participants had access to a touchscreen device.

4.4 Apparatus
The experiment was implemented in JavaScript, HTML, and PHP and built with

the Raphaël vector graphics library. It ran on an iPad 4th-generation (touchscreen

condition) and a 13-inch MacBook Pro with a Logitech Wireless Mouse M310

(mouse condition). Both devices had retina displays with resolution 1024× 768

pixels (iPad) and 1280× 800 pixels (MacBook Pro). The experiment was run in

the Safari browser on both devices (version 8.0 on iPad under iOS 8.3, 8.0.4 on

MacBook under OS X Yosemite). The iPad was set in landscape orientation and

tilted at a fixed 20-degree angle.

During the experiment, we recorded the screen of the devices, participants’

hands interacting with the touchscreen, and audio of the interview sessions.

4.5 Hypotheses
We use speed and error as measures for evaluating performance. For abstract tasks,

hypotheses are derived from previous findings for abstract tasks. For real-world

C-TOC tasks, we hypothesized that time differences between input devices would

be washed out by the cognitive component involved in the test (H2-a). We also

thought participants would try for best performance in accuracy in a cognitive test,
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thus there would be no difference in accuracy between devices (H2-b).

H1. Replication of previous work on abstract tasks:

(a) Pointing is faster on touchscreen.

(b) For a dragging task, there is no difference in speed between devices.

(c) Error rate is higher in tasks with higher IDs in both pointing and drag-

ging tasks.

H2. In real-world tasks, between touchscreen and mouse:

(a) There is no difference in speed.

(b) There is no difference in accuracy.

H3. Participants’ subjective experience:

(a) Preference for touchscreen will be stronger in pointing tasks than in

dragging tasks.

(b) Participants will prefer touchscreen over mouse for both abstract and

C-TOC tasks.

Beyond performance and preference, we were interested to explore if there were

other qualitative differences in experience between touchscreen and mouse for

older adults.
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Chapter 5

Results

We begin by comparing results for the abstract tasks and C-TOC tasks, followed by

analyzing behavioral difference observed in the C-TOC Pattern Construction task,

and then the subjective preferences for each device. Lastly, we present a post-hoc

analysis investigating the influence of dexterity and age on speed for both devices.

Throughout the analyses, we determined generalized eta-square (η2
G) for effect

size using Bakeman’s [1] suggestion, with the interpretation of .02 as small, .13 as

medium and .26 as large effect size. Post-hoc comparisons are adjusted using the

Bonferroni correction. Given the disparity in error rates and the low A : W ratio,

following MacKenzie [15], we determined effective target width (We) and effective

movement amplitude (Ae) for each A-W pair.

5.1 Performance of Abstract Pointing and Dragging
We describe the outlier removal process, and then the results for accuracy, speed,

and the regression analysis.

5.1.1 Outlier Removal

Two criteria were used for detecting spatial outliers. We eliminated trials in which

movement was less than half the trial amplitude and we eliminated trials with

movement greater than three standard deviations from the mean, where means and

standard deviations were for each subject, device, task, and target width. Outliers
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accounted for 1.9% of all trials. Speed and error analyses in the following sections

exclude all outliers.

5.1.2 Pointing Task

We used a 2×9 repeated measure Analysis of Variance (RM-ANOVA): input device

by task precision (9 IDs).

Speed

The decrease in speed as task precision increased was significantly larger for the

mouse than for touchscreen: a device× task precision interaction dominated (F8,120 =

31.16, p< .001,η2
G = .33). Overall, touch was faster: main effect of device (F1,15 =

75.90, p < .001,η2
G = .73). As task precision increased, speed decreased (Fig-

ure 5.1, left): main effect of task precision (F8,120 = 72.25, p < .001,η2
G = .53).

Post-hoc tests revealed touchscreen had no significant increase on pointing time

across all ID levels, and it was always faster than mouse at the same ID level

(p < .001). Pointing using a mouse for ID higher than 2.4 was slower than point-

ing using touchscreens regardless of ID (p < .001).

Accuracy

Overall error rate was 5.59% for the pointing task, but it was dependent on in-

put device and task precision: a device × task precision interaction dominated

(F8,120 = 7.56, p < .001,η2
G = .18). There was a relatively constant error rate

across precision levels for the mouse, but an abrupt increase in error rate as task

precision increased for touchscreen. Touchscreen was particularly inaccurate for

high-precision tasks in which target width was around 4mm (33-40px). Overall,

touch had more errors: main effect of device (F1,15 = 20.28, p < .001,η2
G = .20).

As precision increased, so did the rate of errors (Figure 5.2, left): main effect of

task precision (F8,120 = 12.50, p < .001,η2
G = .23). Post-hoc tests showed the error

rate for touchscreen pointing in high-precision (ID≥ 2.9) was always significantly

higher than the error rate in (1) any other precision level of touchscreen pointing

and (2) all mouse pointing regardless of task precision (p < .001).
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Figure 5.1: Speed for abstract tasks by device and task precision. Error bars
show the 95% confidence interval.

Figure 5.2: Error rate for abstract tasks by device and task precision. Error
bars show the 95% confidence interval.
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Table 5.1: Regression analysis for each device-task combinations. Through-
put is calculated by 1/b, where b is the slope of the model.

Regression Coefficients
Intercept Slope Throughput

Device R2 (ms) (ms/bit) (bits/s)

Pointing
Mouse 0.97 488 198 5.1
Touchscreen 0.92 412 93 10.8

Dragging
Mouse 0.97 472 234 4.3
Touchscreen 0.86 414 159 6.3

Regression Analysis

A regression was performed of time on the effective index of difficulty (IDe) that

had been re-computed from We and Ae. As expected, touchscreen was much more

efficient (107%) than the mouse in pointing tasks in ID ranges from 1-3, with

throughput of touchscreen (10.8 bits/s) double the throughput of mouse (5.1 bit/s).

The R2 values are reported in Table 5.1.

5.1.3 Dragging Task

We used a 2× 2× 9 RM-ANOVA for factors input device, object width, and task

precision.

Speed

Similar to pointing, the decrease in speed as task precision increased was greater

for mouse than for touchscreen: a device × task precision interaction dominated

(F8,120 = 5.60, p < .001,η2
G = .07). Overall, touch was fastest: main effect of

device (F1,15 = 18.84, p < .001,η2
G = .27). As task precision increased, speed de-

creased: main effect of task precision (F8,120 = 61.18, p < .001,η2
G = .45). (See

Figure 5.1, right.) Larger objects yielded faster speed (975ms) compared to smaller

objects (1016ms): main effect of object width (F1,15 = 5.35, p = .035,η2
G = .01).

There was no significant interaction between object width and the other two fac-
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tors. Post-hoc tests revealed touchscreen had no significant increase of time once

ID≥ 2.4. Touchscreen and mouse had comparable speed for ID≤ 1.1, but signifi-

cantly faster speed using touchscreen after ID≥ 2.4 (p < .001). Dragging using a

mouse for IDs higher than 2.5 is slower than dragging using touchscreen regardless

of the ID (p < .001).

Accuracy

Overall error rate was 4.24% for dragging tasks. Error rate increased as task pre-

cision increased, independent of input device: a main effect of task precision

(F8,120 = 4.89, p < .001,η2
G = .08). (See Figure 5.2, right.) There was also an

interaction between object width and device (F1,15 = 6.37, p = .02,η2
G < .01) and

an interaction between task precision and device (F8,120 = 2.41, p = .02,η2
G = .02).

However, both interactions had very small effect sizes, thus need careful interpre-

tation. Unlike the pointing task, we did not find a dramatic increase in error rate

for high-precision tasks on the touchscreen, possibly because during each dragging

move, participants could continuously see and adjust the circle they grabbed with

their finger until it reached the desired position, whereas each pointing move was

a task with a single and instant attempt.

Regression Analysis

Performance was 46% more efficient for touchscreen than with mouse in dragging

tasks with ID ranges from 1-3. Throughputs for mouse and for touchscreen were

4.3 bits/s and 6.3 bits/s, respectively. Similar to pointing tasks, we computed IDe

according to the adjusted We and Ae. There were high correlations between time

and IDe for mouse (R2 = 0.97). R2 for touchscreen was slightly lower at 0.86 (see

Table 5.1).

5.1.4 Summary

Pointing was significantly faster on a touchscreen compared to a mouse (H1-a
supported). Dragging had less difference between devices than did pointing, but

contrary to previous studies, dragging on touchscreen was significantly faster than

mouse (H1-b not supported). Error rate was higher with increasing precision for
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both tasks, with the “fat finger” problem apparently affecting pointing when using

touchscreen for high precision tasks (H1-c supported).

5.2 Performance of C-TOC Tasks
Speed and accuracy results for C-TOC tasks were examined using a one-way RM-ANOVA

with input device as the within-subject factor. Each C-TOC task was analysed in-

dependently.

5.2.1 Speed

For low-precision pointing (Picture-Word Pairs), participants performed 32% faster

on touchscreen than with mouse (1696ms vs. 2246ms, F1,15 = 9.9, p = .006,η2
G =

.40). For high-precision pointing (Arithmetic), there was a trend with large effect

size that using touchscreen was about 12% faster than using a mouse (5602ms vs.

6273ms, F1,15 = 3.8, p = .069,η2
G = .20).

For both time measures in the dragging tasks, mean time was always lower on

touchscreen compared to mouse, but not all comparisons were significant. For low-

precision dragging (Sentence Comprehension), task completion time was signifi-

cantly faster on touchscreen compared to mouse (9.7s vs. 10.9s, F1,15 = 4.76, p =

.04,η2
G = .24). But there was no significant effect of device in duration of in-

dividual dragging moves (1.2s vs. 1.4s, F1,15 = 1.98, p = .18,η2
G = .12). For

high-precision dragging (Pattern Construction), it was the opposite. Duration of

individual dragging moves was significantly faster on touchscreen (1.2s vs. 2.2s,

F1,15 = 18.80, p = .001,η2
G = .63), with a 83% increase of time on mouse. As

will be explained in Section 5.3, we found that participants made moves of shorter

distance on touchscreen and longer distance with the mouse. When we take into

account distance moved, the actual speed difference between devices is reduced to

53%. Despite this difference in speed, there was no significant difference in total

task completion time (both 62s, F1,15 < 0.01, p = .99,η2
G < .01).

In Chapter 6, we provide a possible explanation based on a KLM-style analysis

of why some time measures were significant, but others were not.
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5.2.2 Accuracy

High-precision pointing (Arithmetic) was the only C-TOC task that had a signifi-

cant difference of accuracy between devices (90% for mouse vs. 82.5% for touch,

F1,15 = 5.87, p= .028,η2
G = .28). There were no significant differences for Picture-

Word Pairs (F1,15 = 1, p= .33,η2
G = .06), Sentence Comprehension (F1,15 = 0.03, p=

.86,η2
G < .01) or Pattern Construction (F1,15 = .62, p = .44,η2

G = .04).

5.2.3 Summary

H2 was not supported: participants performed faster on all four C-TOC tasks using

touchscreen compared to using mouse, although the touchscreen speed gain varied

in magnitude compared to that in the abstract tasks (H2-a not supported). One of

the four subtests (Arithmetic) had a lower error rate on touchscreen (H2-b partially
supported).

5.3 Movement Patterns in C-TOC Dragging Tasks
Beyond time and error, computerized cognitive tests (unlike their paper counter-

parts) have the possibility to infer test-takers’ cognitive ability from the rich inter-

action log data. However, there is not much known about what potential measures

might be indicative of cognitive ability. We make a first attempt at this for the

C-TOC dragging task Pattern Construction. Due to the considerable flexibility in

completing the task, Pattern Construction exhibited multiple behaviors because

participants could use different strategies to construct a target pattern.

We observed that participants seemed to make more dragging moves with the

touchscreen than with a mouse. Analysis of the data showed that there was in-

deed a significant difference across devices (mean of 24 vs. 15, F1,15 = 13.54, p =

0.002,η2
G = .47).

Participants also had shorter moving distance with the touchscreen compared

to the mouse (50px vs. 106px, F1,15 = 19.19, p < .001,η2
G = .56).

We wondered why participants performed more dragging moves on a touch-

screen than with a mouse. We examined the log data and video recording for

Pattern Construction and generated a set of categories for the dragging moves. We

coded individual dragging moves into these categories to see if the classification
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would reveal any differences in movement pattern between devices.

5.3.1 Coding Method

Each logged dragging move was matched with its paired screen and hand move-

ment recordings. Based on the video, we added a fail-to-grab category, which was

an important movement that was not always captured by the log data.

The author coded six trials for multiple participants on both devices and de-

signed the coding scheme. A second rater used the scheme and independently

coded the same six trials. The inter-rater reliability was found to be good, with

Kappa = 0.83. The two raters slightly modified the coding scheme after validation.

The author then coded the rest of the trials. We selected two trials from Pattern

Construction, one more complex than the other. In total, 64 trials were coded (2

trials × 2 devices × 16 participants).

5.3.2 Classification of Types of Moves

We classified each dragging move into one of the following nine categories:

1. Target-oriented Move is when participants move a shape to a specific target

position. There are three types of moves under this category: single move,

sub-move and precision adjustment.

(a) Single Move is when participants move a shape directly to the target

position.

(b) Sub-move is a step in a sequence of two or more steps that together

move a shape to the target position.

(c) Precision Adjustment is a move for fine-tuning the precise location of

a shape that was largely already in target position (and is not in a se-

quence of sub-move).

2. Trial & Error Move is when participants attempt to move a shape to a target

position, realize that the position is incorrect before releasing, and either

attempt at a new target position or move the shape aside.
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3. De-construction Move is when participants move one shape out of the al-

ready built pattern.

4. Make-way Move is when participants move a shape away from its current

position to make room for other shapes.

5. Rotation Attempt only happened on touchscreen. It is an action in which

participants drag the mouse or their finger in a circular trajectory with the in-

tention to rotate a shape. This is often accompanied with verbal articulation.

6. Accidental Click is when participants click unintentionally.

7. Constrained Move is when participants try to move a shape beyond the can-

vas boundary.

8. Unknown Move is a move logged by the system whose intention could not

be inferred.

9. Fail-to-grab is when participants attempt to grab a shape with mouse cursor

or finger, but fail to do so.

Table 5.2 gives a summary of the total number of moves by category across

devices. Note that accidental click on touchscreens was under-reported because it

would not be logged because it would not change the state of the interface.

Among all the computer-logged moves, sub-moves contributed the most to-

wards the high count of dragging moves on the touchscreen. Participants were

more likely to separate a single target-oriented move into smaller consecutive moves

(sub-moves) on a touchscreen device compared to mouse, resulting in a shorter dis-

tance on touchscreen and longer distance with a mouse. They also tended to make

more single moves and trial & error using mouse.

We found significantly more fail-to-grab moves on touchscreen. Though there

were consistent fail-to-grab moves observed across all participants, some partici-

pants had very different attitudes towards this type of move. Participants not used

to the touchscreen got especially annoyed and anxious if they could not grab a

shape. Yet, participants with touchscreen experience reported they did not mind it

at all.
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Table 5.2: Summary of the total number of each type of move for each of the
devices.

Type of Moves
Total Number of Moves

Mouse Touch ANOVA

Single Move 273 205 p = .09 η2
G = .17

Sub-move 45 376 p < .001 η2
G = .63

Precision Adjustment 93 108 p = .63 η2
G = .02

Trial & Error 38 9 p = .06 η2
G = .21

De-construction 14 7 p = .22 η2
G = .10

Make-way Move 53 70 p = .42 η2
G = .04

Rotation Attempt 0 4 p = .16 η2
G = .13

Accidental Click 18 1 p = .06 η2
G = .21

Constrained Move 19 1 p = .007 η2
G = .39

Unknown 19 31 p = .26 η2
G = .08

Fail-to-grab
Logged 6 24

p < .001 η2
G = .56

Unlogged 15 109

Total Number of Logged Moves 565 836 p = .002 η2
G = .47

The move classification for dragging revealed some interesting issues about

device affordances. Some participants performed the rotation gesture (rotation

attempt), but only for those who received the touchscreen conditions before the

mouse conditions, suggesting touchscreen is a natural device to afford complex

gestures, such as rotation. Participants also performed significantly more con-

strained moves with a mouse, trying to move shapes out of the canvas boundary.

To summarize, we found participants had considerably different movement pat-

terns across the two devices in Pattern Construction. Of particular note is that on

a touchscreen, participants tended to make sub-moves, resulting in a higher num-

ber of moves but shorter distances in each move. The reverse was observed when

participants used a mouse.

5.4 Subjective Preference
A summary of participants’ preference of device by interaction type (pointing and

dragging) and task type (abstract and real-world) is presented in Table 5.3.
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Table 5.3: Participants’ subjective preference of device by task. N = 96.

Tasks Mouse Touch Tie

Pointing Abstract 0 14 2
Real-World Low Precision 4 10 2
Real-World High Precision 1 13 2

Dragging Abstract 3 10 3
Real-World Low Precision 2 5 9
Real-World High Precision 7 6 3

Totals 17 58 21

For the analysis, we excluded counts for a tie (no preference of device). We

first looked into whether participants had different device preferences for point-

ing and dragging tasks by collapsing votes across task type. The Chi-Square test

revealed preference did differ by interaction type, χ2
(1,N=75) = 4.50, p = 0.03. Par-

ticipants expressed a much stronger preference for touchscreen over mouse for

pointing tasks (37 vs. 5, with 6 ties) compared to dragging tasks (21 vs. 12, with

15 ties).

We were also interested to know if participants had different device preferences

for abstract versus real-world tasks. We similarly collapsed the votes across inter-

action type. A Chi-Square test revealed no difference in preference of device for

each type of task, χ2
(1,N=75) = 2.01, p = 0.151. The collapsed votes for both tasks

indicate that participants expressed a strong preference for touchscreen over mouse

(real-world: 34 vs. 14, with 16 ties; abstract: 24 vs. 3, with 5 ties), thus there was

no difference in device preference based on task.

In self-reports, participants preferred touchscreen because it was “fast”, “di-

rect”, “intuitive to use”, and “easier to point”. In tasks where participants preferred

mouse over touchscreen, the main reasons were the “high precision” of the mouse

1The analysis for pointing vs. dragging is significant, but abstract vs. real-world is not. In fact,
the ratios are similar between the two (37 vs. 5 approx. 7 : 1; 21 vs 12 approx. 2 : 1) for the first
analysis, and (34 vs. 14 approx. 2.5 : 1 ; 24 vs. 3 approx. 8 : 1) for the second. Yet the first is
significant and the second is not. We followed-up by running the Fisher’s exact test which is another
non-parametric distribution test (similar to Chi-square). The outcome for the abstract vs. real-world
comparison was p = .09, thus borderline significant. Altogether this points to the need for further
research on subjective preferences for devices for different types of tasks

28



cursor, “no occlusion of finger on screen”, and familiarity with a mouse. A tie

in the preference for device occurred when participants reported that the cognitive

workload of the task was high, as in Sentence Comprehension.

For the third hypothesis, preference towards touchscreen is stronger in pointing

tasks than in dragging tasks (H3-a supported). For both abstract and real-world

tasks, there was no difference in terms of preference: the vote for touchscreen was

higher (H3-b supported).

5.5 Influence of Dexterity and Age on Speed
Finally, in order to further the understanding of how touchscreen and mouse de-

vices impact performance differently, we wanted to investigate any possible effects

of dexterity and age on speed. We note that this investigation was done post-hoc,

and so the results should be treated with caution. We divided participants into

four equal-size groups, first based on age, and second based on levels of dexterity

according to the sum of their four Pegboard Test scores (as shown in Table 4.1).

We used two mixed-design Analysis of Variance (ANOVA) tests, with device as the

within-subject factor and either dexterity or age as the between-subject factor. We

were only interested in whether touchscreen could minimize the effects of age and

dexterity, thus only interaction effects of device and age/dexterity are reported.

For abstract pointing tasks, both higher dexterity and younger age led to faster

speed using mouse, but neither factor affected speed on touchscreen: a significant

interaction effect between device and dexterity (F1,15 = 6.21, p = .026,η2
G = .13)

and between device and age (F1,15 = 6.29, p = .025,η2
G = .12), see Figure 5.3.

For abstract dragging tasks, both younger age and higher dexterity levels led to

faster dragging on both devices: but there was no interaction effect of device and

dexterity (F1,15 = .44, p = .73,η2
G = .03) or of device and age (F1,15 = 1.79, p =

.20,η2
G = .03), see Figure 5.4.

There was no interaction effect between device and dexterity, nor any interac-

tion between device and age for any of the C-TOC subtests.

Note that although we refer here to participants with low or high dexterity, all

participants were adults experiencing normal aging with no motor deficiencies.

To summarize these findings, touchscreen minimizes the effects of dexterity
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Figure 5.3: Speed for abstract pointing by device and dexterity (left) or age
(right).

Figure 5.4: Speed for abstract dragging by device and dexterity (left) or age
(right).

and age, but only for abstract pointing tasks, not for abstract dragging tasks, nor

for any of the real-world C-TOC tests.
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Chapter 6

Discussion

We start the discussion with performance results — speed and accuracy — for

the abstract and the C-TOC tasks, followed by a KLM-style analysis to explain the

speed discrepancy between the two task types. We then look more closely at the

different movement strategies participants adopted in the Pattern Construction test.

We conclude by providing some implications for touchscreen design.

6.1 Abstract Tasks and C-TOC Tasks
Performance results for the abstract pointing tasks are comparable to earlier stud-

ies, thus our work replicates those previous findings. In contrast, the dragging

results differ from earlier studies: we found older adults are significantly faster do-

ing a dragging task with touchscreen compared to mouse. We suspect the reasons

for this difference may be twofold: (1) We only used low-precision levels in the

dragging task, and (2) we adopted a variation in the dragging task (the object had

to be completely contained in the target region), which is slightly different from a

classic dragging task. This may also explain why we had a poorer fit in a Fitts’s

-style regression model for abstract dragging tasks.

Performance results we obtained for the C-TOC tasks are mostly consistent with

those for the corresponding abstract tasks in terms of differences between devices.

A touchscreen speed advantage was found for both pointing and dragging on the

C-TOC tests, but not all time differences were significant. Accuracy differences
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between devices were less prevalent with real-world tasks compared to abstract

tasks. Lower accuracy on touchscreen was found in only one pointing task, but not

in the other three C-TOC tasks.

These results suggest that, with careful calibration, it should be feasible for

C-TOC to be self-administered on both touchscreen and mouse-based devices. To

determine empirically valid performance calibrations so the devices provide com-

parable scores, we need a large-scale study with all thirteen C-TOC subtests for

speed, accuracy, and other measures that might indicate test-takers’ performance,

such as number of moves.

6.2 Speed Gain Analysis using KLM

Although many of the real-world tasks show a speed gain on the touchscreen com-

pared to the mouse, there were still some puzzling aspects in the speed results. First

of all, not all of the time metrics showed a significant touchscreen advantage, and it

was hard to reconcile why a speed gain was observed for one speed metric but not

the other. For example, in the two dragging C-TOC tasks, Sentence Comprehension

had a significant speed gain in the overall task completion time, but none in indi-

vidual dragging time, whereas the exact reverse was true for Pattern Construction.

Secondly, speed gain does not translate evenly from abstract to real-world tasks.

Some tasks had larger gains than others across devices. Most surprisingly, individ-

ual dragging time in Pattern Construction had a 53% speed gain1, which was even

higher than in the corresponding abstract dragging task.

It seems that a simple Fitts’s law model is not enough to explain the differences

between abstract and real-world tasks. The main piece that is missing in a Fitts’s

model is the cognitive component that always exists (to a varying degree) in any

real-world task. C-TOC, a cognitive test, is obviously no exception. In order to

better account for both the cognitive and physical components and how the two

might interact, we used a Keystroke-Level Model (KLM) [3] to analyze the C-TOC

task data.
1Time for an individual dragging movement is 83% greater using a mouse compared to a touch-

screen. However, as described in Section 5.3, participants make shorter distance moves on touch-
screens; the 53% speed gain calibrates for the distance moved.
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6.2.1 Action Operators

Four action operators are used in the analysis: Keystroke (K) is pressing the mouse

button or tapping on the touchscreen once the mouse/finger is positioned correctly.

Pointing (P) is pointing to a target. Dragging (D) is moving an object to a target

position while “holding” it throughout. Mental preparation (M) is the thinking

or decision-making involved in doing a task. It is M that captures the cognitive

parts of the C-TOC tasks. Card, Moran, and Newell’s original KLM model [3] kept

M distinct from the other operators. However, it was obvious from observing the

participants that at times they were thinking while positioning an object; i.e., the

mental component (M) overlapped in time with physical dragging (D). We use DM

to note the cases where participants thought while also dragging.

6.2.2 Operator Sequences

Table 6.1 shows the sequence of operators for each C-TOC task. Both pointing tasks

(Picture-Word Pairs and Arithmetic) have the same operator sequence: participants

first derive an answer (M), point to the answer button (P) and click or tap (K) to

complete the task. The two dragging tasks (Sentence Comprehension and Pattern

Construction) had largely similar operator sequences that repeat n times (n being

the number of dragging moves) in a trial. For each move, participants start with

mental preparation (M) where they either recall the shape to acquire (in Sentence

Comprehension) or they choose a shape and decide where to move it (in Pattern

Construction). They then point to the shape (P), acquire it (K), drag the shape to

the target position with or without thinking (D or DM) and then release the shape

(K). The primary difference in the sequences is in the dragging part – whether the

drag is a D or a DM – which we will argue makes a difference in how the two

devices affect performance for the dragging tasks.

6.2.3 Assumptions

We made a few assumptions for the analysis. First, we used the Fitts’s law results

for abstract tasks to determine the times for actions P or D, which means doing a P

or D on touchscreen requires less time than doing a P or D using a mouse. Second,

K is much faster than P, D, or M, so the difference for K between touchscreen and
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Table 6.1: Assumptions and operator sequence for C-TOC tasks

Assumptions

Ptouch < Pmouse, Dtouch < Dmouse

K� D, K� P
D < DM ≈M

Picture-Word Pairs & Arithmetic (pointing tasks)
Ttask completion = M+P+K

Sentence Comprehension (dragging task)
Ttask completion = ∑

n
i=1(Mi +Pi +K +DMi +K)

Tindividual dragging move = DM

Pattern Construction (dragging task)
Ttask completion = ∑

n
i=1(Mi +Pi +K +(Di or DMi)+K)

Tindividual dragging move = D or DM

mouse is not a big contributor to task duration. Third, time to finish a DM would

be determined more so by M than D, because thinking is more time consuming, in

general, than moving.

6.2.4 Analysis

We use KLM to analyze the speed performance of each C-TOC task.

Pointing Tasks

We first analyze pointing tasks. This clarifies why speed gain does not translate

evenly from abstract to real-world tasks. We argue that the greater the mental com-

ponent (M) required by a C-TOC test, the more M will dominate performance and

the less likely there will be an effect of device, because device only impacts P or D,

but not M. Given that both C-TOC pointing tasks consist of the same operator se-

quence, when either of these pointing tasks is performed with a device, the only real

difference will be the difference in P, determined by the device. Thus, we should

expect that the test involving less cognitive workload (lower M) will show a larger

effect of device, because the differences in speed (P) from the devices will not be

as masked by M. Indeed, the speed gain of the touchscreen over the mouse for
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Picture-Word Pairs (32%), a test with low cognitive workload, almost tripled the

speed gain in Arithmetic Test (12%), a test with high cognitive workload. For nei-

ther of these tests did we observe the doubling in speed performance (107% gain)

that we observed in the abstract tasks, presumably because M is always present and

in C-TOC tasks.

Dragging Task - Sentence Comprehension

Dragging tasks are somewhat more complicated. In Sentence Comprehension the

key to the performance results for individual dragging moves is the observation that

participants were often dragging the shape to a target position while thinking about

the target position, in other words, the drag was a DM, not a D. Given that DM is

dominated by M, not D, the results do not indicate significantly faster performance

on the touchscreen than a Fitts’s model would predict. For the overall task comple-

tion time, the experiment found it to be faster on the touchscreen compared to the

mouse. This can be explained because P is faster on touchscreen than mouse.

Dragging Task - Pattern Construction

For Pattern Construction, KLM can explain why we observed an even higher speed

gain for individual dragging moves in this real-world task compared to a compa-

rable abstract task. For total task completion time we found no effect of device;

there seems to be a canceling effect at play, caused by an increased number of

sub-moves for the touchscreen. On average, each drag (D) was shorter in distance

on the touchscreen compared to with a mouse, but there were a greater number

of drags (higher n); the two canceled each other out, resulting in no difference in

total time. For the other time measure, individual dragging moves, we did see a

large effect of device. The crux of this is that participants seemed to overlap their

thinking with their dragging while using a mouse (i.e., a DM), but they seemed

to separate the two much more with the touchscreen (i.e., a D). This is likely be-

cause of occlusion – it is harder on a touchscreen to hold a shape and move it

while at the same time trying to figure out where to place it because the canvas is

partially blocked by one’s fingers and hand. Given that dragging on touchscreen

is faster than dragging with a mouse (Dtouch < Dmouse), a speed gain of 50% the
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abstract task, and dragging with a mouse is faster than thinking while dragging

with a mouse (Dmouse < DMmouse), by transitivity the speed gain observed between

Dtouch and DMmouse (53%) is higher than the speed gain in an abstract dragging

task (46%).

6.2.5 Summary

We have shown that abstract task performance can help to explain performance

in a real world task, but it is insufficient on its own. We need to understand how

the cognitive component factors into a task and more importantly how it overlaps

with other components. KLM is a useful tool in this regard. Of critical importance

for the comparison of task performance across touchscreen and mouse was under-

standing how the two devices differentially impact the overlap between cognition

and movement.

6.3 Pattern Construction Task on Touchscreen
There were different behavioral patterns between touchscreens and mouse for Pat-

tern Construction. On the touchscreen, participants performed twice as many drag-

ging movements as they did with a mouse. Dragging distance on a touchscreen was

relatively shorter, and participants were more likely to decompose a single target-

oriented move into smaller consecutive moves (sub-moves).

One reason device type contributes to a difference in movement patterns is a

bigger overhead in using a mouse during dragging. This comes from two sources:

(1) extra workload in pressing down with a mouse compared to just a finger for a

single click, and (2) longer time for re-acquiring a shape. Re-acquiring a shape is

similar to a pointing task – it is much slower using a mouse than using a touch-

screen, according to the pointing task results. The larger overhead of a mouse

discourages users from dropping a shape during dragging and then re-acquiring it.

One extreme case is the trial & error move, which is a single dragging movement

that moves a shape to more than one target position. Data showed that trial & error

moves happen often with a mouse: participants, once having acquired a shape, did

not release the mouse button until the shape reached a final target position, often

after two or more attempts. We saw much less of this behavior on the touchscreen.
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Another reason for the substantial number of moves on the touchscreen was the

sub-move strategy, which makes dragging tasks much easier. By separating a single

target move into n steps of sub-moves, task precision for each move is significantly

reduced: the distance for each sub-move is arbitrarily decided, with an average

of A/n (A being the total distance for the move). Dragging on a touchscreen has

relatively little overhead, compared to a mouse, and thus there is no extra cost

if a single dragging move is decomposed into multiple movements with shorter

distance.

Despite the dramatic difference in the total number of moves between devices,

no participant seemed aware of the difference. Most participants reported that they

“don’t think [they] have made more or less moves in either device.” Some partic-

ipants even felt they had more moves using a mouse. Most, but not all, reported

having no recollection of making sub-moves, even after we demonstrated it. The

discrepancy between what participants did and what they believed they did might

be due to cognitive chunking when registering sub-moves. Users might implic-

itly chunk all decomposed sub-moves into a single target-oriented move. More

research is needed to better understand the mechanism of sub-moves and the cog-

nitive chunking behind it.

6.4 Implications of Touchscreen Interface Design
We list four implications for touchscreens from the study.

Utilize pointing, but not dragging, to better support aging group. Interfaces that

are designed for users with lower dexterity or older age, could best take advantage

of touchscreens by adopting more pointing gestures and fewer dragging gestures,

to help intended users find easier and faster interaction experience.

Simpler interface: have bigger buttons with reasonable spacing. Making but-

tons bigger than 40px would help to get rid of the accuracy discrepancy between

the touchscreen and mouse. Furthermore, due to smaller touchscreen screen sizes

compared to the screens used with a mouse in most commercial products, older

adults are more likely to be overwhelmed by cluttered interfaces on a touchscreen,

a lesson learned from the not-so-well-designed keyboard in the Arithmetic test.

Provide support for decomposable dragging tasks. The sub-move strategy in-
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dicates a natural tendency to drag differently with a touchscreen than with a mouse.

Touchscreen interfaces should support decomposable dragging by allowing objects

to “hang” instead of going all the way back to the starting point if users prefer to

use the sub-move strategy. For example, when a file is dragged into a folder, users

could “pause” in the middle, without the file snapping back to its original position.

Explicit usage instruction for capacitive touchscreen to harness the power of

touchscreen sensitivity. This experiment used a capacitive touchscreen — iPad 4th-

generation. During the pilot, we noticed that older adults still treated the iPad as

if it was a resistive touchscreen: they pressed hard to successfully acquire objects.

More importantly, most of them, even some that have iPads at home, were not

aware that capacitive touchscreens, like the iPad, depend on the conductive na-

ture of human body. They sometimes attempted to use their finger nail to point to

smaller objects, and later blamed the insensitivity of the screen. During the actual

experiment, all participants were instructed to use their finger tip, not finger nail, to

point or drag on a touchscreen. Participants reported that they found “the instruc-

tion is especially useful,” and the touchscreen was “easier to use” after hearing the

instruction.
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Chapter 7

Conclusion and Future Directions

Our experiment revealed that a speed gain for touchscreen compared to mouse

largely persists from abstract tasks to real-world tasks. Touchscreen performance

was more than twice as efficient as using a mouse in abstract pointing tasks, and

46% more efficient in abstract dragging tasks. Though all of our real-world C-TOC

tasks demonstrated a speed gain for the touchscreen over mouse (on at least one of

our time measures), this could not be explained solely by the abstract task results.

A KLM-style analysis better explained the speed gain for our real-world tasks by

including a cognitive component that is not required for abstract tasks. We also

found that touchscreens yield high error rates on abstract tasks, but less so for real-

world tasks. Further research on both Fitts’s and KLM-based models to capture the

physical and cognitive components of real-world tasks is required.

We found that older adults naturally adopted different movement patterns be-

tween devices in one of our C-TOC tasks: on touchscreen, they decomposed a sin-

gle dragging movement into multiple movements, resulting in shorter individual

moves but a greater number of moves compared to mouse. Future work to auto-

mate the coding process for identifying movement categorization might be useful

in the assessment of cognitive levels and could eventually be integrated into C-TOC.

Our work provides important insights for the C-TOC project. The device-

specific difference in performance by older adults on C-TOC tasks suggests a need

for a large-scale study to find valid performance calibrations across devices.
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Appendix A

Experiment Resources

This appendix contains resources used in the experiment.

A.1 Recruitment Poster
The following study recruitment poster was posted throughout the community. Lo-

cations included the UBC campus, Vancouver Public Library branches, Vancouver

community and senior centers, and senio housing complexes.
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Usability Evaluation of an  
Online Cognitive Health Assessment Tool 

Study Recruitment
Principal Investigator Claudia Jacova, PhD (Medicine)

Co-Investigators Ging-Yuek Robin Hsiung, MD, MHSc, FRCPC

Lynn Beattie, MD, FRCPC

Philip Lee, MD, FRCPC

Dean Foti, MD, FRCPC

Sherri Hayden, PhD, R.Psych

Joanna McGrenere, PhD

XXX-XXX-XXXX

XXX-XXX-XXXX

XXX-XXX-XXXX

XXX-XXX-XXXX

XXX-XXX-XXXX

XXX-XXX-XXXX

Purpose This study is designed to investigate how people interact with an online 
cognitive health assessment tool which involves recall from memory 
and other cognitive processes. The purpose of this study is to evaluate 
the usability of the tool’s components in order to improve its design. 

Participants We are looking for participants aged 55+, who: 
• Are healthy, and have normal or corrected-to-normal eyesight, and 
• Free of diagnosed cognitive impairments or motor impairments to 

their hands.
Procedure You will be asked to perform a number of tasks while we record 

aspects of your performance, including task completion time and 
response accuracy. You will also be asked interview questions about 
your experience in performing the tasks, e.g., difficulties encountered. 
Photographs/Videos may be taken with your permission.

Objective The research objective is to inform and refine the design of an online 
tool that is intended for cognitive health care purposes. To achieve this, 
we need to identify any usability issues associated with the tasks to be 
performed during use of the tool. With this greater understanding, we 
can continue to design effective and usable health care technologies.

Commitment Your participation in this study will involve 1 session that will require no 
more than 2 hours of your time and you will be offered a small token or 
gift for your time.

To Participate Please contact Kailun at XXXXX@cs.ubc.ca or XXX-XXX-XXXX for more 
information.

Depar tment  o f  Computer  



A.2 Participant Consent Form
The following is a copy of the consent form participants were required to sign in

order to participate in the study. Whenever possible, participants were emailed a

PDF copy of the form three days prior to their scheduled session.
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    Consent Form 
 

Research Project Title: Development of a Computer-Based Screening Test to Support 
Evaluation of Cognitive Impairment and Dementia 
(Part 1C - Usability Evaluation of an Online Cognitive Assessment Tool)  
 
Principal investigator: Claudia Jacova, PhD, XXX-XXX-XXXX (Medicine) 
 
Co-Investigators:         Kailun Zhang, MSc Student, XXX-XXX-XXXX 

      Matthew Brehmer, MSc Student, XXX-XXX-XXXX 
Joanna McGrenere, PhD, XXX-XXX-XXXX 
James Riggs, BSc, XXX-XXX-XXXX 
Ging-Yuek Robin Hsiung, MD, MHSc, FRCPC, XXX-XXX-XXXX 
Lynn Beattie, MD, FRCPC, XXX-XXX-XXXX 
Philip Lee, MD, FRCPC, XXX-XXX-XXXX 
Dean Foti, MD, FRCPC, XXX-XXX-XXXX 
Sherri Hayden, PhD, R.Psych, XXX-XXX-XXXX 
Sung-Hee Kim, PhD, XXX-XXX-XXXX 

 
 
In this study, we aim to identify usability issues associated with selected task components of a 
novel computer-based cognitive test battery, called Cognitive Testing on Computer (C-TOC). 
You are being invited to participate in this study because you are 55 years of age or older with 
or without any diagnosed cognitive impairments or motor impairments to your hands. Your 
participation will help us probe the usability of C-TOC task components. 
 
Your participation in this research study is entirely voluntary. This consent form, a copy of which 
has been given to you, is only part of the process of informed consent.  It should give you the 
basic idea of what the research is about and what your participation will involve.  If you would 
like more detail about something mentioned here, or information not included here, you should 
feel free to ask.  Please take the time to read this carefully and to understand any 
accompanying information.  
 
If you wish to participate, you will be invited to sign this form but you should understand that 
you are free to withdraw your consent at any time and without giving any reasons for your 
decision. 
 
Purpose: This study is designed to investigate how people interact with an online cognitive 
health assessment tool which involves recall from memory and other cognitive processes. The 
purpose of this study is to evaluate the usability of the tool and improve its design. 
 
Procedure: Your participation in this study will involve 1 session that will require no more than 
2 hours of your time. During this session, you will be asked to perform a number of tasks on a 
desktop computer. We will record aspects of your performance, including task completion time 
and accuracy. This test is not meant to test your skills or experience with computers; it is only 
being carried out to probe the usability of C-TOC task components. You will also be asked 

The UNIVERSITY OF BRITISH COLUMBIA 
Department of Computer Science1 / Medicine2 
University of British Columbia 
Vancouver, BC, V6T 1Z4 
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interview questions about your experience in performing the tasks, e.g. difficulties encountered. 
In all circumstances, you do not need to answer any questions that you do not feel comfortable 
answering. 
 
Objective: The research objective is to inform and refine the design of an online tool that is 
intended for cognitive health care purposes. To achieve this, we need to identify all usability 
issues that may affect people’s performance on the tasks that are presented in the online tool. 
This knowledge will help us design effective and usable health care technologies. 
 
Option for Photographing/Videotaping:  
For the purpose of data analysis, we would like to videotape your computer session and your 
interview. Please note that this is an optional procedure, which you are free to decline, and a 
refusal to videotape will in no way affect your eligibility for this study. Only the investigators of 
this study will have access to the recordings. The recordings will be stored in a secured 
departmental network of Neurology for three years after the study, which will then be 
permanently erased. Participants’ identity will be protected by masking in publications and 
presentations. Please check and initial the ones you agree. 
 
• I agree that the researchers may videotape my computer session.  __________ 
• I agree that the researchers may videotape my interview. __________ 
 
What are the Possible Harms and Side Effects of Participating? 
You may experience fatigue from performing the computer tasks and answering the questions. 
 
What are the Benefits of Participating in this Research? 
There may be no immediate, direct benefit to you as a result of participating in this study. 
However the findings from this study can help us improve future health care technologies  that 
may benefit you, your family members and the community in the longer term. 
 
What Happens If I Decide to Withdraw My Consent to Participate? 
Your participation in this research is entirely voluntary. You may withdraw from this study at any 
time, and are not required to provide any reason for withdrawing. If you choose to enter the 
study and then decide to withdraw at a later time, all data collected about you during your 
enrollment in the study will be retained for analysis.  By law, this data cannot be destroyed. If 
you wish to withdraw your consent, we ask that you notify Kailun Zhang at XXX-XXX-XXXX, or 
James Riggs at XXX-XXX-XXXX. 
  
What Happens If Something Goes Wrong? 
Signing this consent form in no way limits your legal rights against the study sponsor, 
investigators, or anyone else.  
 
Will My Taking Part in this Study be Kept Confidential? 
Your confidentiality will be respected. The Investigators in this study will be responsible for 
maintaining your confidentiality at all times. Study records will be labeled only with an assigned 
numeric code. They will not include information that identifies you by name, initials, or date of 
birth. This code number and the connection of the code number to your name and identifying 
information will be stored in a private, password-protected computer in the Department of 
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Neurology at UBC Hospital. Access to personal identifying information will be restricted to the 
Principal Investigator, Co-Investigators, and their research study staff. 
 
Results from this study may be presented at meetings and may be published, but no 
information that discloses your identity will be released or published without your specific 
consent to the disclosure. However, research records and medical records identifying you may 
be inspected in the presence of the Investigator or his or her designate, and the UBC Research 
Ethics Board for the purpose of monitoring the research. However, no records which identify 
you by name or initials will be allowed to leave the Investigators' offices. 
 
Who do I Contact if I have any Questions or Concerns about the Study? 
If you have any questions or desire further information with respect to this research, you should 
contact Dr. Joanna McGrenere at XXX-XXX-XXXX or Kailun Zhang at XXX-XXX-XXXX.  If you 
have any concerns about your rights as a research subject and/or your experiences while 
participating in this study, you should contact the Research Subject Information Line at the 
University of British Columbia’s Office of Research Services at XXX-XXX-XXXX. 
 
 
 
 
 
 
 
 
Subject Consent to Participate:   

· I have read and understood the subject information and consent form. 
· I have had sufficient time to consider the information provided and to ask for advice if 

necessary.  
· I have had the opportunity to ask questions and have had satisfactory responses to my 

questions.  
· I understand that all of the information collected will be kept confidential and that the 

results will only be used for scientific objectives such as research and publications. 
· I understand that I can refuse to answer any questions that I do not feel comfortable 

answering from this study. 
· I understand that my participation in this study is voluntary and that I am completely free 

to refuse to participate or to withdraw from this study at any time.  
· I understand that I am not waiving any of my legal rights as a result of signing this 

consent form. 
· I understand that there is no guarantee that this study will provide any benefits to me. 
· I have read this form and I freely consent to participate in this study.   
· I have been told that I will receive a dated and signed copy of this form. 

 
 
 
 
 
Signatures 
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____________________________________________________________________________ 
Printed Name of Participant       Signature and Date 
 
 
 
 
 
 
 
 
____________________________________________________________________________ 
Principal Investigator or designated representative    Signature and Date 
 
 
 
 
 

 



A.3 Questionnaires

A.3.1 Demographics

Participants were asked to complete a short demographic questionnaire after sign-

ing the consent form.
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Demographic

1. participant number
for experimenter to fill in

2. Age

3. Gender
Mark only one oval.

 Female

 Male

 Prefer not to say

4. Handedness
Mark only one oval.

 Right

 Left

 Ambidextrous

5. First/Dominant Language

6. How would you rate your vision (with corrective lenses, if required)
Mark only one oval.

 Excellent

 Good

 Fair

 Poor

7. Do you experience any colour deficiency?
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Powered by

8. Medical conditions that affect motor
functions?

9. How often do you use ...
Mark only one oval per row.

Less than
once per

week

Once or
twice per

week

Several times
per week

Once or
twice per

day

Several
times per

day

Computer w/
mouse
Touch based
tablet or phone
Digital devices in
general

10. Which of the following applications do you use regularly (at least once a week)?
Tick all that apply.

 Word processor (like Microsoft Word)

 Web browser

 Email

 Games

 Media players (like Windows Media Player, QuickTime)

 Other: 



A.3.2 Interview Scripts

The following interview script was used at the end of the experiment session.
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C-TOC  Experiment

Interview Questions 

First we will go through each test you have done and make comparisons between the 
test on a computer w/ mouse and on a touch-based tablet.

Go through C-TOC test one by one

1. [comparison across devices] For this test, do you prefer to do it on a computer with 
a mouse or on a touch-based tablet? 

2. [comparison across devices] Do you have any difficulties in doing the cognitive test 
on a computer with mouse/touch-based tablet?

Show both abstract tasks

1. For the pointing task, which is harder: using a mouse or using touch? Explain.

2. For the dragging task, which is harder: using a mouse or using touch? Explain.

Now we are going to make comparison between tests. 

1. Both Picture Word Pair and Arithmetic are tests require pointing. Did you notice any 
difference between the two?

2. [If yes for the previous question] How is the pointing task different between the two 
tests? Would this difference (in difficulty level) have any impact on your preference 
to do the two tests on touch-based tablet versus computer w/ a mouse?

3. Both Sentence comprehension and pattern construction are tests require dragging 
Have you noticed any difference between the two?

4. [If yes for the previous question] How is the dragging task different between the two 
tests? Would this difference (in difficulty level) have any impact on your preference 
to do the two tests on touch-based tablet versus computer w/ a mouse?

For Pattern Construction Tasks

We are now going to discuss the pattern construction test in more detail, as it involved a 
lot of interactions on both devices. 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C-TOC  Experiment
1. In terms of the number of moves that you made (the total number of times you 

moved any of the shapes), do you have a sense of whether you made more, 
less, or about the same number of moves using the touch screen compared 
to the mouse? Why

2. Did you ever attempt to rotate any of the shapes? Do you recall what device (touch 
or mouse) you were using? Why did you attempt to rotate or why not?

3. Sometimes shapes were in the way of where you needed to place other shapes in 
order to construct your pattern. What strategy did you to deal with shapes 
that were in the way? <If they don't offer anything, suggest: allow shapes to 
overlap in order to minimizes number of moves and moving the shapes out of 
the way to clean up the canvas>

4. Was there one device (touch screen or mouse) on which that you felt compelled to 
do make your moves more precise?

5. Do you ever separate one move of a single shape (to get to a particular destination) 
into multiple smaller sub-moves (to get to that same destination) (on a touch 
screen)? Why?

Experiment related question

• Have you experienced fatigue during the experiment? If yes, when does it start?

General questions

1. How familiar are you with computer with a mouse or a touch-based tablet? (have you 
done dragging on tablet before?)

2. Do you have a computer with a mouse in your home?

3. For what purposes do you use it? (work, leisure, or household purposes)

4. Do you have a touch-based tablet in your home?

5. For what purposes do you use it?(work, leisure, or household purposes)
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