Abstract

High data rate, reliable communication, and low power consumption are the foremost demands for next generation of wireless communication systems. The key challenge to the design of communication systems is to combat the detrimental effects of channel fading, noise, and high power consumption. Wireless systems are often impaired by non–Gaussian noise, and the performance of systems designed for Gaussian noise can degrade if non–Gaussian noises are present but are not taken into account. Thus, it is imperative to analyze systems that are impaired by non–Gaussian noise and to manage their resources better to improve overall performance. Furthermore, there is significant interest in using renewable energy for wireless systems. However, energy harvesting (EH) is a random process and the harvested energy should be expended judiciously to maximize aggregate system throughput. In this thesis, we consider wireless systems that are impaired by Gaussian and non–Gaussian noise and powered by conventional energy sources and energy harvesters and propose appropriate resource allocation schemes for these systems.

First, we propose optimal and fair power allocation schemes for a cooperative relay network with amplify–and–forward relays that employs best and partial relay selections and is impaired by Gaussian and non–Gaussian noise. We derive closed–form expressions of asymptotic bit error rate and use this expression to allocate transmit powers for different nodes with necessary energy consumption constraints.

Second, we consider a network comprising a source, a relay, and a destination,
where the source and the relay are EH nodes. We consider conventional and buffer-aided link adaptive relaying protocols, and propose offline and online resource allocation schemes that maximize the system throughput.

Thirdly, we consider a multi-relay network with EH nodes and propose offline and online joint relay selection and power allocation schemes that maximize the system throughput.

Fourth, we consider a single source-destination link, where the source has a hybrid energy supply comprised of constant energy source and energy harvester. We propose offline and online power allocation schemes that minimize the energy consumption from the constant energy source and thereby utilize the harvested energy effectively.
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Chapter 1

Introduction

Wireless communications and networking have undergone unprecedented development over the last few decades, becoming ubiquitous in a way that could hardly have been anticipated [7]. The rapid advancements of digital signal processing techniques, microprocessor technology, and radio frequency (RF) engineering have successfully placed wireless communication systems at the forefront of voice and data transmission. In general, performance evaluation of a wireless communication system is based predominantly on its achievable data rates, i.e., how many data bits can be conveyed successfully via a communication link in a given amount of time, and the bit (or symbol or packet) error rate, i.e., how many data bits are detected incorrectly at the receiver for a given number of transmitted bits. Traditionally, the error rate performance and/or throughput of wireless systems can be improved by increasing the transmit power and/or channel bandwidth. However, increased power consumption by wireless communication systems has been identified as a factor in the greenhouse effect that is known to be detrimentally impacting the environment [8]. Moreover, high transmit power creates interference that requires receivers to have increasingly complex circuitry to mitigate its impact [9]. Furthermore, the amount of channel bandwidth available for wireless communications is limited and thus cannot be exploited lavishly. A feasible response to these issues is much coveted by academics and industry leaders. Ideally, a better system design would be obtained by optimizing the available limited resources, e.g., the transmit power and the channel bandwidth.
Because of the limited resources and the nature of the systems, an efficient system design will require formulating and solving different optimization problems and, from there, proposing different resource allocation schemes. For instance, a transmit power allocation scheme in a system with a constant energy source is significantly different from a system whose available energy is a random variable. In this chapter, we will describe resource allocation schemes for wireless communication systems and provide a brief overview on different communication systems powered by both constant and random energy sources, and impaired by Gaussian and non–Gaussian noises.

Chapter 1 is organized as follows. Section 1.1 provides a brief overview of resource allocation and corresponding optimization frameworks for wireless communication systems. Gaussian and different non–Gaussian noises present in wireless communication systems are discussed in Section 1.2. Section 1.3 describes energy harvesting (EH) methods in communication systems. Section 1.4 summarizes the contributions of this thesis, while Section 1.5 describes its structure.

1.1 Resource Allocation in Wireless Communication Systems

The evolving next generation wireless communication systems are expected to overcome the fundamental challenges of existing systems and thus provide a dependable and precise quality of service (QoS) for users. This is quite a challenging task to accomplish, especially for the emerging high data rate wireless applications. As a first step, careful allocation of all available communication resources is required such that the system capacity is increased and the error rate performance is improved. Achieving certain specific goals for wireless communication systems demands that
the participating entities are managed efficiently and the communication resources are utilized effectively. One of the vital factors in improving the system throughput and operational efficiency is the development of appropriate resource allocation schemes.

1.1.1 Optimization Framework

In general, resource allocation schemes are formulated as constrained optimization problems. A typical constrained optimization problem consists of a utility function used as an objective/fitness function, a set of constraints used to confine a feasible solution set, and a set of optimization variables. The elements of an optimization problem are described in detail in the subsections that follow.

Objective Function: An objective function in an optimization problem maps the satisfaction of users into a real number and provides a tangible performance metric. Different objective functions are used in different communication systems as follows:

- In most wireless communication systems, an aggregate end-to-end system throughput is a figure of merit integral to evaluation of the system’s performance [10]. Considering a single link non-cooperative communication system with channel signal-to-noise ratio (SNR) $\gamma$, bandwidth $B$, and transmit power $P$, the system throughput $C$ is calculated by Shannon’s channel capacity formula [11],

\[
C = B \log_2(1 + \gamma P). \tag{1.1}
\]

In general, an ergodic capacity/system throughput is used as the objective function for an infinite horizon optimization (maximization) problem, whereas for a finite horizon problem, the system throughput aggregated over the considered
transmission time interval is adopted.

- From a green communication standpoint, it is desirable that energy sources be tapped into as little as possible to transmit a given number of data bits [12]. Therefore, optimization problems are often formulated with the aim of minimizing the energy consumption [13].

- Another important figure of merit is the average error rate or the outage probability of a system. The quality of data transmission is often evaluated based on closed-form expressions for the error rate and outage probability. Minimizing the error rate (outage probability) while limiting the use of the available resources (e.g., transmit power) improves the operational efficiency and ensures a better quality of signal reception [14].

**Set of Constraints:** In general, the QoS requirements are represented in an optimization problem by a set of constraints that are defined according to the physical limitations of the system. For example, there is always a maximum limit on how much power is available for the purpose of transmission. This maximum limit depends on the type of the energy source. For a constant energy source, this limit is always constant across the transmission time intervals. However, in case of a random energy source (e.g., EH node) the maximum limit on the available energy changes over time. Moreover, there is a maximum power budget for a cellular communication system, to limit the amount of interference inflicted on other users [15]. On the other hand, in power minimization problems, we generally use a constraint to satisfy the minimum data rate requirement. The minimum data rate requirement is usually imposed in the problem formulation when there is a trade-off between the objective function and the system throughput.
1.1.2 Key Features of Resource Allocation Schemes

In real-world wireless communication systems, there are several important limitations on the transmitter that might vary according to the application. One of these limitations arises from the energy source of the communication node, which is captured by the long-term or short-term power constraints in the optimization problem. A long-term power constraint can be stated as follows:

$$\lim_{K \to \infty} \frac{1}{K} \sum_{k=1}^{K} P_k \leq \bar{P},$$ (1.2)

where $K$ is the number of transmission time intervals, $P_k$ is the transmit power in interval $k \in \{1, 2, \cdots, K\}$, and $\bar{P}$ is the available average power. This power constraint is meaningful if the node is supplied by a constant energy source or equipped with a battery that can be charged periodically at a constant rate. Furthermore, it is appropriate to use long-term utility functions if the performance is evaluated in a probabilistic manner, e.g., based on the average error rate, ergodic capacity, average outage probability, and so on. In some cases, it is relevant to derive the analytical expression of the average error probability and hence to adopt long-term utility functions and constraints, cf. [16] to optimize the system’s performance.

In some practical situations, we consider short-term utility functions and constraints instead of the long-term utility functions and constraints. Batteries, for example, might not have the capacity for getting charged fully in a periodic manner. Beside, in EH systems, the incoming energy is a random variable and therefore the availability of energy supply is not guaranteed in every transmission interval. In such systems, the input power is subject to hard power constraints, i.e., the amount of energy consumed in each interval cannot exceed the amount of energy available in
the battery. In EH systems, the long–term power constraint in (1.2) cannot capture the optimal use of the harvested energy in each time interval and hence short–term power constraints are adopted as follows:

\[ P_k \leq B_k, \forall k, \]  

(1.3)

where \( P_k \) and \( B_k \) represent the transmit power and the available energy in the battery, respectively, in time interval \( k \in \{1, 2, \cdots, K\} \). However, \( B_k \) is updated in each interval by

\[ B_k = B_{k-1} - P_{k-1} + H_k, \]  

(1.4)

where \( H_k \) is the amount of energy harvested from the renewable sources. As \( P_k \) depends on both the immediate and the past energy arrivals in (1.4), optimization problems for EH communication systems cannot be formulated in probabilistic manner or over a single time interval, and hence we have to formulate the optimization problem for EH systems with short–term utility function and constraints. For convenience, we denote the optimization problem with long–term utility function and constraints as “long–term optimization” and the problem with short–term utility function and constraints as “short–term optimization”.

In this thesis, we consider both long–term and short–term optimization. In Chapter 2, we incorporate the effect of Gaussian and non–Gaussian noises in relay systems and formulate a long–term optimization problem with the derived analytical expression for average error rate. In Chapters 3–5, we examine EH systems and discuss

---

1. We use the linear model for the battery, as is well–established in the literature [17, 18].
2. By the term “probabilistic manner”, here we refer to an optimization problem with ergodic system throughput and average power consumption constraints.
short-term optimization for them.

In general, finding resource allocation policies is more challenging for EH systems than for systems with constant energy supply because of the randomness of the arrival times and the randomness of the amounts of harvested energy. Some of the existing literature on wireless sensor networks with EH, e.g., [19, 20, 21, 22], considers long-term utility, analyzes the error rate performance, or proposes probabilistic power management and scheduling policies. In particular, a large, possibly infinite number of transmission time slots is considered, and thus the average error rate or the average throughput is calculated. This is in contrast to the contributions made in Chapters 3–5, where we optimize power allocation as well as relay and link selection policies over a finite number of time slots, which leads to more practical designs for realistic transmission scenarios. In this thesis, we consider two types of resource allocation scheme for EH systems, namely offline schemes and online schemes [17, 18].

- In offline schemes, we assume that the non-causal information regarding the channel SNR, the harvested energy, the number of incoming data bits, etc. are known a priori. We formulate a single optimization problem considering the causal and non-causal information over all the transmission time intervals, and solve the optimization problem optimally. In general, offline schemes provide useful performance upper bounds for the more practical online schemes. Moreover, these schemes can provide design insights that can help us to design an efficient online scheme.

- In practice, the amount of harvested energy, the channel SNR, and the number of incoming data bits are random in nature and cannot be predicted in advance. Therefore, in this case, online resource allocation schemes have to be employed taking into account the available information regarding the channel SNR, the
harvested energy, and the incoming data bits. In general, an optimal online resource allocation scheme is formulated by computationally intensive stochastic dynamic programming (DP) [23]. To alleviate the computational cost of the optimal online scheme, we propose suboptimal but low-complexity online schemes.

1.2 Noise in Wireless Communication Systems

Most contemporary wireless communication systems are designed with the assumption that the underlying noise is Gaussian distributed. This assumption is mainly based on the analytical tractability and simple design of communication systems in Gaussian noise and is often well justified by the central limit theorem (CLT). Nevertheless, in practice, wireless systems are also impaired by non-Gaussian noise and interference\(^\text{3}\). The commonly observed non-Gaussian noises are man-made impulsive noise, Gaussian mixture noise (GMN), generalized Gaussian noise (GGN), co-channel interference (CCI), and ultra-wideband (UWB) interference, cf. [24]–[30] and references therein. For example, non-Gaussian platform noise is present if wireless chips are implemented close to high-frequency central processors [31], and partial discharge and switching effects cause impulsive noise in smart grid communication systems [32]. It is acknowledged in the literature, cf. e.g. [29], that the performance of systems designed for Gaussian noise degrades alarmingly in non-Gaussian noise. Therefore, the inherent non-Gaussian noise in many wireless communication systems should be taken into account in the design process to achieve reliable performance and high data rates. However, another reason for assuming Gaussian noise in conventional system

\(^\text{3}\)To simplify our notation, in this thesis, “noise” refers to any additive impairment of the received signal, i.e., our definition of noise also includes what is commonly referred to as “interference".
design is that the noise distribution usually changes rapidly and cannot be estimated easily. Nevertheless, it is important to investigate and study the performance of wireless communication systems in non-Gaussian noise and interference.

In general, the mathematical models for non-Gaussian noise can be divided into two broad categories, namely, noise models with exponentially-tailed probability density functions (pdfs) and with algebraically-tailed pdfs [33]. A random variable $X$ is said to have an exponentially-tailed pdf, $f_X(x)$, if there exist $c > 0$ and $a > 0$ such that

$$
\lim_{x \to \infty} \exp \left( x^a \right) f_X(x) = c. \tag{1.5}
$$

Similarly, $X$ is said to have an algebraically-tailed pdf, if there exist $c > 0$ and $a > 0$ such that

$$
\lim_{x \to \infty} x^a f_X(x) = c. \tag{1.6}
$$

It can be easily shown from (1.6) that for noises with algebraically-tailed pdfs, the $n$th absolute moment $M_n(X) \triangleq \mathbb{E} \{|X|^n\}$, for any $n \geq a$ does not exist, i.e., is infinity. This is in contrast to the exponentially-tailed noises for which the moments for all values of $n \geq 0$ are finite. Examples of noises with exponentially-tailed distributions include Gaussian noise, GGN, Middleton’s Class A noise, GMN, and CCI. On the other hand, Middleton’s Class B and Class C [25], Generalized-$t$ [34], and $\alpha$-stable noise [33, 35] are noises with algebraically-tailed pdfs. In Chapter 2, we analyze the error rate performance of a relay system that is impaired by Gaussian and non-Gaussian noise and interference. The analysis presented in Chapter 2 assumes that all noise moments are finite and hence it is applicable only in the case
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of exponentially–tailed type of noises. Note that exponentially–tailed noises include the most common types of noise in communication systems and for this reason we limit our focus to them in Chapter 2. Analysis of the performance of a system impaired by the noise with algebraically–tailed pdf is beyond the scope of this thesis and is presented instead in Chapter 6 as a potential subject for future research. It is worth mentioning that few algebraically–tailed noises, e.g., underwater acoustic noise, etc. can be approximated by exponentially–tailed noise (e.g., GGN), and hence we can analyze their performance by our developed methods in Chapter 2. However, this kind of approximation and analysis show suboptimal performance, in general.

**Mathematical Modeling of Gaussian and Non–Gaussian Noise:** In Chapters 3–5, we use Shannon’s capacity formula, which is valid for Gaussian noise and Gaussian input signals\(^4\) to evaluate the system throughput [11]. However, Chapter 2 studies the performance for both Gaussian and different non–Gaussian noises. Therefore, we briefly review the properties of Gaussian and non–Gaussian noises in the following:

- **Gaussian noise:** As mentioned earlier, the Gaussianity property of noise is usually justified by the CLT. Other important reasons for the popularity of Gaussian noise in communication system analysis are the preservation of the distribution under linear transformations and well–developed mathematical analysis tools such as the Gaussian Q–function [36] and Turin’s formula [37]. The Gaussian pdf for a scalar (complex) random variable \(X\) with zero–mean and variance \(\sigma^2\) is given by

\[
    f_X(x) = \frac{1}{\pi \sigma^2} \exp \left( - \frac{|x|^2}{\sigma^2} \right),
\]

\(^4\)In practice, the input signals do not follow Gaussian distribution. Instead, the input signals are modulated into symbols having finite alphabet and also coded, if required. Note that the practical modulation and coding schemes can be accommodated in the Shannon’s capacity formula by multiplying all transmit powers by a constant.
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Note that the maximum-likelihood (ML) receiver for Gaussian noise minimizes the average Euclidean distance (ED) between the decoded symbol and the received signal. Unfortunately, the ED metric is not optimal for non-Gaussian noise [33].

- **Laplacian noise**: Laplacian noise is a non-Gaussian impulsive noise model. Generally, a noise is said to be impulsive if it is absent or possesses a low amplitude most of the time but once in a while generates high amplitude spikes, i.e., impulses. The pdf of Laplacian noise is given by

\[
f_X(x) = \frac{1}{2\sigma_M} \exp \left( -\frac{|x|}{\sigma_M} \right),
\]

where \(\sigma_M\) is a scale parameter analogous to the variance in the Gaussian pdf. It can be shown that the ML receiver in Laplacian noise applies a median filter on the received signal [33]. Note that there is no strong evidence for the existence of Laplacian noise in practical communication systems [33].

- **GGN**: A generalization of both the Gaussian and Laplacian noise models is known as GGN, which is described by the pdf

\[
f_X(x) = \frac{\beta \Gamma(4/\beta)}{2\pi \sigma^2 (\Gamma(2/\beta))^2} \exp \left(-\frac{|x|^\beta}{c}\right),
\]

where \(\beta > 0\) is a parameter that controls the shape of the pdf, \(\sigma^2\) is the variance of the noise, \(c \triangleq \left(\sigma^2 \frac{\Gamma(2/\beta)}{\Gamma(4/\beta)}\right)^{\beta/2}\), and \(\Gamma(\cdot)\) represents the Gamma function [38]. Note that \(\beta = 1\) and \(\beta = 2\) correspond to the Laplacian and Gaussian pdfs, respectively. Fig. 1.1 shows the pdf of GGN for different values of \(\beta\). It is worth mentioning that the lower the value of \(\beta\), the more impulsive the noise will be.
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Figure 1.1: The pdf of GGN. $\sigma^2 = 1$ and different $\beta$ have been considered.

- **GMN**: This model is a generalized version of Middleton’s Class–A noise model [25], in which the number of interference sources is variable and their arrival time is not necessarily Poisson distributed [33]. The pdf of GMN is given by

$$f_X(x) = \sum_{i=1}^{I} \frac{c_i}{\pi \sigma_i^2} \exp\left(-\frac{|x|^2}{\sigma_i^2}\right),$$

(1.10)

where $c_i > 0, \sum_{i=1}^{I} c_i = 1$, and $\sigma_i^2, 1 \leq i \leq I$, are noise parameters and the total variance is given by $\sigma^2 = \sum_{i=1}^{I} c_i \sigma_i^2$. The pdf in (1.10) indicates that at any time, a specific noise state $i \in \{1, 2, \ldots, I\}$ is present with probability $c_i$ and then a Gaussian random variable with variance $\sigma_i^2$ is generated. Therefore, conditioned on the state of the noise, GMN is Gaussian distributed. GMN is a popular model for impulsive non–Gaussian noise in systems with receive
antenna diversity [27], bit-interleaved coded modulation (BICM) [39, 40], and for partial band interference in frequency hopping (FH) systems [41], etc.

- $\epsilon$-mixture noise: For $I = 2$, GMN with variance $\sigma^2$ and $c_1 = 1 - \epsilon$, $c_2 = \epsilon$, $\sigma_2^2 = \kappa \sigma_1^2 = \kappa \sigma^2 / (1 - \epsilon + \kappa \epsilon)$ simplifies to the well-known $\epsilon$-mixture noise. In this noise model, the pdf of the noise can be characterized by only two parameters, namely, $0 < \epsilon < 1$ and $\kappa \gg 1$. The physical interpretation of these parameters is as follows. The prevalent type of noise (i.e., the noise in $(1 - \epsilon)$ fraction of time) is a Gaussian background noise with variance $\sigma_1^2 = \sigma^2 / (1 - \epsilon + \kappa \epsilon)$, whereas in $\epsilon$ fraction of the time (i.e., on average once every $\frac{1}{\epsilon}$ seconds), a strong Gaussian interference with variance $\sigma_2^2 = \kappa \sigma_1^2$ appears. Therefore, the smaller the value of $\epsilon$ and the larger the value of $\kappa$, the more impulsive the noise will be.

- CCI: One of the most common types of interference is CCI, particularly in cellular systems due to frequency re-use by different cells [42]–[43]. In fact, the capacity of cellular systems is mainly limited by CCI rather than the background noise [44]. Mathematically, CCI from a single source of interference can be expressed as

$$x = a z, \quad z \triangleq \sum_{k = k_l}^{k_u} g[k] i[k], \quad (1.11)$$

where $a$ represents the fading gain of the channel between the interferer and the desired user and $k_l$, $k_u$, $g[k]$, and $i[k]$ denote the lower limit, the upper limit, fixed (in general complex) coefficients, and the independent, identically distributed (i.i.d.) interference symbols taken from an $M$-ary alphabet. Eq. (1.11) can be used to model multiple synchronous, a single asynchronous, or multiple asynchronous co-channel interferers. For example, for $I$ synchronous interferers
we have $k_l = 1$, $k_u = I$, and $g[k]$ and $i[k]$ denote the gain and the transmitted symbol of the $k$th interferer, respectively.

Table 1.1: Examples of different EH sources and their performances; data collected from [1] and [2].

<table>
<thead>
<tr>
<th>EH source</th>
<th>Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ambient light (direct sunlight)</td>
<td>100mW/cm²</td>
</tr>
<tr>
<td>Ambient light (illuminated office)</td>
<td>100µW/cm²</td>
</tr>
<tr>
<td>Thermal (5 K gradient)</td>
<td>60µW/cm²</td>
</tr>
<tr>
<td>Thermal (10 K gradient)</td>
<td>135µW/cm²</td>
</tr>
<tr>
<td>Vibrational microgenerator (human motion)</td>
<td>4µW/cm³</td>
</tr>
<tr>
<td>Vibrational microgenerator (machines)</td>
<td>800µW/cm³</td>
</tr>
<tr>
<td>Ambient airflow</td>
<td>1mW/cm²</td>
</tr>
<tr>
<td>Push buttons</td>
<td>50µJ/N</td>
</tr>
<tr>
<td>Hand generators</td>
<td>30W/Kg</td>
</tr>
<tr>
<td>Isotropic RF transmitter with 4W transmission</td>
<td>5.5µW at 15m</td>
</tr>
<tr>
<td>TX91501 Powercast transmitter with 3W transmission (915 MHz)</td>
<td>189µW at 5m</td>
</tr>
</tbody>
</table>

1.3 Energy Harvesting in Wireless Communication Systems

In wireless communication systems, the transceiver nodes expend their energy for processing and transmitting data. For some applications, connecting the transceiver nodes to the power grid is cumbersome or may not even be possible. Pre–charged batteries can be a viable solution to this problem. In practice, the limited storage capacity of batteries and high transmit powers may result in quick drainage of the batteries. As a result, the batteries need to be replaced/recharged periodically, which can be sometimes impractical. An alternative solution is the deployment of EH nodes. EH nodes harvest energy from their surrounding environment, convert it to electrical energy, and store the electrical energy in batteries to carry out their functions. In
general, the energy can be harvested from unused ambient renewable energy sources using solar, thermoelectric, and motion effects, or through other physical phenomena [19]. A list of various EH sources and their performances is provided in Table 1.1.

EH nodes can be regarded as a promising option for deployment as they ensure a long system lifetime without the need for periodic battery replacements. In EH systems, the energy can be independently harvested by the transceiver nodes during the course of data transmission at random times and in random amounts. For data transmission (and for other signal processing tasks), EH nodes expend the energy from their storage and only the unused energy remains in the batteries. In particular, in each transmission time interval, the EH nodes are constrained to use, at most, only the energy available in their storage. These constraints necessitate the design of new transmission strategies for the EH nodes, to ensure optimum performance in an EH environment.

1.3.1 EH Methods

As mentioned earlier, numerous EH methods are available in practice. Among them, a few EH modules are shown in Fig. 1.2. We describe some of these methods in the
Solar EH systems: Solar energy is a convenient EH source and hence there exist many implementations of solar EH nodes in the literature of sensor networks and communication systems [45, 46]. The power density of solar energy at midday is approximately $100\text{mW/cm}^2$, i.e., $100\text{mW/cm}^2$ of electrical power can be harvested from the sun using polycrystalline solar cells, which have an efficiency of 16%–17%. Conversely, the power density in an indoor environment (e.g., in an illuminated office) is approximately $100\mu\text{W/cm}^2$. Solar energy is captured in a solar cell and then converted into electrical energy by exploiting the photovoltaic effect. When the sunlight is incident upon a material surface on a solar panel, the electrons present in the material’s valence band absorb energy and, being energized, jump to the conduction band of the material and become free. These highly energized, non–thermal electrons diffuse, and reach
a junction where they are accelerated into a different material by a built-in potential. This effect, referred to as the photovoltaic effect, generates an electromotive force, and thus some of the light energy is converted into electrical energy. In Fig. 1.3, we show the experimentation on a new technology that turns LCD screens into photovoltaic cells, which would allow laptops and smartphones to harvest solar energy while they are in use [5].

- **Thermal EH systems**: Several approaches, e.g., the Seebeck effect and the piezothermal effect, among others, are exploited to convert the thermal energy into electrical energy [47]. The efficiencies of these approaches are evaluated by Carnot’s law. For example, for a thermal gradient of 5K with respect to the normal ambient temperature of 300K, the thermal EH efficiency is approximately 1.67% [1]. A commercial application of thermal EH systems is the Seiko
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Thermal wristwatch, which is powered by the heat generated by the human body [47].

- **Vibrational EH systems**: Mechanical vibration is a potential EH source that occurs in human activities and industrial machinery, for example. Electricity can be generated from the vibration by many methods, e.g., piezoelectric materials, electromagnetic systems, and electrostatic systems. Piezoelectric materials exploit the ability of some materials, such as ceramics or crystals, to generate an electric potential difference between two nodes of a material in response to an implied mechanical stress. For electromagnetic converters, a coil oscillates in a static magnetic field and an electric potential is induced. In the case of electrostatic converters, electric charges on a set of flexible capacitor plates create an electric potential once the plates are moved. Prominent examples of vibrational EH sources include the vibration–based wristwatch, piezoelectric–powered radio–frequency identification (RFID) systems for shoes, and vibration–based micro–generators for intelligent sensor systems [47]. Fig. 1.4 shows an example of exploitation of the piezoelectric effect from human movement in a roller sneaker.

- **Wind EH systems**: Harvesting energy from wind is widely researched and is popular for high power application. Large wind turbine–generators are used for supplying power to remote loads, grids, and cellular base stations. According to a research conducted by the National Renewable Energy Laboratory (NREL), wind energy is considered the fastest growing electricity generation technology in the world [48]. Expanding on the continuing success of large–scale wind EH systems, attempts have been made to develop small–scale systems by considering miniaturized size and high portability.
• **RF EH systems**: Recently, it has been shown in [49]–[52] that background RF electromagnetic waves from ambient transmitters are also viable sources of energy. RF electromagnetic waves ranging from 3 KHz to 300 GHz are used as a medium to carry energy. RF EH can be regarded as a far–field energy transfer technique. Therefore, the amount of energy that can be harvested depends on the transmit power, the wavelength of the RF signal, and most importantly, the distance between the RF energy source and the harvesting node. Moreover, the RF–to–DC energy conversion efficiency has a vital impact on the amount of usable harvested energy. Although the development of RF EH systems is still in its infancy, there are already a few companies that sell products for practical implementations. The Powercast transmitter, which can transmit upto 3 W in the 915 MHz band, is an example of a commercial RF source [2]. An important advantage of RF EH systems is that RF signals can carry energy and information at the same time [49, 50]. Therefore, energy–constrained nodes can harvest energy and process the information simultaneously. This simultaneous wireless information and power transfer requires a careful design of the receiver so as to extract the correct information and harvest energy successfully [53, 54]. Note that simultaneous information and power transfer is beyond the scope of this thesis and discussed in Chapter 6 as a potential future direction of research.

### 1.3.2 EH Architectures

Communication with the EH nodes strongly depends on the characteristics of the storage capacity of the battery. For example, the storage capacity of a base station is entirely different from the storage capacity of a small sensor node. A small sensor node may not have a battery at all, and hence can rely only on the energy har-
An energy outage is defined by a state when the transmitter is ready to transmit data bits, but cannot do so due to an insufficient amount of energy supply.

5 An energy outage is defined by a state when the transmitter is ready to transmit data bits, but cannot do so due to an insufficient amount of energy supply.
sources and then stored in a battery for immediate and/or future use. EH is a random process and there is no guarantee that the energy will be available in future. Therefore, depending on the size of the battery, it is better to store as much extra energy as possible and thus reduce the randomness of the energy availability. There is a large body of literature on resource allocation for EH systems using the HSU architecture [17, 18, 57, 58, 59]. However, scheduling and optimizing the available resources for an HSU architecture is more involved and strongly depends on the considered time horizon (finite or infinite). For example, the random energy arrival and management policy for EH systems forms a Markov decision process [23], and hence the optimization problem for resource allocation cannot be formulated for a single time interval. Instead, in a given time interval, we have to incorporate the dependency of the resource allocation policy on the factors of other time intervals. These considerations result in more complicated formulations of the optimization problem than the HU architecture, which is described next.

- **HU architecture**: In an HU architecture, the harvested energy is not stored and hence powers the communication nodes directly [60]. Typically, a sensor node of miniature size does not contain a battery and thus its operation relies solely on immediately–harvested energy. Examples of EH nodes with HU architecture include sensor nodes used for monitoring by bursty short message and push–button controllers [61]. The resource allocation policy for HU architecture is different from that for HSU architecture. For example, it is sufficient to formulate the optimization problem for the given time interval, and not to consider the effect of the factors of other time intervals. There are a few contributions in the literature on the design of EH systems with HU architecture, cf., [60, 62].
1.4 Contributions and Results

In this thesis, we consider resource allocation algorithm designs for different wireless communication systems with constant energy sources (Chapter 2), energy harvesters (Chapters 3 and 4), and a hybrid supply of energy (Chapter 5). A hybrid supply consists of a constant energy source and an energy harvester. The main contributions of this thesis are as follows:

1. We introduce a fair and flexible power allocation scheme for two amplify–and–forward (AF) relay selection systems, impaired by Gaussian and different non–Gaussian noises and powered by constant energy sources. The two AF relay selection schemes are denoted as best relay selection (BRS) and partial relay selection (PRS) in this thesis. To formulate the objective function for the optimization problem, we analyze the average error rate in the asymptotic regime of high SNR for the considered systems. The derived analytical results are valid for Gaussian and non–Gaussian noises with finite moments, independent and non–identically distributed (i.n.d.) Rayleigh fading, and arbitrary linear modulation schemes. Our formulated power allocation schemes ensure the fairness with energy consumption constraints, which does not affect the achievable diversity gain. In order to reduce the signaling overhead required for channel state information (CSI) acquisition, we propose a relay subset selection scheme for BRS and PRS. Simulation results confirm the accuracy of the proposed error rate analysis, and optimal power allocation (OPA) was shown to outperform competing approaches to enforce fairness in energy consumption.

2. We propose optimal resource allocation schemes for EH relay systems, where an EH source communicates with the destination via an EH decode–and–forward
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(DF) relay over fading channels. We consider two relaying protocols, namely, conventional relaying and buffer–aided link adaptive relaying protocols. Our objective is to maximize the system throughput over a finite number of transmission time slots for both relaying protocols. In the case of conventional relaying, we propose optimal offline, optimal online, and several low–complexity but suboptimal online joint source and relay transmit power allocation schemes. For buffer–aided link adaptive relaying, we propose an optimal offline and efficient but suboptimal online schemes, which jointly optimize source and relay transmit powers along with the link selection. Simulation results show that buffer–aided link adaptive relaying provides significant performance gains compared to conventional relaying but requires a higher complexity for computation of the resource allocation solution.

3. We propose joint relay selection and power allocation schemes for maximization of the throughput of an AF cooperative communication system, where the source and the relays are EH nodes. We formulate an offline optimization problem which can be solved optimally by Generalized Bender’s Decomposition (GBD) method. For real–time implementation with low computational cost, we propose two suboptimal online power allocation schemes. The performance of the proposed schemes is evaluated via simulations.

4. We consider a point–to–point communication link, where the transmitter has a hybrid energy supply comprised of a constant energy source and an energy harvester. We minimize the power consumed by the constant energy source for transmission of a given amount of data in a given number of time intervals. Two scenarios are considered for packet arrival. In the first scenario, we assume that all data packets have arrived before transmission begins, whereas
in the second scenario, we assume that data packets are arriving during the course of data transmission. For both scenarios, we propose optimal offline, optimal online, and low–complexity but suboptimal online transmit power allocation schemes. Simulation results reveal that the offline scheme performs best among all considered schemes and the suboptimal online scheme provides a good performance–complexity tradeoff.

1.5 Organization of the Thesis

In the following, we provide a brief overview of the remainder of this thesis:

In Chapter 2, we derive accurate high SNR approximations for the error probability and propose power allocation schemes for a cooperative network employing AF relays and BRS or PRS. Since we do not assume that the noise distributions at the various network nodes are known at the destination, BRS and PRS are performed based on the end–to–end and source–relay (relay–destination) SNRs, respectively, and the signals received via the relayed link and the direct link are combined with the additive white Gaussian noise (AWGN) ML combining rule. We formulate an OPA problem for minimization of the asymptotic error probability under energy consumption constraints to enable fair energy consumption across relays. Furthermore, to reduce the amount of instantaneous CSI required for relay selection and the associated signaling overhead, we propose to pre–select a subset of relays based on the developed error rate expressions which depend only on the average CSI.

In Chapter 3, we propose offline and online power allocation schemes for conventional and buffer–aided link adaptive EH relay systems for a three–node cooperative communication system, where the source and the relay are assumed as EH nodes. In the case of conventional relaying, we formulate a convex optimization problem for
the offline power allocation, whereas for the online case, we propose a stochastic DP approach to compute the optimal online transmit power. To alleviate the complexity inherent to DP, we also propose several suboptimal online power allocation schemes. For buffer-aided link adaptive relaying, we show that the joint offline optimization of the source and relay transmit powers along with the link selection results in a non-convex mixed integer non-linear problem (MINLP), which we solve optimally using the spatial branch-and-bound (sBB) method. However, we do not formulate an optimal online scheme by DP for buffer-aided relaying, as otherwise, the formulation would lead to a very high complexity and might not be implementable in practice.

In Chapter 4, we consider AF relay selection where the source and the relays are EH nodes and thus the optimal relay selection depends on both the channel SNR and the amount of harvested energy stored by the nodes. We propose offline and online joint relay selection and source and relay transmit power allocation schemes that maximize the end-to-end system throughput over a finite number of transmission intervals. The offline scheme results in a convex MINLP, which is solved by the GBD. However, as in Chapter 3, we do not formulate an optimal online scheme by DP, because such a formulation would lead to a very high complexity even greater than that of buffer-aided relaying for more than two relays. Instead, we formulate a suboptimal but low-complexity scheme, which exploits the statistical properties of EH and relay selection.

In Chapter 5, we consider a single communication link where the transmitter is equipped with a hybrid energy source, comprised of a constant energy source and an energy harvester. Our aim is to minimize the amount of energy drawn from the constant energy source, such that the harvested energy is efficiently utilized for transmitting a given number of data packets over a finite number of transmission
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intervals. We propose optimal offline, optimal online, and low-complexity but sub-optimal online power allocation schemes for the considered system with two data arrival scenarios. The solution of the optimization problem considered in Chapter 5 provides insights regarding the optimal power allocation policy for communication systems with hybrid energy sources and thereby facilitates the design of reliable green communication systems.

Finally, Chapter 6 summarizes the contributions of this thesis and provides directions for future research.

Appendices A and B contain the proofs of error rate expressions used in Chapter 2. In Appendix C, we enlist some related contributions that were accomplished during my PhD, but are not included in this thesis.
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Relay Subset Selection and Fair Power Allocation for Best and Partial Relay Selection in Generic Noise and Interference

2.1 Introduction

BRS is an efficient approach to achieve full diversity in multi–relay systems [63, 64]. Synchronization requirements are relaxed and spectral efficiency is increased compared to other cooperative diversity schemes where all relays transmit concurrently [65] and sequentially over orthogonal channels [66], respectively. Thus, the analysis of BRS has received considerable attention in the literature, cf. e.g. [63, 64, 67]. However, since BRS is typically based on the instantaneous end–to–end SNR, a significant signaling overhead is required for CSI acquisition and feedback. To reduce the required amount of CSI for relay selection, PRS has been proposed. PRS uses only the CSI of the source–relay or the relay–destination channels for relay selection, which reduces the estimation and signaling overhead at the expense of a loss in diversity [68, 69]. In both BRS and PRS relays with favorable channel conditions are
selected more frequently, which drains their energy resources compared to relays with weaker channels. To overcome this problem, equal selection probability (ESP) BRS has been proposed in [3], where the end-to-end SNRs are biased such that all relays are selected with equal probability. While this approach achieves fairness in energy consumption among the relays, it may not yield high performance since relays with strong channels and relays with weak channels transmit with identical powers and for equal amounts of time.

We mentioned in Chapter 1 that practical wireless communication systems are often impaired not only by AWGN but also by non-Gaussian noise and interference. In this chapter, we derive asymptotic error probability of a cooperative network employing AF relays and BRS or PRS. The developed framework is applicable to all types of noise with finite moments and different network nodes may be impaired by different types of noise. Furthermore, we propose a relay subset selection scheme to reduce the requirement of instantaneous CSI and signaling overhead. BRS is performed for the relays in the pre-selected subset, i.e., instantaneous CSI is required only for the links of these relays.\textsuperscript{6} In addition, we exploit the derived error rate expression and formulate an OPA problem with energy consumption constraints. It is shown that BRS/PRS with OPA achieves significant performance gains compared to BRS/PRS with ESP and equal power allocation (EPA), respectively, since different relays may transmit with different powers and for different amounts of time. However, the dependence of the energy consumption on the relay selection probability makes the resulting OPA problem non-convex and more difficult to solve than the convex OPA problem for cooperative networks with orthogonal relay channels [16, 72, 73].

The remainder of this chapter is organized as follows. In Section 2.2, the system

\textsuperscript{6}We note that rate-maximizing relay subset selection schemes have been proposed in [70, 71] for systems impaired by AWGN. However, BRS and PRS are not considered in [70, 71] and the proposed relay subset selection schemes are not motivated by reducing the CSI estimation overhead.
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Figure 2.1: Block diagram of the considered AF relay system with BRS and PRS. Solid lines indicate the direct $S-D$ link and the selected relay link.

model for BRS and PRS is presented. The asymptotic bit error rate (BER) and symbol error rate (SER) are analyzed in Section 2.3. In Section 2.4, the proposed schemes for relay subset selection and OPA with energy consumption constraints are developed. The effectiveness of these schemes and the accuracy of the developed analytical error rate expressions are evaluated based on computer simulations in Section 2.5. Section 2.6 concludes this chapter.

2.2 System Model

In this section, we introduce the considered signal and channel models.

**Channel Model:** We consider a cooperative network with one source terminal, $S$, $N$ half-duplex AF relays, $R_k$, $k = 1, \ldots, N$, and one destination terminal, $D$, cf. Fig. 2.1. Transmission is organized in two phases. In the first phase, the source
transmits and the relays and the destination receive. In the second phase, one relay is selected for transmission and the destination receives. The fading gains of the $S-D$, $S-R_k$, and $R_k-D$ links are denoted by $h_0$, $h_{1k}$, and $h_{2k}$, respectively. We assume independent Rayleigh fading in all links, i.e., $h_0 \triangleq a_0 e^{j\theta_0}$, $h_{1k} \triangleq a_{1k} e^{j\theta_{1k}}$, and $h_{2k} \triangleq a_{2k} e^{j\theta_{2k}}$ are independent complex Gaussian random variables with zero mean and variances $\Omega_0 \triangleq \mathbb{E}\{|h_0|^2\}$, $\Omega_{1k} \triangleq \mathbb{E}\{|h_{1k}|^2\}$, and $\Omega_{2k} \triangleq \mathbb{E}\{|h_{2k}|^2\}$, respectively, where $\mathbb{E}\{\cdot\}$ denotes statistical expectation. Here, the channel amplitudes, $a_0$, $a_{1k}$, and $a_{2k}$ are Rayleigh distributed, whereas the channel phases, $\theta_0$, $\theta_{1k}$, and $\theta_{2k}$ are uniformly distributed in $[-\pi, \pi)$. The channel amplitudes are statistically independent of the channel phases.

$n_0$, $n_{1k}$, and $n_{2k}$ denote the (possibly) non-Gaussian noise samples at the destination in the first phase of transmission, at relay $k$, and at the destination in the second phase of transmission, respectively. Due to the distributed nature of relay networks, the noise samples at different relays are statistically independent and not necessarily identically distributed. For the proposed analysis we require all moments of all the noises to exist. This is a mild assumption which is fulfilled by most types of noise and interference of practical interest including AWGN, GMN, GGN, CCI, and UWB interference (with $\alpha$-stable noise being the only notable exception) [24].

The instantaneous SNRs of the $S-D$, $S-R_k$, and $R_k-D$ links are given by $\gamma_0 \triangleq P_0 a_0^2 / \sigma_{n_0}^2$, $\gamma_{1k} \triangleq P_0 a_{1k}^2 / \sigma_{n_{1k}}^2$, and $\gamma_{2k} \triangleq P_k a_{2k}^2 / \sigma_{n_{2k}}^2$, respectively, where $\sigma_{n_0}^2 \triangleq \mathbb{E}\{|n_0|^2\}$, $\sigma_{n_{1k}}^2 \triangleq \mathbb{E}\{|n_{1k}|^2\}$, $\sigma_{n_{2k}}^2 \triangleq \mathbb{E}\{|n_{2k}|^2\}$, and $P_0$ and $P_k$ are the average transmit powers of the source and relay $k$, respectively. In this chapter, we assume that $S$ and $R_k$ nodes are powered by constant energy sources. The corresponding average SNRs are given by $\bar{\gamma}_0 \triangleq P_0 \Omega_0 / \sigma_{n_0}^2$, $\bar{\gamma}_{1k} \triangleq P_0 \Omega_{1k} / \sigma_{n_{1k}}^2$, and $\bar{\gamma}_{2k} \triangleq P_k \Omega_{2k} / \sigma_{n_{2k}}^2$. For future reference, we also introduce the normalized noise samples as $\bar{n}_0 \triangleq n_0 / \sigma_{n_0}$, $\bar{n}_{1k} \triangleq n_{1k} / \sigma_{n_{1k}}$, and
\( \bar{n}_{2k} \triangleq n_{2k} / \sigma_{n2k} \).

**BRS:** As customary in the literature, best relay selection is based on the maximum bottleneck link SNR, which constitutes a tight upper bound for the end–to–end SNR [63]. The selected relay, \( R_{k_s} \), is thus determined by

\[
k_s = \arg \max_{k \in \{1, \ldots, N\}} \min\{\gamma_{1k}, \gamma_{2k}\}.
\] (2.1)

For BRS, we assume that the destination acquires the CSI of all links (which requires CSI feedback from the source or the relays), determines the best relay according to (2.1), and feeds \( k_s \) back to the relays. Only the selected relay participates in the second phase of transmission.

**PRS:** In PRS, relay selection is performed either by the source, based on the source–relay SNRs or by the destination, based on the relay–destination SNRs. The best relay, \( R_{k_s} \), is obtained as [68, 69]

\[
k_s = \arg \max_{k \in \{1, \ldots, N\}} \gamma_{jk},
\] (2.2)

where \( j = 1 \) and \( j = 2 \) if the source and the destination select the relay, respectively. We refer to these relay selection schemes as PRS–S and PRS–D, respectively. In PRS–S and PRS–D, the source and the destination can directly estimate the required CSI based on pilots sent by the relays, respectively. Thus, compared to BRS the signaling overhead is reduced.

**Signal Model:** The received signals at the destination in the first and second phase of transmission are given by

\[
r_0 = \sqrt{P_0} h_0 x + n_0
\] (2.3)
and

\[ r_{k_s} = A_{k_s} h_{2k_s} u_{k_s} + n_{2k_s} = A_{k_s} \sqrt{P_0 h_{2k_s} h_{1k_s}} x + \tilde{n}_{k_s}, \tag{2.4} \]

respectively, where \( u_{k_s} = \sqrt{P_0} h_{1k_s} x + n_{1k_s} \) is the signal received at the selected relay, \( A_{k_s} \) is an amplification gain, and \( \tilde{n}_{k_s} \triangleq A_{k_s} h_{2k_s} n_{1k_s} + n_{2k_s} \) is the effective noise. The transmitted symbol \( x \) is taken from an \( M \)--ary alphabet, \( \mathcal{A} \), with \( \mathcal{E}\{|x|^2\} = 1 \), such as \( M \)--ary quadrature amplitude modulation (QAM) or \( M \)--ary phase–shift keying (PSK). The amplification gain is given by \cite{74}

\[ A_{k_s} = \sqrt{P_{k_s}/(P_0 a_{1k_s}^2 + b)}, \tag{2.5} \]

where \( b = \sigma_{n_{1k_s}}^2 \) is used for normalization of the average relay output power to \( P_{k_s} \).

Thus, for the simulation results shown in Section 2.5, \( b = \sigma_{n_{1k_s}}^2 \) is adopted. However, in our performance analysis in Section 2.3, \( b = 0 \) is assumed to make the problem tractable as is customary in the literature \cite{74}. Using \( b = 0 \) instead of \( b = \sigma_{n_{1k_s}}^2 \) leads to a very tight performance upper bound, especially at high SNR, cf. Section 2.5.

**Processing at Destination:** We assume the destination does not know the distribution of the noise at the different nodes of the network, which is a realistic assumption in practice. Therefore, the destination employs \( L_2 \)--norm combining \cite{75} (which is optimal in the maximum likelihood sense for AWGN but suboptimal for non–Gaussian noise) to combine the signals received in the first and second phase of transmission, yielding

\[ L(\hat{x}) = \frac{|r_0 - \sqrt{P_0} h_0 \hat{x}|^2}{\sigma_{n_0}^2} + \frac{|r_{k_s} - \sqrt{P_0} A_{k_s} h_{2k_s} h_{1k_s} \hat{x}|^2}{\sigma_{\tilde{n}_{k_s}}^2}, \tag{2.6} \]

where \( \hat{x} \in \mathcal{A} \) is a trial symbol and \( \sigma_{\tilde{n}_{k_s}}^2 \triangleq \sigma_{n_{2k_s}}^2 + A_{k_s}^2 a_{2k_s}^2 \sigma_{n_{1k_s}}^2 \). The detected symbol,
\hat{x} \in \mathcal{A}, \text{ is obtained from } \hat{x} = \arg \min_{\hat{x} \in \mathcal{A}} L(\hat{x})^7.

### 2.3 Asymptotic Error Rate Analysis

In this section, we derive the asymptotic error rate performances of BRS, PRS–S, and PRS–D in i.n.d. Rayleigh fading and generic, possibly non–Gaussian noise. We first note that for sufficiently high SNR\(^8\), the SER and BER can be approximated by those terms of the truncated union bound which dominate at high SNR [30, 36]. For the SER and BER of the considered linear modulation schemes thus leads to

\[ P^X_s = \bar{\zeta} \bar{P}^X_e(d_{\min}) \quad \text{and} \quad P^X_b = \bar{\zeta} \log_2 M \bar{P}^X_e(d_{\min}), \quad (2.7) \]

respectively, where \( A \doteq B \) means that \( A \) and \( B \) are asymptotically (i.e., for high SNR) equal, \( P^X_e(d) \) denotes the asymptotic pairwise error probability (PEP) of two distinct signal points \( \hat{x}, x \in \mathcal{A} \) having an Euclidean distance of \( d \triangleq |e|, e \triangleq x - \hat{x}, \) from each other, \( d_{\min} \) denotes the minimum Euclidean distance of constellation \( \mathcal{A}, \bar{\zeta} \) is the average number of minimum–distance neighbors of each element of \( \mathcal{A}, \) \( X \) is used to specify the considered relay selection scheme and \( X = B, X = PS, \) and \( X = PD \) stand for BRS, PRS–S, and PRS–D, respectively.

Exploiting (2.3) and (2.6), the PEP of the considered relay selection schemes can

\(^7\)It is worth noting that an \( L_p \)–norm detector can be used to optimally detect the signals impaired by non–Gaussian noise [24]. For this detector, a tunable parameter \( p \) is adjusted offline for different noise distributions, and hence the detector can be implemented online. However, we need to know the noise distribution beforehand to implement the \( L_p \)–norm detector. This consideration is in contrast to the assumptions made in this chapter.

\(^8\)At what SNR values the analytical SER and BER approximations derived in this section become tight depends on the relay selection scheme, the number of relays, the type of fading, and the type of noise. Typical SNR values where our analytical results become accurate lie between 20 dB and 40 dB, cf. Section 2.5. For example, for BRS with \( N = 4 \) relays and independent and identically distributed Rayleigh fading, Fig. 2.2 reveals that the derived asymptotic BER expressions are tight for SNRs larger than 25 dB.
be expressed as

\[ P_e^X(d) = \Pr \{ L(\hat{x}) < L(x) \} = \Pr \{ \Delta_0 + \Delta_{k_s} < 0 \}, \quad (2.8) \]

where \( \Pr \{ A \} \) denotes the probability of event \( A \), \( x \) is the transmitted symbol, and
\[
\Delta_0 \triangleq (|\sqrt{P_0} h_0 \epsilon + n_0|^2 - |n_0|^2) / \sigma_{n_0}^2 \quad \text{and} \quad \Delta_{k_s} \triangleq (|\sqrt{P_0} A_{k_s} h_{2k_s} h_{1k_s} \epsilon + \tilde{n}_{k_s}|^2 - |\tilde{n}_{k_s}|^2) / \sigma_{\tilde{n}_{k_s}}^2.
\]

Furthermore, defining the moment generating functions (MGFs) of \( \Delta_0 \) and \( \Delta_{k_s} \) as
\[
\Phi_{\Delta_0}(s) \triangleq \mathcal{E}_{a_0, \theta_0} \{ e^{-s \Delta_0} \} \quad \text{and} \quad \Phi_{\Delta_{k_s}}(s) \triangleq \mathcal{E}_{a_{k_s}, \theta_{k_s}} \{ e^{-s \Delta_{k_s}} \},
\]
respectively, (2.8) can be rewritten as

\[ P_e^X(d) = \frac{1}{2 \pi j} \int_{c-j\infty}^{c+j\infty} \Phi_{\Delta}(s) \frac{ds}{s}, \quad (2.9) \]

where \( \Phi_{\Delta}(s) \triangleq \Phi_{\Delta_0}(s) \Phi_{\Delta_{k_s}}(s) \) and constant \( c > 0 \) lies in the region of convergence of the integral. Since \( \Phi_{\Delta_0}(s) \) and \( \Phi_{\Delta_{k_s}}(s) \) correspond to the direct \( S-D \) and the relayed links, respectively, the former MGF is identical for BRS and PRS, whereas the latter MGF depends on the selection scheme used. The asymptotic MGF of \( \Delta_0 \) can be obtained by averaging [16, Eq. (11)] with respect to the noise

\[ \Phi_{\Delta_0}(s) = \frac{1}{d^2 s \gamma_0} \sum_{\xi=0}^{\infty} \frac{1}{\xi} s^\xi m_0(\xi) + o \left( \bar{\gamma}_0^{-1} \right), \quad (2.10) \]

where a function \( f(y) \) is \( o(y) \) if \( \lim_{y \to 0} f(y)/y = 0 \) and \( m_0(\xi) \triangleq \mathcal{E}\{|\bar{n}_0|^{2\xi}\} \) denotes the \( 2\xi \)-th moment of \( \bar{n}_0 \). In the following subsections, we derive \( \Phi_{\Delta_{k_s}}(s) \) and the asymptotic PEPs for the three considered relay selection schemes.
2.3.1 Asymptotic PEP of Best Relay Selection

For BRS, we show in Appendix A that the asymptotic MGF of $\Delta_k$, can be expressed as

$$\Phi_{\Delta_k}(s) = \sum_{k=1}^{N} \frac{1}{\prod_{m=1, m \neq k}^{N} \left( \frac{\bar{\gamma}_{1m} \bar{\gamma}_{2m}}{\bar{\gamma}_{1m} + \bar{\gamma}_{2m}} \right) (d^2 s)^N} \sum_{\xi=0}^{\infty} \frac{(\xi + N - 1)! s^\xi}{(\xi)!^2} \left( \frac{m_{1k}(\xi)}{\bar{\gamma}_{1k}} + \frac{m_{2k}(\xi)}{\bar{\gamma}_{2k}} \right) + o\left( \bar{\gamma}_c^{-1} \right), \quad (2.11)$$

where $m_{1k}(\xi) \triangleq \mathcal{E}\{|\bar{n}_{1k}|^{2\xi}\}$ and $m_{2k}(\xi) \triangleq \mathcal{E}\{|\bar{n}_{2k}|^{2\xi}\}$ denote the noise moments of $\bar{n}_{1k}$ and $\bar{n}_{2k}$, respectively, and $\bar{\gamma}_c \triangleq \prod_{k=1}^{N} \min\{\bar{\gamma}_{1k}, \bar{\gamma}_{2k}\}$. We note that the assumption that all noise moments exist is necessary for (2.10) and (2.11) to be valid since higher order noise terms were absorbed into the respective $o(\cdot)$ terms. Combining (2.10) and (2.11) and assuming $\bar{\gamma}_0, \bar{\gamma}_{1k}, \bar{\gamma}_{2k} \to \infty$, we obtain the asymptotic MGF

$$\Phi_{\Delta}(s) = \sum_{k=1}^{N} \frac{1}{\prod_{m=1, m \neq k}^{N} \left( \frac{\bar{\gamma}_{1m} \bar{\gamma}_{2m}}{\bar{\gamma}_{1m} + \bar{\gamma}_{2m}} \right) (d^2 s)^{N+1} \bar{\gamma}_0} \times \sum_{\xi=0}^{\infty} \sum_{i+j=\xi} s^{(i+N-1)!} i! j! \left( \frac{m_{1k}(i)}{\bar{\gamma}_{1k}} + \frac{m_{2k}(j)}{\bar{\gamma}_{2k}} \right), \quad (2.12)$$

where $\sum_{i+j=\xi}$ represents the summation over all possible combinations of non–negative integers $i$ and $j$ with $i + j = \xi$. Considering (2.9), the PEP, $P_e^B(d)$, is given by the sum of the residues of $\Phi_{\Delta}(s)/s$ in the left hand side of the complex $s$–plain. Using d’Alembert’s convergence test [76, 0.222] it can be shown that the right hand side of (2.12) is convergent for $s \neq 0$, i.e., the only singularity of $\Phi_{\Delta}(s)/s$ is at $s = 0$. Thus, the asymptotic PEP is given by the residue of $\Phi_{\Delta}(s)/s$ at $s = 0$ or equivalently by the coefficient associated with $s^0$ in the series expansion of the right hand side of (2.12).

Based on this observation, for high SNR, we only consider the term in the sum over


\[ i + j \text{ with } \xi = N + 1 \text{ in (2.12) to obtain the asymptotic PEP for BRS } P_e^B(d) = \]

\[
\frac{1}{d^{2(N+1)}} \sum_{k=1}^{N} \sum_{i+j=N+1} (i + N - 1)! m_0(j) \frac{(i)_j}{(i)_j} \left( \frac{m_{1k}(i)}{\bar{\gamma}_{1k}} + \frac{m_{2k}(i)}{\bar{\gamma}_{2k}} \right). \tag{2.13}
\]

Combining (2.7) and (2.13) yields closed–form expressions for the SER and BER of AF BRS in generic, possibly non–Gaussian noise. The noise moments required in (2.13) can be found in [24, Tables I and II] for many types of noise of practical interest including AWGN, GGN, GMN, and CCI.

**No S–D Link:** In some applications, the direct S–D link is negligible or cannot be used. In this case, the PEP can still be obtained from (2.9) if we let \( \Phi_{\Delta_0}(s) = 1 \). Thus, \( \Phi^B_{\Delta_{\Delta_0}}(s) = \Phi^B_{\Delta_{\Delta_0}}(s) \) holds and using a similar approach as before, we obtain for the asymptotic PEP

\[
P_e^B(d) = \frac{\Gamma(2N)}{d^{2N}(\Gamma(N + 1))^2} \prod_{m=1, m \neq k}^{N} \left( \frac{\bar{\gamma}_{1m} \bar{\gamma}_{2m}}{\gamma_{1m} \gamma_{2m}} \right) \left( \frac{m_{1k}(N)}{\bar{\gamma}_{1k}} + \frac{m_{2k}(N)}{\bar{\gamma}_{2k}} \right). \tag{2.14}
\]

**DF Relays:** The asymptotic PEP of BRS with DF relays (without S–D link) in generic noise is also given by (2.14). A proof for this result can be found in [77, Appendix C] and corresponding numerical results are shown in Section 2.5.
2.3.2 Asymptotic PEP for Partial Relay Selection

We show in Appendix B that the MGF of $\Delta_k$ for PRS–S can be written as

$$ \Phi_{PS}^\Delta(s) = \sum_{k=1}^{N} \sum_{\xi=0}^{\infty} \sum_{u_1=0}^{1} \cdots \sum_{u_N=0}^{1} \sum_{\nu=1}^{N} \frac{\sum_{\nu \neq k}^{u_\nu}}{\xi! s d^2} \left( \frac{m_{1k}(\xi)}{\bar{\gamma}_{1k}} + \frac{m_{2k}(\xi)}{\bar{\gamma}_{PS}} \right) + o \left( \bar{\gamma}_{1k}^{-1} \right) + o \left( \bar{\gamma}_{PS}^{-1} \right), \quad (2.15) $$

where $\bar{\gamma}_{PS} \triangleq \bar{\gamma}_{1k} \bar{\gamma}_{2k} (1/\bar{\gamma}_{1k} + \sum_{i=1, i \neq k}^{N} u_i/\bar{\gamma}_{1i})$. For high SNR, combining (2.10) and (2.15) we obtain the asymptotic MGF of $\Delta$ for PRS–S as

$$ \Phi_{PS}^\Delta(s) = \sum_{k=1}^{N} \frac{1}{(sd)^2} \sum_{\xi=0}^{\infty} \sum_{i+j=\xi}^{1} \sum_{u_1=0}^{1} \cdots \sum_{u_N=0}^{1} \sum_{\nu=1}^{N} \frac{\sum_{\nu \neq k}^{u_\nu}}{i! j!} \left( \frac{m_{1k}(j)}{\bar{\gamma}_{1k}} + \frac{m_{2k}(j)}{\bar{\gamma}_{PS}} \right). \quad (2.16) $$

Using again d’Alembert’s convergence test [76, 0.222], it can be shown that the right hand side of (2.16) is convergent for $s \neq 0$. Thus, the asymptotic PEP can be expressed by the residue of $\Phi_{PS}^\Delta(s)/s$ at $s = 0$ or equivalently by the coefficient associated with $s^0$ in the series expansion of the right hand side of (2.16). Hence, for the asymptotic PEP, in (2.16) only the term with $\xi = 2$ is relevant and we obtain

$$ P_e^{PS}(d) = \frac{1}{d^4 \bar{\gamma}_0} \sum_{k=1}^{N} \sum_{i+j=2}^{N} \frac{m_0(i)}{i! j!} \sum_{u_1=0}^{1} \cdots \sum_{u_N=0}^{1} \sum_{\nu=1}^{N} \frac{\sum_{\nu \neq k}^{u_\nu}}{\left( \frac{m_{1k}(j)}{\bar{\gamma}_{1k}} + \frac{m_{2k}(j)}{\bar{\gamma}_{PS}} \right)} \quad (2.17) $$
Combining (2.7) and (2.17) yields closed-form expressions for the SER and BER of PRS–S in generic, possibly non-Gaussian noise.

The asymptotic PEP of PRS–D, $P_{e}^{PD}$, can be obtained in a similar fashion as that of PRS–S and is given by

$$
P_{e}^{PD}(d) = \frac{1}{d^{4\bar{\gamma}_{0}}} \sum_{k=1}^{N} \sum_{i+j=2} m_{0}(i) \sum_{u_{1}=0}^{1} \sum_{u_{2}=0}^{1} \cdots \sum_{u_{N}=0}^{1} \frac{(-1)^{\sum_{\nu=1}^{u_{\nu}} u_{\nu}}}{\gamma_{PD}^{k_{1}} + \frac{m_{1k}(j)}{\bar{\gamma}_{2k}} + \frac{m_{2k}(j)}{\bar{\gamma}_{2k}}}.
$$

where $\gamma_{PD} \triangleq \bar{\gamma}_{1k} \bar{\gamma}_{2k}(1/\bar{\gamma}_{22} + \sum_{i=1,i\neq k}^{N} u_{i}/\bar{\gamma}_{2i})$.

**Remark 1:** For $N = 1$ (no selection), BRS, PRS–S, and PRS–D are equivalent and (2.13), (2.17), and (2.18) give identical results. Furthermore, for $N > 1$, all terms in (2.17) involving noise moments $m_{1k}(j)$ cancel, i.e., the asymptotic PEP of PRS–S is independent of the type of noise that impairs the relays. Similarly, for $N > 1$, all terms in (2.18) involving noise moments $m_{2k}(j)$ cancel and the asymptotic PEP of PRS–D is independent of the type of noise that impairs the destination in the second hop. In contrast, for the case $N = 1$ (no selection), the asymptotic PEPs of BRS and PRS depend on both the relay noise moments and the destination noise moments.

**Remark 2:** For the special case of i.i.d. Rayleigh fading in the $S–R$ and the $R–D$ links, respectively, i.e., $\bar{\gamma}_{1k} = \bar{\gamma}_{1}$ and $\bar{\gamma}_{2k} = \bar{\gamma}_{2}$, $1 \leq k \leq K$, for $N > 1$ the asymptotic error rate of PRS–S (PRS–D) only depends on the relay–destination SNR, $\bar{\gamma}_{2}$ (source–relay SNR, $\bar{\gamma}_{1}$), but not on the source–relay SNR, $\bar{\gamma}_{1}$ (relay–destination SNR, $\bar{\gamma}_{2}$). In contrast, for $N = 1$ (no selection), the asymptotic error rate performance of PRS depends on both $\bar{\gamma}_{1}$ and $\bar{\gamma}_{2}$. For the special case that all nodes are impaired by AWGN, similar observations have been made before in [68]. Here, we have extended this result
to non-Gaussian noise. However, we emphasize that for general i.n.d. Rayleigh fading channels (not considered in [68]), regardless of the type of noise, the error rate of PRS depends on the SNRs of all links also for \( N > 1 \).

### 2.3.3 Diversity and SNR Gain

It is convenient to express the SER (or BER) in terms of the diversity gain \( G_d \) and the SNR gain \( G_c \), i.e., \( P_s^X = (G_c \bar{\gamma})^{-G_d} \), where \( \bar{\gamma}_{11} = \ldots = \bar{\gamma}_{1N} = \bar{\gamma}_{21} = \ldots = \bar{\gamma}_{2N} = \bar{\gamma}_0 = \bar{\gamma} \) is assumed. Based on (2.7) and (2.13) we conclude that the diversity gain of AF BRS is given by \( G_d = N + 1 \), irrespective of the type of noise. In contrast, the diversity gain of both PRS–S and PRS–D is \( G_d = 2 \), regardless of \( N \) and the type of noise, cf. (2.7), (2.17) and (2.7), (2.18), i.e., full diversity is not achieved. On the other hand, the SNR gains of all considered relay selection schemes depend on the type of noise via the noise moments.

### 2.4 Optimization of BRS and PRS in Generic Noise

In this section, we exploit the asymptotic error rate expressions from the previous section for a reduction of the required signaling overhead via relay subset selection and for optimization of the transmit powers of the source and the relays under energy consumption constraints.

#### 2.4.1 Relay Subset Selection

In systems with large numbers of relays, the overhead required for collection of the instantaneous CSI of all links may be excessive. On the other hand, acquisition of the average CSI of all links in the form of average link SNRs and noise moments at
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the relays and the destination may be possible since these parameters change much more slowly with time than the instantaneous CSI (i.e., the channel gains). The main idea of relay subset selection is to pre-select $K$ out of the $N$ available relays based on their average CSI and noise moments. Out of these $K$ relays one relay is then selected based on the corresponding instantaneous CSI of the involved links and the BRS criterion (2.1). The same idea can be applied to PRS.

Let us denote all possible subsets of $K$ out of $N$ relays by $S_k$, $1 \leq k \leq N!/( (N - K)!K! )$. We define the best subset for BRS, $\hat{S}$, as that subset which minimizes the derived asymptotic PEP, $P^B_e(d)$, in (2.14). As mentioned before, since the average CSI changes very slowly with time, the best subset has to be updated relatively infrequently. However, the best relay within the subset is updated relatively frequently based on the instantaneous CSI and (2.1).

We note that subset selection reduces the achievable diversity order to $G_d = K+1$. However, if the average end–to–end SNRs and noise moments of the relays that are not included in the selected subset are much worse than those of the relays included in the subset, this loss in diversity will have a noticeable effect on performance only for very high SNRs, cf. Section 2.5.

2.4.2 Power Allocation with Energy Consumption

Constraints

In this subsection, we impose energy consumption constraints on the relays and the source in order to limit the amount of energy consumed by each node. Throughout this section we assume that the average CSI, i.e., the link SNRs and the relevant noise moments, is known for power allocation. However, knowledge of the exact distribution of the noise is not required.
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Based on the error rate expression developed in the previous section, we formulate the following optimization problem for BRS, PRS–S, and PRS–D:

\[
\begin{align*}
\min_{\mathbf{P} \succeq 0} & & J_X(\mathbf{P}) \\
\text{s.t.} & & P_0 + \sum_{k=1}^{N} P_k f_k^X(\mathbf{P}) \leq E_T, \quad (2.19) \\
& & E_{\min,k} \leq f_k^X(\mathbf{P}) P_k \leq E_{\max,k}, \quad 0 \leq k \leq N, \quad (2.20)
\end{align*}
\]

where \( X \in \{B, PS, PD\} \), \( J_X(\mathbf{P}) \) is the objective function which is proportional to the PEP \( P_e(\ell) \), \( \mathbf{P} \triangleq [P_0 \ P_1 \ldots \ P_N] \), \( f_0^X(\mathbf{P}) \triangleq 1 \), \( f_k^X(\mathbf{P}) \) denotes the probability that relay \( k \) is selected, \( E_{\min,k} \) and \( E_{\max,k} \) denote, respectively, the normalized (to a certain interval of time) minimum and maximum energy that can be allocated to node \( k \), and \( E_T \) denotes the normalized total available energy. The normalized energy consumed by node \( k \) is given by \( f_k^X(\mathbf{P}) P_k \).

We note that problem (2.19)–(2.21) encompasses many practical design problems. For example, in systems where the source and the relays are connected to the power grid (constant energy source), we may only restrict the total consumed energy \( E_T \) and set \( E_{\min,k} = 0 \) and \( E_{\max,k} = \infty, \quad k = 0,1,\ldots,N \). On the other hand, for applications where the relays have their own power supply (e.g. a battery), we may select appropriate finite values for \( E_{\max,k}, \quad k = 0,1,\ldots,N \), to avoid that relays with favorable channel conditions drain their energy resources prematurely. We note that (2.19)–(2.21) is more difficult to solve than related power allocation problems in [16, 72, 73] for orthogonal relay channels, since \( f_k^X(\mathbf{P}) \) is in general not a posynomial\(^9\), and thus, (2.19) is in general not a geometric program (GP). In the following, we will

\(^9\)A posynomial is a function \( f(x_1, \ldots, x_n) = \sum_{k=1}^{N} c_k x_1^{\alpha_{1k}} \cdots x_n^{\alpha_{nk}} \), where the variables \( x_i \) and coefficients \( c_k \) are positive real numbers, and the exponents \( \alpha_{ik} \) are real numbers [78].
specify $J_X(P)$ and $f_k^X(P)$ for the considered relay selection schemes and discuss the resulting optimization problems.

Power Allocation for BRS

Based on the asymptotic PEP in (2.13), the objective function for BRS is defined as

$$J_B(P) \triangleq \sum_{k=1}^{N} \sum_{i+j=N+1} \frac{m_0(j)(i + N - 1)!}{(i!)^2 j! P_0 \prod_{m=1, m \neq k}^{N} \left( \frac{P_0 \xi_{1m} + P_m \xi_{2m}}{P_m \xi_{1m} + P_m \xi_{2m}} \right) \times (P_0 \xi_{1k} + P_k \xi_{2k})},$$  \hspace{1cm} (2.22)

where $\xi_{1k} \triangleq \Omega_{1k} / \sigma_{1k}^2$ and $\xi_{2k} \triangleq \Omega_{2k} / \sigma_{2k}^2$. On the other hand, the selection probability of relay $k$ is given by

$$f_k^B(P) = \int_0^\infty p_{z_k}(z_k) \prod_{n=1}^{N} P_{z_n}(z_k) dz_k = \sum_{u_1=0}^{1} \sum_{u_2=0}^{1} \cdots \sum_{u_k=0}^{1} \sum_{u_{k+1}=0}^{1} \cdots \sum_{u_N=0}^{1} \frac{(-1)^{u_k}}{P_0 \xi_{1k} + P_k \xi_{2k}} (P_0 \xi_{1k} + P_k \xi_{2k}) \prod_{n=1}^{N} \frac{u_n (P_0 \xi_{1n} + P_n \xi_{2n})}{P_n \xi_{1n} \xi_{2n}},$$ \hspace{1cm} (2.23)

where $p_{z_k}(z) = \frac{\gamma_{1k} + \gamma_{2k}}{\gamma_{1k} + \gamma_{2k}} e^{-z \frac{\gamma_{1k} + \gamma_{2k}}{\gamma_{1k} + \gamma_{2k}}}$ and $P_{z_k}(z) = 1 - e^{-z \frac{\gamma_{1k} + \gamma_{2k}}{\gamma_{1k} + \gamma_{2k}}}$ denote the pdf and the cumulative distribution function (cdf) of random variable $z_k = \min\{\gamma_{1k}, \gamma_{2k}\}$, respectively. For any given $N$, $f_k^B(P)$ in (2.23) can be written as a single fraction where both the numerator and the denominator, $\lambda(P)$, are sums of positive terms. For example, for $N = 2$, we have

$$f_1^B(P) = P_{01} \xi_{11} \xi_{21} (P_0 \xi_{12} + P_2 \xi_{22}) / \lambda(P)$$ \hspace{1cm} (2.24)
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and

\[ f^B_2(P) = P_2 \xi_{12} \xi_{22} (P_0 \xi_{11} + P_1 \xi_{21}) / \lambda(P), \]  

(2.25)

where \( \lambda(P) \triangleq \)

\[ P_1 \xi_{11} \xi_{21} (P_0 \xi_{12} + P_2 \xi_{22}) + P_2 \xi_{12} \xi_{22} (P_0 \xi_{11} + P_1 \xi_{21}). \]  

(2.26)

However, since \( \lambda(P) \) is a sum of products of the elements of \( P \), \( f^B_k(P) \) is not a posynomial and (2.22) is not a GP [78]. Thus, it is very difficult to solve (2.22) exactly. Hence, we follow the monomial fitting approach proposed in [78, Section 8] for this class of problems to find an approximate solution for (2.22) by solving a series of GPs. In particular, in the neighborhood of a given vector \( P_i \triangleq [P_0, P_1, \ldots, P_N] \), \( \lambda(P) \) can be approximated as a monomial

\[ \lambda(P) \approx c_i P_0^{\alpha_{0i}} P_1^{\alpha_{1i}} \cdots P_N^{\alpha_{Ni}}, \]  

(2.27)

where the monomial parameters are given by [78]

\[ \alpha_{ki} = \frac{P_{k(i)}}{\lambda(P_i)} \frac{\partial \lambda(P_i)}{\partial P_{ki}} \quad \text{and} \quad c_i = \frac{\lambda(P_i)}{P_0^{\alpha_{0i}} P_1^{\alpha_{1i}} \cdots P_N^{\alpha_{Ni}}}, \]  

(2.28)

where \( k = 1, 2, \ldots, N \). Once we have replaced the denominator of \( f_k(P) \) by the approximation in (2.27), \( f_k(P), J_B(P) \), and all polynomials in (2.19) are posynomials. Hence, (2.19) is a GP and can be efficiently solved using standard software [79]. This yields a new power allocation vector \( P_{i+1} \) and \( \lambda(P) \) can be approximated in the neighborhood of \( P_{i+1} \) as shown in (2.27) but with \( i \) replaced by \( i + 1 \). This leads to a new GP. This procedure is repeated until the power allocation vector \( P_i \) does not change noticeably between iterations, i.e., \( ||P_{i+1} - P_i|| < \epsilon \), where \( \epsilon \) is a small
constant (e.g. $\epsilon = 10^{-4}$). For initialization, a suitable $P_0$ which satisfies all constraints in (2.19) is chosen.

We note that for the adopted monomial fitting approach, convergence to the global optimal solution cannot be guaranteed in general [78]. However, in agreement with the findings reported in [78], we were not able to find better power allocations using a (very complex and time consuming) numerical search, which suggests that the solution obtained with the proposed iterative algorithm is close to optimal.

**Power Allocation for PRS**

Based on the asymptotic PEPs in (2.17) and (2.18), it is straightforward to define for PRS–S and PRS–D objective functions $J_{PS}(P) \propto P_{PS}^{P^S}(d)$ and $J_{PD}(P) \propto P_e^{PD}(d)$, similar to the BRS case. We omit the expressions for $J_{PS}(P)$ and $J_{PD}(P)$ because of space limitation. The selection probabilities of relay $k$ for PRS–S and PRS–D are obtained as

\[
f_{PS}^k(P) = \int_0^\infty p_{\gamma_{1k}}(x) \prod_{i=1, i \neq k}^N P_{\gamma_{2i}}(x)dx = \sum_{u_1=0}^1 \cdots \sum_{u_N=0}^1 \frac{(-1)^{\sum_{i=1, i \neq k}^N u_i}}{1 + \sum_{i=1, i \neq k}^N \frac{u_i}{P_k \xi_k \xi_{2i}}} \tag{2.29}
\]

and

\[
f_{PD}^k(P) = \int_0^\infty p_{\gamma_{1k}}(x) \prod_{i=1, i \neq k}^N P_{\gamma_{2i}}(x)dx \sum_{u_1=0}^1 \cdots \sum_{u_N=0}^1 \frac{(-1)^{\sum_{i=1, i \neq k}^N u_i}}{1 + \sum_{i=1, i \neq k}^N \frac{u_i P_k \xi_k}{P \xi_{2i}}} \tag{2.30}
\]

respectively, where $p_{\gamma_{jk}}(x)$ and $P_{\gamma_{jk}}(x)$ denote the pdf and cdf of $\gamma_{jk}$, $j = \{1, 2\}$, $1 \leq k \leq N$, respectively. Since for PRS–S the source–relay SNRs determine which relay is selected, $f_{PS}^k(P)$ is independent of $P_i$, $i \in \{0, 1, \cdots, N\}$. Furthermore,
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\( J_{PS}(P) \) is a posynomial. Therefore, for PRS–S the power optimization problem in (2.19) is a GP and can be solved exactly. In contrast, for PRS–D, neither \( f^D_k(P) \) nor \( J_{PD}(P) \) are posynomials. Thus, for PRS–D, the resulting power optimization problem in (2.19) has to be solved using a monomial fitting approach similar to the one used for BRS.

### 2.5 Numerical Results

In this section, we verify the analytical results derived in Section 2.3 with simulations. The asymptotic results shown in Figs. 2.2–2.6 were obtained by combining (2.7) with (2.13), (2.17), and (2.18). The considered noise models include \( \epsilon \)-noise with parameters \( \epsilon = 0.25 \) and \( \kappa = 50 \) (\( \epsilon \) and \( \kappa \) denote the fraction of time where the impulsive component is present and the ratio of the variances of the impulsive and the Gaussian components, respectively), GGN with parameter \( \beta = 1 \) (i.e., Laplacian noise), unfaded and Ricean (Ricean factor two) faded synchronous CCI, and AWGN. More details about the adopted noise models can be found in [24].

In Fig. 2.2, we show the BER of AF BRS for 4–PSK and \( N = 4 \) relays. I.i.d. Rayleigh fading is assumed, i.e., the average SNR in all links is \( \bar{\gamma} \). Three different noise scenarios are considered, cf. caption of figure. For all three noise scenarios, the derived asymptotic error rate expressions accurately predict the performance for sufficiently high SNR. Furthermore, as expected from Section 2.3, for all noise scenarios, BRS yields the maximum diversity gain of \( G_d = N + 1 = 5 \). However, since the SNR gain is noise dependent, the BER curves have different SNR offsets for the different scenarios. For the considered example, Scenario 1, where all nodes are impaired by AWGN, yields the best performance since for the other two scenarios at least one node is affected by impulsive \( \epsilon \)-mixture noise which has a negative effect on performance. For
Figure 2.2: BER vs. average SNR, $\bar{\gamma}$, for BRS with $N = 4$ AF relays and 4-PSK. I.i.d. Rayleigh fading and equal transmit powers for the source and the relays. Scenario 1: All relays and the destination are corrupted by AWGN. Scenario 2: All relays and the destination are corrupted by $\epsilon$–mixture noise. Scenario 3: $R_1$ and $R_3$ are corrupted by $\epsilon$–mixture noise and unfaded synchronous CCI, respectively, and the other relays and the destination are corrupted by AWGN. Solid lines with markers: Simulated BER. Dashed lines: Asymptotic BER obtained with (2.7) and (2.13).

Scenario 3, we have also included the BER of cooperative relaying with orthogonal relay channels, which was considered in [16]. As expected we notice that although the scheme with orthogonal relay channels outperforms BRS, both schemes achieve the same diversity gain. More importantly, relay selection requires only two orthogonal channels as compared to five for the scheme with orthogonal relay channels, i.e., relay selection is 2.5 times more bandwidth efficient.

In Fig. 2.3, we compare BRS with AF and DF relays, respectively, assuming that
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Figure 2.3: BER vs. average SNR, $\bar{\gamma}$, for BRS with $N = 3$ AF and DF relays, respectively, and 4–PSK. The direct link is not used. $\bar{\gamma}_{11} = \bar{\gamma}_{21} = \bar{\gamma}$, $\bar{\gamma}_{12} = \bar{\gamma}_{22} = \bar{\gamma} - 10$ dB, and $\bar{\gamma}_{13} = \bar{\gamma}_{23} = \bar{\gamma} - 13$ dB. Scenario 1: All relays and the destination are corrupted by AWGN. Scenario 2: $R_2$ and $R_3$ are corrupted by $\epsilon$–mixture noise and Rician faded synchronous CCI, respectively, and the other relay and the destination are corrupted by AWGN. Solid lines with markers: Simulated BER. Dashed lines: Asymptotic BER obtained with (2.7) and (2.14).

the direct $S$–$D$ link cannot be exploited. I.n.d. Rayleigh fading and two different noise scenarios are considered, cf. caption of figure. As expected from Section 2.3, for both noise scenarios AF and DF relays yield the same BER at sufficiently high SNR. This result was already known for the special case of impairment by AWGN, cf. [80], but is new for non–Gaussian types of noise and interference.

Fig. 2.4 shows the performance of PRS–S under i.n.d. Rayleigh fading and two different noise scenarios. For both scenarios, the destination is impaired by AWGN, whereas for Scenarios 1 and 2 the relays are corrupted by AWGN and $\epsilon$–mixture noise, respectively. For $N = 1$ (no selection) there exists a 1–dB performance gap.
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Figure 2.4: BER vs. average SNR, $\gamma$, for 4-PSK PRS–S with $N = 1, 2, 3$. For $N = 1$, $\tilde{\gamma}_0 = \tilde{\gamma}$ and $\tilde{\gamma}_{11} = \tilde{\gamma}_{21} = \tilde{\gamma} - 10$ dB. For $N = 2$, $\tilde{\gamma}_0 = \tilde{\gamma}$, $\tilde{\gamma}_{11} = \tilde{\gamma}_{21} = \tilde{\gamma} - 3$ dB, and $\tilde{\gamma}_{12} = \tilde{\gamma}_{22} = \tilde{\gamma} - 10$ dB. For $N = 3$, $\tilde{\gamma}_0 = \tilde{\gamma}_{11} = \tilde{\gamma}_{21} = \tilde{\gamma}$, $\tilde{\gamma}_{12} = \tilde{\gamma}_{22} = \tilde{\gamma} - 3$ dB, and $\tilde{\gamma}_{13} = \tilde{\gamma}_{23} = \tilde{\gamma} - 10$ dB. Scenario 1: All relays and the destination are corrupted by AWGN. Scenario 2: All relays are subject to $\epsilon$–mixture noise and the destination is corrupted by AWGN. Solid lines with markers: Simulated BER. Dashed lines: Asymptotic BER obtained with (2.7) and (2.17).

between both scenarios. On the contrary, for $N > 1$ both scenarios show identical performance as expected from Remark 1. Thus, for $N > 1$ the performance of PRS–S is not affected by the type of noise that impairs the relays.

In Fig. 2.5, we investigate the effectiveness of the considered relay subset selection scheme. We assume i.n.d. Rayleigh fading channels and i.n.d. noise. Out of $N = 3$ available relays, a subset of $K = 2$ relays is selected. From the two remaining relays the best one is selected using BRS. The BERs for all $3!/2! = 3$ possible subsets are shown in Fig. 2.5. The subset consisting of relays $R_1$ and $R_2$ yields the best performance as accurately predicted by our asymptotic analysis. Thus, the subset selection
can be based on the asymptotic error rate expression in (2.13). For comparison, we have also included the BER for BRS without subset selection. Although the latter case results in a higher diversity gain, a noticeable performance gain compared to the subset consisting of relays $R_1$ and $R_2$ is achieved only for SNRs higher than 30 dB because of the comparably poor average channel conditions of $R_3$. Thus, in this case, relay subset selection enables a significant reduction in signaling overhead at the expense of a small performance loss.

In Fig. 2.6, we investigate the performance of the proposed power allocation scheme for BRS with $N = 3$ AF relays and i.n.d. Rayleigh fading. In the considered scenario, relays $R_1$ and $R_3$ experience the best and worst channel conditions,
respectively. We consider five different power allocation/selection schemes: OPA, two fair power allocation (FPA) schemes, EPA, and ESP [3]. OPA, FPA–1, and FPA–2 are obtained by optimizing the transmit powers based on (2.19) under different energy consumption constraints, while EPA and ESP serve as benchmarks. EPA allocates equal powers to the source and all relays, and ESP selects all relays with equal probability while all nodes transmit with equal powers. The power allocation/energy consumption of all considered schemes is summarized in Table 2.1. OPA and EPA do not constrain the energy consumed by individual nodes and will drain the energy resources of the source and $R_1$ more quickly than those of the other relays since the source always transmits and $R_1$ is selected more often because of its favorable channel conditions. Both FPA–1 and ESP force the source and all relays to consume the same amounts of energy on average. For FPA–2, these stringent constraints are relaxed. Fig. 2.6 reveals that OPA achieves a 1 dB performance gain compared to EPA. The price to be paid for the fairness enforced by FPA–1 is an SNR loss of 2.5 dB compared to OPA. However, FPA–1 achieves a 2.5 dB gain compared to the fair benchmark scheme ESP. The relatively poor performance of ESP is due to the fact that all relays are used for the same amounts of time and transmit with the same powers, while FPA–1 is more flexible and uses relays with good channels more fre-
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Figure 2.6: BER vs. $E_T/N_0$ for BRS with $N = 3$ AF relays and 16-QAM. $\Omega_0 = \Omega_{11} = \Omega_{21} = 1$, $\Omega_{12} = \Omega_{22} = 0.1$, $\Omega_{13} = \Omega_{23} = 0.05$. All noise variances are equal to $N_0$. $R_1$ and $R_2$ are impaired by GGN and unfaded synchronous CCI, respectively, and $R_3$ and the destination are impaired by AWGN. Solid lines with markers: Simulated BER. Dashed lines: Asymptotic BER obtained with (2.7) and (2.13).

Consequently while allocating higher powers to relays with poor channels. FPA–2 achieves practically the same performance as OPA while still limiting the energy consumption of the nodes.

2.6 Conclusions

In this chapter, we derived closed-form expressions for the asymptotic BER and SER of BRS and PRS with AF relays in i.n.d. Rayleigh fading and generic, possibly non-Gaussian i.n.d. noise. The developed analytical results reveal that the diversity
gains of BRS and PRS are independent of the type of noise but their SNR gains do depend on the type of noise via certain noise moments. With the derived error rate expressions, we developed OPA scheme with energy consumption constraints to avoid premature drainage of the energy resources of nodes with favorable channel conditions. Furthermore, to reduce the CSI feedback overhead, we considered schemes for relay subset selection. Simulation results confirmed the accuracy of the proposed asymptotic analysis and OPA was shown to outperform competing approaches to enforce fairness in energy consumption.
Chapter 3

Resource Allocation for Conventional and Buffer-Aided Link Adaptive Relaying Systems with Energy Harvesting Nodes

3.1 Introduction

As mentioned in Chapter 1, EH nodes can operate autonomously over long periods of time, as they are capable of harvesting energy from the surrounding environment. Therefore, EH nodes can be employed in different communication systems.

Recently, transmission strategies for and performance analyses of EH nodes in wireless communication systems have been provided in [17, 18, 20, 81, 57, 58, 82]. In [17], a single source–destination non–cooperative link with an EH source was considered and an optimal offline along with an optimal and several sub–optimal online transmission policies were provided for allocating transmit power to the source according to the random variations of the channel and the energy storage conditions. In [18], a similar system model was considered, where DP was employed to allocate the source transmit power for the case when causal CSI was available. In [20], explicit
throughput–optimal and delay–optimal policies were developed for a single link point–to–point communication system. Several higher layer issues such as transmission time minimization and transmission packet scheduling in EH systems were investigated in [57, 58, 82]. The use of EH relays in cooperative communication was introduced in [81], where a comprehensive performance analysis was performed for relay selection in a cooperative network employing EH relays. A deterministic EH model (assuming a priori knowledge of the energy arrival times and the amount of harvested energy) for the Gaussian relay channel was considered in [59], [83], where delay and no–delay constrained traffics were studied. In [84], cooperative communication with EH nodes using an energy sharing strategy was studied. The concept of energy transfer in EH relay systems was considered in [85], where an offline power allocation scheme was proposed. The deployment of EH sensors in sensor networks has been extensively discussed in the literature [19, 20, 21, 22].

In this chapter, we consider a simple single link cooperative system where the source communicates with the destination via a DF relay and both the source and the relay are EH nodes. We assume that each node stores the harvested energy in a battery having finite capacity and the relay operates in the half–duplex mode. In most of the existing literature on half duplex relaying [81, 59, 86, 87], it is assumed that relays receive a packet in one time slot from the source and forward it in the next time slot to the destination. We refer to this approach as “conventional” relaying throughout this chapter. Recently, it has been shown in [88, 89, 90] that equipping relays with buffers can improve the performance of cooperative communication systems. In fact, using buffers at the relays allows temporary storage of packets at the relay when the relay–destination channel quality is poor until the quality of the channel has sufficiently improved. In [89], a buffer–aided adaptive link selection protocol
was proposed for the case where both source and relay have a constant energy supply. This protocol gives the relay the freedom to decide in which time slot to receive and in which time slot to transmit. We note that both conventional and buffer–aided relaying are important and deserve consideration since their applicability depends on the system requirements. For example, conventional relaying is suitable for delay sensitive systems, e.g., voice communications, because it entails the minimum possible delay. On the other hand, buffer–aided relaying is suitable for delay non–sensitive systems, e.g., data communications, where a certain amount of delay is tolerable, but a high average throughput is needed.

In this chapter, we consider both conventional and buffer–aided link adaptive relaying protocols. For both protocols, we propose offline and online (real–time) power allocation schemes that maximize the end–to–end system throughput over a finite number of transmission slots. For conventional relaying, we propose an optimal online power allocation scheme which is based on a stochastic DP approach. To avoid the high complexity inherent to DP, we also propose several sub–optimal online algorithms. In case of buffer–aided link adaptive relaying, we formulate an offline optimization problem that jointly optimizes the source and the relay transmit powers along with the link selection variable. Thereby, the link selection variable indicates whether the source or the relay is selected for transmission in a given time slot. The optimization problem is shown to be a non–convex MINLP. We propose to use the sBB method to solve the offline MINLP problem optimally [91, 92, 93]. We also propose a practical online power allocation scheme for the buffer–aided link adaptive relaying protocol.

The buffer–aided link adaptive protocol considered in this chapter is different from the no–delay constrained protocol in [59]. Firstly, [59] considers the Gaussian
relay channel whereas the source-relay and relay-destination links in this chapter are impaired by time-varying fading. Secondly, [59] only considers offline power allocation for delay and no-delay constrained relaying protocols, whereas we consider both offline and online power allocation schemes for conventional and buffer-aided link adaptive relaying. Thirdly, although the no-delay constrained relaying protocol in [59] also employs a buffer, unlike the protocol in this chapter, it does not perform adaptive link selection. Moreover, it was shown in [89] that optimizing power allocation and link selection for buffer-aided relaying over an infinite number of time slots and for a constant energy supply always leads to an online solution, i.e., only knowledge of the current channel state is required and any additional knowledge about past or future channel states cannot further improve the solution obtained in [89]. In other words, for the problem considered in [89] the solution to the offline optimization problem can be implemented online. In contrast, since the optimization in this chapter is performed over a finite number of time slots and the amount of energy available for transmission is random, offline power allocation and link selection policies outperform online policies, i.e., knowledge about past or future channel and EH states can further improve performance.

The rest of this chapter is organized as follows. Section 3.2 describes the system model. The proposed resource allocation schemes for buffer-aided link adaptive relaying and conventional relaying are discussed in Sections 3.3 and 3.4, respectively. In Section 3.5, we show the simulation results and Section 3.6 concludes this chapter.

### 3.2 System Model

We consider an EH relay system, where the source, $S$, communicates with the destination, $D$, via a cooperative relay, $R$, as shown in Fig. 3.1. Both $S$ and $R$ are EH
devices and are equipped with batteries, which have limited storage capacity and store the harvested energy for future use. In particular, the batteries of $S$ and $R$ can store at most $B_{S,max}$ and $B_{R,max}$ Joules of energy, respectively. The participation of $S$ and $R$ in signal transmission depends on the amount of harvested energy stored in their batteries. The harvested energy can be of any form, e.g. solar, wind, or electro–mechanical energy. We assume that the data transmission is packet based and organized in time slots of duration $T$. In the following, without loss of generality, we set $T = 1s$, and the system transmits for $K$ time slots. Throughout this chapter, we assume that $S$ is the central node. In particular, $S$ acquires knowledge about the channel SNRs and the harvested energies, executes the power allocation algorithms, and conveys the optimal transmit power for $R$ and the link selection policy (for link adaptive relaying) to $R$ in each time slot. We assume that $S$ has perfect knowledge of the channel SNRs and the energy harvested at $R$. In the next two subsections,

---

$^{10}$In practice, the channel SNRs may not be perfectly known to the source node due to different sources of errors in the estimation process, e.g., background noise, quantization errors, and outdated estimates. Furthermore, feedback errors and delay impair the quality of the estimates of the harvested energy at the relay node at the source node. However, studying the effect of imperfect channel and energy knowledge is beyond the scope of this chapter and is an interesting topic for
we discuss the signal model, the system throughput, and the battery dynamics for conventional and buffer-aided link adaptive relaying.

### 3.2.1 Conventional Relaying

**Signal Model:** In conventional relaying, during the first time slot, $S$ transmits and $R$ receives, and during the second time slot, $R$ transmits and $D$ receives. This sequential process continues for $K$ time slots, where $K$ is assumed to be an even number. The received packet at $R$ in the $(2k-1)$th time slot is modelled as

$$y_{R,2k-1} = h_{S,2k-1}x_{2k-1} + n_{R,2k-1}, \quad k \in \{1, 2, \cdots, K/2\}, \quad (3.1)$$

where $h_{S,2k-1}$ is the fading gain of the $S$–$R$ link and $n_{R,2k-1}$ denotes the noise sample at $R$. The transmitted packet $x_{2k-1}$ contains Gaussian-distributed symbols.\(^{11}\) Assuming DF relaying, the detected packet, $\hat{x}_{2k}$, is transmitted from $R$ during time slot $2k$. Thus, the received packet at $D$ is given by

$$y_{D,2k} = h_{R,2k}\hat{x}_{2k} + n_{D,2k}, \quad (3.2)$$

where $h_{R,2k}$ and $n_{D,2k}$ denote the fading gain of the $R$–$D$ link and the noise sample at $D$, respectively. $h_{S,2k-1}$ and $h_{R,2k}$ can follow any fading distribution, e.g., Rayleigh, Rician, Nakagami–$q$, or Nakagami–$m$ fading. $n_{R,2k-1}$ and $n_{D,2k}$ are AWGN samples having zero mean and unit variance. We assume the channels are quasi–static within each time slot and the channel SNRs of the $S$–$R$ and the $R$–$D$ links are denoted by $\gamma_{S,2k-1}$ and $\gamma_{R,2k}$, respectively, where $\gamma_{S,2k-1} = |h_{S,2k-1}|^2$ and $\gamma_{R,2k} = |h_{R,2k}|^2$. We future work.

\(^{11}\)We note that practical modulation and coding schemes can be accommodated in the later analysis by multiplying all transmit powers by a constant $\chi > 1$, which represents performance gap between the practical scheme and optimal one.
assume $\gamma_{S,2k-1}$ and $\gamma_{R,2k}$ are i.i.d. over the time slots. Furthermore, $\gamma_{S,2k-1}$ and $\gamma_{R,2k}$ are mutually i.n.d. For future reference, we introduce the average SNRs of the $S$–$R$ and the $R$–$D$ links as $\bar{\gamma}_S$ and $\bar{\gamma}_R$, respectively.

**System Throughput:** If $x_{2k-1}$ is transmitted from $S$ with transmit power $P_{S,2k-1}$ during time slot $2k - 1$,

$$\xi_{S,2k-1} \triangleq \log_2 (1 + \gamma_{S,2k-1}P_{S,2k-1})$$  \hspace{1cm} (3.3)

bits of data can be received error–free at $R$. Similarly, if $\hat{x}_{2k}$ is transmitted from $R$ with transmit power $P_{R,2k}$,

$$\xi_{R,2k} \triangleq \log_2 (1 + \gamma_{R,2k}P_{R,2k})$$  \hspace{1cm} (3.4)

bits of data can be received error–free at $D$. During the $2k$th and the $(2k - 1)$th time slots, $S$ and $R$, respectively, do not transmit any data, i.e., $P_{S,2k} = 0$ and $P_{R,2k-1} = 0$.

We assume that $R$ ensures error–free detection by employing an appropriate error correction coding scheme and hence $\hat{x}_{2k} = x_{2k-1}\textsuperscript{12}$. Therefore, the end–to–end ($S$–$D$) system throughput is given by $\frac{1}{2} \min\{\xi_{S,2k-1}, \xi_{R,2k}\}$ bits/s/Hz where the factor $\frac{1}{2}$ is due to the half–duplex constraint. Throughout this thesis, we assume that the number of transmitted packets is fixed in each time slot. On the contrary, the number of transmitted data bits (contained within data packets) per time slot, which is calculated using Shannon’s capacity formula [11], is not fixed and changes over the time slots depending on the channel SNR and the harvested energy. This type of data transmission protocol is referred to as “adaptive rate transmission” in the literature [94].

\textsuperscript{12}To ensure an error–free detection, capacity achieving codes, e.g., turbo code and low–density parity–check (LDPC) code are usually employed in practical wireless communication systems [11].
**Battery Dynamics:** The energies stored in the batteries of $S$ and $R$ in time slot $k$ are denoted by $B_{S,k}$ and $B_{R,k}$, respectively. The transmit powers of $S$ and $R$ are limited by the battery energies, i.e., $0 \leq P_{S,2k-1} \leq B_{S,2k-1}$ and $0 \leq P_{R,2k} \leq B_{R,2k}$. We assume throughout this chapter that the energy consumed by the internal circuitry of $S$ and $R$ is negligible compared to the transmit power. The energy harvester at $S$ harvests $H_{S,m} \leq B_{S,max}$ Joules of energy for transmission purpose during the $m$th time slot, where $m \in \{1, 2, \cdots, K\}$. Similarly, the energy harvester at $R$ collects $H_{R,m} \leq B_{R,max}$ Joules of energy during the $m$th time slot. It is worth noting that energies are harvested during every time slot $m$ at $S$ and $R$. In general, the commonly used model for the harvested energy is the Markovian model. For example, solar energy is usually modeled by a stationary Markov model. However, we did not use any specific model for EH process to develop the resource allocation algorithms throughout this thesis. Rather, any stationary model can be accommodated for the developed algorithms. Let $H_S \triangleq \mathcal{E}\{H_{S,m}\}$ and $H_R \triangleq \mathcal{E}\{H_{R,m}\}$ denote the average EH rate of $S$ and $R$ over the time slots, respectively. Because of the spatial separation of $S$ and $R$, we assume $H_{S,m}$ and $H_{R,m}$ are independent of each other and i.i.d. over the time slots. Similar to [18], we assume the stored energies at $S$ and $R$ increase and decrease linearly provided the maximum storage capacities, $B_{S,max}$ and $B_{R,max}$, are not exceeded, i.e.,

$$B_{S,m+1} = \min\{(B_{S,m} - P_{S,m} + H_{S,m}), B_{S,max}\}, \forall m$$  \hspace{1cm} (3.5)
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\[ B_{R,m+1} = \min\{(B_{R,m} - P_{R,m} + H_{R,m}), B_{R,max}\}, \forall m. \]  

(3.6)

Furthermore, \( B_{S,1} = H_{S,0} \geq 0 \) and \( B_{R,1} = H_{R,0} \geq 0 \), respectively, denote the available energies at \( S \) and \( R \) before transmission starts.

### 3.2.2 Buffer–Aided Adaptive Link Selection

**Signal Model:** For buffer–aided link adaptive relaying, relay \( R \) is equipped with a buffer in which it can temporarily store the packets received from \( S \). In this case, \( S \) decides whether \( S \) or \( R \) should transmit in a given time slot, \( k \in \{1, 2, \cdots, K\} \) [89]. Therefore, unlike conventional relaying, in any time slot \( k \), \( S \) or \( R \) can transmit packets. Let \( d_k \in \{0, 1\} \) denote a binary link selection variable, where \( d_k = 0 \) (\( d_k = 1 \)) if the \( S–R \) (\( R–D \)) link is selected for transmission. When \( d_k = 0 \), the received packet at \( R \) is given by

\[ y_{R,k} = h_{S,k}x_k + n_{R,k}. \]  

(3.7)

On the other hand, when \( d_k = 1 \), the received packet at \( D \) is given by

\[ y_{D,k} = h_{R,k}\hat{x}_k + n_{D,k}. \]  

(3.8)

**System Throughput:** When \( d_k = 0 \), \( S \) is selected for transmission and \( \xi_{S,k} \) bits of data can be transmitted error–free via the \( S–R \) link. Hence, \( R \) receives \( \xi_{S,k} \) data bits from \( S \) and appends them to the queue in its buffer. Therefore, the number of bits in the buffer at \( R \) at the end of the \( k \)th time slot is denoted as \( Q_k \) and given by \( Q_k = Q_{k-1} + \xi_{S,k} \). However, when \( d_k = 1 \), \( R \) transmits and the number of bits transmitted via the \( R–D \) link is given by \( \min\{\xi_{R,k}, Q_{k-1}\} \), i.e., the maximal number
of bits that can be sent by $R$ is limited by the number of bits in the buffer and the instantaneous capacity of the $R-D$ link [89]. The number of bits remaining in the buffer at the end of the $k$th time slot is given by $Q_k = Q_{k-1} - \min\{\xi_{R,k}, Q_{k-1}\}$. We assume that $S$ has always data to transmit and the buffer at $R$ has very large (possibly infinite) capacity to store them. Therefore, a total of $\sum_{k=1}^{K} \min\{d_k\xi_{R,k}, Q_{k-1}\}$ bits are transmitted from $S$ to $D$ during the entire transmission time.

**Battery Dynamics:** The battery dynamics for the link adaptive transmission protocol are identical to those for conventional relaying.

### 3.3 Power Allocation and Link Selection for Buffer–Aided Relaying

In this section, we propose offline and online joint link selection and power allocation schemes for EH systems employing buffer–aided relaying. Buffer–aided relaying is preferable over conventional relaying for applications which can tolerate delays but require high throughput.

#### 3.3.1 Offline Power Allocation

Our goal is to maximize the total number of transmitted bits (from $S$ to $D$) delivered by a deadline of $K$ time slots for the link adaptive transmission protocol. The offline (prior) information about the full CSI and the energy arrivals at $S$ and $R$ in each time slot are assumed to be known in advance. The resulting maximization problem is subject to a causality constraint on the harvested energy and the (maximum) storage constraint for the batteries at both $S$ and $R$. The offline optimization problem for
the link adaptive transmission protocol can be formulated as follows:

$$\begin{align*}
\max_{T \geq 0, \{d_k|k\}} & \sum_{k=1}^{K} d_k \log_2 (1 + \gamma_{R,k} P_{R,k}) \\
\text{s.t.} & \sum_{k=1}^{q} ((1 - d_k) P_{S,k} + \lambda_{S,k}) \leq \sum_{k=0}^{q-1} H_{S,k}, \ \forall q \tag{3.10} \\
& \sum_{k=1}^{q} (d_k P_{R,k} + \lambda_{R,k}) \leq \sum_{k=0}^{q-1} H_{R,k}, \ \forall q \tag{3.11} \\
& \sum_{k=0}^{v} H_{S,k} - \sum_{k=1}^{v} ((1 - d_k) P_{S,k} + \lambda_{S,k}) \leq B_{S,max}, \ \forall v \tag{3.12} \\
& \sum_{k=1}^{v} H_{R,k} - \sum_{k=1}^{v} (d_k P_{R,k} + \lambda_{R,k}) \leq B_{R,max}, \ \forall v \tag{3.13} \\
& \sum_{k=1}^{q} (1 - d_k) \log_2 (1 + \gamma_{S,k} P_{S,k}) \geq \sum_{k=1}^{q} d_k \log_2 (1 + \gamma_{R,k} P_{R,k}), \ \forall q \tag{3.14} \\
& d_k (1 - d_k) = 0, \ \forall k, \tag{3.15}
\end{align*}$$

where $T \triangleq \{P_{S,k}, P_{R,k}, \lambda_{S,k}, \lambda_{R,k}|k \in \{1, 2, \cdots, K\}\}$. Also, $\forall q$, $\forall k$, and $\forall v$ stand for $q \in \{1, 2, \cdots, K\}$, $k \in \{1, 2, \cdots, K\}$, and $v \in \{1, 2, \cdots, K - 1\}$, respectively. The slack variables $\lambda_{S,k}$ and $\lambda_{R,k}$ ensure that constraints (3.12)–(3.14) can be met for all realizations of $\gamma_{S,k}$, $\gamma_{R,k}$, $H_{S,k}$, and $H_{R,k}$. In particular, these slack variables represent the power (possibly) wasted in each transmission interval\(^{15}\). Constraints (3.10) and (3.11) stem from the causality requirement on the energy harvested at $S$ and $R$, respectively. Moreover, (3.12) and (3.13) ensure that the harvested energy does not exceed the limited storage capacity of the batteries at $S$ and $R$, respectively. Constraint (3.14) ensures that $R$ cannot transmit more bits than it has in its buffer.

\(^{15}\)For example, if $H_{S,k}$ and $H_{R,k}$ are large values ($H_{S,k}$ and $H_{R,k}$ are random variables and cannot be controlled in the optimization problem) and $B_{S,max}$ and $B_{R,max}$ are small, then if $\lambda_{S,k}$ and $\lambda_{R,k}$ were omitted, constraints (3.12) and (3.13) would not be satisfied and problem (3.9)–(3.15) would become infeasible. Therefore, slack variables $\lambda_{S,k}$ and $\lambda_{R,k}$ ensure that problem (3.9)–(3.15) is always feasible.
Moreover, (3.15) ensures that \(d_k\) can only be 0 or 1, i.e., either \(S\) or \(R\) transmits in a given time slot, \(k \in \{1, 2, \cdots, K\}\). We note that, in this optimization problem, although we are maximizing the throughput of the \(R-D\) link, using constraint (3.14) incorporates the effect of the throughput of the \(S-R\) link. As \(\xi_{S,k}\) and \(\xi_{R,k}\) are increasing functions of \(P_{S,k}\) and \(P_{R,k}\), respectively, the optimization problem in (3.9)–(3.15) can be restated as follows:

\[
\max_{T' \geq 0, \{d_k\}_{k \in \{1, 2, \cdots, K\}}} \sum_{k=1}^{K} d_k \xi_{R,k} \tag{3.16}
\]

\[
\text{s.t. } \sum_{k=1}^{q} \left( \frac{(1 - d_k)(2\xi_{S,k} - 1)}{\gamma_{S,k}} + \lambda_{S,k} \right) \leq \sum_{k=0}^{q-1} H_{S,k}, \quad \forall q \tag{3.17}
\]

\[
\sum_{k=1}^{q} \left( \frac{d_k(2\xi_{R,k} - 1)}{\gamma_{R,k}} + \lambda_{R,k} \right) \leq \sum_{k=0}^{q-1} H_{R,k}, \quad \forall q \tag{3.18}
\]

\[
\sum_{k=0}^{v} H_{S,k} - \sum_{k=1}^{v} \left( \frac{(1 - d_k)(2\xi_{S,k} - 1)}{\gamma_{S,k}} + \lambda_{S,k} \right) \leq B_{S,max}, \quad \forall v \tag{3.19}
\]

\[
\sum_{k=1}^{v} H_{R,k} - \sum_{k=1}^{v} \left( \frac{d_k(2\xi_{R,k} - 1)}{\gamma_{R,k}} + \lambda_{R,k} \right) \leq B_{R,max}, \quad \forall v \tag{3.20}
\]

\[
\sum_{k=1}^{q} (1 - d_k) \xi_{S,k} \geq \sum_{k=1}^{q} d_k \xi_{R,k}, \quad \forall q \tag{3.21}
\]

\[
d_k(1 - d_k) = 0, \quad \forall k, \tag{3.22}
\]

where \(T' \triangleq \{\xi_{S,k}, \xi_{R,k}, \lambda_{S,k}, \lambda_{R,k}| k \in \{1, 2, \cdots, K\}\}\). The problem in (3.16)–(3.22) is a non–convex MINLP due to the binary variables \(d_k\) and the non–convex and non–linear constraints (3.17)–(3.22). In the following, we propose two optimal methods to solve the buffer–aided link adaptive offline optimization problem.

**Exhaustive Search**

For given \(d_k, k \in \{1, 2, \cdots, K\}\), the optimization problem in (3.16)–(3.22) is con-
vex. Therefore, we can optimize \( \xi_{S,k} \) and \( \xi_{R,k} \) for given \( d_k \in \{0, 1\} \) very efficiently. In this method, we optimize \( \xi_{S,k} \) and \( \xi_{R,k} \) for all possible combinations of \( d_k, k \in \{1, 2, \cdots, K\} \), and select from all the solutions that combination of \( d_k, k \in \{1, 2, \cdots, K\} \), which maximizes the cost function. This exhaustive search method provides the global optimal solution but with an exponential complexity. For instance, for \( K \) time slots we have \( 2^{K-2} \) possible combinations of \( d_k \) and hence to optimize \( \xi_{S,k} \) and \( \xi_{R,k} \), we need to solve \( 2^{K-2} \) optimization problems. Therefore, in practice, this approach cannot be adopted in general, especially for large \( K \). However, the exhaustive search scheme can be effective for small \( K \).

**Spatial Branch-and-Bound (sBB)**

As mentioned before, our problem is a non-convex MINLP. One of the recent advances in (globally) solving MINLP problems is the sBB method [91, 92]. The sBB method sequentially solves subproblems of problem (3.16)–(3.22). These subproblems are obtained by partitioning the original solution space. For each subproblem, the sBB method relies on the generation of rigorous lower and upper bounds of the problem over any given variable sub-domain. The feasible lower bounds are chosen to be the local minimizers of the (sub)problems whereas the upper bounds are obtained from convex relaxations. Interestingly, MINLP problems can be solved by using the widely available open source solver Couenne [93, 92]. Couenne provides the global optimal solution for both convex and non-convex MINLP problems. It implements linearization, bound reduction, and branching methods within a branch and bound framework. The convergence of the sBB method in a finite number of iterations is guaranteed [93]. However, the worst-case computational cost of sBB is exponential in the size of the optimization variables [92].
## 3.3.2 Online Power Allocation

In practice, only causal information about channels and harvested energies is available for power allocation. Therefore, the offline power allocation scheme is not readily applicable as, at a given time slot, the future CSI and the upcoming harvested energy are not known in advance. To this end, we could formulate an optimal online scheme using stochastic DP. Unfortunately, this approach leads to a very high computational cost because of the adaptive link selection in every time slot and may not be implementable in practice. Therefore, we propose two efficient suboptimal online schemes which have low complexity.

### Suboptimal Harvesting Rate (HR) Assisted Online Power Allocation

We propose an efficient online power allocation scheme referred to as “HR Assisted". To this end, we formulate an optimization problem which is based on the average data rate, the average energy causality constraints at S and R, and the average buffering constraint for $K \to \infty$ as follows:

$$\max_{\{P_{S,k} \geq 0, P_{R,k} \geq 0, d_k \forall k\}} \frac{1}{K} \sum_{k=1}^{K} d_k \log_2 (1 + \gamma_{R,k} P_{R,k})$$

s.t. 

$$\frac{1}{K} \sum_{k=1}^{K} (1 - d_k) P_{S,k} \leq \frac{1}{K} \sum_{k=0}^{K-1} H_{S,k}$$

$$\frac{1}{K} \sum_{k=1}^{K} d_k P_{R,k} \leq \frac{1}{K} \sum_{k=0}^{K-1} H_{R,k}$$

$$\frac{1}{K} \sum_{k=1}^{K} (1 - d_k) \log_2 (1 + \gamma_{S,k} P_{S,k}) = \frac{1}{K} \sum_{k=1}^{K} d_k \log_2 (1 + \gamma_{R,k} P_{R,k})$$

$$\frac{1}{K} d_k (1 - d_k) = 0, \forall k$$
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The Lagrangian of (3.23)–(3.27) is given by

\[
\mathcal{L} = \frac{1}{K} \sum_{k=1}^{K} d_k \log_2(1 + \gamma_{R,k} P_{R,k}) - \frac{\psi_S}{K} \left( \sum_{k=1}^{K} (1 - d_k) P_{S,k} - H_{S,k-1} \right) 
- \frac{\psi_R}{K} \left( \sum_{k=1}^{K} d_k P_{R,k} - H_{R,k-1} \right) - \frac{1}{K} \sum_{k=1}^{K} \beta_k d_k (1 - d_k) 
- \frac{\theta}{K} \left( \sum_{k=1}^{K} d_k \log_2(1 + \gamma_{R,k} P_{R,k}) - (1 - d_k) \log_2(1 + \gamma_{S,k} P_{S,k}) \right),
\]

(3.28)

where \( \psi_S, \psi_R, \theta, \) and \( \beta_k \) are Lagrange multipliers. Differentiating (3.28) with respect to \( P_{S,k}, P_{R,k}, \) and \( d_k \) and equating each of the differentiated expressions to zero leads to the following optimum values of \( P_{S,k}, P_{R,k}, \) and \( d_k \):

\[
P^*_{S,k} = \begin{cases} 
\frac{\theta}{\nu_S} - \frac{1}{\gamma_{S,k}}, & \text{if } \gamma_{S,k} > \frac{\nu_S}{\theta} \text{ AND } d_k = 0, \\
0, & \text{otherwise},
\end{cases}
\]

(3.29)

\[
P^*_{R,k} = \begin{cases} 
\frac{1}{\nu_R} - \frac{1}{\gamma_{R,k}}, & \text{if } \gamma_{R,k} > \nu_R \text{ AND } d_k = 1, \\
0, & \text{otherwise},
\end{cases}
\]

(3.30)

\[
d^*_{k} = \begin{cases} 
1, & \text{if } (C_R > C_S) \text{ OR } (\gamma_{R,k} > \nu_R \text{ AND } \gamma_{S,k} < \frac{\nu_S}{\theta}), \\
0, & \text{if } (C_R < C_S) \text{ OR } (\gamma_{R,k} < \nu_R \text{ AND } \gamma_{S,k} > \frac{\nu_S}{\theta}),
\end{cases}
\]

(3.31)

where \( C_R = \ln \left( \frac{\gamma_{R,k}}{\nu_R} \right) + \frac{\nu_R}{\gamma_{R,k}} - 1, \) \( C_S = \vartheta \ln \left( \frac{\nu_S}{\psi_S} \right) + \frac{\psi_S}{\gamma_{S,k}} - \vartheta, \) \( \vartheta = \frac{\psi_S}{1 - \psi_S}, \) \( \psi_S = \psi_S \ln(2)/(1 - \psi_S), \) and \( \nu_R = \psi_R \ln(2)/(1 - \psi_R). \) We observe that the optimal \( P_{S,k}, P_{R,k}, \) and \( d_k \) depend on the instantaneous channel SNRs and Lagrange multipliers. The Lagrange multipliers can be solved efficiently, as shown in the next part of this section, without requiring any non-causal knowledge. Therefore, the optimal \( P_{S,k}, P_{R,k}, \) and \( d_k \) are readily applicable in a real-time (online) environment with low implementation complexity.
Finding the Lagrange Multipliers: Combining (3.29)–(3.31) and (3.24)–(3.26) yields the following conditions for $K \to \infty$:

$$
\int_0^{\nu_S} \left[ \int \left( \frac{\varrho}{\nu_S} - \frac{1}{\gamma_{S,k}} \right) f_{\gamma_{S,k}}(\gamma_{S,k}) d\gamma_{S,k} \right] f_{\gamma_{R,k}}(\gamma_{R,k}) d\gamma_{R,k} \\
+ \int_{\nu_S}^{\infty} \left[ \int_{L_1} \left( \frac{\varrho}{\nu_S} - \frac{1}{\gamma_{S,k}} \right) f_{\gamma_{S,k}}(\gamma_{S,k}) d\gamma_{S,k} \right] f_{\gamma_{R,k}}(\gamma_{R,k}) d\gamma_{R,k} = H_{S,E}, \quad (3.32)
$$

$$
\int_0^{\nu_R} \left[ \int \left( \frac{1}{\nu_R} - \frac{1}{\gamma_{R,k}} \right) f_{\gamma_{R,k}}(\gamma_{R,k}) d\gamma_{R,k} \right] f_{\gamma_{S,k}}(\gamma_{S,k}) d\gamma_{S,k} \\
+ \int_{\nu_R}^{\infty} \left[ \int_{L_2} \left( \frac{1}{\nu_R} - \frac{1}{\gamma_{R,k}} \right) f_{\gamma_{R,k}}(\gamma_{R,k}) d\gamma_{R,k} \right] f_{\gamma_{S,k}}(\gamma_{S,k}) d\gamma_{S,k} = H_{R,E}, \quad (3.33)
$$

$$
\int_0^{\nu_S} \left[ \int \log_2 \left( \frac{\varrho \gamma_{S,k}}{\nu_S} \right) f_{\gamma_{S,k}}(\gamma_{S,k}) d\gamma_{S,k} \right] f_{\gamma_{R,k}}(\gamma_{R,k}) d\gamma_{R,k} \\
+ \int_{\nu_S}^{\infty} \left[ \int_{L_1} \log_2 \left( \frac{\varrho \gamma_{S,k}}{\nu_S} \right) f_{\gamma_{S,k}}(\gamma_{S,k}) d\gamma_{S,k} \right] f_{\gamma_{R,k}}(\gamma_{R,k}) d\gamma_{R,k} \\
= \int_0^{\nu_R} \left[ \int \log_2 \left( \frac{\varrho \gamma_{R,k}}{\nu_R} \right) f_{\gamma_{R,k}}(\gamma_{R,k}) d\gamma_{R,k} \right] f_{\gamma_{S,k}}(\gamma_{S,k}) d\gamma_{S,k} \\
+ \int_{\nu_R}^{\infty} \left[ \int_{L_2} \log_2 \left( \frac{\varrho \gamma_{R,k}}{\nu_R} \right) f_{\gamma_{R,k}}(\gamma_{R,k}) d\gamma_{R,k} \right] f_{\gamma_{S,k}}(\gamma_{S,k}) d\gamma_{S,k}, \quad (3.34)
$$
where \( L_1 = -\frac{\nu_S}{\phi} W\left(-e^{-\nu_S \vartheta_W (\gamma_{R,k} - \nu_R \vartheta_{\gamma_{R,k}})}\right) \) and \( L_2 = -\frac{\nu_R}{\phi} W\left(-e^{-\nu_R \vartheta_W \gamma_{R,k}}\right) \). Here, \( W(\cdot) \) is the Lambert W–function [97]. For Rayleigh fading, \( f_{\gamma_{S,k}}(\gamma_{S,2k-1}) = \frac{1}{\bar{\gamma}_S} e^{-\gamma_{S,2k-1}/\bar{\gamma}_S} \) and \( f_{\gamma_{R,k}}(\gamma_{R,2k}) = \frac{1}{\bar{\gamma}_R} e^{-\gamma_{R,2k}/\bar{\gamma}_R} \). We need to solve (3.32)–(3.34) to find the optimal \( \nu_S, \nu_R, \) and \( \vartheta \). The solution can be obtained by using the built–in root–finding function in Mathematica. We note that the optimal \( \nu_S, \nu_R, \) and \( \vartheta \) are computed offline before transmission starts. When transmission begins, \( P_{S,k}^*, P_{R,k}^* \), and \( d_k^* \) are calculated based on offline parameters \( \vartheta, \nu_S, \) and \( \nu_R \) and online variables \( \gamma_{S,k} \) and \( \gamma_{R,k} \).

**Algorithm 3.1** HR Assisted Online Scheme For Buffer–Aided Link Adaptive Relaying

1: Initialize the buffer status, \( Q_0 = 0 \) bits;
2: for \( k = 1 \) to \( K \) do
3: Calculate \( B_{S,k} \) and \( B_{R,k} \) using (3.5) and (3.6), respectively.
4: Calculate \( P_{S,k}^*, P_{R,k}^* \), and \( d_k^* \) using (3.29)–(3.31) and (3.24)–(3.26).
5: if \( d_k^* = 0 \) then
6: if \( P_{S,k}^* > B_{S,k} \) then
7: \( P_{S,k}^* = B_{S,k} \);
8: end if
9: \( Q_k = Q_{k-1} + \log_2(1 + \gamma_{S,k} P_{S,k}^*) \);
else
10: if \( P_{R,k}^* > B_{R,k} \) then
11: \( P_{R,k}^* = B_{R,k} \);
12: end if
13: if \( \log_2(1 + \gamma_{R,k} P_{R,k}^*) > Q_k \) then
14: \( P_{R,k}^* = \frac{2Q_k - 1}{\gamma_{R,k}} \);
15: end if
16: \( Q_k = Q_{k-1} - \log_2(1 + \gamma_{R,k} P_{R,k}^*) \);
17: end if
18: end if
19: end for
20: Obtain throughput \( = \sum_{k=1}^{K} d_k \log_2(1 + \gamma_{R,k} P_{R,k}^*) \).

The solution of problem (3.23)–(3.27) provides an upper bound for the practical case where the storage capacity of the batteries is limited. Moreover, the problem
may yield $P_{R,k} \neq 0$ even if the buffer is empty at $R$. To avoid this undesirable behavior, we propose a practical but suboptimal online algorithm which is summarized in Algorithm 3.1. At first, we calculate $B_{S,k}$ and $B_{R,k}$ using (3.5) and (3.6), respectively. We then calculate $P^*_S$, $P^*_R$, and $d^*_k$ from (3.29)–(3.31) and (3.24)–(3.26). To ensure that $P^*_S$ and $P^*_R$ do not exceed the storage limits, we perform steps 6 to 8 and 11 to 13, respectively. Steps 9 and 17 keep track of the arrival of data bits into and the departure of data bits out of the buffer, respectively. Steps 14 to 16 are adopted to ensure that $R$ transmits only if there is data in the buffer.

**Suboptimal Naive Online Power Allocation**

In the suboptimal naive power allocation scheme for link adaptive relaying, at each time slot, $k$, $S$ and $R$ consider the amount of energy stored in their batteries as their transmit powers. Based on the transmit powers, $S$ and $R$ compute their capacities. Note that the buffer status should be taken into account in the computation of the capacity of $R$. The $S$–$R$ ($R$–$D$) link is selected if the capacity of $S$ is greater (smaller) than that of $R$.

**3.3.3 Complexity**

The overhead of buffer–aided link adaptive relaying includes both the computational cost and the required feedback of the corresponding power allocation schemes. The worst–case computational cost of the sBB algorithm used to solve the offline power allocation scheme for link adaptive relaying is exponential in $K$ [92], whereas the computational cost of the exhaustive search algorithm is always exponential in $K$. Moreover, the worst–case complexity of the sBB algorithm is not likely to occur as is evident from the execution time results shown in Section V. Determining the exact and/or average complexity of the sBB algorithm is quite involved and beyond the
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scope of this thesis. The complexities of the proposed suboptimal online schemes for link adaptive relaying are linear in $K$.

Furthermore, for buffer-aided link adaptive relaying, $S$ needs to know the instantaneous values of $\gamma_{S,k}$, $\gamma_{R,k}$, $H_{S,k}$, and $H_{R,k}$ along with the averages $\bar{\gamma}_{S}$, $\bar{\gamma}_{R}$, $H_{S}$, and $H_{R}$ for execution of the online power allocation algorithms. Moreover, $S$ also has to track the status of the relay buffer. After calculating the optimal power and link selection policies, $S$ has to convey $P_{R,k}^*$ as well as information regarding which link is selected to $R$.

3.4 Power Allocation for Conventional Relaying

In this section, we propose an offline and several online power allocation schemes for the considered EH system with conventional relaying. We note that conventional relaying is preferable over buffer-aided relaying if small end-to-end delays are required.

3.4.1 Optimal Offline Power Allocation

Like for buffer-aided relaying, for conventional relaying, our objective is to maximize the total number of transmitted bits (from $S$ to $D$) delivered by a deadline of $K$ time slots over a fading channel. We assume offline knowledge of the full CSI and the energy arrivals at $S$ and $R$ in each time slot. The offline optimization problem for maximization of the throughput of the considered system for $K$ time slots can be
formulated as follows:

$$\begin{align*}
\max_{T'' \geq 0} & \quad \sum_{k=1}^{K/2} \min\{\xi_{S,2k-1}, \xi_{R,2k}\} \\
\text{s.t.} & \quad \text{Constraints (3.10) – (3.13) with } d_{2k-1} = 0 \text{ and } d_{2k} = 1, \forall k, \\
& \quad \gamma_{S,2k-1} P_{S,2k-1} = \gamma_{R,2k} P_{R,2k}, \forall k,
\end{align*}$$

(3.35)

where $T'' \triangleq \{P_{S,2k-1}, P_{R,2k}, \lambda_{S,2k-1}, \lambda_{R,2k}|k \in \{1, 2, \cdots, K/2\}\}$ and $\forall k$ stands for $k \in \{1, 2, \cdots, K/2\}$. Like for buffer-aided relaying, constraints (3.36) ensure the energy causality and limited energy conditions for conventional relaying. Constraint (3.37) ensures that the amount of information transmitted from $S$ to $R$ is identical to that transmitted from $R$ to $D$ so as to avoid data loss at $R$. Constraint (3.37) is required since we assume individual power constraints for $S$ and $R$. This is a reasonable assumption since $S$ and $R$ have independent power supplies.

Using (3.37) in (3.35) and (3.36), the considered offline optimization problem can be rewritten as

$$\begin{align*}
\max_{T'''\geq 0} & \quad \sum_{k=1}^{K/2} \xi_{S,2k-1} \\
\text{s.t.} & \quad \sum_{k=1}^{l} \left( \frac{\gamma_{S,2k-1} P_{S,2k-1}}{\gamma_{R,2k}} + \lambda_{R,2k} \right) \leq \sum_{k=0}^{2l-1} H_{R,k}, \forall l, \\
& \quad \sum_{k=0}^{2m} H_{R,k} - \sum_{k=1}^{m} \left( \frac{\gamma_{S,2k-1} P_{S,2k-1}}{\gamma_{R,2k}} + \lambda_{R,2k} \right) \leq B_{R,max}, \forall m
\end{align*}$$

(3.38)

(3.39)

(3.40)

Constraints (3.11) and (3.13) with $d_{2k-1} = 0$ and $d_{2k} = 1, \forall k$;

(3.41)

where $T''' \triangleq T'' \setminus \{P_{R,2k}|\forall k\}$, and $\forall l$ and $\forall m$ stand for $l \in \{1, 2, \cdots, K/2\}$ and $m \in \{1, 2, \cdots, K/2 - 1\}$, respectively. Problem (3.38)–(3.41) forms a convex optimization problem and the optimum solution can be obtained either in closed form by using
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the Karush–Kuhn–Tucker (KKT) conditions or by using any standard technique for solving convex optimization problems [75], [79]. Let $P_{S,2k-1}^*$ denote the optimum solution of the considered optimization problem. Then, the optimum $P_{R,2k}$ can be obtained as

$$P_{R,2k}^* = \frac{\gamma_{S,2k-1} P_{S,2k-1}^*}{\gamma_{R,2k}}. \quad (3.42)$$

### 3.4.2 Optimal Online Power Allocation by DP

Unlike buffer-aided link adaptive relaying, the link selection policy is pre-defined for conventional relaying, i.e., $d_{2k-1} = 0$ and $d_{2k} = 1$, $k \in \{1, 2, \ldots, K\}$. This feature of conventional relaying reduces the complexity of stochastic DP compared to link adaptive relaying. Therefore, for conventional relaying, we consider a stochastic DP approach for optimum online power allocation [18, 23]. Let $c_{2k-1, 2k} \triangleq (\gamma_{S,2k-1}, \gamma_{R,2k}, (H_{S,2(k-1)} + H_{S,2k-3}), (H_{R,2k-1} + H_{R,2(k-1)}), B_{S,2k-1}, B_{R,2k})$ denote the state for time slots $2k - 1$ and $2k$. We note that $H_{S,k} = 0$ for $k < 0$. Our aim is to maximize the total throughput over $K$ time slots. We assume the initial state $c_{1,2} = (\gamma_{S,1}, \gamma_{R,2}, H_{S,0}, (H_{R,0} + H_{R,1}), B_{S,1}, B_{R,2})$ is always known. We define a policy $p = \{ (P_{S,2k-1}(c_{2k-1,2k}), P_{R,2k}(c_{2k-1,2k})), \forall c_{2k-1,2k}, k = 1, 2, \ldots, K/2 \}$ as feasible if the EH constraints $0 \leq P_{S,2k-1}(c_{2k-1,2k}) \leq B_{S,2k-1}$ and $0 \leq P_{R,2k}(c_{2k-1,2k}) \leq B_{R,2k}$ are satisfied for all $k$. Hence, the objective function to be maximized can be reformulated as [18]

$$R(p) = \sum_{k=1}^{K/2} \mathcal{E}\{ \min\{\xi'_{S,2k-1}, \xi'_{R,2k}\} | c_{1,2}, p \}, \quad (3.43)$$

73
where we used the definitions $\xi_{s,2k-1} \triangleq \log_2 (1 + \gamma_{s,2k-1} P_{c_{2k-1},c_{2k}})$ and $\xi_{r,2k} \triangleq \log_2 (1 + \gamma_{r,2k} P_{r,2k} (c_{2k-1,2k}))$. The expectation is with respect to the SNRs of the channels and the harvested energies. In particular, for a given $c_{1,2}$, the maximum throughput can be obtained as

$$R^* = \max_{p \in \mathcal{P}} R(p),$$

where $\mathcal{P}$ denotes the space of all feasible policies.

The maximum throughput during time slots $2k - 1$ and $2k$ is denoted by $J_{2k-1,2k}(B_{S,2k-1}, B_{R,2k})$. For a given $c_{1,2}$, the maximum throughput, $J_{1,2}(B_{S,1}, B_{R,2})$, can be recursively obtained from $J_{K-1,K}(B_{S,K-1}, B_{R,K})$, $J_{K-3,K-2}(B_{S,K-3}, B_{R,K-2})$, $\ldots$, $J_{3,4}(B_{S,3}, B_{R,4})$ [18]. For the last two time slots $K - 1$ and $K$, we have

$$J_{K-1,K}(B_{S,K-1}, B_{R,K}) = \max_{0 \leq P_{s,K-1} \leq B_{R,K-1}, 0 \leq P_{r,K} \leq B_{R,K}, \gamma_{s,K-1} = \gamma_{r,K} P_{r,K}, \gamma_{s,K-1} P_{s,K-1}} \frac{1}{2} \min \{\xi_{s,K-1}, \xi_{r,K}\}$$

and for time slots $2k - 1$ and $2k$, we obtain

$$J_{2k-1,2k}(B_{S,2k-1}, B_{R,2k}) = \max_{0 \leq P_{s,2k-1} \leq B_{S,2k-1}, 0 \leq P_{r,2k} \leq B_{R,2k}, \gamma_{s,2k-1} P_{S,2k-1} = \gamma_{r,2k} P_{r,2k}, \gamma_{s,2k-1} P_{s,2k-1} = \gamma_{r,2k} P_{r,2k}, (3.45)} \frac{1}{2} \min \{\xi_{s,2k-1}, \xi_{r,2k}\} + \tilde{J}_{2k+1,2k+2}(B_{S,2k-1} - P_{s,2k-1}, B_{R,2k} - P_{r,2k}),(3.46)$$

where $\tilde{J}_{2k+1,2k+2}(B_{S,2k+1}, B_{R,2k+2}) =\ E_{:\gamma_{s,2k+1}^{\gamma_{r,2k+2}}, \gamma_{s,2k-1}^{\gamma_{r,2k}}, \gamma_{r,2k-1}^{\gamma_{r,2k}} \{J_{2k+1,2k+2}(\min \{B_{S,2k+1}, \bar{H}_{S,2k-1}, B_{S,max}\}, \min \{B_{R,2k+2}, \bar{H}_{R,2k}, B_{R,max}\}\}}$.
where

\[ \gamma_{S,2k-1} \]

represents the SNR of the \( S-R \) (\( R-D \)) link in the \((2k+1)\)th \((2k+2)\)th slot given the SNR \( \gamma_{S,2k-1} \)
\( (\gamma_{R,2k}) \) in the \((2k-1)\)th \((2k)\)th slot, and \( \tilde{H}_{S,2k-1} \) \( (\tilde{H}_{R,2k}) \) denotes the harvested energy at \( S \) \( (R) \) in the \((2k-1)\)th \((2k)\)th slot given the harvested energy \( H_{S,2k-1} \) \( (H_{R,2k-1}) \) in the \((2k-2)\)th \((2k-1)\)th slot. It can be shown that the cost functions in (3.45) and (3.46) are concave in \( P_{S,2k-1} \) and \( P_{R,2k} \). Thus, (3.45) and (3.46) are convex optimization problems and can be solved very efficiently [75]. Further simplification of (3.45) yields

\[
J_{K-1,K}(B_{S,K-1},B_{R,K}) = \frac{1}{2} \log_2 (1 + \gamma_{S,K-1} \rho_{K-1}), \tag{3.48}
\]

where \( \rho_{K-1} = \min \{ B_{S,K-1}, \gamma_{R,K} B_{R,K}/\gamma_{S,K-1} \} \). Therefore, \( P_{S,K-1}^* = \min \{ B_{S,K-1}, \gamma_{R,K} B_{R,K}/\gamma_{S,K-1} \} \), and \( P_{R,K}^* \) follows from (3.42). Similarly, (3.46) can be simplified as

\[
J_{2k-1,2k}(B_{S,2k-1}, B_{R,2k}) = \max_{0 \leq P_{S,2k-1} \leq \min \{ B_{S,2k-1}, \gamma_{R,2k} B_{R,2k}/\gamma_{S,2k-1} \}} \frac{1}{2} \xi_{S,2k-1} + \tilde{J}_{2k+1,2k+2}(B_{S,2k-1} - P_{S,2k-1}, B_{R,2k} - \gamma_{S,2k-1} P_{S,2k-1}/\gamma_{R,2k}). \tag{3.49}
\]

Using (3.48) and (3.49), \( P_{S,2k-1}^* \) and \( P_{R,2k}^* \), \( k \in \{1, 2, \cdots, K/2\} \), can be obtained for different possible values of \( \gamma_{S,k}, \gamma_{R,k}, B_{S,k}, \) and \( B_{R,k} \) and can be stored in a look-up table. This is done before transmission starts. When transmission starts, for given realizations of \( \gamma_{S,2k-1}, \gamma_{R,2k}, B_{S,2k-1}, \) and \( B_{R,2k} \) in time slots \( 2k-1 \) and \( 2k \), the values of \( P_{S,2k-1}^* \) and \( P_{R,2k}^* \) corresponding to these realizations are taken from the look-up table.

### 3.4.3 Suboptimal Online Power Allocation

In the proposed DP–based optimal online power allocation scheme, for a certain
transmission time slot, we consider the average effect of all succeeding time slots, c.f. (3.47). Due to the recursive nature of DP, the computational cost of this approach increases alarmingly with increasing $K$. For this reason, in the following, we propose three different suboptimal online power allocation schemes, which perform close to the optimal DP approach but have reduced complexity.

**Suboptimal Simplified DP Power Allocation (“DP–I₂” and “DP–I₁” Schemes)**

In this scheme, we use the average effect of only 2 (or 4) following time slots to allocate the transmit power in each time slot. In particular, we assume for the current time slot that all energies have to be spent over the following 2 (or 4) time slots. Moreover, in the last two time slots, either $S$ or $R$ uses up all of its stored energy. This scheme reduces the computational cost at the expense of a performance degradation. We refer to the suboptimal DP schemes taking into account 4 and 2 time slots as “DP–I₂” and “DP–I₁”, respectively.

**Suboptimal HR Assisted Power Allocation (“HR Assisted” Scheme)**

As for link adaptive relaying, we also propose an efficient “HR Assisted” online power allocation scheme for conventional relaying. To this end, we first formulate an optimization problem which is based on the average data rate and the average energy causality constraints at $S$ and $R$ for $K \to \infty$. Then, we revise the optimal solutions taking into account the energy storage constraints in (3.5) and (3.6). The optimiza-
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tion problem for \( K \to \infty \) can be formulated as

\[
\max_{\{P_{S,2k-1} \geq 0, P_{R,2k} \geq 0, \forall k\}} \frac{1}{K} \sum_{k=1}^{K/2} \min\{\log_2(1 + \gamma_{S,2k-1}P_{S,2k-1}), \log_2(1 + \gamma_{R,2k}P_{R,2k})\}
\]

(3.50)

s.t. Constraints (3.24) and (3.25) with \( d_{2k-1} = 0 \) and \( d_{2k} = 1, \forall k \),

\[
\gamma_{S,2k-1}P_{S,2k-1} = \gamma_{R,2k}P_{R,2k}.
\]

(3.51)

Incorporating (3.52) into (3.50) and (3.51) yields

\[
\max_{\{P_{S,2k-1} \geq 0, \forall k\}} \frac{1}{K} \sum_{k=1}^{K/2} \log_2(1 + \gamma_{S,2k-1}P_{S,2k-1})
\]

(3.53)

s.t.

\[
\frac{1}{K} \sum_{k=1}^{K/2} P_{S,2k-1} \leq \frac{1}{K} \sum_{k=0}^{K-1} H_{S,k}
\]

(3.54)

\[
\frac{1}{K} \sum_{k=1}^{K/2} \frac{\gamma_{S,2k-1}}{\gamma_{R,2k}} P_{S,2k-1} \leq \frac{1}{K} \sum_{k=0}^{K-1} H_{R,k}.
\]

(3.55)

Problem (3.53)–(3.55) is a convex optimization problem and using the optimization techniques described in subsection 3.3.2, the optimal \( P^*_{S,2k-1} \) and \( P^*_{R,2k} \) can be obtained as

\[
P^*_{S,2k-1} = \min \left\{ \left[ \frac{1}{\ln(2)(\eta_S + \frac{\eta_R \gamma_{S,2k-1}}{\gamma_{R,2k}})} - \frac{1}{\gamma_{S,2k-1}} \right]^{+}, B_{S,2k-1} \right\}
\]

(3.56)

\[
P^*_{R,2k} = \min \left\{ \frac{\gamma_{S,2k-1}P^*_{S,2k-1}}{\gamma_{R,2k}}, B_{R,2k} \right\}
\]

(3.57)

where \( \eta_S \) and \( \eta_R \) are Lagrange multipliers associated with (3.54) and (3.55), respectively. The optimal \( \eta_S \) and \( \eta_R \) are computed offline using the same method as described in subsection 3.3.2 for link adaptive relaying before transmission starts.
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When transmission begins, $P_{S,2k-1}^*$ and $P_{R,2k}^*$ are calculated using (3.56) and (3.57) with offline parameters $\eta_S$ and $\eta_R$ and online variables $\gamma_{S,2k-1}$, $\gamma_{R,2k}$, $B_{S,2k-1}$, and $B_{R,2k}$. For the $(K-1)$th and the $K$th time slots, we ensure that either $S$ or $R$ uses up all of the stored energy.

Suboptimal Naive Power Allocation ("Naive" Scheme)

In this suboptimal "naive" approach, for each time slot, only the stored energies at hand determine the transmit power, i.e., this approach does not take into account the effect of the following time slots, and the transmitting node ($S$ or $R$) uses up all of its available energy in each transmission interval. To be specific, for a particular time slot $k \in \{1, 2, \cdots, K/2\}$, $P_{S,2k-1}^* = \min\{B_{S,2k-1}, \frac{\gamma_{R,2k}B_{R,2k}}{\gamma_{S,2k-1}}\}$, and $P_{R,2k}^*$ follows directly from (3.42).

3.4.4 Complexity

In this subsection, we discuss the overheads entailed by the power allocation schemes proposed for conventional relaying in terms of computational cost and the required feedback. In the offline and the optimal online power allocation schemes, we solve convex optimization problems where the number of constraints is a function of $K$. The required computational cost to solve a convex optimization problem depends on the method used (e.g. bisection method, interior–point–method, etc.) and is polynomial in the size of the problem [75]. Therefore, the worst–case computational cost of the offline power allocation scheme for conventional relaying is polynomial in the number of time slots $K$ [75]. We observe from (3.46) and (3.47) that the complexity of the optimal online power allocation scheme by stochastic DP increases exponentially with $K$. The complexities of the simplified versions of DP, i.e., DP–I$_2$ and DP–I$_1$, are linear in $K$. Moreover, the complexities of the naive and HR assisted
suboptimal online schemes are linear in $K$ as well. The complexities of the proposed offline and online power allocation schemes are further investigated in terms of the required average execution time in Section V.

The required feedback information also contributes to the overhead of the proposed power allocation schemes. Like link adaptive relaying, $S$ needs to know the instantaneous values of $\gamma_{S,2k-1}$, $\gamma_{R,2k}$, $H_{S,k}$, and $H_{R,k}$ along with the averages $\bar{\gamma}_S$, $\bar{\gamma}_R$, $H_{S,E}$, and $H_{R,E}$ for execution of the online power allocation algorithms. Furthermore, $S$ has to convey $P_{R,k}^*$ to $R$.

### 3.5 Simulation Results

In this section, we evaluate the performance of the proposed offline and online power allocation schemes for the conventional and link adaptive relaying protocols. We assume that the (overall) average harvesting rate is $H_S = H_R = H_E$ (except in Fig. 3.9), and $H_{S,k}$ and $H_{R,k}$ independently take values from the set $\{0, H_E, 2H_E\}$, where all elements of the set are equiprobable. For Figs. 3.2–3.6, 3.10, and 3.11, we assume $H_E = 0.5$ Joule. We adopt $B_{S,max} = B_{R,max} = B_{max}$, where $B_{max} = 4$ Joules for Figs. 3.2, 3.3, 3.7, $B_{max} = 10$ Joules for Figs. 3.4–3.6, 3.9, 3.11, and $B_{max} = 100$ Joules for Fig. 3.8. We assume i.i.d. Rayleigh fading channels with $\bar{\gamma}_S = \bar{\gamma}_R = \bar{\gamma}$ for Figs. 3.2–3.5, 3.9, and 3.11 and i.n.d. Rayleigh fading channels for Figs. 3.6–3.8, and 3.10. We simulate $10^4$ randomly generated realizations of the $S-R$ and the $R-D$ channels and the harvested energies at $S$ and $R$ to obtain the average throughput.
3.5.1 Performance of Different Power Allocation Schemes for Conventional Relaying

In this subsection, we show the performance of the proposed power allocation schemes for conventional relaying. In particular, the impact of the average channel SNR and the number of time slots on the total number of transmitted bits is studied.

Fig. 3.2 shows the total number of transmitted bits for the power allocation schemes proposed for conventional relaying vs. the average channel SNR, $\bar{\gamma}$, for $K = 10$. We observe that for all considered schemes, the total throughput increases as $\bar{\gamma}$ increases. We also notice that the offline scheme performs better than the online power allocation schemes for all $\bar{\gamma}$. This is due to the fact that in the optimal offline
scheme we assume that both causal and non-causal information regarding the CSI and the harvested energy are available whereas the online schemes are based only on causal information regarding the CSI and the harvested energy. Moreover, as expected, the optimal online scheme outperforms all considered suboptimal online schemes and performs close to the optimal offline scheme. The suboptimal online schemes DP–I_2 and DP–I_1 perform close to each other for all $\bar{\gamma}$. We note that both DP–I_2 and DP–I_1 outperform the HR assisted and the naive schemes.

In Fig. 3.3, we show the total number of transmitted bits for the power allocation schemes proposed for conventional relaying vs. the number of time slots $K$ for $\bar{\gamma} = 25$ dB. We observe that the optimal offline method achieves the best perfor-
mance. Among the different suboptimal online schemes, DP–I₂ performs best. The HR assisted scheme provides a similar performance as DP–I₂ for large $K$. This is mainly due to the fact that the HR assisted scheme is based on the average harvesting rate which is more justified for large $K$. Moreover, we observe that the difference between the performances of DP–I₂ and DP–I₁ increases with increasing $K$. This shows that the consideration of the two next time slots instead of only the next time slot for calculation of the optimal transmit powers becomes more important for larger $K$.

### 3.5.2 Performance of Different Power Allocation Schemes for Link Adaptive Relaying

In this subsection, we show the impact of the average channel SNR and the number of time slots on the total number of transmitted bits for the different power allocation schemes proposed for link adaptive relaying.

Fig. 3.4 shows the total number of transmitted bits for link adaptive relaying vs. the average channel SNR $\bar{\gamma}$ for $K = 8$ and $K = 50$. Here, we consider the exhaustive search offline algorithm for $K = 8$, and the HR assisted online, the naive online, and the sBB offline power allocation schemes for both values of $K$. Recall that the optimal offline exhaustive search scheme is only effective for small $K$ as the complexity increases exponentially with $K$. For $K = 8$, we observe that the exhaustive search and the sBB schemes have exactly the same performance for all considered $\bar{\gamma}$. This observation confirms that sBB scheme finds the global optimum solution of non–convex MINLP problems [91, 92]. The performance gap between the offline and the HR assisted online schemes is small at low $\bar{\gamma}$ and large at high $\bar{\gamma}$ for $K = 8$. Furthermore, the performance gap increases with $\bar{\gamma}$ for $K = 50$. For $K = 8$, 
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the naive online power allocation scheme has a small performance advantage over the HR assisted online algorithm for high $\bar{\gamma}$, whereas for $K = 50$, the HR assisted online algorithm shows better performance for all considered $\bar{\gamma}$.

### 3.5.3 Comparison Between Conventional and Link Adaptive Relaying

In this subsection, we compare the power allocation schemes proposed for conventional and link adaptive relaying. For offline power allocation, we compare the optimal schemes and for online power allocation, we compare the suboptimal schemes for conventional relaying with the HR assisted online scheme for link adaptive relaying. The optimal DP approach (for conventional relaying) is not included in the comparison.
Figure 3.5: Comparison of conventional and link adaptive relaying: Total number of transmitted bits vs. number of time slots $K$ for $\bar{\gamma}_S = \bar{\gamma}_R = \bar{\gamma} = 30$ dB.

because of its high complexity.

**Total number of transmitted bits vs. $K$**

Fig. 3.5 shows the total number of transmitted bits vs. the number of time slots, $K$ for the offline and online power allocation schemes for conventional and link adaptive relaying. We assume symmetric $S$–$R$ and $R$–$D$ channels, i.e., $\bar{\gamma}_S = \bar{\gamma}_R = \bar{\gamma}$. We observe that link adaptive relaying significantly outperforms conventional relaying for offline power allocation. The performance gap increases with increasing $K$. This is mainly due to the fact that, for large $K$, we have more flexibility in selecting $d_k$, i.e., in selecting the $S$–$R$ or $R$–$D$ link for transmission to increase the system throughput.
In particular, for the offline case, the link adaptive relaying scheme can transmit 16 and 55 additional bits compared to conventional relaying for $K = 20$ and $K = 100$, respectively. For small $K$, the HR assisted online scheme for link adaptive relaying does not show a better performance than the online schemes for conventional relaying. However, for relatively large $K$, e.g., $K = 140$, the HR assisted online scheme for link adaptive relaying outperforms the DP–I$_2$ and HR assisted online schemes for conventional relaying by 26 and 34 bits, respectively. We note that the gain of link adaptive relaying over conventional relaying is the result of both power allocation and adaptive link selection since the power allocation affects the link selection and vice versa. Moreover, in Fig. 3.5, we have also included the performance of the no–delay constrained protocol in [59]. We observe that, because we assume a direct $S–D$ link is not available, the performances of conventional relaying and the no–delay constrained protocol in [59] are identical for all considered values of $K$. This result was already shown in [59, Fig. 4] for non–fading channels and we arrive at the same result for fading channels.

In Fig. 3.6, we turn our attention to asymmetric links where we consider two scenarios for the average channel SNRs. Scenarios 1 and 2 are valid for $\bar{\gamma}_S = 20$ dB and $\bar{\gamma}_S = 10$ dB, respectively, where $\bar{\gamma}_R = 30$ dB in both cases. We compare the performance of the HR assisted online scheme for link adaptive relaying with that of the DP–I$_2$ and HR assisted schemes for conventional relaying. In contrast to Fig. 3.5, in Fig. 3.6, we observe that the HR assisted online scheme for link adaptive relaying outperforms the DP–I$_2$ (HR assisted) schemes even for small numbers of time slots, e.g., $K = 25$. Moreover, Fig. 3.6 clearly shows that the performance gains of the HR assisted online scheme for link adaptive relaying over the DP–I$_2$ (HR assisted) scheme for conventional relaying are significantly larger for asymmetric links compared to
Figure 3.6: Comparison of online algorithms for conventional and link adaptive relaying: Total number of transmitted bits vs. number of time slots $K$ for $\bar{\gamma}_S = 20$ dB (Scenario 1) and $\bar{\gamma}_S = 10$ dB (Scenario 2) with $\bar{\gamma}_R = 30$ dB.

symmetric links. The larger gains are caused by the flexibility introduced by the buffer at the relay. In the link adaptive scheme, the stronger link can be used less frequently since relatively large amounts of information can be transferred every time the link is used. Hence, the weaker link can be used more frequently to compensate for its poor link quality. In contrast, in conventional relaying, both links are used for the same amount of time regardless of their respective qualities.

**Number of transmitted bits vs. $H_E$**

Fig. 3.7 depicts the total number of transmitted bits for conventional and link adaptive relaying vs. the average harvesting rate, $H_E$, for $\bar{\gamma}_S = 10$ dB, $\bar{\gamma}_R = 30$ dB, and $K = 60$. We observe that the throughput increases with increasing $H_E$ for all con-
Figure 3.7: Comparison of conventional and link adaptive relaying: Total number of transmitted bits vs. $H_E$ for $K = 60$, $\bar{\gamma}_S = 10$ dB, and $\bar{\gamma}_R = 30$ dB.

considered power allocation schemes. We note that the slope of the throughput curves is large for small $H_E$ and decreases with increasing $H_E$. This behavior is partially (apart from the behavior of the $\log(\cdot)$ function) due to the fact that the performance of all schemes is limited by the finite storage capability of the batteries. For large $H_E$, additional energy cannot be stored in the batteries and therefore the extra amount is wasted. We observe that the optimal offline and the HR assisted suboptimal online schemes for link adaptive relaying outperform the corresponding schemes for conventional relaying for all $H_E$.

In Fig. 3.8, we show the total number of transmitted bits vs. the average harvesting rate $H_S = H_R = H_E$ for $K = 1000$. Here, we study the performance of the HR assisted schemes for conventional and buffer–aided relaying for large $K$. We
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Figure 3.8: Comparison of the HR assisted online schemes for conventional and link adaptive relaying: Total number of transmitted bits vs. average harvesting rate for $K = 1000$, $\bar{\gamma}_S = 30$ dB, and $\bar{\gamma}_R = 15$ dB.

observe that, like for small $K$, buffer-aided link adaptive relaying also significantly outperforms conventional relaying for large $K$.

In Fig. 3.9, we show the performances of different power allocation schemes for both conventional and buffer-aided link adaptive relaying assuming that $H_R$ changes over the time of transmission. In particular, we fix $H_S = 2$ Joules and linearly change $H_R$, from one transmission time interval to the next from a high value ($H_R = 2$ in $t_1$) to a low value ($H_R = 0.25$ in $t_5$) and then back to a high value ($H_R = 2$ in $t_9$). Each transmission interval, $t_1, t_2, \cdots, t_9$, lasts for $K = 50$ time slots. At the beginning of each transmission interval, $t_i$, the proposed optimization schemes are executed and the total throughput during the $K = 50$ time slots is shown in Fig. 3.9. The change of $H_R$ over time may model the impact that the change from cloudy weather ($t_5$)
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Figure 3.9: Total number of transmitted bits for offline and online power allocation schemes for conventional and link adaptive relaying when $H_R$ changes over the time of transmission for $H_S = 2$ Joules, $K = 50$, and $\bar{\gamma}_S = \bar{\gamma}_R = 30$ dB.

to sunny weather ($t_1$ and $t_9$) has on a solar energy system. We observe that the throughput increases (decreases) with increasing (decreasing) $H_R$ for both the offline and online power allocation schemes. Most importantly, the change in throughput is large for conventional relaying and small for link adaptive relaying. In fact, for link adaptive relaying, if the relay does not have enough energy to transmit data, the $S$–$R$ link can be selected for transmission for several consecutive time slots and the received data at $R$ is stored in the buffer and is forwarded to the destination at a later time. On the other hand, for conventional relaying, in each time slot, the source can only transmit the amount of data that the relay is able to forward to the destination. For this reason, the link adaptive protocol is able to cope better with sudden changes in the EH profile. Note that this behaviour is observed for both the
Chapter 3. Resource Allocation for EH Conventional and Link Adaptive Relaying

Figure 3.10: Comparison of conventional and link adaptive relaying: Total number of transmitted bits vs. $B_{\text{max}}$ for $K = 100$, $\bar{\gamma}_S = 10$ dB, and $\bar{\gamma}_R = 30$ dB.

In Fig. 3.10, we show the total number of transmitted bits for conventional and link adaptive relaying vs. $B_{\text{max}}$ for $\bar{\gamma}_S = 10$ dB, $\bar{\gamma}_R = 30$ dB, and $K = 100$. We observe that for all considered power allocation schemes, the throughput first increases with increasing $B_{\text{max}}$ but starting at a certain value of $B_{\text{max}}$, the throughput remains unchanged. This can be explained by the fact that for $H_E = 0.5$, small values of $B_{\text{max}}$ limit the performance since the extra amount of harvested energy cannot be stored in the batteries. However, the constant throughput of all the schemes for large $B_{\text{max}}$ indicates that, for the given parameters, increasing the storage capacities of the
batteries beyond a certain value does not improve the performance of the system. Therefore, Fig. 3.10 provides an indication for the required storage capacities of the batteries at $S$ and $R$ for different power allocation schemes to achieve a desired performance.

**Execution time vs. $K$**

In Fig. 3.11, we show the average execution time (in seconds) vs. the number of time slots, $K$, for all offline and online power allocation schemes for conventional and link adaptive relaying. We ran all the algorithms on the same computer system. In particular, all simulations were performed under MATLAB with the Intel(R) Core(TM) i7-2670QM (@2.20GHz 2.20GHz) processor. Therefore, it is reasonable to compare...
the complexity of the algorithms based on their execution times. We observe that for both the offline and online schemes for both conventional and link adaptive relaying the execution time increases with $K$. Moreover, the required execution time for the sBB algorithm is higher than that for the offline scheme for conventional relaying for all $K$. The complexity of forming the look-up tables for the DP–$I_2$ scheme is not included in this analysis. Fig. 3.11 provides valuable information about the complexity–performance trade-off of the different proposed algorithms. For example, in case of conventional relaying, the HR assisted scheme is less complex than the DP–$I_2$ scheme with only a small performance degradation for sufficiently high average channel SNR and large $K$, see Fig. 3.3. Therefore, it is preferable to apply the HR assisted scheme compared to the DP–$I_2$ scheme. Moreover, although the worst case complexity of the sBB algorithm is exponential in $K$, from Fig. 3.11 we observe that its average complexity is comparable to that of the offline power allocation scheme for conventional relaying. Thus, for link adaptive relaying, we can conclude that the sBB algorithm is preferable over the exhaustive search method (which is not shown in Fig. 3.11 due to its very high execution time).

### 3.6 Conclusions

In this chapter, we considered the problem of transmit power allocation for single relay networks, where the source and the relay harvest the energy needed for transmission from the surrounding environment. Two different transmission strategies, namely conventional relaying and buffer–aided link adaptive relaying, were considered. We proposed optimal offline and optimal (conventional relaying) and several suboptimal online power allocation schemes maximizing the system throughput of the considered EH systems over a finite number of time slots. Simulation results showed
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that the proposed suboptimal online schemes have a good complexity–performance trade–off. Moreover, we showed that, for both offline and online optimization, adopting the link adaptive protocol significantly improves the throughput compared to conventional relaying, especially for asymmetric link qualities, and buffer–aided link adaptive relaying is more robust to the changes in the EH profile than conventional relaying.
Chapter 4

Joint Power Allocation and Relay Selection in Energy Harvesting AF Relay Systems

4.1 Introduction

In Chapter 3, we have considered a single link EH DF relay system with two relaying protocols. In this chapter, we turn our attention to AF relay system. We consider a multi-relay network, where the source and the AF relays are EH nodes. Considering EH AF relays in this chapter helps us to compare relay selection strategies for systems powered by constant energy source, cf. Chapter 2 and energy harvester.

As mentioned in the Introduction of Chapter 3, a comprehensive performance analysis was provided in [81] for relay selection in an EH network. However, [81] derives the error rate expressions in a probabilistic manner, possibly with the consideration of large number of transmission time intervals. Moreover, as stated in Chapter 1, our focus in this thesis is to propose resource allocation schemes for a finite number of transmission time intervals for EH systems. The relay selection strategies described in [81] may not provide optimal results for finite number of time intervals for an EH relay network. Moreover, conventional relay selection methods
suitable for systems powered by constant energy sources [13, 98] cannot capture the fluctuating characteristics of the renewable energy over the time intervals, and hence cannot be applied in EH systems in a straight–forward manner. Therefore, in this chapter, we propose offline and online (real–time) joint relay selection and source and relay transmit power allocation schemes that maximize the end–to–end system throughput over a finite number of transmission intervals. The optimal relay selection policy depends on both the channel SNR and the amount of harvested energies stored at the batteries of the nodes.

The rest of this chapter is organized as follows. In Section 4.2, we discuss the considered system model. Sections 4.3 and 4.4 provide joint power allocation and relay selection schemes and simulation results, respectively. Section 4.5 concludes this chapter.

4.2 System Model

We consider an EH AF relay system with one source, $S$, one destination, $D$, and $N$ half–duplex relays, $R_n$, $n \in \{1, 2, \cdots, N\}$. We assume that $D$ is not an EH device and has continuous supply of power. $S$ and $R_n$ are EH devices and rely on the harvested energies to participate in signal transmission. The considered system model can be accommodated in different wireless communication systems, e.g., in wireless sensor networks, where an EH sensor node transmits data to the fusion centre via other EH sensor nodes [20]. In practice, a fusion centre can handle data from many sensor nodes and is powered by constant energy source. $S$ and $R_n$ are equipped with batteries with limited storage capabilities that can store at most $B_{S,\text{max}}$ and $B_{R_n,\text{max}}$ Joules of energy, respectively. We assume the transmission is organized in equal duration time intervals and each interval comprises two time slots of duration $T$. In
Figure 4.1: System model for a multi–relay communication network. Source, $S$, and relays, $R_n$, $n \in \{1, 2, \cdots, N\}$ are EH nodes. Solid line indicate the selected relay link.

In the following, we set $T = 1s$. The total transmission time is equal to $K$ intervals. We also assume that the transmitted packets contain Gaussian–distributed symbols and the transmission is impaired by AWGN. We define $\gamma_{SR_n,k}$ and $\gamma_{R_nD,k}$ as the channel SNRs of the $S$–$R_n$ and $R_n$–$D$ links in the $k$th interval, respectively. The transmit powers of $S$ and $R_n$ are denoted by $P_{S,k}$ and $P_{R_n,k}$, respectively. We assume the channels are quasi–static within each interval (block fading), are independent of each other, and may be non–identically distributed. However, $\gamma_{SR_n,k}$ ($\gamma_{R_nD,k}$) is identically distributed over the time intervals. For future reference, we introduce the average SNRs of the $S$–$R_n$ and the $R_n$–$D$ links as $\bar{\gamma}_{SR_n}$ and $\bar{\gamma}_{R_nD}$, respectively. In each time interval $k \in \{1, 2, \cdots, K\}$, a single relay, $R_\zeta$, where $\zeta \in \{1, 2, \cdots, N\}$, is selected out of the $N$ relays to forward the signals received from $S$ to $D$. During the first time slot, $S$ transmits and $R_\zeta$ receives, and during the second time slot, $R_\zeta$ transmits and
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$D$ receives. The end–to–end SNR, $\text{SNR}_{\text{eq},\zeta,k}$, at $D$ is given by [74]

$$\text{SNR}_{\text{eq},\zeta,k} = \frac{P_{S,k}\gamma_{SR,k}P_{R,k}\gamma_{R},D,k}{P_{S,k}\gamma_{SR,k} + P_{R,k}\gamma_{R},D,k + 1} \tag{4.1}$$

Thus, the end–to–end ($S$–$D$) system throughput in interval $k$ is given by $\frac{1}{2} \log_2(1 + \text{SNR}_{\text{eq},\zeta,k})$ bits/s/Hz. We also define $w_{n,k}$ as the relay selection variable which can be either 0 or 1. In particular, $w_{n,k} = 1$ ($w_{n,k} = 0$) indicates that $R_n$ is selected (not selected) for transmission in time interval $k$.

**Battery Dynamics:** The battery energy of a node $N \in \{S, R_1, R_2, \cdots, R_N\}$ in interval $k$ is $B_{N,k}$. During transmission interval $k$, the transmit power of $N$ is bounded by its battery energy, i.e., $0 \leq P_{N,k} \leq B_{N,k}$. We assume that the stored energy at $N$ increases and decreases linearly provided the maximum storage capacity, $B_{N,max}$, is not exceeded, i.e.,

$$B_{N,k+1} = \min\{(B_{N,k} - P_{N,k} + H_{N,k}), B_{N,max}\}, \forall k. \tag{4.2}$$

In time interval $k$, the energy harvester at node $N$ collects $H_{N,k} \leq B_{N,max}$ Joules of energy. $H_{N,k}$ is modelled as an ergodic random process with mean $H_N \triangleq \mathbb{E}\{H_{N,k}\}$. $B_{N,1} = H_{N,0} \geq 0$ denotes the available energy at $N$ before transmission starts.

### 4.3 Joint Power Allocation and Relay Selection

In this section, we present the proposed offline and online joint relay selection and power allocation algorithms.
4.3.1 Optimal Offline Optimization Algorithm

Our goal is to maximize the total number of transmitted bits (from $S$ to $D$) delivered by a deadline of $K$ intervals assuming offline knowledge of the full CSI and energy arrivals at $S$ and $R_n$ in each time interval. To this end, we formulate an offline optimization problem as

$$
\begin{align*}
\max_{T \geq 0, \, w_{1,1}, \cdots, w_{N,K}} & \sum_{k=1}^{K} \frac{1}{2} \log_2 (1 + \text{SNR}_{eq,k}) \\
\text{s.t.} & \sum_{k=1}^{l} (P_{S,k} + \lambda_{S,k}) \leq \sum_{k=0}^{l-1} H_{S,k}, \quad \forall l \quad (4.4) \\
& \sum_{k=1}^{l} (w_{n,k} P_{R_n,k} + \lambda_{R_n,k}) \leq \sum_{k=0}^{l-1} H_{R_n,k}, \quad \forall n, \quad \forall l \quad (4.5) \\
& \sum_{k=0}^{m} H_{S,k} - \sum_{k=1}^{m} (P_{S,k} + \lambda_{S,k}) \leq B_{S,\text{max}}, \quad \forall m \quad (4.6) \\
& \sum_{k=0}^{m} H_{R_n,k} - \sum_{k=1}^{m} (w_{n,k} P_{R_n,k} + \lambda_{R_n,k}) \leq B_{R_n,\text{max}}, \quad \forall m, \quad \forall n \quad (4.7) \\
& \sum_{n=1}^{N} w_{n,k} = 1, \quad \forall k \quad (4.8) \\
& w_{n,k} \in \{0,1\}, \quad \forall k, \quad \forall n, \quad (4.9)
\end{align*}
$$

where $\text{SNR}_{eq,k} \triangleq \sum_{n=1}^{N} w_{n,k} P_{S,k} P_{R_n,k} \gamma_{SR_n,k} \gamma_{R_n,D,k} / (P_{R_n,k} + P_{S,k} + \gamma_{SR_n,k} + 1)$ and $T \triangleq \{ P_{S,k}, P_{R_1,k}, \cdots, P_{R_N,k}, \lambda_{S,k}, \lambda_{R_1,k}, \cdots, \lambda_{R_N,k} | k \in \{1, 2, \cdots, K\} \}$. Also, $\forall l, \forall m, \forall n$, and $\forall k$ stand for $l \in \{1, 2, \cdots, K\}$, $m \in \{1, 2, \cdots, K - 1\}$, $n \in \{1, 2, \cdots, N\}$, and $k \in \{1, 2, \cdots, K\}$, respectively.

The slack variables $\lambda_{S,k}$ and $\lambda_{R_n,k}$ ensure that constraints (4.4)–(4.7) can be met for all realizations of $\gamma_{SR_n,k}$, $\gamma_{R_n,D,k}$, $H_{S,k}$, and $H_{R_n,k}$. In particular, these slack variables represent the power (possibly) wasted in each transmission interval. Constraints (4.8) and (4.9) ensure that at a particular time interval $k$ only one $w_{n,k}$ is equal to one, i.e., only one relay is selected. Constraints (4.4) and (4.5) ensure the causality of the
harvested energies at $S$ and $R_n$, respectively. The (maximum) storage constraints for the batteries at both $S$ and $R_n$ are satisfied with constraints (4.6) and (4.7). To make the objective function of the optimization problem convex with respect to $P_{S,k}$ and $P_{R_n,k}$, we consider the following high SNR approximation:

$$\text{SNR}_{eq,k} \approx \text{SNR}_{eq,k} = \sum_{n=1}^{N} w_{n,k} P_{S,k} P_{R_n,k} \gamma_{SR_n,k} \gamma_{RD,k} + P_{S,k} \gamma_{SR_n,k}.$$  \hspace{1cm} (4.10)$$

Problem (4.3)–(4.9) with $\text{SNR}_{eq,k}$ replaced by $\text{SNR}_{eq,k}$ is a non–convex MINLP. The non–convexity arises due to the multiplicative form of $w_{n,k}$ and the power allocation variables of $S$ and $R_n$ in the objective function and the constraints. Due to the binary nature of $w_{n,k}$, the optimization problem in (4.3)–(4.9) can be recast as

$$\max_{T \geq 0, w_1, \ldots, w_N} \sum_{k=1}^{K} \frac{1}{2} \log_2 \left( 1 + \overline{\text{SNR}}_{eq,k} \right)$$  \hspace{1cm} (4.11)$$

s.t. \hspace{1cm} \sum_{k=1}^{l} (P_{R_n,k} + \lambda_{R_n,k}) \leq \sum_{k=0}^{l} H_{R_n,k}, \ \forall l, \ \forall n$$  \hspace{1cm} (4.12)$$

$$\sum_{k=0}^{m} H_{R_n,k} - \sum_{k=1}^{m} (P_{R_n,k} + \lambda_{R_n,k}) \leq B_{R_n,max}, \ \forall m, \ \forall n$$  \hspace{1cm} (4.13)$$

$$P_{R_n,k} \leq w_{n,k} \sum_{m=0}^{k-1} H_{R_n,m}, \ \forall k, \ \forall n$$  \hspace{1cm} (4.14)$$

Constraints (4.4), (4.6), (4.8), (4.9)  \hspace{1cm} (4.15)$$

where $\overline{\text{SNR}}_{eq,k} \triangleq \sum_{n=1}^{N} \frac{P_{S,k} P_{R_n,k} \gamma_{SR_n,k} \gamma_{RD,k}}{P_{R_n,k} \gamma_{RD,k} + P_{S,k} \gamma_{SR_n,k}}$. We note that constraint (4.14) relates the relay transmit power $P_{R_n,k}$ to the relay selection variable $w_{n,k}$. Specifically, when $w_{n,k} = 1$, i.e., relay $R_n$ assists the source at time interval $k$, (4.12) and (4.13) are satisfied because (4.14) serves as an upper bound for $P_{R_n,k}$. On the other hand,
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if $w_{n,k} = 0$, i.e., relay $R_n$ is not selected to assist the source at time interval $k$, then constraint (4.14) automatically ensures that $P_{R_n,k} = 0$. Thus, the optimization problems in (4.3)–(4.9) with $\text{SNR}_{eq,k}$ and (4.11)–(4.15) are equivalent.

We observe that optimization problem (4.11)–(4.15) is a convex MINLP [75]. Furthermore, the continuous optimization variables, $T$, can be linearly separated from the integer (binary) optimization variables $w_{n,k}$. Therefore, we can apply the GBD algorithm to solve this convex MINLP optimally [99, pp. 114–143]. GBD decomposes problem (4.11)–(4.15) into two sub–problems: a primal problem and a master problem. $P_{S,k}$, $P_{R_n,k}$, $\lambda_{S,k}$, and $\lambda_{R_n,k}$ are obtained by solving the primal problem for fixed values of $w_{n,k}$, which are obtained from the solution of the master problem. Solving the master problem gives $w_{n,k}$ for previously obtained $P_{S,k}$, $P_{R_n,k}$, $\lambda_{S,k}$, and $\lambda_{R_n,k}$ along with the corresponding Lagrange multipliers. GBD iteratively solves the primal problem and the master problem until their solutions converge. For the first iteration, a feasible initial value is adopted for the integer variables $w_{n,k}$. In the following, we describe the primal and master problems for a given iteration $i \in \{1, 2, \cdots, I\}$, where $I$ is the number of iterations required for convergence of GBD.

Primal Problem ($i$th iteration): For the given optimal $w_{n,k}$ from iteration $i - 1$, $w_{n,k}^{(i-1)*}$ (or a given initial $w_{n,k}^{(0)}$), we formulate the primal problem as follows

$$\max_{T \geq 0} \sum_{k=1}^{K} \frac{1}{2} \log_2 \left( 1 + \text{SNR}_{eq,k} \right)$$

s.t. Constraints (4.4), (4.6), (4.12), (4.13) \hspace{1cm} (4.16)

$$P_{R_n,k} \leq w_{n,k}^{(i-1)*} \sum_{m=0}^{k-1} H_{R_n,m}, \ \forall k \text{ and } \forall n.$$ \hspace{1cm} (4.17)

This is a convex optimization problem in $P_{S,k}$, $P_{R_n,k}$, $\lambda_{S,k}$, and $\lambda_{R_n,k}$ [75] and can
be solved optimally by any standard algorithm or solver, e.g., CVX [79]. Let $P_{S,k}^{(i)*}$, $P_{Rn,k}^{(i)*}$, $\lambda_{S,k}^{(i)*}$, and $\lambda_{Rn,k}^{(i)*}$ denote the optimal solutions at the $i$th iteration.

**Master Problem (ith iteration)**: To formulate the master problem, we need the Lagrangian of the primal problem. The Lagrangian of the primal problem can be written as

$$\mathcal{L}(P_{S,k}, P_{Rn,k}, \lambda_{S,k}, \lambda_{Rn,k}, \xi_{S,l}, \xi_{Rn,l}, \eta_{S,m}, \eta_{Rn,m}, \alpha_{n,k}) =$$

$$\sum_{k=1}^{K} \frac{1}{2} \log_2 \left( 1 + \sum_{n=1}^{N} P_{S,k} P_{Rn,k} \gamma_{SRn,k} \gamma_{Rn,D,k} \right) - \sum_{k=1}^{K} \xi_{S,l} \left( \sum_{l=1}^{l-1} (P_{S,k} + \lambda_{S,k}) - \sum_{k=0}^{l-1} H_{S,k} \right) - \sum_{n=1}^{N} \sum_{k=1}^{K} \alpha_{n,k} \left( P_{Rn,k} - w_{n,k} \sum_{m=0}^{k-1} H_{Rn,m} \right) - \sum_{n=1}^{N} \sum_{l=1}^{K} \xi_{Rn,l} \left( \sum_{k=1}^{l} (P_{Rn,k} + \lambda_{Rn,k}) - \sum_{n=1}^{N} \sum_{m=1}^{K} \eta_{Rn,m} \right) - \sum_{k=0}^{l-1} H_{Rn,k} - \sum_{m=1}^{K} \eta_{S,m} \left( \sum_{k=1}^{m} H_{S,k} - \sum_{k=1}^{m} (P_{S,k} + \lambda_{S,k}) - B_{S,max} \right) - \sum_{n=1}^{N} \sum_{m=1}^{K} \eta_{Rn,m} \left( \sum_{k=1}^{m} H_{Rn,k} - \sum_{k=1}^{m} (P_{Rn,k} + \lambda_{Rn,k}) - B_{Rn,max} \right),$$

(4.19)

where $\xi_{S,l}$, $\xi_{Rn,l}$, $\eta_{S,m}$, $\eta_{Rn,m}$, and $\alpha_{n,k}$ represent the Lagrange multipliers associated with constraints (4.4), (4.12), (4.6), (4.13), and (4.14), respectively. Let the optimal solution of the Lagrange multipliers of the primal problem be $\xi_{S,l}^*$, $\xi_{Rn,l}^*$, $\eta_{S,m}^*$, $\eta_{Rn,m}^*$, and $\alpha_{n,k}^*$. For a given $P_{S,k}^{(i)*}$, $P_{Rn,k}^{(i)*}$, $\lambda_{S,k}^{(i)*}$, $\lambda_{Rn,k}^{(i)*}$, $\xi_{S,l}^{(i)*}$, $\xi_{Rn,l}^{(i)*}$, $\eta_{S,m}^{(i)*}$, $\eta_{Rn,m}^{(i)*}$, and $\alpha_{n,k}^{(i)*}$, we formulate the master problem as follows

$$\max_{\beta_M \geq 0, w_{1,1}, \ldots, w_{N,K}} \beta_M$$

(4.20)

s.t.

$$\beta_M \leq \mathcal{L}(P_{S,k}^{(j)*}, P_{Rn,k}^{(j)*}, \lambda_{S,k}^{(j)*}, \lambda_{Rn,k}^{(j)*}, \xi_{S,l}^{(j)*}, \xi_{Rn,l}^{(j)*}, \eta_{S,m}^{(j)*}, \eta_{Rn,m}^{(j)*}, \alpha_{n,k}^{(j)*}), \ j \in \{1, 2, \ldots, i\}$$

(4.21)

Constraints (4.8), (4.9).
Now, problem (4.20)–(4.22) is a mixed integer linear problem (MILP) of \( w_{n,k} \) and \( \beta_M \) and therefore it can be solved optimally by any standard optimization toolbox, e.g., MOSEK [100].

**GBD Algorithm:** At iteration \( i \), the optimal solution of master problem (4.20)–(4.22) is \( \beta^{(i)}_M \), which is an upper bound for the optimum of problem (4.11)–(4.15). Moreover, at each iteration, the master problem has one additional constraint compared to those defined in the previous iteration. Thus, the newly obtained optimum of the master problem is always less than or equal to the previous one and therefore this upper bound is always non-increasing. On the other hand, the primal problem in (4.16)–(4.18) provides the solution for fixed integer variables and therefore, the optimum of the primal problem is always equal to or less than the optimum of the original problem in (4.11)–(4.15). Thus, the solution of the primal problem always gives a lower bound for the solution of the original problem. We set the lower bound at each iteration equal to the maximum of the lower bound of the previous iteration and the lower bound of the current iteration. At each iteration, we solve the primal problem with the given solution of the master problem from the previous iteration. Then, we solve the master problem with the given solution of the primal problem. This process continues and within a finite number of iterations, the GBD algorithm converges to the optimal solution due to the monotonicity of the upper and lower bounds [90]. We summarize the GBD algorithm in Algorithm 4.1.

We note that due its convexity, the primal problem can be solved in polynomial time whereas the master problem has non-polynomial complexity as it requires solving an integer problem. Nevertheless, since the GBD algorithm is executed offline, efficient commercial optimization software such as MOSEK can be used to solve the master problem efficiently [100].
Algorithm 4.1: GBD Method

1: Initialization: $w_{n,k}^{(0)}$, convergence parameter, $\epsilon$, $I \leftarrow \phi$ and $i \leftarrow 1$.
2: flag $\leftarrow 1$.
3: while flag $\neq 0$ do
4:  Solve primal problem (4.16)–(4.18) and obtain $P_{S,k}^{(i)*}$, $P_{R,n,k}^{(i)*}$, $\lambda_{S,k}^{(i)*}$, $\lambda_{R,n,k}^{(i)*}$, $\xi_{S,I}^{(i)*}$, $\xi_{R,n,d}^{(i)*}$, $\eta_{S,m}^{(i)*}$, $\eta_{R,n,m}^{(i)*}$, $\alpha_{n,k}^{(i)*}$ and the lower bound, LB$(i)$.
5:  $I \leftarrow I \cup \{i\}$.
6:  Solve master problem (4.20)–(4.22) and obtain $w_{n,k}^{(i)*}$ and the upper bound, UB$(i)$.
7:  if $|UB^{(i)} - LB^{(i)}| \leq \epsilon$ then
8:    flag $\leftarrow 0$.
9:  end if
10: Set $i \leftarrow i + 1$.
11: end while

4.3.2 Suboptimal Online Optimization Algorithms

In practice, only causal information of channels and harvested energies is available. Therefore, the offline power allocation scheme is not readily applicable as the future CSI and the upcoming harvested energies are not known in advance. In principle, the optimal online algorithm may be implemented with stochastic DP. However, DP entails a high complexity due to the joint relay selection and power allocation. Thus, to avoid the high complexity of DP, we propose suboptimal HR assisted and naive online schemes.

HR Assisted Scheme

In this scheme, we jointly allocate the source and relay transmit powers and select the best relay based on the causal information of stored energies and channel SNRs as well as the average EH rates and the average channel SNRs. In particular, in order to ensure that source and relays have (with high probability) sufficient energy for transmission in their batteries without being overly conservative in the power
allocation, we limit the maximum transmit power based on the average energy $H_{N}$, $N \in \{S, R_1, \cdots, R_N\}$. This is straightforward for the source, where we impose $P_{S,k} \leq H_{S}$, as the source transmits in every time interval. In contrast, only one of the $N$ available relays transmits in a given time interval. Thus, if we denote the probability of selecting relay $n$ by $f_n$, the resulting relay power constraint is $w_{n,k}P_{R_n,k} \leq H_{R_n}/f_n$. An analytical expression for $f_n$ is given by (2.23) in Chapter 2. Unfortunately, $f_n$ does not only depend on the average channel SNRs but also on the transmit powers, which renders the overall problem highly non–convex. To avoid the complexity associated with this non–convexity, we approximate the source and relay transmit powers by $H_{S}$ and $NH_{R_n}$, $n \in \{1, 2, \cdots, N\}$, respectively, which makes $f_n$ independent of $P_{S,k}$ and $P_{R_n,k}$. Based on these considerations, the optimization problem for time interval $k$ is formulated as

\[
\max_{[P_{R_{1,k}}, \cdots, P_{R_{N,k}}] \geq 0, w_{1,k}, \cdots, w_{N,k}} \frac{1}{2} \log_2 \left( 1 + \frac{\text{SNR}_{eq,k}}{1} \right)
\]

s.t. \[P_{S,k} \leq B_{S,k}, \quad P_{S,k} \leq H_{S},\]

\[w_{n,k}P_{R_n,k} \leq B_{R_n,k}, \quad w_{n,k}P_{R_n,k} \leq \tau H_{R_n}/f_n, \quad \forall n\]

\[\sum_{n=1}^{N} w_{n,k} = 1, \quad w_{n,k} \in \{0, 1\}, \quad \forall n,\]

where $\tau$ is a scaling factor that can be optimized to further improve performance. As $\text{SNR}_{eq,k}$ in the objective function in (4.23) is an increasing function of $P_{S,k}$, the optimal $P_{S,k}$ can be obtained as

\[P_{S,k}^* = \min \{ B_{S,k}, H_{S} \}.\]
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Based on (4.27) and a change of variables, optimization problem (4.23)–(4.26) can be rewritten as

$$\max_{[P_{R_1,k}, \ldots, P_{R_N,k}] \geq 0, w_{1,k}, \ldots, w_{N,k}} \frac{1}{2} \log_2 \left(1 + \overline{\text{SNR}}_{\text{eq},k}\right)$$

(4.28)

s.t. \(P_{R_n,k} \leq w_{n,k} \Gamma_{n,k}, \forall n\), constraint (4.26), and \(P_{S,k} = \min \{B_{S,k}, H_S\}\),

(4.29)

where \(\Gamma_{n,k} = \min \{B_{R_n,k}, \tau H_{R_n}/f_n\}\). For a given \(\tau\), problem (4.28), (4.29) is a convex MINLP and therefore, to solve it, we can use GBD by following the same procedure as for the offline optimization problem [90, pp. 114–143]. We note that problem (4.28), (4.29) is not a function of \(K\), hence the complexity of the involved GBD algorithm is much lower than that of the GBD algorithm for the offline optimization problem.

Moreover, for a given \(w_{n,k}\), problem (4.28), (4.29) is convex in \(P_{R_n,k}\) and the optimal \(P_{R_n,k}\) is obtained as \(P_{R_n,k}^* = w_{n,k} \Gamma_{n,k}\). Therefore, as an alternative to GBD, for each \(k\), we can calculate the objective function in (4.28) with \(P_{R_n,k}^*\) for all combinations of \(w_{n,k}, n \in \{1, 2, \ldots, N\}\), and select the combination that gives the best result. For given channel and EH statistics, parameter \(\tau\) can be optimized offline to maximize performance. However, we found that \(\tau = 0.86\) gives high performance for a wide range of channel and EH parameters.

Naive Scheme

In this scheme, the source and the relays use their stored energies as their transmit powers in each time interval. Using these transmit powers, we calculate the equivalent SNRs for all links. Then, we select the relay which provides the maximum equivalent SNR among all the relays. The complexity of this scheme is linear in \(K\).
4.3.3 Extension to Multiple Relay Selection

We extend the idea of single relay selection (and power allocation) scheme to multiple relay selection (and power) allocation scheme with necessary modifications in the optimization problems. We assume that when more than one relay is selected, the transmission happens over the orthogonal time slots. To select $N_S \leq N$ relays, we adopt $\sum_{k=1}^{K} \frac{1}{N_S+1} \log_2(1+\text{SNR}_{eq,k})$ and $\frac{1}{N_S+1} \log_2(1+\text{SNR}_{eq,k})$ in (4.11) and (4.28), respectively. Moreover, we incorporate $\sum_{n=1}^{N} w_{n,k} = N_S$ in (4.8) and (4.26). The offline and online optimization problems for joint multiple relay selection and power allocation can also be solved by GBD optimally. Moreover, when $N_S = N$, i.e., all relays participate in transmission, the offline and online optimization problems lead to convex optimization problems and hence can be solved optimally and efficiently.

4.4 Simulation Results

In this section, we evaluate the performance of the proposed offline and online joint relay selection and power allocation schemes for the considered AF relay system. In Figs. (4.2)-(4.4), we assume that the average HR is $H_S = H_R_1 = \cdots = H_R_N = H_E = 0.5$ Joule, and $H_{S,k}$ and $H_{R_{n},k}$ independently take values from the set $\{0, H_E, 2H_E\}$, where all elements of the set are equiprobable. We adopt $B_{S,max} = B_{R_1,max} = \cdots = B_{R_N,max} = B_{max} = 100$ Joules and set $\tau = 0.86$. We consider exponentially distributed channel SNRs and show the performance of the proposed schemes for three different scenarios for $N$ and the channel SNRs. We simulate $10^4$ realizations of randomly generated $S-R_n$ and $R_n-D$ channel SNRs and harvested energies at $S$ and $R_n$ to obtain the average throughput. We consider three scenarios with three different values of $N$. In Scenario 1, we assume $N = 1$ and $\tilde{\gamma}_{SR_1} = \tilde{\gamma}_{R_1D} = \tilde{\gamma}$ where $\tilde{\gamma} = 10$ dB.
Figure 4.2: Total number of transmitted bits vs. number of time intervals $K$ for $\bar{\gamma} = 10$ dB and average harvesting rate $H_E = 0.5$ Joule.

In Scenario 2, we assume $N = 3$ where the SNRs of the first link are the same as in Scenario 1 and for links 2 and 3, we assume $\bar{\gamma}_{SR_2} = \bar{\gamma}_{SR_3} = \bar{\gamma}_{R_2D} = \bar{\gamma}_{R_3D} = \bar{\gamma} + 10$ dB. In Scenario 3, we assume $N = 5$ where the first 3 links are identical to the links of Scenario 2 and the SNRs of links 4 and 5 are $\bar{\gamma}_{SR_4} = \bar{\gamma}_{SR_5} = \bar{\gamma}_{R_4D} = \bar{\gamma}_{R_5D} = \bar{\gamma} + 20$ dB.

In Figs. 4.2 and 4.4, we consider all three scenarios, whereas Figs. 4.3 and 4.5 include only Scenario 3.

In Fig. 4.2, we show the total number of transmitted bits vs. the number of time intervals, $K$. From Fig. 4.2, we observe that the throughput increases with increasing $K$ and increasing $N$ for all considered joint power allocation and relay selection schemes. Furthermore, as expected, for each scenario, the optimal offline scheme is a performance upper bound for both online schemes. However, the HR assisted
scheme closely approaches the offline scheme and yields a significant gain compared to the naive scheme. This gain is caused by the more efficient use of the harvested energy by the HR assisted scheme compared to the naive scheme. In particular, the HR assisted scheme limits the source and relay transmit powers taking into account the statistical properties of the channels and the harvested energies. In contrast, the naive scheme spends in each time interval all energy stored in the batteries of the source and the selected relay.

In Fig. 4.3, we show the convergence behavior of GBD algorithm, which is adopted in the offline scheme. We assume $K = 10$ and consider only one realization of channel SNRs and harvested energies. The upper bound and the lower bound come from the solutions of the master and the primal problems, respectively. We observe
that with the number of iterations, the upper bound decreases and the lower bound increases and converge at the optimal solution. For the considered example in this figure, we see the convergence is reached at the 66th iteration. We also include the throughput performance of an exhaustive search method. In the exhaustive search method, we search over all the combinations of the relay selection variables, \( w_{n,k} \) and select that combination which yields the best throughput. Note that for a given \( w_{n,k} \), \( n \in \{1,2,\cdots,N\} \) and \( k \in \{1,2,\cdots,K\} \), problem (4.11)–(4.15) is convex and hence can be solved optimally and efficiently. We observe that the throughput obtained from GBD algorithm exactly matches with the throughput obtained from the exhaustive search method. This finding confirms that GBD algorithm finds the global optimum solution for convex MINLP [99].

In Fig. 4.4, we compare our proposed HR assisted scheme with a baseline scheme. In the baseline scheme, we assume that the relay, \( \zeta \in \{1,2,\cdots,N\} \) is selected according to the maximum bottleneck SNR of all the links as follows:

\[
\zeta = \arg \max_{n \in \{1,\ldots,N\}} \{\min \{\gamma_{SR_{n,k}}, \gamma_{R_{n,D,k}}\}\}.
\]

(4.30)

For the given relay selection policy in (4.30), we solve problem (4.28), (4.29) to obtain optimal power allocation policy. We observe that in Scenario 1, the proposed scheme and the baseline scheme show the identical results, as for \( N = 1 \), the relay is always selected for transmission. However, in Scenarios 2 and 3, we observe that the proposed scheme outperforms the baseline scheme. The baseline scheme does not take into the account the energy state of the batteries at the relays and selects the relay according to the CSI. Therefore, it is likely for the baseline scheme to select a relay that has a little amount of energy in its battery but has a better channel.

\[16\text{Note that this is the BRS scheme considered in Chapter 2.}\]
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Figure 4.4: Total number of transmitted bits vs. average harvesting rate $H_E$ for $K = 10$ and $\bar{\gamma} = 10$ dB.

condition for transmission. This policy of relay selection for EH nodes degrades the throughput performance. On the other hand, our proposed scheme considers both the channel condition and the battery states to perform joint relay selection and power allocation. This feature helps the proposed scheme to perform better than the baseline scheme. Moreover, we observe that the performance gain of the proposed scheme over the baseline scheme is large for Scenario 3 compared to Scenario 2 due to large number of relays participate in Scenario 3.

Fig. 4.5 shows the throughput (bits/sec) of the single and multiple relay selection schemes. Here, we assume $H_S = 1$ Joule, $H_{R_1} = 0.5$ Joule, $H_{R_2} = H_{R_3} = 0.7$ Joule, $H_{R_4} = H_{R_5} = 1$ Joule and adopt Scenario 3. We observe that the throughput degrades with the increasing number of selected relays. Selecting more than one relay
Figure 4.5: Throughput (bits/sec) vs. number of selected relays for $K = 30$, $\bar{\gamma} = 10$ dB, and $N = 5$.

requires large number of time slots for transmission and hence degrades the spectral efficiency. This observation was already known for constant energy source [67], but is new for EH systems.

4.5 Conclusion

In this chapter, we proposed offline and online joint relay selection and transmit power allocation schemes for EH AF relay system. Our offline optimization framework is based on GBD algorithm, which provides optimal results for convex MINLP. We proposed suboptimal but low-complexity HR assisted scheme, which performs close to the offline scheme. We compared the HR assisted scheme with a baseline scheme
and showed by simulations that the relay selection policy for EH system should exploit not only the CSI but also the energy state of the batteries for a better performance.
Chapter 5

Power Allocation for an Energy Harvesting Transmitter with Hybrid Energy Sources

5.1 Introduction

Green communication has attracted significant attention in academia and industry as the rapidly increasing energy consumption of the equipment in wireless communication systems has raised environmental concerns [8, 12]. In the literature, a number of power allocation schemes, which aim to provide a balance between energy consumption and performance, have been reported for different wireless communication systems [101]–[104]. Most of these works assume that the energies are supplied by a constant energy source and/or a rechargeable battery. As mentioned in the earlier chapters, recently EH has attracted considerable interest as an environmentally friendlier supply of energy for communication nodes compared to traditional sources of energy. The harvested energy is practically free of cost and can ensure a perpetual supply of energy.

In Chapters 3 and 4, we have assumed that EH is the only source of energy for the communication nodes. Furthermore, most of the works on communication
systems with EH capability [17, 18, 58, 59, 105, 106] analyze wireless communication systems that are powered solely by the EH nodes. However, from a practical point of view, to achieve both reliable and green communication, it is desirable to have a hybrid source of energy due to the intermittent nature of the harvested energy, cf. [107]. A hybrid energy source is a combination of a constant energy source, e.g., power grid, diesel generator etc., and an EH source which harvests energy from solar, wind, thermal, or electromechanical effects. The concept of hybrid energy sources has also drawn interest from industry. For instance, Huawei has already developed base stations for rural areas which draw their energy from both solar panels and diesel generators [108]. Motivated by these considerations, in this chapter, we consider a single communication link where the transmitter (e.g. a base station) is equipped with a hybrid energy source, cf. Fig. 5.1(a), which comprises a constant energy source and an energy harvester. The constant energy source is assumed to be fed by a costly and/or non–environmentally friendly generator, e.g., a diesel fuel power generator in a remote location or a nuclear power plant. In contrast, the harvested energy is green and stems from a sustainable source of energy.

In this chapter, our aim is to minimize the amount of energy drawn from the constant energy source, such that the harvested energy is efficiently utilized for transmitting a given number of data packets over a finite number of transmission intervals. We assume that there is a battery in the hybrid energy source to store the harvested energy. We consider a non–ideal battery which may leak a fraction of the stored energy over time. Thereby, the leakage depends on the charging and/or discharging effect, the chemical properties of the material, etc. [109, 110]. Note that our problem formulation is different from that in [17, 18, 58, 59, 105, 106] and [85, 109, 110], as [17, 18, 58, 59, 105, 106] and [85, 109, 110] consider throughput maximization and/or
transmission time minimization for communication systems employing EH sources only without exploiting a constant energy source. The solution of the optimization problem considered in this chapter provides insights regarding the optimal power allocation policy for communication systems with hybrid energy sources and thereby facilitates the design of reliable green communication systems.

We consider two scenarios for the arrival process of the data packets into the data queue at the transmitter. In Scenario 1, the data packets that have to be transmitted arrive before the transmission begins and no packets arrive during the transmission, cf. Fig. 5.1(b). In Scenario 2, the data packets may arrive during the course of transmission, cf. Fig. 5.1(c). For both scenarios, we derive offline and online (real–time) power allocation schemes that minimize the total amount of energy drawn from the constant energy source. We propose optimal online power allocation schemes for both considered scenarios using a stochastic DP approach. To avoid the high complexity inherent to DP, we also propose suboptimal online algorithms.

The remainder of this chapter is organized as follows. In Section 5.2, the system model for the EH system is presented. Offline and online power allocation schemes for Scenarios 1 and 2 are provided in Sections 5.3 and 5.4, respectively. In Section 5.5, the effectiveness of the proposed power allocation schemes is evaluated based on simulations. Section 5.6 concludes this chapter.

5.2 System Model

System Description: We consider a single communication link, where a transmitter (source), $S$, communicates with a receiver (destination), $D$, as shown in Fig. 5.1(a). We assume that $S$ has a data queue with infinite capacity which can store data packets temporarily before their transmission. The energy required by $S$ for signal
transmission and processing is supplied by a hybrid source of energy. The hybrid source includes a constant energy source, possibly connected through a cable to the power grid, and an EH module which harvests energy from the surroundings. The harvested energy is stored in a battery that can store at most $B_{\text{max}}$ Joules of energy.

We consider a deadline of $K$ transmission intervals and assume that data transmission is packet based. The duration of each transmission interval is $T$ and without loss of generality, we assume $T = 1$ s.

We consider two scenarios for packet arrivals. In Scenario 1, we assume that $R_T$...
bits have arrived at $S$ before the transmission starts and have to be transmitted in $K$ transmission intervals, cf. Fig. 5.1(b). We assume that additional bits do not arrive during the transmission. On the other hand, in Scenario 2, we assume that $R_k$ bits arrive immediately before transmission interval $k$, where $k \in \{1, 2, \cdots, K\}$, and all bits have to be transmitted by the end of the last transmission interval $K$, cf. Fig. 5.1(c).

**Channel Model:** We assume that the transmitted packets contain Gaussian distributed symbols and the transmission is impaired by AWGN. Let $\gamma_k$ denote the channel SNR of the $S$–$D$ link, which is assumed to be i.i.d. over the time intervals. For future reference, we introduce the average SNR of the $S$–$D$ link as $\bar{\gamma}$. We denote total transmit power in interval $k \in \{1, 2, \cdots, K\}$ by $P_{E,k} + P_{H,k}$, where $P_{E,k}$ and $P_{H,k}$ are supplied by the constant energy source and the energy harvester, respectively. Furthermore, the total powers drawn from the constant energy source and the EH source are given by $\rho P_{E,k}$ and $\rho P_{H,k}$, respectively. Here, $\rho \geq 1$ is a constant that accounts for the inefficiency of the non–ideal power amplifier. For instance, if $\rho = 2$, 100 Watts of power are consumed in the power amplifier for every 50 Watts of power radiated in the radio frequency, and the efficiency of the power amplifier in this case is $\frac{1}{\rho} = 50\%$. We assume that the power required for signal processing at the transmitter, which is constant in each time interval, is supplied by the constant energy source and is excluded from the power allocation algorithm design.

**Hybrid Energy Model:** We assume that $E_k$ is the maximum energy that can be drawn from the constant energy source in each interval, excluding the required constant signal processing power\(^{17}\). On the other hand, the energy harvester at $S$ collects $H_k \leq B_{\text{max}}$ Joules of energy from its surroundings at the end of the

\(^{17}\)We consider the general case where $E_k$ may change from one transmission interval to the next. However, for the simulation results shown in Section 5.5, we assume a constant energy supply, i.e., $E_k = E, \forall k$. 
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$k$th interval. $H_k$ is modeled as an ergodic random process with average EH rate $H_S \triangleq \mathbb{E}\{H_k\}$. Due to the inefficiency of the battery, a fraction of the stored harvested energy may be lost. We adopt the energy loss model from [111, 112] to incorporate the imperfections of the battery. We assume that a factor of $1 - \mu$ of the stored harvested energy is leaked per time interval, where $0 \leq \mu < 1$ represents the efficiency of the battery per time interval. Similar to [18], we assume that the harvested energy stored in the battery increases and decreases linearly provided the maximum storage capacity $B_{\text{max}}$ is not exceeded, i.e.,

$$B_{k+1} = \min\{\mu(B_k - \rho P_{H,k}) + H_k, B_{\text{max}}\}, \quad \forall k,$$

(5.1)

where $B_1 = H_0 \geq 0$ denotes the available energy before transmission starts. Thus, $B_k$ follows a first-order Markov process which depends only on the current state of the battery. Due to the finite storage capacity and the leakage of the battery, it is beneficial to draw the energy for packet transmission as quickly as possible from the battery so that more harvested energy can be stored in the future, and thus the amount of possibly wasted harvested energy is minimized.

5.3 Offline Power Allocation

In this section, we develop offline power allocation strategies for Scenarios 1 and 2. For offline power allocation, it is assumed that both the causal and the non-causal information regarding the channel SNR and the harvested energy are available a priori. For offline power allocation, Scenario 1 may be viewed as a special case of Scenario 2 by setting $R_1 = R_T$ and $R_k = 0$, where $k = 2, 3, \cdots, K$. Hence, we only formulate and describe the optimization problem for Scenario 2 in detail. We then
obtain the solution for Scenario 1 by setting $R_1 = R_T$ and $R_k = 0$, $k = 2, 3, \cdots, K$, see Section 5.3.2.

### 5.3.1 Offline Power Allocation for Scenario 2

We formulate the offline optimization problem for Scenario 2 as follows:

$$\min_{P_{E,k} \geq 0, P_{H,k} \geq 0, \lambda_{H,k} \geq 0} \sum_{k=1}^{K} \rho P_{E,k}$$

subject to

$$\sum_{k=1}^{q} \log_2(1 + \gamma_k (P_{E,k} + P_{H,k})) \leq \sum_{k=1}^{q} R_k, \forall q$$

$$\sum_{k=1}^{K} \log_2(1 + \gamma_k (P_{E,k} + P_{H,k})) = \sum_{k=1}^{K} R_k$$

$$\sum_{k=1}^{l} \rho \mu^{l-k} P_{H,k} \leq \sum_{k=0}^{l-1} \mu^{l-k-1} (H_k - \lambda_{H,k}), \forall l$$

$$\sum_{k=0}^{q} \mu^{q-k} (H_k - \lambda_{H,k}) - \sum_{k=1}^{q} \rho \mu^{q-k+1} P_{H,k} \leq B_{max}, \forall q$$

$$\rho P_{E,k} \leq E_k, \forall k,$$

where $l \in \{1, 2, \cdots, K\}$, $q \in \{1, 2, \cdots, K-1\}$, and $k \in \{1, 2, \cdots, K\}$. Constraint (5.3) provides the flexibility to transmit the incoming data packets in future time intervals. Constraint (5.4) ensures that all the data packets are transmitted by a deadline of $K$ transmission intervals. Constraint (5.5) stems from the causality constraint on the harvested energy and constraint (5.6) ensures that the harvested energy does not exceed the limited storage capacity of the battery. Thereby, $\lambda_{H,k}$ is a slack variable that ensures that problem (5.2)–(5.7) is always feasible. In particular, $\lambda_{H,k}$ represents the amount of harvested energy that is wasted in time interval $k$ because of the limited
storage capacity of the battery\(^{18}\). The limitation on the amount of energy drawn from
the constant energy source is reflected in constraint \((5.7)\). Note that for a given time
interval, for the constant energy supply, any extra amount of energy which is not
used for transmission cannot be transferred to the next interval.

Problem \((5.2)\)–\((5.7)\) is not a convex optimization problem because of the non–
convexity of constraint \((5.3)\) and the non–affinity of constraint \((5.4)\). We combine
\((5.3)\) and \((5.4)\) and transform problem \((5.2)\)–\((5.7)\) into the following problem:

\[
\begin{align*}
& \min_{P_{E,k} \geq 0, P_{H,k} \geq 0, \lambda_{H,k} \geq 0} \sum_{k=1}^{K} \rho P_{E,k} \\
& \text{s.t.} \quad \sum_{k=l}^{K} \log_2(1 + \gamma_k (P_{E,k} + P_{H,k})) \geq \sum_{k=l}^{K} R_k, \forall l \\
& \quad \text{Constraints } (5.5) - (5.7),
\end{align*}
\]

where \(l \in \{1, 2, \cdots, K\}\). However, constraint \((5.9)\) is an equivalent representation of
constraints \((5.3)\) and \((5.4)\), and hence problem \((5.8)\)–\((5.10)\) is equivalent to problem
\((5.2)\)–\((5.7)\), i.e., both problems have the same optimal solution. Problem \((5.8)\)–\((5.10)\)
is a convex optimization problem and thus can be solved optimally and efficiently
[75]. We note that problem \((5.8)\)–\((5.10)\) is not always feasible. Assuming \(R_k\), channel
SNRs, \(\gamma_k\), and harvested energies, \(H_k\), are given for all time intervals, i.e., \(k \in \{1, 2, \cdots, K\}\), a sufficient (but not necessary) condition for feasibility of problem
\((5.8)\)–\((5.10)\) is

\[
\sum_{k=1}^{K} \log_2(1 + \frac{\gamma_k}{\rho} (E_k + H_k)) \geq \sum_{k=1}^{K} R_k.
\]

\(^{18}\)For example, if \(H_k\) is large (\(H_k\) is a random variable and cannot be controlled in the optimization
problem) and \(B_{max}\) is small, then if \(\lambda_{H,k}\) was omitted, constraint \((5.6)\) would not be satisfied and
problem \((5.2)\)–\((5.7)\) would become infeasible.
If the problem is not feasible, we can extend the number of transmission intervals to $K^* > K$ by following similar steps as in [17] to avoid infeasibility. Note that during time intervals $k' \in \{K+1, K+2, \cdots, K^*\}$, we have to assume that no additional data packets arrive at $S$ to avoid the possibility of facing further infeasibility. It is worth mentioning that problem (5.8)–(5.10) is always feasible if $E_k \to \infty$, i.e., when the constant energy supply is (practically) unlimited. In the following, we assume that problem (5.8)–(5.10) is feasible.

As problem (5.8)–(5.10) satisfies Slater’s constraint qualification and is jointly convex in $P_{E,k}$, $P_{H,k}$, and $\lambda_{H,k}$, the duality gap between the dual optimum and the primal optimum is zero [75]. Therefore, we solve the problem by solving its dual. For this purpose, we first provide the Lagrangian of problem (5.8)–(5.10) which can be written as

$$
\mathcal{L} = \sum_{k=1}^{K} \rho P_{E,k} + \sum_{l=1}^{K} \alpha_l \left( \sum_{k=1}^{l} \rho \mu^{l-k} P_{H,k} - \sum_{k=0}^{l-1} \mu^{l-k-1} (H_k - \lambda_{H,k}) \right) \\
+ \sum_{q=1}^{K-1} \xi_q \left( \sum_{k=0}^{q} \mu^{q-k} (H_k - \lambda_{H,k}) - \sum_{k=1}^{q} \rho \mu^{q-k+1} P_{H,k} - B_{max} \right) + \sum_{k=1}^{K} \beta_k \left( \rho P_{E,k} - E_k \right) \\
- \sum_{l=1}^{K} \delta_l \left( \sum_{k=l}^{K} \log_2 (1 + \gamma_k (P_{E,k} + P_{H,k})) - \sum_{k=l}^{K} R_k \right) 
$$

(5.12)

where $\delta_l \geq 0$, $\alpha_l \geq 0$, $\xi_q \geq 0$, and $\beta_k \geq 0$ are the Lagrange multipliers associated with constraints (5.9), (5.5), (5.6), and (5.7), respectively. Note that the boundary conditions $P_{E,k} \geq 0$, $P_{H,k} \geq 0$, and $\lambda_{H,k} \geq 0$ are absorbed into the KKT conditions for deriving the optimal $P_{E,k}$, $P_{H,k}$, and $\lambda_{H,k}$. The dual of problem (5.8)–(5.10) can be stated as

$$
\max_{\delta_l \geq 0, \alpha_l \geq 0, \xi_q \geq 0, \beta_k \geq 0} \min_{P_{E,k} \geq 0, P_{H,k} \geq 0, \lambda_{H,k} \geq 0} \mathcal{L}. 
$$

(5.13)
Using standard optimization techniques and the KKT optimality conditions, the optimal $P_{E,k}$, $P_{H,k}$, and $\lambda_{H,k}$ can be obtained as

\[
P_{E,k}^* = \left[\Xi_{E,k} - \frac{1}{\gamma_k} - P_{H,k}\right]^+,
\]

\[
P_{H,k}^* = \left[\Xi_{H,k} - \frac{1}{\gamma_k} - P_{E,k}\right]^+,
\]

\[
\lambda_{H,k}^* = \left[\sum_{i=0}^{k-1} \mu^{k-i} (H_i - \lambda_{H,i}) - \sum_{i=1}^{k} \mu^{k-i+1} P_{H,i} + H_k - B_{max}\right]^+,
\]

respectively, where $[x]^+ = \max\{x, 0\}$ and $\lambda_{H,0} = 0$. The power allocation solutions in (5.14) and (5.15) can be interpreted as a form of water-filling, where $\Xi_{E,k} = \sum_{j=1}^{k} \delta_j \rho \ln(2)(1 + \beta_k)$ and $\Xi_{H,k} = \sum_{j=1}^{k} \delta_j \rho \ln(2)\sum_{i=1}^{k} \xi_{j}^i \mu^i - \sum_{i=1}^{k-1} \xi_{j}^{i+1} \mu^{i+1}$ are the water levels associated with $P_{E,k}^*$ and $P_{H,k}^*$, respectively. $P_{E,k}^*$ and $P_{H,k}^*$ depend on each other due to constraint (5.9).

From (5.15), we observe that when $B_{max} = \infty$, we have $\xi_q = 0$, $\forall q$, and in this case, the optimum water level for the EH source, $\Xi_{H,k}$, is monotonically non-decreasing. In this case, all harvested energy can be stored in the battery and thus $P_{H,k}^*$ can be more efficiently distributed over the time intervals to minimize the use of the constant energy source. However, when $B_{max}$ is finite and if constraint (5.6) is satisfied with equality, i.e., at least one $\xi_q \neq 0$, $\forall q$, then the monotonicity of the optimum water level no longer holds. However, when constraint (5.6) is not satisfied with equality, the optimum water level is monotonically non-decreasing even for finite $B_{max}$. Furthermore, we observe from (5.14) that whenever constraint (5.7) is not satisfied with equality, i.e., $\beta_k = 0$, the optimum water level for the constant energy source, $\Xi_{E,k}$, is monotonically non-decreasing for increasing $k$.

We calculate the optimal Lagrange multipliers required in (5.14)–(5.16) via an iterative procedure [75]. We define $t$ as the iteration index. For a given set of Lagrange
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multipliers \((\delta(t), \alpha_l(t), \xi_q(t), \beta_k(t))\) and a given value of \(P_{H,k}^*(t-1)\), we obtain \(P_{E,k}^*(t)\) using (5.14) and then calculate \(P_{H,k}^*(t)\) based on (5.15) by using \(P_{E,k}^*(t)\) as \(P_{E,k}\). We also calculate \(\lambda_{H,k}^*(t)\) based on (5.16) by using \(P_{H,k}^*(t)\) as \(P_{E,k}\). The initial set of Lagrange multipliers \((\delta_l(1), \alpha_l(1), \xi_q(1), \beta_k(1))\) are chosen from the feasible set, i.e., \(\delta_l(1) \geq 0\), \(\alpha_l(1) \geq 0\), \(\xi_q(1) \geq 0\), \(\beta_k(1) \geq 0\). However, to calculate \(P_{E,k}(1)\) for \(t = 1\), \(P_{H,k}(0) \geq 0\) is chosen such that (5.5) and (5.6) are satisfied. We update the Lagrange multipliers as follows:

\[
\delta_l(t+1) = \left[ \delta_l(t) - \Upsilon_1(t) \left( \sum_{k=1}^{K} \log_2(1 + \gamma_k(P_{E,k} + P_{H,k})) - \sum_{k=1}^{K} R_k \right) \right]^+, \quad (5.17)
\]

\[
\alpha_l(t+1) = \left[ \alpha_l(t) + \Upsilon_2(t) \left( \sum_{k=1}^{l} \rho \mu_l^{l-k} P_{H,k}^*(t) - \sum_{k=0}^{l-1} \mu^{l-k-1} (H_k - \lambda_{H,k}^*(t)) \right) \right]^+, \quad (5.18)
\]

\[
\xi_q(t+1) = \left[ \xi_q(t) + \Upsilon_3(t) \left( \sum_{k=0}^{q} \mu^{q-k} (H_k - \lambda_{H,k}^*(t)) - \sum_{k=1}^{q} \rho \mu^{q-k+1} P_{H,k}^*(t) - B_{\text{max}} \right) \right]^+, \quad (5.19)
\]

\[
\beta_k(t+1) = \left[ \beta_k(t) + \Upsilon_4(t) \left( \rho P_{E,k}^*(t) - E_k \right) \right]^+, \quad (5.20)
\]

where \(l \in \{1, 2, \ldots, K\}\), \(q \in \{1, 2, \ldots, K - 1\}\), and \(k \in \{1, 2, \ldots, K\}\). Here, \(\Upsilon_n(t)\), \(n \in \{1, \ldots, 4\}\), are positive step sizes. With the updated Lagrange multipliers, we solve \(P_{E,k}^*(t+1)\) and \(P_{H,k}^*(t+1)\) again and the same procedure continues until convergence. Note that due to the convexity of problem (5.8)--(5.10), the convergence to the optimal solution is guaranteed as long as the step sizes satisfy the infinite travel condition [75].

5.3.2 Offline Power Allocation for Scenario 1

For Scenario 1, \(P_{E,k}^*, P_{H,k}^*,\) and \(\lambda_{H,k}^*\) are also given by (5.14), (5.15), and (5.16), respectively, but with \(\delta_k = 0\) for \(k \in \{2, 3, \ldots, K\}\), i.e., the water levels are given
by \( \Xi_{E,k} = \frac{\delta_1}{\rho \ln(2)(1+\beta_k)} \) and \( \Xi_{H,k} = \frac{\delta_1}{\rho \ln(2)(\sum_{j=k}^{K} \alpha_j \mu_j^{k-1} - \sum_{j=k}^{K-1} \beta_j \mu_j^{k-2})} \). Furthermore, in (5.17), we have to set \( R_1 = R_T \) and \( R_k = 0, \ k = 2, 3, \ldots, K \). We note that the numerators of the optimum water levels \( \Xi_{E,k} \) and \( \Xi_{H,k} \) for Scenario 1 contain only one Lagrange multiplier, \( \delta_1 \). Therefore, whenever constraint (5.7) is not satisfied with equality, i.e., \( \beta_k = 0, \ \forall k \), the optimum water level of \( P_{E,k} \) for Scenario 1 remains constant. However, \( B_{\text{max}} \) has the same impact on \( P^{*}_{H,k} \) for Scenario 1 as for Scenario 2.

### 5.3.3 Complexity of the Proposed Offline Power Allocation Schemes

In the offline power allocation scheme, we solve a convex optimization problem where the number of constraints is a function of \( K \). The required computational cost to solve a convex optimization problem is polynomial in the size of the problem [75]. Therefore, for both considered scenarios, the worst–case computational cost of the proposed offline power allocation scheme is polynomial in the number of time intervals \( K \) [75].

### 5.4 Online Power Allocation

In practice, only causal information of channels and harvested energies is available for power allocation. Therefore, the offline power allocation scheme is not readily applicable as in a given time interval \( k \), the future CSI and the upcoming harvested energy are not known in advance. In this section, for both considered scenarios, we propose an optimal and a suboptimal, less complex online power allocation schemes. For the online schemes, the random data arrivals in Scenario 2 during transmission
play an important role\textsuperscript{19}. Since this feature is not present in Scenario 1, to improve the clarity of our chapter, we describe the online power allocation schemes for Scenarios 1 and 2 separately.

### 5.4.1 Optimal Online Power Allocation

For optimal online power allocation, we employ a stochastic DP approach \cite{18, 23} which exploits the causal information regarding the channel SNRs, the harvested energies, and their pdfs. For Scenario 2, the causal information regarding the incoming data bits and the pdf of the data bit arrival process also have to be known. Note that the pdfs of the channel SNR, the harvested energy, and the incoming data bits can be obtained via long–term measurements.

#### Scenario 1

Let $c^{(1)}_k \triangleq (\gamma_k, H_{k-1}, B_k, D^{(1)}_{k-1}, T_k)$ denote the state of the system in time interval $k$ which includes channel SNR $\gamma_k$, incoming harvested energy $H_{k-1}$, stored harvested energy $B_k$, the total number of remaining bits to be transmitted over the following time intervals $D^{(1)}_{k-1}$, and the remaining number of time intervals $T_k$. $D^{(1)}_{k-1}$ is calculated at the end of time interval $(k - 1)$. Our aim is to minimize the amount of energy drawn from the constant energy source over $K$ intervals and we assume the initial state $c^{(1)}_1 = (\gamma_1, H_0, B_1, D^{(1)}_0, T_1)$ is known. We define a policy $p^{(1)} = \{P_{E,k}(c^{(1)}_k), P_{H,k}(c^{(1)}_k), \forall c^{(1)}_k, k = 1, 2, \cdots, K\}$, as feasible if the constraints $[P_{E,k}(c^{(1)}_k), P_{H,k}(c^{(1)}_k) \geq 0$ and $\rho P_{E,k}(c^{(1)}_k) \leq E_k, \rho P_{H,k}(c^{(1)}_k) \leq B_k$ are satisfied for all

\textsuperscript{19}For example, for optimal power allocation, different system state definitions and Bellman’s equations result for Scenarios 1 and 2 \cite{18}. Therefore, neither of the optimal online schemes be directly considered as a special case of the other.
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Moreover,

\[ D_k^{(1)} = D_{k-1}^{(1)} - \log_2(1 + \gamma_k(P_{E,k} + P_{H,k})) \]  

for \( k \in \{1, 2, \cdots, K\} \) and \( D_0^{(1)} = R_T \). The objective function to be minimized can be reformulated as [18]

\[ W(p^{(1)}) = \sum_{k=1}^{K} \mathcal{E}\{ \rho P_{E,k}|c_1^{(1)}, p^{(1)} \}, \]  

where the expectation is with respect to the channel SNR and the harvested energy. In particular, for a given \( c_1^{(1)} \), the minimum amount of energy drawn from the constant energy source can be obtained as

\[ W^* = \min_{p^{(1)} \in \mathcal{P}} W(p^{(1)}), \]  

where \( \mathcal{P} \) denotes the space of all feasible policies. In general, the optimization of \( P_{E,k} \) and \( P_{H,k} \) cannot be performed independently in each time interval because of the EH constraints. Therefore, to obtain \( W^* \), we adopt a stochastic DP approach by using Bellman’s equations [18].

To this end, we denote the minimum energy drawn from the constant energy source in time interval \( k \) as \( J_k^{(1)}(E_k, B_k, D_{k-1}^{(1)}) \). For a given \( c_1^{(1)} \), the total minimum energy \( W^* \) is given by \( J_1^{(1)}(E_1, B_1, D_0^{(1)}) \), which can be recursively obtained from \( J_K^{(1)}(E_K, B_K, D_{K-1}^{(1)}) \), \( J_{K-1}^{(1)}(E_{K-1}, B_{K-1}, D_{K-2}^{(1)}) \), \( \cdots \), \( J_2^{(1)}(E_2, B_2, D_1^{(1)}) \) [18]. For the
last time interval $K$, we have

$$J^{(1)}_K(E_K, B_K, D^{(1)}_{K-1}) = \min_{\rho P_{E,K} \geq 0, \rho P_{H,K} \geq 0} \rho P_{E,K}$$

(5.24)

and for time interval $k \in \{1, 2, \cdots, K-1\}$, we have $J^{(1)}_k(E_k, B_k, D^{(1)}_{k-1}) =$

$$\min_{\rho P_{E,k} \geq 0, \rho P_{H,k} \geq 0} \rho P_{E,k} + J^{(1)}_{k+1}(E_{k+1}, \mu(B_k - \rho P_{H,k}), D^{(1)}_{k-1} - \log_2(1 + \gamma_k(P_{E,k} + P_{H,k})),$$

(5.25)

where $J^{(1)}_{k+1}(E_{k+1}, \mu(B_k - \rho P_{H,k}), D^{(1)}_{k-1} - \log_2(1 + \gamma_k(P_{E,k} + P_{H,k}))) =$

$$\mathcal{E}_{\tilde{\gamma}_{k+1}, \tilde{H}_k}\left\{ J^{(1)}_{k+1}(E_{k+1}, \min\{\mu(B_k - \rho P_{H,k}) + \tilde{H}_k, B_{\text{max}}\}, D^{(1)}_{k-1} - \log_2(1 + \gamma_k(P_{E,k} + P_{H,k}))\right\}.$$

(5.26)

Here, $\tilde{\gamma}_{k+1}$ represents the random SNR in the $(k + 1)$th interval where the SNR $\gamma_k$ in the $k$th interval is known. Similarly, $\tilde{H}_k$ denotes the random harvested energy in the $k$th time interval where the harvested energy $H_{k-1}$ in the $(k-1)$th interval is known and $E_k$ is assumed to be known for all time intervals. The pdfs of the channel SNR and the harvested energy have to be known for evaluation of (5.26).

It can be shown that the cost functions in (5.24) and (5.25) are jointly convex in $P_{E,k}$ and $P_{H,k}$. Therefore, (5.24) and (5.25) are convex optimization problems and can be solved efficiently and optimally [75]. Note that (5.25) and (5.26) may not be feasible for all $\tilde{\gamma}_{k+1}$ and $\tilde{H}_k$. We discard the results corresponding to those $\tilde{\gamma}_{k+1}$ and $\tilde{H}_k$ which provide infeasible solutions and only consider those $\tilde{\gamma}_{k+1}$ and $\tilde{H}_k$ which provide feasible results in (5.25) and (5.26).
Using (5.24) and (5.25), $P_{E,k}^*$ and $P_{H,k}^*$, $k \in \{1, 2, \cdots, K\}$, can be obtained for different possible values of $\gamma_k$ and $B_k$. The results are stored in a look-up table. This is done before transmission starts. When transmission starts, for a given realization of $\gamma_k$ and $B_k$, in time interval $k$, those values of $P_{E,k}^*$ and $P_{H,k}^*$ that correspond to that realization are taken from the look-up table. If (5.25) is not feasible for a given $\gamma_k$ and $B_k$ in an interval $k$ due to an insufficient available amount of energy for transmitting the required number of data bits, the transmitter transmits as many bits as possible using the available power, i.e., $P_{H,k}^* = \frac{B_k}{\rho}$ and $P_{E,k}^* = \frac{E_k}{\rho}$. If (5.24) is not feasible for a given $\gamma_K$ and $B_K$, then the transmitter extends the transmission deadline from $K$ to $K^* > K$ to ensure that all the bits are transmitted by the $K^*$th interval.

**Scenario 2**

We follow similar steps as for Scenario 1 and employ a stochastic DP approach also for Scenario 2. However, different from Scenario 1, the main challenge here is how to incorporate the random nature of the data bit arrival process to account for the effect of data arrivals in future time intervals.

Let $c_k^{(2)} = (\gamma_k, H_{k-1}, B_k, R_k, D_{k-1}^{(2)}, T_k)$ denote the state for time interval $k$, where

$$D_k^{(2)} = D_{k-1}^{(2)} - \log_2(1 + \gamma_k(P_{E,k} + P_{H,k})) + R_{k+1}$$

represents the total number of remaining bits to be transmitted over the following time intervals which is calculated at the end of a given time interval $(k - 1)$. In particular, $D_0^{(2)} = R_1$. Note that unlike Scenario 1, the number of bits $R_k$ which arrive immediately before interval $k$, is now considered as one of the state elements for Scenario 2. We assume the initial state $c_1^{(2)} = (\gamma_1, H_0, B_1, R_1, D_0^{(2)}, T_1)$ is known.

We define a policy $P^{(2)} = \{P_{E,k}(c_k^{(2)}), P_{H,k}(c_k^{(2)}), \forall c_k^{(2)}, k = 1, 2, \cdots, K\}$, as feasible if
the constraints \([P_{E,k}(c_k^{(2)}), P_{H,k}(c_k^{(2)})] \succeq 0\) and \(\rho P_{E,k}(c_k^{(2)}) \leq E_k, \rho P_{H,k}(c_k^{(2)}) \leq B_k\) are satisfied for all \(k\). For a given \(c_1^{(2)}\), the minimum energy drawn from the constant energy source can be obtained as

\[
W^* = \min_{P^{(2)} \in \mathcal{P}} \sum_{k=1}^{K} \mathcal{E}\{\rho P_{E,k}|c_1^{(2)}, p^{(2)}\},
\]

(5.28)

where the expectation is taken also with respect to the incoming data packets in addition to the channel SNR and the harvested energy. We use again Bellman’s equations to obtain \(W^*\) for Scenario 2 and hence denote the minimum energy drawn from the constant energy source in time interval \(k\) as \(J_k^{(2)}(E_k, B_k, D_{K-1}^{(2)})\) [18]. For a given \(c_1^{(2)}\), the total minimum energy \(W^* = J_1^{(2)}(E_1, B_1, D_0^{(2)})\) can be recursively obtained from \(J_K^{(2)}(E_K, B_K, D_{K-1}^{(2)}), J_{K-1}^{(2)}(E_{K-1}, B_{K-1}, D_{K-2}^{(2)})\), \(\ldots\), \(J_2^{(2)}(E_2, B_2, D_1^{(2)})\). For the last time interval \(K\), we have

\[
J_K^{(2)}(E_K, B_K, D_{K-1}^{(2)}) = \min_{\{\rho P_{E,k} \geq 0, \rho P_{H,k} \geq 0\}} \rho P_{E,K}
\]

(5.29)

and for time interval \(k\), we obtain \(J_k^{(2)}(E_k, B_k, D_{k-1}^{(2)}) = \)

\[
\min_{\{\rho P_{E,k} \geq 0, \rho P_{H,k} \geq 0\}} \rho P_{E,k} + \bar{J}_{k+1}^{(2)}(E_{k+1}, \mu(B_k-\rho P_{H,k}), D_{k-1}^{(2)} - \log_2(1 + \gamma_k(P_{E,k} + P_{H,k}))),
\]

(5.30)

where \(\bar{J}_{k+1}^{(2)}(E_{k+1}, \mu(B_k-\rho P_{H,k}), D_{k-1}^{(2)} - \log_2(1 + \gamma_k(P_{E,k} + P_{H,k}))) = \)

\[
\mathcal{E}_{\gamma_{k+1}, R_k, \tilde{R}_{k+2}} \left\{J_{k+1}^{(2)}(E_{k+1}, \min\{\mu(B_k-\rho P_{H,k}) + H_k, B_{max}\}, D_{k-1}^{(1)} - \log_2(1 + \gamma_k(P_{E,k} + P_{H,k}))) + \tilde{R}_{k+2}\right\}
\]

(5.31)
Here, $\tilde{R}_{k+2}$ represents the random incoming data bits at the source just before the $(k + 2)$th interval. It can be shown that the cost functions in (5.29) and (5.30) are jointly convex in $P_{E,k}$ and $P_{H,k}$ [75]. A possible infeasibility of (5.30) and (5.31) can be handled by following the same procedure as in case of Scenario 1. Furthermore, using (5.29) and (5.30), $P_{E,k}^*$ and $P_{H,k}^*$, $k \in \{1, 2, \cdots, K\}$, are obtained for different possible values of $\gamma_k$, $B_k$, and $R_k$ offline and the results are stored in look-up tables and used during the course of transmission.

5.4.2 Suboptimal Online Power Allocation

In the proposed DP–based optimal online power allocation algorithm, for a given transmission interval $k$, we take into account the average effect of all succeeding time intervals, cf. (5.26) and (5.31). Due to the recursive nature of DP, the computational cost of this approach increases exponentially with increasing $K$. For this reason, in the following, we propose a suboptimal but efficient online power allocation scheme, which performs close to the optimal DP approach with reduced complexity. To this end, we assume that the average SNR $\bar{\gamma}$ is known along with the causal information of the channel SNRs, harvested energies, and the data arrivals (for Scenario 2). As the optimal offline algorithm results in water–filling solutions for $P_{E,k}^*$ and $P_{H,k}^*$, our objective is to design an online algorithm which adaptively sets the required number of data bits to be transmitted according to the current CSI. How the target number of data bits to be transmitted is obtained is summarized in the following property.

**Property 1** Suppose $P'$ is the power that a transmitter can use to send a required amount of data either in the current time interval $k$ or in the next time interval $k + 1$. Assuming that the transmitter only has causal information of the channel SNR, the gain of allocating $P'$ in interval $k$ instead of in interval $k + 1$ can be lower bounded
by \( \log_2 \left( \frac{\gamma_k}{\bar{\gamma}} \right) \).

**Proof 2** The expected gain in allocating \( P' \) in the current time interval \( k \) over future time interval \( k + 1 \) is given by

\[
\Delta G = \log_2 (1 + \gamma_k P') - E_{\bar{\gamma}_{k+1}} \{ \log_2 (1 + \bar{\gamma}_{k+1} P') \}. \tag{5.32}
\]

Using Jensen’s inequality \( E_{\bar{\gamma}_{k+1}} \{ \log_2 (1 + \bar{\gamma}_{k+1} P') \} \leq \log_2 (1 + \bar{\gamma} P') \) in (5.32) yields

\[
\Delta G \geq \log_2 (1 + \gamma_k P') - \log_2 (1 + \bar{\gamma} P') \approx \log_2 \left( \frac{\gamma_k}{\bar{\gamma}} \right) \tag{5.33}
\]

where the approximation holds for sufficiently large \( P' \).

The significance of using the lower bound of \( \Delta G \) in (5.33) for the proposed suboptimal online power allocation algorithm will become apparent in the problem formulations for Scenarios 1 and 2 in the following. Note that exploiting \( \Delta G \) in its original form in the suboptimal online power allocation would result in a non-convex optimization problem, which would be difficult to solve.

**Scenario 1**

Based on the findings in Property 1, we formulate the optimization problem for a given time interval \( k \in \{1, 2, \cdots, K - 1\} \) as follows

\[
\min_{P_{E,k} \geq 0, P_{H,k} \geq 0} \quad \rho P_{E,k} \tag{5.34}
\]

s.t. \[ \log_2 (1 + \gamma_k (P_{E,k} + P_{H,k})) \geq \lfloor \vartheta_k^{(1)} \rfloor \tag{5.35} \]
\[ \rho P_{H,k} \leq B_k, \tag{5.36} \]
\[
\rho P_{H,k} \geq \min \left\{ (1 - \mu)B_k, \frac{2^{|\vartheta_k^{(1)}|} - 1}{\gamma_k} \right\}, \tag{5.37}
\]
\[
\rho P_{E,k} \leq E_k, \tag{5.38}
\]
where \(\vartheta_k^{(1)} = \max \left\{ 0, \min \left\{ \frac{D_k^{(1)}}{I_k} + \log_2 \left( \frac{2^k}{\bar{\gamma}} \right), D_{k-1}^{(1)} \right\} \right\} \) and \([\cdot]\) denotes a floor operation. If problem (5.34)–(5.38) is not feasible in an interval \(k\) due to an insufficient available amount of energy for transmitting the required number of data bits, constraint (5.35) is relaxed and the transmitter transmits as many bits as possible using the available power, i.e., \(P_{H,k}^* = \frac{B_k}{\rho}\) and \(P_{E,k}^* = \frac{E_k}{\rho}\). Let us assume that optimization problem (5.34)–(5.38) is always feasible for all time intervals \(k \in \{1, 2, \cdots, K - 1\}\) for power allocation algorithm design. The right hand side of (5.35) incorporates the adaptive transmission of data packets based on the channel condition. In particular, based on Property 1, for a given interval \(k\), if the channel SNR is better than the average channel SNR, i.e., \(\gamma_k > \bar{\gamma}\), in addition to the average data rate \(\frac{D_k^{(1)}}{I_k}\), we allow the transmission of an extra \(\log_2 \left( \frac{2^k}{\bar{\gamma}} \right) > 0\) data bits. However, if the channel SNR is worse than the average channel SNR, i.e., \(\gamma_k < \bar{\gamma}\), we transmit less than the average data rate \(\frac{D_k^{(1)}}{I_k}\) since \(\log_2 \left( \frac{2^k}{\bar{\gamma}} \right) < 0\). We note that (5.35) implicitly includes a cost associated with missing the deadline as \(\vartheta_k^{(1)}\) is inversely proportional to the remaining number of time intervals, \(T_k\). However, for the \(K\)th time interval, the right hand side of (5.35) is replaced by \(D_{K-1}^{(1)}\). This means that in the last time interval, all the remaining data packets are transmitted irrespective of the channel condition provided that a sufficient amount of energy can be drawn from the constant energy source and the stored harvested energy. Furthermore, in the right hand side of (5.37), the term \((1 - \mu)B_k\) incorporates the effect of \(\mu\) on \(P_{H,k}\) in the optimization problem. For example, if \(\mu\) is very small i.e., most of the stored harvested energy is lost due to leakage, (5.37) forces \(P_{H,k}\) to use up all stored energy completely in
the current time interval so that the losses in future time intervals are minimized. Moreover, $\frac{\varphi(1)}{\gamma_k} - 1$ in (5.37) further avoids the possible waste of the harvested energy in the current time interval. For example, in some cases, using $\rho P_{H,k} \geq (1 - \mu)B_k$ might result in $\log_2(1 + \gamma_k(P_{E,k}^* + P_{H,k}^*)) > \varphi(1)$ which would lead to a waste of energy. This is avoided by adopting $\min\left\{ (1 - \mu)B_k, \frac{\varphi(1)}{\gamma_k} - 1 \right\}$ as the lower bound for $P_{H,k}$. This choice efficiently reduces the loss of harvested energy in the current and future time intervals. If problem (5.34)–(5.38) is not feasible for time interval $K$, then the transmitter extends the transmission deadline from $K$ to $K^* > K$ to ensure that all the bits are transmitted by the $K^*$th interval.

Problem (5.34)–(5.38) is a convex optimization problem and can be solved optimally and efficiently [75]. The Lagrangian of problem (5.34)–(5.38) is given by

$$L'_1 = \rho P_{E,k} - \delta'_k \left( \log_2(1 + \gamma_k(P_{E,k} + P_{H,k})) - \varphi(1) \right) - B_k + \xi'_k((1 - \mu)B_k - \rho P_{H,k}) + \alpha'_k(\rho P_{H,k} + \beta'_k(\rho P_{E,k} - E_k)), \tag{5.39}$$

where $\delta'_k$, $\alpha'_k$, $\xi'_k$, and $\beta'_k$ represent the Lagrange multipliers associated with (5.35), (5.36), (5.37), and (5.38), respectively. The dual of problem (5.34)–(5.38) can be stated as

$$\max_{\delta'_k \geq 0, \alpha'_k \geq 0, \xi'_k \geq 0, \beta'_k \geq 0} \min_{P_{E,k} \geq 0, P_{H,k} \geq 0} L'_1. \tag{5.40}$$

Using standard optimization procedures and KKT optimality conditions, the optimal
Chapter 5. Power Allocation for a Hybrid EH Transmitter

$P_{H,k}$ and $P_{E,k}$ can be obtained as

\begin{align}
  P_{E,k}^* &= \left[ \frac{\delta'_k}{\rho \ln(2) (1 + \beta'_k)} - \frac{1}{\gamma_k} - P_{H,k} \right]^+ \\
  P_{H,k}^* &= \left[ \frac{\delta'_k}{\rho \ln(2) (\alpha'_k - \xi'_k)} - \frac{1}{\gamma_k} - P_{E,k} \right]^+
\end{align}

(5.41) and (5.42)

respectively. We observe that the optimal solutions for $P_{E,k}$ and $P_{H,k}$ depend only on causal information regarding the instantaneous channel SNR and harvested energy and also on the average SNR, $\bar{\gamma}$, through the Lagrange multipliers. Moreover, (5.41) and (5.42) have a water–filling structure. Similar to the offline power allocation algorithm, the optimal Lagrange multipliers in (5.41), (5.42) can be obtained iteratively.

**Scenario 2**

The suboptimal online power allocation for Scenario 2 can also be obtained from problem (5.34)–(5.38) after replacing $\vartheta_k^{(1)}$ by $\vartheta_k^{(2)}$, where $\vartheta_k^{(2)} = \max \left\{ 0, \min \left\{ \left( D_{k-1}^{(2)} + \log_2 \left( \frac{\gamma_k}{\bar{\gamma}} \right) \right), D_{k-1}^{(2)} \right\} \right\}$. Hence, for Scenario 2, $P_{E,k}^*$ and $P_{H,k}^*$ are also given by (5.41) and (5.42), respectively, but with $\delta'_k$ and $\xi'_k$ being replaced by $\delta''_k$ and $\xi''_k$, respectively. $\delta''_k$ and $\xi''_k$ represent the Lagrange multipliers associated with (5.35) and (5.37), where $\vartheta_k^{(1)}$ is replaced by $\vartheta_k^{(2)}$. Similar to Scenario 1, the optimal solutions of $P_{E,k}$ and $P_{H,k}$ for Scenario 2 depend on the causal knowledge of the instantaneous channel SNR, harvested energy, and the average SNR, $\bar{\gamma}$, through the Lagrange multipliers. Moreover, the optimal solutions of $P_{E,k}$ and $P_{H,k}$ for Scenario 2 are also influenced by the number of data bits that have just arrived through the Lagrange multipliers.
5.4.3 Complexity of the Proposed Online Power Allocation Schemes

The complexity of the optimal DP based online power allocation scheme increases exponentially with $K$. For the suboptimal online scheme, we solve a convex optimization problem for each time interval and the size of each convex problem does not depend on $K$. Hence, the complexity of the suboptimal online scheme is linear in $K$.

5.5 Simulation Results

In this section, we evaluate the performance of the proposed power allocation schemes for Scenarios 1 and 2. We assume that in each time interval $H_k$, $k \in \{0, 1, \cdots, K-1\}$, independently takes a value from the set $\{0, H_S, 2H_S\}$, where all elements of the set are equiprobable. For all presented simulation results, $B_{\text{max}} = 50$ Joules and $\rho = 2.5$, which corresponds to a power amplifier efficiency of 40%\(^{20}\). In Figs. 5.3–5.10, we assume $E_1 = E_2 = \cdots = E_K = 40$ Joules whereas in Fig. 5.2, we assume $E_1 = E_2 = \cdots = E_K = 8$ Joules. As we consider a small duration for each time interval ($T = 1s$), the battery efficiency per interval is high [112]. Thus, we assume $\mu = 0.99$ for all the figures except for Fig. 5.9. The channel SNR follows an exponential distribution with means $\bar{\gamma} = 10$ dB for Fig. 5.2, and $\bar{\gamma} = 25$ dB for Figs. 5.3–5.10. For Scenario 2, $R_k$ follows a uniform distribution with mean $R_{\text{avg}}$. For the simulation results in Figs. 5.3–5.8 and 5.10, $10^4$ randomly generated realizations of the channel SNRs, harvested energies, and incoming data packets (for Scenario 2) are considered to obtain the average consumed powers. The total powers drawn from the constant energy source and the harvested energy are denoted as $P_{E,Tot} = \sum_{k=1}^{K} \rho P_{E,k}$ and

\(^{20}\)We consider a class A/B power amplifier with a moderate efficiency [113].
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\[ P_{H,Tot} = \sum_{k=1}^{K} \rho P_{H,k}, \text{ respectively.} \]

For comparison, we consider two baseline schemes for offline optimization in Figs. 5.3–5.5. In baseline scheme 1, we minimize the total consumed power, i.e., the sum of the powers drawn from the constant energy source and the energy harvester. The offline optimization problems for baseline scheme 1 are obtained by adopting \[ \sum_{k=1}^{K} \rho (P_{H,k} + P_{E,k}) \] as objective function in (5.2) for Scenarios 1 and 2, respectively.

The objective of baseline scheme 1 is to minimize the total consumed energy rather than the consumed non–renewable energy. In baseline scheme 2, we define the number of data bits to be transmitted in each interval \( k \) as \( \lfloor R_T/K \rfloor \) and \( R_k \) for Scenarios 1 and 2, respectively. In each interval \( k \), at first we draw power from the harvested energy and if the harvested energy cannot satisfy the bit rate requirement, then we draw power from the constant energy source. It is worth mentioning that baseline scheme 1 follows a common approach for power minimization in the existing wireless communication systems whereas baseline scheme 2 is a naive and basic policy that prioritizes consuming renewable energy first.

5.5.1 Behavior of Offline Power Allocation Over Time

Intervals \( k \)

In Fig. 5.2, we show the optimum power levels of \( P_{E,k} \) and \( P_{H,k} \) for the offline and suboptimal online power allocation schemes for Scenario 1 as functions of the time intervals \( k \). In addition, we also show the inverse channel SNR \( \frac{1}{\gamma_k} \) and \( H_k \) as well as the water levels of \( P_{E,k} \) and \( P_{H,k} \) for the offline scheme. \( H_S = 2, R_T = 40 \), and \( K = 10 \) are adopted in this figure.

For the optimal offline power allocation scheme, we observe that the water level of \( P_{E,k}, \Xi_{E,k} \), does not remain constant over the time intervals. As \( E_k \) is not large
enough, Lagrange multiplier $\beta_k$, associated with constraint (5.7), can be non-zero and this causes $\Xi_{E,k}$ to vary with $k$. For all time intervals, $\Xi_{E,k} - P_{E,k}^*$ is larger than the inverse channel SNR and thus $P_{E,k}^* > 0$. We also observe that the water level of $P_{H,k}$, $\Xi_{H,k}$ is monotonically non-decreasing. As $B_{\text{max}}$ is sufficiently large for the considered case, (5.6) is not met with equality and thus $\xi_k = 0$, for $k \in \{1, 2, \cdots, 9\}$. This forces $\Xi_{H,k}$ either to remain constant or to increase. In time interval $k = 2$, $\Xi_{H,k} - P_{E,k}^*$ is less than the inverse channel SNR and therefore $P_{H,k}^* = 0$. In the rest of the time intervals, $\Xi_{H,k} - P_{E,k}^*$ is greater than the inverse channel SNR and therefore
We observe for the suboptimal online power allocation scheme that due to the lack of non-causal information, this scheme cannot make full use of the harvested energy and thereby increases the power drawn from the constant energy source. For instance, we observe that in $k = 2$, although the inverse channel SNR is high, the suboptimal online scheme draws more power from the harvested energy than the optimal offline scheme and therefore cannot exploit the good channel condition (low $1/\gamma_k$) in $k = 4$ due to the lack of stored harvested energy in the battery. Moreover, compared to the offline scheme, the suboptimal online scheme consumes more energy from the constant energy source in $k \in \{4, 5\}$. Also, although no energy is harvested at the end of interval $k = 7$, the offline scheme still draws energy from the battery to transmit data bits in $k = 8$ to exploit the good channel condition. On the other hand, suboptimal online scheme cannot draw harvested energy at the beginning of $k = 8$, because it has already used up the stored harvested energy in $k < 7$. As the offline scheme has non-causal knowledge about the channel SNR and the harvested energy, this scheme can adjust the power levels in all the intervals to minimize the total power consumption from the constant energy source.

5.5.2 Comparison of the Proposed Offline Schemes with the Baseline Schemes

Fig. 5.3 shows $P_{E,Tot}$ and $P_{H,Tot}$ vs. the HR $H_S$ for Scenario 1, where $R_T = 75$ bits and $K = 10$. The upper and lower subfigures compare the proposed scheme with baseline schemes 1 and 2, respectively. We observe that $P_{E,Tot}$ decreases with increasing $H_S$ for the proposed and the baseline schemes. Since we minimize the power drawn from the constant power source and the amount of data to be transmitted is constant, as the harvesting rate increases, more harvested energy is available for
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use which results in increased consumption of harvested energy and decreased consumption from the constant power source. We observe that the $P_{E,Tot}$ ($P_{H,Tot}$) curve of the proposed scheme always remains below (above) the $P_{E,Tot}$ ($P_{H,Tot}$) curves of both baseline schemes, and that the gap between the schemes increases as the HR $H_S$ increases. As expected, for $H_S = 0$ Joule, i.e., when there is no harvested energy, the proposed scheme and baseline scheme 1 yield the same $P_{E,Tot}$ and $P_{H,Tot} = 0$. However, for $H_S = 0$ Joule, the proposed scheme and baseline scheme 2 yield different

Figure 5.3: Consumed power for Scenario 1 vs. $H_S$ for $K = 10$ and $R_T = 75$ bits. Only offline schemes are considered.
As baseline scheme 2 has to transmit a fixed number of data bits in each time interval irrespective of the channel conditions, it is less flexible and consumes a large amount of power from the constant energy source. In particular, for $H_S = 1.5$ Joules, we observe that adopting the proposed scheme allows to save 7 Watts and 55 Watts of power drawn from the constant energy source compared to baseline schemes 1 and 2, respectively.

We have also included the total powers consumed by the proposed and the baseline schemes in Fig. 5.3. We observe that for baseline scheme 1, the increase of $P_{H,Tot}$ with increasing $H_S$ exactly compensates the decrease of $P_{E,Tot}$ with increasing $H_S$, and therefore, the total consumed power does not change with $H_S$. Intuitively, as baseline scheme 1 minimizes the total consumed energy, $H_S$ has no impact on the total power consumption. On the other hand, for the proposed scheme, for large $H_S$, $P_{H,Tot}$ increases faster with $H_S$ than $P_{E,Tot}$ decreases with $H_S$. As a result, the total consumed power increases with $H_S$ after a certain threshold. The reason for the higher total power consumption is the increase in power drawn from the energy harvester to decrease the consumption from the constant energy source. Similar to the proposed scheme, the total power consumption of baseline scheme 2 is also influenced by $H_S$ and increases with increasing $H_S$.

In Figs. 5.4 and 5.5, we compare the performance of the proposed and the baseline offline schemes for Scenarios 1 and 2 as functions of the amount of transmitted data. In particular, Fig. 5.4 shows $P_{E,Tot}$ and $P_{H,Tot}$ vs. $R_T$ for Scenario 1 whereas in Fig 5.5 we present $P_{E,Tot}$ and $P_{H,Tot}$ vs. $R_{avg} K$ for Scenario 2 where $R_{avg} = (1/K) \sum_{k=1}^{K} R_k$. For both scenarios, we adopt $H_S = 6.75$ Joules and $K = 10$. We observe that the transmit powers, $P_{E,Tot}$ and $P_{H,Tot}$, increase with increasing $R_T$ ($R_{avg}$) because the larger the amount of data that has to be transmitted, the higher the required transmit
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Figure 5.4: Consumed power for Scenario 1 vs. $R_T$ for $K = 10$ and $H_S = 6.75$ Joules. Only offline schemes are considered.

power. However, the rate of increase is not the same for $P_{E,Tot}$ and $P_{H,Tot}$. The rate with which $P_{E,Tot}$ increases is small for low $R_T$ ($R_{avg}$), because for low $R_T$ ($R_{avg}$), the consumed power is mainly drawn from the energy harvester. On the other hand, for large $R_T$ ($R_{avg}$), $P_{E,Tot}$ increases rapidly as the harvested energy alone is not sufficient to supply the required power completely. Moreover, for large $R_T$ ($R_{avg}$), $P_{H,Tot}$ saturates because the maximum energy that the energy harvester can provide is limited by $\sum_{k=1}^{K} H_k$. We observe again that in both scenarios our proposed schemes are more efficient in reducing $P_{E,Tot}$ than baseline schemes 1 and 2, respectively. For comparison, we also show $P_{E,Tot}$ for the proposed and baseline scheme 1 for
Figure 5.5: Consumed power for Scenario 2 vs. $R_{avg} K$ for $K = 10$ and $H_S = 6.75$ Joules. Only offline schemes are considered.

$H_S = 0$ Joule (i.e., no energy harvester) and observe that both schemes yield identical results as expected. Besides, $P_{E, tot}$ for $H_S = 0$ Joule is always larger than $P_{E, tot}$ for $H_S = 6.75$ Joules as without the supplement of the energy harvester, the constant energy source has to supply all the required power. Moreover, a comparison of the powers consumed in Scenario 1 and Scenario 2 reveals that Scenario 1 requires a (slightly) lower $P_{E, tot}$ than Scenario 2. This can be explained by the fact that knowing the amount of data to be transmitted before the transmission starts provides more flexibility to allocate the transmit powers over the transmission intervals than when the data packets arrive during the course of transmission.
5.5.3 Comparison of the Proposed Offline and Online Schemes

Fig. 5.6 shows $P_{E,Tot}$ and $P_{H,Tot}$ vs. the HR $H_S$ for Scenario 1 for all considered power allocation schemes. We assume $R_T = 30$ bits and $K = 4$. We observe that $P_{E,Tot}$ ($P_{H,Tot}$) decreases (increases) with $H_S$ for all power allocation schemes. As expected the offline power allocation scheme performs better than the online power allocation schemes for all $H_S$. Moreover, the optimal DP based online scheme outperforms the suboptimal online scheme because DP makes optimal use of the statistical properties.
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of the channel SNR and the harvested energy. We observe that the performance gaps between the offline scheme and the online schemes increase with increasing $H_S$. Having non-causal knowledge regarding the channel SNR and the harvested energy helps more in minimizing $P_{E,Tot}$ for high $H_S$ than for low $H_S$. However, for low $H_S$, the gap between the offline and online schemes for $P_{H,Tot}$ is very small as all the harvested energies are used up for low $H_S$ regardless of the non-causal information (of the channel SNR and the harvested energy) for the considered $R_T$. On the contrary, for high $H_S$, the offline scheme makes efficient use of $H_S$ whereas the online schemes may under-utilize the harvested energy and result in a lower $P_{H,Tot}$. It is worth mentioning that a similar behavior can be observed for Scenario 2 (not shown here).

Fig. 5.7 shows $P_{E,Tot}$ and $P_{H,Tot}$ vs. the HR $H_S$ for Scenario 1, for the offline and suboptimal online power allocation schemes for $K = 40$ and $R_T = 300$ bits. The optimal DP based online power allocation scheme has not been implemented here because of its inherent high computational cost for large $K$. We observe that the performance gap between the offline and suboptimal online power allocation schemes increases with increasing $H_S$ as also observed in Fig. 5.6. However, the performance gap between the offline $P_{E,Tot}$ and the suboptimal online $P_{E,Tot}$ is larger in Fig. 5.7 compared to Fig. 5.6 for all $H_S$. In fact, exploiting non-causal knowledge of the channel SNR and the incoming harvested energy is more beneficial for large $K$ than for small $K$. Note that a similar behavior can be observed for Scenario 2 (not shown).

In Fig. 5.8, we show $P_{E,Tot}$ and $P_{H,Tot}$ vs. $H_S$ for Scenarios 1 and 2 for the suboptimal online power allocation scheme. Here, we assume $K = 100$ and $R_T = \sum_{k=1}^{K} R_k = 500$ bits. We observe that Scenario 1 requires a lower $P_{E,Tot}$ than Scenario 2 for all considered $H_S$. The random arrival of data packets in Scenario 2 introduces additional restrictions for power allocation compared to Scenario 1, where the amount
of data to be transmitted is known before transmission starts. Hence, the observations made for Scenarios 1 and 2 for the offline scheme in Figs. 5.4 and 5.5 also translate to the suboptimal online scheme. On the other hand, since for the considered example $R_T = \sum_{k=1}^{K} R_k = 500$ bits have to be transmitted in only 100 time intervals, the harvested energy is completely used in both scenarios for all considered values of $H_S$. Thus, we observe in Fig. 5.8 no significant difference for $P_{H,Tot}$ between Scenarios 1 and 2.
5.5.4 Effect of $\mu$ on the Proposed Schemes

In Fig. 5.9, we show $\rho P_{H,k}$ vs. time interval $k$ for the optimal offline and suboptimal online power allocation schemes for $K = 9$, $H_S = 2$ Joules, $\bar{\gamma} = 25$ dB, $R_T = 50$ bits, and three different values of $\mu$, namely $\mu = \{0, 0.5, 1.0\}$. We assume $[\gamma_1 \gamma_2 \cdots \gamma_9] = [104.02 23.86 219.11 145.77 190.44 107.76 119.56 623.05 102.54]$ for all the considered $\mu$. We observe that when $\mu = 0$, i.e., when the battery cannot store the harvested energy at all, the offline and suboptimal online schemes use up all of the harvested energy immediately (right after its arrival) in the current time interval to avoid any possible loss of the harvested energy. Increasing $\mu$ helps the
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Figure 5.9: $P_{H,k}$ for Scenario 1 vs. $k$ for $K = 9$ and $H_S = 2$ Joules.

offline and suboptimal online schemes to store the harvested energy if necessary, and to use it when the channel is better. This property is observed for $\mu = 0.5$ and $\mu = 1.0$. In Table 5.1, we show $P_{H,Tot}$ obtained for the considered offline and suboptimal online power allocation schemes for $\sum_{k=0}^{8} H_k = 10$ Joules and the value of $\mu$ assumed in Fig. 5.9. We observe that for $\mu = 0.5$ and $\mu = 1$, the offline scheme consumes more harvested energy than the suboptimal online scheme. However, for $\mu = 0$, all the harvested energy is used by both the considered schemes as any stored harvested energy would be completely lost.
Table 5.1: $P_{H,Tot}$ obtained for the parameters used for Fig. 5.9 for offline and suboptimal online power allocation schemes.

<table>
<thead>
<tr>
<th>$\mu$</th>
<th>Offline (Joules)</th>
<th>Suboptimal online (Joules)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>9.93</td>
<td>9.21</td>
</tr>
<tr>
<td>0.5</td>
<td>8.32</td>
<td>8.16</td>
</tr>
<tr>
<td>0</td>
<td>10</td>
<td>10</td>
</tr>
</tbody>
</table>

5.5.5 Impact of Various EH Profiles

In Fig. 5.10, we show the impact of different EH profiles on $P_{E,Tot}$ and $P_{H,Tot}$ for Scenario 1 as a function of $R_T$. We assume $K = 50$ and consider offline power allocation. Two cases, denoted as Case A and Case B, are considered here to show the impact of two different EH profiles on the consumed powers. Case A assumes an EH profile, where the energy is harvested in every third time interval, whereas Case B considers another EH profile, where the energy is harvested in every time interval. In both cases, the average EH rate is 5 Joules/interval and the channel SNR changes in every time interval. We observe from Fig. 5.10 that the $P_{E,Tot}$ ($P_{H,Tot}$) curve for Case B is always below (above) the $P_{E,tot}$ ($P_{H,tot}$) curve for Case A. In Case A, the energy is harvested at a slower rate than in Case B, i.e., in Case A there is less flexibility for power allocation. Thus, more energy is consumed from the constant energy source for Case A to transmit the required amount of data bits.

5.6 Conclusions

In this chapter, we optimized the power allocation for a point–to–point communication system with a hybrid energy source. The hybrid energy source includes a constant energy source (non–renewable) and an energy harvester (renewable). The
harvested energy is stored in a battery which is modeled as a storage system with leakage. We proposed to minimize the amount of power drawn from the constant energy source to make full use of the harvested energy. We presented optimal offline, optimal online, and suboptimal online power allocation schemes for two different data arrival scenarios. We used stochastic DP to implement the optimal online power allocation scheme. Because of the inherently high complexity of DP, a low-complexity suboptimal online power allocation scheme was also proposed. A comparison of the proposed power allocation schemes with baseline schemes revealed that the proposed schemes significantly reduce the power drawn from the constant energy source and utilize the harvested energy more efficiently. Moreover, simulation results revealed that if the data to be transmitted arrives randomly over the transmission intervals,
the power consumption from the constant energy source is always higher than if the data arrives before transmission starts.
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Conclusions and Future Work

In Section 6.1 of this final chapter, we briefly review our results and highlight the contributions of this thesis to the literature. In Section 6.2, we propose directions for future research.

6.1 Summary of Results

This thesis focused on resource allocation schemes for different cooperative and non-cooperative communication systems. We considered systems that are impaired by Gaussian and non-Gaussian noises and powered by constant energy sources and energy harvesters. The main results of each chapter are summarized as follows:

In Chapter 2, we derived closed-form asymptotic error rate expressions for best relay selection (BRS) and partial relay selection (PRS) in an AF relay network. Our derived expressions are valid for i.n.d. Rayleigh fading and noises with finite moments. We used the derived error rate expressions to develop general power allocation frameworks for BRS and PRS with energy consumption constraints. Furthermore, we considered a relay subset selection scheme to reduce the CSI feedback overhead. We used computer simulations to show the accuracy of the derived error rate expressions and the effectiveness of the proposed power allocation schemes.

In Chapter 3, we considered a single source-relay-destination link that used EH at the source and the relay. We considered conventional and buffer-aided link adap-
tive relaying protocols and proposed optimal offline and optimal (for link adaptive relaying) and suboptimal online resource allocation schemes for both protocols. The offline scheme for conventional relaying was formulated as a convex optimization problem and hence could be solved optimally and efficiently. On the other hand, the offline scheme for link adaptive relaying results in a non-convex MINLP, which was optimally solved by the sBB method with relatively lower computational cost than the exhaustive search method. We formulated the optimal online scheme for conventional relaying by stochastic dynamic programming (DP). We did not formulate the optimal online scheme for link adaptive relaying, because it would have incurred a large computational cost. Our proposed suboptimal online schemes achieved a good performance–complexity trade–off. Simulation results revealed that link adaptive relaying has significantly better throughput than conventional relaying, at the expense of a higher complexity.

In Chapter 4, we jointly optimized the relay selection and power allocation for an AF relay network that used EH nodes for the source and the relays. We proposed optimal offline and suboptimal but low–complexity online resource allocation schemes. The offline scheme was initially formulated as a non–convex MINLP, which was then converted into a convex MINLP and optimally solved by the GBD algorithm. We avoided formulating the optimal online scheme using DP due to its high computational cost, but eventually proposed a low–complexity but suboptimal online scheme. Simulation results revealed that the suboptimal online scheme yields significantly more throughput gain than a naive scheme and performs close to the offline scheme.

In Chapter 5, we considered a point–to–point communication system that used a hybrid energy supply for its source. The hybrid energy supply consisted of a constant energy source and an energy harvester. We considered two scenarios for
the data arrival process. In the first scenario, all the data packets arrived before the transmission began. In the second scenario, the data packets may have arrived during the data transmission. Our objective was to minimize the amount of energy drawn from the constant energy source and thus efficiently utilize the harvested energy. We proposed optimal offline, optimal online, and suboptimal but low-complexity online schemes for both data arrival processes. We compared our proposed schemes with baseline schemes via simulations and observed that our proposed schemes performed much better than the baseline schemes in terms of reducing the energy consumption from the constant energy source.

6.2 Future Works

In the following, we propose some ideas for future research that are based on the results of this thesis.

6.2.1 Performance Analysis of Relay Selection Schemes

Impaired by $\alpha$–stable noise

A broad class of non-Gaussian phenomena that is encountered in practice can be characterized by $\alpha$–stable distributions $[114]$. $\alpha$–stable noise has heavier tails than the Gaussian distribution. Examples of $\alpha$–stable noise include underwater acoustic signals, low-frequency atmospheric noise, and some types of man-made impulsive noise. The characteristic component $\alpha$, $0 \leq \alpha \leq 2$, defined in the pdf of $\alpha$–stable noise, controls the heaviness of the tails of the pdf. For instance, a small positive value of $\alpha$ indicates severe impulsiveness, whereas $\alpha = 2$ indicates the Gaussian distribution as its special case. The performance analysis in Chapter 2 is valid for the noises with
finite moments. However, our analysis in Chapter 2 cannot be applied to $\alpha$–stable noise, because it does not have finite moments. Developing new techniques to analyze $\alpha$–stable noise for AF relay selection systems would be an interesting direction for future research.

6.2.2 Intelligent Resource Allocation for EH Systems

The proposed offline and online resource allocation schemes for EH systems in Chapters 3–5 require non–causal or statistical information regarding the channel SNR, the harvested energy, and the data arrival process. Assuming non–causal information in the offline optimization framework is too optimistic in practice unless the underlying processes are deterministic or highly predictable. These assumptions are relaxed in the online optimization framework, which exploits statistical information about the system parameters. However, in many practical systems, the statistical properties may change over time or not be available. In both cases, learning based algorithms can be employed to identify the characteristics of the channel SNR and the energy and data arrival processes. In [115], a single source–destination link is considered and the Q–learning method is used to identify the energy and data arrival processes. The identified processes and collected information provided the bases for the resource allocation schemes that were proposed to maximize the expected sum of the transmitted data over the lifetime of the source. In the future, researchers could tackle the interesting challenge of exploiting machine–learning methods for EH cooperative communication systems in order to identify the EH characteristics of the communication nodes, their incoming data arrival process, and the channel SNRs of all the involved links. Moreover, the performance and the complexity of different machine–learning methods applicable to EH systems could also be investigated.
6.2.3 Wireless Information and Power Transfer in Relay Networks

Researchers have recently been very interested in the simultaneous transfer of information and RF energy in different communication systems [54], [116]–[118]. The simultaneous transfer of information and energy ensures that RF signals are utilized in transmitting both data and energy at the same time, and thus potentially offers great advantages to end users. However, as the information reception and RF EH have different power sensitivities, it is vital that receivers are carefully designed to successfully receive energy and information [119]. Time–sharing and power–splitting receivers are the receivers most commonly discussed in the literature [53]. It would therefore be interesting for researchers to study the behavior of wireless information and power transfers in different relay networks, e.g., in conventional relaying, buffer–aided link adaptive relaying, multi–relay networks, etc. Analyzing the performance of different receivers for different relay networks and comparing their performances would also be interesting.

6.2.4 Resource Allocation for a Multi–hop Conventional and Buffer–Aided Link Adaptive EH Relaying Protocols

Multi–hop\(^{21}\) communication provides better throughput and lower error rate performance compared to single–hop communication [120]–[123]. In Chapter 3, we considered a two–hop system and demonstrated that buffer–aided link adaptive relaying protocol performs better than conventional relaying. Consequently, another interesting direction for future research would be to extend the contributions made in Chapter 3 to the multi–hop scenario. However, such an extension would be non–trivial,

\(^{21}\)Here, “multi–hop” refers to more than two hops.
because the new optimization problem for the multi-hop link adaptive protocol is more involved in that the number of link selection (integer) variables is large and the computational cost is therefore very high. Hence, research should focus on the performance-complexity trade-off of the multi-hop link adaptive EH systems.
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Exploiting [16, Eq. (33) and (37)], for BRS the MGF of $\Delta_k$ can be expressed as

$$
\Phi_{\Delta_k}^B(s) = \mathcal{E}_{a_k, \theta_k} \left\{ e^{-s\Delta_k} \right\} = \sum_{\xi=0}^{\infty} s^{2\xi} (2d)^{2\xi} \sum_{i+j=\xi} \frac{\beta_i \beta_j}{2i!2j!} \Psi_{ij}^{k_s},
$$

(A.1)

where $\beta_i \triangleq \Gamma(i + 1/2)/\left(\sqrt{\pi} \Gamma(i + 1)\right)$ and

$$
\Psi_{ij}^{k_s} \triangleq \mathcal{E}_{\gamma_{1k_s}^{2k_s}, n_{1k_s}, n_{2k_s}} \left\{ \Omega_{ij}^{k_s}(d^2s) \left| n_{1k_s} \right|^{2i} \left| n_{2k_s} \right|^{2j} \right\}
$$

(A.2)

with

$$
\Omega_{ij}^{k_s}(s) \triangleq e^{-s \frac{\gamma_{1k_s}^{2k_s}}{\gamma_{1k_s}^{2k_s} + \gamma_{2k_s}^{2k_s}}} \frac{\gamma_{1k_s}^{2j+i} \gamma_{2k_s}^{2i+j}}{(\gamma_{1k_s}^{2k_s} + \gamma_{2k_s}^{2k_s})^{2i+2j}}.
$$

(A.3)

Since the channel gains and the noise samples are mutually independent, $\Psi_{ij}^{k_s}$ can be expanded as

$$
\Psi_{ij}^{k_s} = \sum_{k=1}^{N} \mathcal{E}_{\gamma_{1k}^{2k}, \gamma_{2k}^{2k}} \left\{ \Omega_{ij}^{k}(d^2s) \right\} \mathcal{E}_{n_{1k}, n_{2k}} \left\{ \left| n_{1k} \right|^{2i} \left| n_{2k} \right|^{2j} \right\}.
$$

(A.4)

Using the results in [124, Solved Problem 4.25], the joint probability density function (pdf) of $\gamma_{1k}$ and $\gamma_{2k}$ can be expressed as

$$
p(x, y) = \begin{cases} 
p_{\gamma_{1k}}(x)p_{\gamma_{2k}}(y) \prod_{m=1, m \neq k}^{N} P_{zm}(x), & x \leq y \\
p_{\gamma_{1k}}(x)p_{\gamma_{2k}}(y) \prod_{m=1, m \neq k}^{N} P_{zm}(y), & x > y \end{cases}
$$

(A.5)
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where \( z_m = \min\{\gamma_{1m}, \gamma_{2m}\} \), \( P_{\gamma_{1k}}(\gamma_{1k}) = \gamma_{1k}^{-1} e^{-\gamma_{1k}/\gamma_{1k}} \) and \( P_{\gamma_{2k}}(\gamma_{2k}) = \gamma_{2k}^{-1} e^{-\gamma_{2k}/\gamma_{2k}} \) are Rayleigh pdfs, and \( P_{z_m}(\cdot) \) denotes the cdf of \( z_m \). Since we are interested in the high SNR behavior, we replace the cdf of \( z_m \) with its first order Taylor series expansion \( P_{z_m}(z) \approx \frac{\gamma_{1m} + \gamma_{2m}}{\gamma_{1m} \gamma_{2m}} z \). Based on this approximation, \( \mathcal{E}_{\gamma_{1k}\gamma_{2k}} \{ \Omega_{ij}^{(d^2s)} \} \) in (A.4) can be written as

\[
\mathcal{E}_{\gamma_{1k}\gamma_{2k}} \{ \Omega_{ij}^{(d^2s)} \} = \Psi_{Ak}^{ij}(s) + \Psi_{Bk}^{ij}(s), \tag{A.6}
\]

where

\[
\Psi_{Ak}^{ij}(s) = \int_{\gamma_{1k}=0}^{\gamma_{1k}} \int_{\gamma_{2k}=0}^{\gamma_{1k}} C_{\gamma_{1k}\gamma_{2k}}^{i,j,k} N_{1}^{-1} d\gamma_{1k} d\gamma_{2k}, \tag{A.7}
\]

and

\[
\Psi_{Bk}^{ij}(s) = \int_{\gamma_{1k}=0}^{\gamma_{1k}} \int_{\gamma_{2k}=\gamma_{1k}}^{\gamma_{1k}} C_{\gamma_{1k}\gamma_{2k}}^{i,j,k} N_{1}^{-1} d\gamma_{1k} d\gamma_{2k}. \tag{A.8}
\]

with

\[
C_{\gamma_{1k}\gamma_{2k}}^{i,j,k} = \frac{e^{-\gamma_{1k}^{-1}\gamma_{2k}/\gamma_{1k}} \gamma_{2k}^{2j+i+1} e^{-\gamma_{1k}^{-1}\gamma_{2k}/\gamma_{2k}}}{(\gamma_{1k} + \gamma_{2k})^{2i+2j+1} \gamma_{1k} \gamma_{2k} \prod_{m=1,m \neq k}^{N} \left( \frac{\gamma_{1m} \gamma_{2m}}{\gamma_{1m} + \gamma_{2m}} \right)}. \tag{A.9}
\]

Applying the transformation of variables, \( \gamma_{1k} = r^2 \cos^2 \phi \) and \( \gamma_{2k} = r^2 \sin^2 \phi \), the definition \( N_{1} \triangleq (\gamma_{1k} \gamma_{2k} \prod_{m=1,m \neq k}^{N} \frac{\gamma_{1m} \gamma_{2m}}{\gamma_{1m} + \gamma_{2m}})^{-1} \), and the definition of the Gamma function, \( \Gamma(t) = \int_{0}^{\infty} x^{t-1} e^{-x} dx \), in \( \Psi_{Ak}^{ij}(s) \) of (A.8) leads to

\[
\Psi_{Ak}^{ij}(s) = 2 N_{1} \Gamma(i + j + N + 1) \int_{0}^{\pi/4} \left( \frac{\sin^2 \phi}{\cos^2 \phi + \frac{\sin^2 \phi}{\gamma_{1k}}} \right)^{i+j+N+1} d\phi. \tag{A.10}
\]

Splitting the integration limit in (A.10) into two intervals \([0, \epsilon]\) and \([\epsilon, \pi/4]\) yields

\[
\Psi_{Ak}^{ij}(s) = 2 N_{1} \Gamma(i + j + N + 1) (I_{Ak} + \Pi_{Ak}), \tag{A.11}
\]
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where $I_{Ak}$ and $II_{Ak}$ correspond to the integrals from 0 to $\epsilon$ and from $\epsilon$ to $\pi/4$, respectively. For $\epsilon \to 0$, $\sin \phi \to \phi$, and $\cos \phi \to 1$, which leads to

$$I_{Ak} = \int_0^\epsilon \frac{(\phi^2)^{2i+j+N-\frac{1}{2}\gamma_{1k}}}{(s + \frac{1}{\gamma_{2k}})\phi^{2\gamma_{1k}} + 1} d\phi. \quad (A.12)$$

Using [76, 3.194.1], (A.12) can be written as

$$I_{Ak} = \frac{\epsilon^{2(2i+j+N)}\gamma_{1k}^{i+j+N+1}}{2(2i+j+N)} \mathcal{F}_1(2i+j+N, i+j+N+1; 2i+j+N+1; -(s+1/\gamma_{2k})\gamma_{1k}\epsilon^2), \quad (A.13)$$

where $\mathcal{F}_1(\cdot, \cdot; \cdot; \cdot)$ denotes the Gaussian hypergeometric function. Exploiting the asymptotic behavior of $\mathcal{F}_1(\cdot, \cdot; \cdot; \cdot)$ for $z \to \infty$ [125], (A.13) can be rewritten as

$$I_{Ak} = \frac{1}{2(2i+j+N)s^{i+j+N+1}} \left[ \frac{\Gamma(1-i)\Gamma(2i+j+N+1)(\gamma_{1k}s)^{-(i-1)}}{\Gamma(i+j+N+1)} \right. \\
\left. + \frac{(2i+j+N)\epsilon^{2(i-1)}}{i-1} \right] + o\left(\gamma_{1k}^{-i-1}\right). \quad (A.14)$$

On the other hand, assuming $\epsilon \to 0$ and $\gamma_{1k}, \gamma_{2k} \to \infty$, $II_{Ak}$ can be stated as

$$II_{Ak} = \frac{1}{s^{i+j+N+1}} \int_{\epsilon}^{\pi/4} (\sin^2 \phi)^{i-\frac{3}{2}} (\cos^2 \phi)^{j-N-\frac{1}{2}} d\phi. \quad (A.15)$$

Due to the symmetry of $\Psi_{Ak}^{ij}(s)$ and $\Psi_{Bk}^{ij}(s)$ in (A.8), an asymptotic expression similar to (A.10) can also be developed for $\Psi_{Bk}^{ij}(s)$. This leads to

$$\Psi_{Bk}^{ij}(s) = 2N_s \Gamma(i+j+N+1)(I_{Bk} + II_{Bk}), \quad (A.16)$$
where

\[ I_{Bk} = \frac{1}{2(2j + i + N)s^{i + j + N + 1}} \left[ \frac{\Gamma(1 - j)\Gamma(2j + i + N + 1)(\bar{\gamma}_{2k})^{-(j-1)}}{\Gamma(i + j + N + 1)} + \frac{(2j + i + N)e^{2(j-1)}}{j - 1} \right] + o\left(\bar{\gamma}_{2k}^{-(j-1)}\right) \tag{A.17} \]

and \( \Pi_{Bk} \) is independent of \( \bar{\gamma}_{1k} \) and \( \bar{\gamma}_{2k} \).

Based on (A.10) and (A.14)–(A.17), we evaluate now \( \mathcal{E}_{\gamma_{1k}\gamma_{2k}} \{ \Omega_{ij}^k(s) \} \) in (A.6) for four different cases.

**Case 1:** When \( i = 0 \) and \( j = 0 \),

\[
\mathcal{E}_{\gamma_{1k}\gamma_{2k}} \{ \Omega_{ij}^k(s) \} = \frac{(N - 1)!}{\prod_{m=1 \atop m \neq k}^{N} (\bar{\gamma}_{1m}\bar{\gamma}_{2m})^{s^{i + j + N} + o(\bar{\gamma}_c^{-1})}, \tag{A.18} \]

where \( \bar{\gamma}_c \triangleq \prod_{k=1}^{N} \min\{\bar{\gamma}_{1k}\bar{\gamma}_{2k}\} \).

**Case 2:** When \( i \neq 0 \) and \( j = 0 \), we get

\[
\mathcal{E}_{\gamma_{1k}\gamma_{2k}} \{ \Omega_{ij}^k(s) \} = \frac{(i + N - 1)}{\bar{\gamma}_{1k} \prod_{m=1 \atop m \neq k}^{N} (\bar{\gamma}_{1m}\bar{\gamma}_{2m})^{s^{i + N} + o(\bar{\gamma}_c^{-1})}. \tag{A.19} \]

**Case 3:** When \( i = 0 \) and \( j \neq 0 \), we have

\[
\mathcal{E}_{\gamma_{1k}\gamma_{2k}} \{ \Omega_{ij}^k(s) \} = \frac{(j + N - 1)}{\bar{\gamma}_{2k} \prod_{m=1 \atop m \neq k}^{N} (\bar{\gamma}_{1m}\bar{\gamma}_{2m})^{s^{j + N} + o(\bar{\gamma}_c^{-1})}. \tag{A.20} \]

**Case 4:** When \( i \neq 0 \) and \( j \neq 0 \), we obtain

\[
\mathcal{E}_{\gamma_{1k}\gamma_{2k}} \{ \Omega_{ij}^k(s) \} = o(\bar{\gamma}_c^{-2}). \tag{A.21} \]
Combining (A.1), (A.4), (A.18)–(A.21), using \( \mathcal{E}_{\bar{n}_{1k}\bar{n}_{2k}}\{|\bar{n}_{1k}|^2|\bar{n}_{2k}|^2\} = m_{1k}(i)m_{2k}(j) \), where \( m_{1k}(i) \triangleq \mathcal{E}\{|\bar{n}_{1k}|^2\} \) and \( m_{2k}(i) \triangleq \mathcal{E}\{|\bar{n}_{2k}|^2\} \), and exploiting the identity \( s^2 \beta_k(\xi!)^2 = 2\xi! \), we obtain (2.11).
Appendix B

For PRS–S, relay selection depends only on the instantaneous $S–R$ SNRs. Thus, the joint pdf of $\gamma_{1k}$ and $\gamma_{2k}$ is given by

$$p(x, y) = p_{\gamma_{1k}}(x)p_{\gamma_{2k}}(y) \prod_{i=\frac{1}{2}}^{N} P_{\gamma_{1i}}(x) = p_{\gamma_{1k}}(x)p_{\gamma_{2k}}(y)$$

$$\times \sum_{u_1=0}^{1} \sum_{u_2=0}^{1} \cdots \sum_{u_N=0}^{1} (-1)^{i=1,i\neq k} \frac{\sum_{u_i=0}^{N}}{u_i} e^{-\gamma_{1k}} \frac{\sum_{u_i=0}^{N}}{u_i} e^{-\gamma_{2k}}, \quad (B.1)$$

where $P_{\gamma_i}(z) = 1 - e^{-\frac{z}{\gamma_i}}$. Eqs. (A.1)–(A.4) are also valid for PRS–S and based on (B.1), $E_{\gamma_{1k}\gamma_{2k}} \{\Omega_{ij}^k(s)\}$ in (A.4) can be written as

$$E_{\gamma_{1k}\gamma_{2k}} \{\Omega_{ij}^k(s)\} = \sum_{u_1=0}^{1} \sum_{u_2=0}^{1} \cdots \sum_{u_N=0}^{1} (-1)^{i=1,i\neq k} \int_{\gamma_{1k}=0}^{\gamma_{1k}} \int_{\gamma_{2k}=0}^{\gamma_{2k}} \frac{e^{-s\gamma_{1k}^2\gamma_{2k}}}{(\gamma_{1k} + \gamma_{2k})^{2i+2j}} \left(\frac{1}{\gamma_{1k}} + \frac{N}{\gamma_{1k}} \frac{u_i}{\gamma_{1k}} \right) e^{-2\gamma_{1k}^2\gamma_{2k}} d\gamma_{1k} d\gamma_{2k}. \quad (B.2)$$

Applying $\gamma_{1k} = r^2\cos^2\phi$, $\gamma_{2k} = r^2\sin^2\phi$, and the definition of the Gamma function in (B.2) yields

$$E_{\gamma_{1k}\gamma_{2k}} \{\Omega_{ij}^k(s)\} = \sum_{u_1=0}^{1} \sum_{u_2=0}^{1} \cdots \sum_{u_N=0}^{1} \frac{2\Gamma(i+j+2)}{\gamma_{1k}\gamma_{2k}} (I_k + II_k + III_k), \quad (B.3)$$
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where

\[ I_k + II_k + III_k = \frac{\pi}{2} \int_0^\pi \frac{(\sin^2 \phi)^{2i+j+\frac{1}{2}} (\cos^2 \phi)^{2j+i+\frac{1}{2}}}{(\cos^2 \phi \sin^2 \phi + \frac{\cos^2 \phi}{\gamma_t} + \frac{\sin^2 \phi}{\gamma_k})^{i+j+\frac{3}{2}}} d\phi, \quad (B.4) \]

with \( \bar{\gamma}_t \triangleq \frac{\gamma_1}{\gamma_k} + \sum_{i=1, i \neq k}^N \frac{\mu_i}{\gamma_i} \). Next, we split the integral in (B.4) into the three parts I_k, II_k, and III_k corresponding to the three integration intervals \([0, \epsilon), [\epsilon, \pi/2 - \epsilon),\) and \([\pi/2 - \epsilon, \pi/2]\), respectively. For \( \epsilon \to 0 \) we can show that

\[ I_k = \frac{\Gamma(1 - i)\Gamma(2i + j + 2)\bar{\gamma}_t^{1-i}}{2(2i + j + 1)\Gamma(i + j + 2)\bar{\gamma}_t^{2i+j+1}} + o(\bar{\gamma}_t^{-(i-1)^+}) \quad (B.5) \]

\[ III_k = \frac{\Gamma(1 - j)\Gamma(2j + i + 2)\bar{\gamma}_k^{1-j}}{2(2j + i + 1)\Gamma(i + j + 2)\bar{\gamma}_k^{2j+i+1}} + o(\bar{\gamma}_k^{-(j-1)^+}) \quad (B.6) \]

Furthermore, for \( \bar{\gamma}_{1k}, \bar{\gamma}_{2k} \to \infty \), II_k can be neglected due to its independence of \( \bar{\gamma}_{1k} \) and \( \bar{\gamma}_{2k} \). \( \Phi_{\Delta_k}(s) \) in (2.15) can be obtained by evaluating \( \mathcal{E}_{\gamma_{1k}\gamma_{2k}} \{ \Omega_k(s) \} \) for the four different cases \((i = 0, j = 0), (i = 0, j \neq 0), (i \neq 0, j = 0), \) and \((i \neq 0, j \neq 0)\) based on (B.3), (B.5), and (B.6), and applying this result in (A.1) and (A.4), cf. Appendix A.
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