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Abstract 

 Single molecule nanopore sensing is emerging as a powerful tool for probing the 

properties of individual biomolecules. This is particularly true for DNA where nanopore 

technology is being actively developed toward ultra low-cost, high-throughput whole-

genome sequencing. Most approaches to nanopore DNA sequencing require that DNA 

translocate a nanometer-scale pore (nanopore). Understanding and characterizing the physics 

of DNA translocation through nanopores is critical to the design and optimization of these 

methods. We sought to investigate DNA translocation dynamics and elucidate the 

mechanism of DNA transport through nanopores. We show that stochastic, sequence-

dependent DNA-pore binding interactions play an important role in translocation and lead to 

subdiffusive translocation dynamics, which in the case of short DNA strands, is consistent 

with fractional dynamics. We characterize the sequence-dependent kinetics of DNA 

translocation and show that nucleotide dwell-time in the pore can potentially be used as a 

metric to distinguish individual nucleotides in nanopore sequencing, opening up new avenues 

by which to optimize nanopore sequencing technology. 

 While development of nanopore DNA sequencing has largely dominated nanopore 

applications, other applications including nanopore protein analysis are of great interest as a 

means to explore protein conformational dynamics and structure at the single molecule level. 

We present methods by which to capture and trap proteins in nanopores (via asymmetric salt 

concentration) and analyze their complex dynamics (via Hidden Markov Model signal 

processing), resolving two important challenges associated with nanopore sensing of 

proteins. We apply these methods to characterize the kinetics and dynamics of the prion 
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protein in a nanopore (a protein whose conversion into a misfolded isoform is responsible for 

the pathogenesis of prion diseases in humans and animals) as a first step towards 

understanding the relationship between prion protein conformational dynamics and 

conversion in disease. Moreover, we demonstrate the potential of nanopore technology for 

highly-sensitive, real-time protein and small molecule detection based on single molecule 

kinetics with potential application in medical diagnostics. Our methods enable studies of the 

long timescale conformational motions of proteins known to be critically important to protein 

function, at the single molecule level, making nanopore sensing a new tool for studying 

protein dynamics.    
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Preface 

Some of the content in this thesis has been published previously. In particular, 

 Figure 2.1b and Appendix C (forming an α-hemolysin nanopore for single molecule 

analysis) are reproduced, with minor changes, from "N. N. Jetha, M. Wiggin, A. 

Marziali. (2009) Forming an α-HL nanopore for single molecule analysis, in Micro and 

Nano Technologies in Bioanalysis (Lee, J.W., and Foote, R.S., ed.), Humana Press, 

Totowa, NJ". The methods presented in this book chapter were developed by various 

alumni of the UBC Applied Biophysics Lab (including myself) and adapted from the 

original protocol by the Nanopore Group at UCSC. I wrote the book chapter with edits 

and comments from my co-authors. 

 

 Figure 3-1 is reproduced from "M. Wiggin, C. Tropini, V. Tabard-Cossa, N. N. Jetha, A. 

Marziali. (2008) Nonexponential kinetics of DNA escape from α-hemolysin nanopores. 

Biophys. J. 95: 5317-5323". I contributed to the theory in this paper and to the writing of 

the manuscript. 

 

 Chapter 3, section 3.2.1 (sequence effects on DNA escape dynamics) is reproduced, with 

changes, from "N. N. Jetha, C. Feehan, M. Wiggin, V. Tabard-Cossa, A. Marziali (2011) 

Long dwell-time passage of DNA through nanometer-scale pores: Kinetics and sequence 

dependence of motion. Biophys. J. 100: 2974-2980". This paper represents my original 

work prepared with support from my co-authors. 
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 Chapter 4, section 4.3 (nanopore analysis of wild-type and mutant prion protein), 

Appendix D (PrP
C
 expression and purification) and Appendix F (PrP

C
 protein calling) 

are all reproduced, with minor changes, from "N. N. Jetha, V. Semenchenko, D. S. 

Wishart, N. R. Cashman, A. Marziali (2013) Nanopore analysis of wild-type and mutant 

prion protein (PrP
C
): Single molecule discrimination and PrP

C
 kinetics. PLoS One. 8(2): 

e54982". This paper represents my original work prepared with support from my co-

authors. In particular: Conceived and designed the experiments: NNJ AM NRC. 

Performed the experiments: NNJ. Analyzed the data: NNJ. Contributed 

reagents/materials/analysis tools: VS DSW. Wrote the paper: NNJ VS AM. 
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Chapter 1 

1 Introduction  

 The ability to probe the structure and dynamics of individual biomolecules has enabled 

the study of biological systems at a fundamental level, allowing scientists to explore research 

questions outside the capability of classical techniques in biochemistry, i.e. techniques that 

measure aggregate properties of molecular populations. A key advantage of single-molecule 

methods, in comparison to ensemble measurements, is that they can uncover information that 

is hidden by population averaging [1,2,3], such as rare and/or transient phenomena or 

heterogeneity in molecule populations [1,2,3,4,5]. Single-molecule methods have 

consequently yielded unprecedented insights into biological systems and processes 

[1,2,3,4,5,6]. Of the diversity of techniques available (e.g. optical and magnetic tweezers 

[1,3,4,5,6, 7,8], single-molecule fluorescence [1,3,4,9], tethered particle analysis [1,10,11], 

and others) nanopore sensing is perhaps the youngest and is quickly emerging as an 

exceptional tool for probing individual biomolecules [12,13,14,15,16].  

 

 The principles of nanopore sensing are based on Coulter counting in which two baths 

filled with electrolyte are connected by a small orifice [17]. Ionic current through the orifice 

(e.g. generated by an electric potential) becomes a very sensitive measure of the orifice 

conductance, and thus an excellent metric by which to detect microscopic objects that 

modulate ionic current as they transit the orifice [17]. Nanopore sensing employs the same 

principle but with the orifice replaced by a nanometer-scale pore (nanopore) in an insulating 
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membrane, thus allowing nanoscale detection. At this scale, and operating in an electrolyte 

solution, the nanopore system is very well suited to biomolecule analysis, with the 

biomolecules in a near-native environment. By electrophoretically driving an individual 

biomolecule into a nanopore (figure 1-1) and directly monitoring the ionic current, 

information about the molecule's parameters, including its dynamics, structural and chemical 

properties, and parameters related to its motion in the pore can be extracted from the current 

signature [13,14,15,16,18,19]. The ability to measure these parameters in a single molecule 

in a near-native environment, and often without modification, is one of the unique strengths 

of nanopore methods. 
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Figure 1-1. Nanopore sensing of DNA. (top right) Cartoon of the organic α-hemolysin 

nanopore incorporated in a lipid bilayer and immersed in an electrolyte (1M KCl). 

Application of a 115mV voltage across the pore (voltage polarity given by the plus and 

minus signs) generates a stable ~115pA current through the pore (left). (Bottom right) 

Single stranded DNA in solution (on the negative side of the pore) is electrophoretically 

driven into and through the pore thereby causing a measurable reduction in the pore current 

(direction of DNA motion is cis-to-trans). Ionic current through the pore is an extremely 

sensitive metric and rich source of information on the dynamics, structural and chemical 

properties of the individual biomolecule occupying the pore [14,15,16]. Image source: [20] 

(adapted, with permission). 

 

 Early demonstrations of the utility of nanopores for biomolecule analysis were made by 

probing the properties of individual strands of DNA and RNA [21,22,23]. These 

demonstrations showed the influence of molecule sequence on the properties of the current 

and indicated the potential of nanopore sensing as a pathway to ultra-low-cost, high-

throughput DNA sequencing. It is this potential and the discovery that DNA sequence could 

in principle be detected by pore current that has driven the evolution and rapid growth of the 

field of nanopore sensing [12]. At the time of this discovery (1999), DNA sequencing was a 

slow, labor intensive and expensive process [24]. Even by the time the Human Genome was 
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completed in 2003, the routine sequencing of genomes for clinical diagnosis was far too 

costly (~100 million dollars per human genome [25]) to be taken seriously. Nanopore sensing 

was viewed as one possible technology to produce the massive throughput increase and cost 

reduction in DNA sequencing that would enable whole-genome sequencing to become 

regular practice in health care allowing, for example, clinicians to tailor strategies for disease 

prevention, diagnosis, and treatment to specific risk factors found in a patient’s personal 

genome [26,27,28]. Today, while the cost of DNA sequencing has dropped many orders of 

magnitude to <$10,000 per human genome [25] (see appendix A for additional details on 

sequencing costs), the appetite for clinical sequencing has grown accordingly. While initially 

clinical sequencing was imagined as a tool to probe an individual’s genome, clinicians are 

now exploring sequencing of disease genomes, particularly cancer genomes [27]. In this 

application, an enormous amount of sequencing must be performed for every patient, to 

collect genomic information independently for different tumors, and even for different 

locations within  a tumor to probe for drug susceptibility. Based on current trends, it is 

expected that all future directed therapies for cancer (drugs aimed at specific tumor 

mutations), will require sequencing-based companion diagnostic tests, that must be relatively 

inexpensive (<$1,000) as they will need to be applied repeatedly through treatment. This 

scenario will ultimately require that DNA sequence equivalent to a human genome can be 

determined at costs of $100 or less. Nanopore sequencing remains the most promising 

technology for achieving this lofty goal, given its potential for very long read lengths 

(>100kb) [29], and label and amplification free sequencing with minimal sample preparation 

[29,30]; all features that make rapid, inexpensive DNA sequencing possible [29]. 
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 Most approaches to nanopore sequencing require that DNA translocate a nanometer-

scale pore. DNA translocation rates however are too fast (microsecond timescale per 

nucleotide [29,30]) for detection and identification of individual nucleotides in sequencing. 

Moreover, stochasticity of DNA motion can create uncertainty in the number of bases that 

have translocated the pore [29], thereby severely limiting the accuracy of base-calling in 

nanopore sequencing. Indeed, slowing the translocation velocity and controlling DNA 

motion through pores is a foremost challenge in the development of nanopore sequencing 

technology [29,30]. Critical to meeting this challenge is obtaining a detailed understanding of 

the physics of DNA translocation through nanopores. In this regard, early models of 

translocation characterize the process as 1D normal diffusion [31], predicting exponential 

decay of the translocation time distribution at long times [32,33]. The appearance of a 

broader-than-expected distribution of translocation times [18,34], particularly for low 

velocity translocation of short DNA strands, however, indicates anomalous subdiffusion in 

DNA translocation. Anomalous diffusion is a generalization of diffusive transport 

characterized by a mean square displacement of tx 2  with subdiffusion corresponding 

to 0 < α < 1 (α = 1 is normal diffusion) [35,36]. Two distinct anomalous diffusive models, in 

particular, have been put forth to explain the origins of subdiffusive DNA translocation 

dynamics [34,37], however, distinguishing between these models and developing a clear 

understanding of the underlying physics of subdiffusion in translocation remains an open 

problem.  

 Given this, we sought to investigate the effect of sequence on the low velocity 

translocation of short DNA strands through nanopores, as a means of investigating the 

origins of subdiffusive DNA translocation dynamics. We show that translocation dynamics 
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are highly sequence dependent. We develop a model of translocation based on stochastic, 

sequence dependent binding interactions between DNA and the pore and demonstrate, via 

Monte Carlo simulation, excellent agreement between our model results and the 

experimental data thereby showing that anomalous translocation dynamics arise out of DNA-

pore binding interactions consistent with an anomalous diffusive model of DNA 

translocation based on fractional dynamics.  

 We characterize the translocation kinetics of poly-dA and poly-dC through the α-

hemolysin (α-HL) organic nanopore and show an approximately two order of magnitude 

difference in characteristic translocation time between these two polymers. We present 

methods for characterizing the sequence dependent interaction energy between DNA and the 

pore and show that deoxycytidine (dC) binds more strongly to α-HL than deoxyadenosine 

(dA). Given the highly sequence dependent dynamics of DNA translocation our results point 

to the possibility of using nucleotide dwell-time in the pore as an orthogonal metric to 

nucleotide blockage current for distinguishing between individual nucleotides in nanopore 

sequencing, a possibility that opens new avenues for implementation of nanopore sequencing 

methods.  

 Lastly, we explore differences in the effect on DNA translocation dynamics between dC 

and methyl-dC (a critically important epigenetic nucleotide variant responsible for activation 

of some cancers) and show that these two nucleotides can be distinguished in wild-type α-HL 

based on blockage current alone. This demonstrates that in principle nanopore sequencing 

approaches based on wild-type α-HL can also potentially be used for methylation 

sequencing, a result which points to the potential of nanopore technology in cancer 

diagnostics and monitoring.  
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 Our results, in combination with theory, experimental, and simulation work by others 

indicate the presence of important regimes in translocation in which translocation dynamics 

is governed by different processes depending on DNA length and translocation velocity.  

 Our work provides deeper insight into the process by which DNA moves through a 

nanopore, the understanding and characterization of which is critical to the optimal design 

and development of next-generation nanopore DNA sequencing and analysis technologies. 

 

 While initial interest in nanopore sensing arose out of its potential for low-cost 

sequencing [29,30] other applications including nanopore protein analysis have become of 

increasing interest as a means by which to probe the biophysical properties of proteins at the 

single molecule level. Nanopores offer unique advantages in this regard. In particular, unlike 

other single molecule methods nanopore sensing allows for label-free detection with minimal 

sample preparation [29,30] thereby offering the unique opportunity to probe the properties of 

unmodified proteins in a near-native setting. This is particularly useful in the case of medical 

diagnostics, where the combination of minimal sample preparation and high sensitivity (i.e. 

molecule detection at low concentrations [29,30]) makes nanopore analysis an attractive 

candidate technology for highly sensitive protein and small molecule detection. Given that 

proteins are an important class of biological marker in medical diagnostics [38,39] a simple 

method for protein analysis or counting could therefore be extremely useful. Nanopore 

protein analysis has already shown much promise as a means by which to study the unfolding 

kinetics of proteins [40,41], characterize protein-pore interactions [42,43,44], and to study 

the transport properties of proteins through pores [42,45,46]. It is therefore emerging as a 



Chapter 1. Introduction 
 

8 

new and powerful method by which to study protein biophysics and form the basis of new 

biomedical diagnostic technologies.  

 A particularly exciting potential application of nanopore protein analysis is in the study 

of protein dynamics, specifically the long timescale conformational motions known to be 

critically important to protein function [47,48]. A major challenge, however, with nanopore 

analysis of protein dynamics is that in contrast to uniformly charged biopolymers such as 

DNA and RNA, the charge distribution of proteins and polypeptides can be highly irregular, 

positive, negative or neutral, significantly affecting the ability to capture and trap proteins in 

the pore. Moreover, proteins are folded polymers with a complex free energy landscape 

encompassing numerous transitions states and conformational sub-states [49]. This 

complexity coupled with fast transition state kinetics can complicate a detailed kinetic 

analysis of protein dynamics in the pore. 

 Given this, we have developed methods to probe the complex dynamics of single 

proteins with nanopores. In particular, we carry out experiments using a salt concentration 

gradient across the pore which has been shown to significantly enhance the nanopore capture 

rate of small molecules in solution (relative to symmetric salt conditions) [50,51]. Moreover, 

we have developed machine-learning signal processing algorithms, based on Hidden Markov 

Models (HMMs), to analyze protein conformational dynamics. HMM signal processing is a 

powerful technique by which to extract and characterize low-level signals buried in 

background noise [52,53,54]. We apply this to characterize the complex kinetics and 

dynamics of the prion protein in the pore (a protein whose conversion into a misfolded 

isoform is responsible for the pathogenesis of prion diseases in humans and animals 

[55,56,57,58]), which represents a first step in our investigation of the relationship between 
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prion protein conformational dynamics and the molecular mechanism of prion protein 

conversion in disease. Moreover, we demonstrate the sensitivity of nanopore analysis in 

detecting subtle changes in protein structure by showing that a wild-type and mutant prion 

protein exhibit easily distinguishable current signatures and kinetics inside the pore, and can 

be discriminated at the single molecule level. Our results point to the possibility of highly 

sensitive, real-time detection of proteins and small molecules in solution with application in 

medical diagnostics and demonstrate the ability of nanopore sensing for detailed 

characterization of single molecule protein dynamics. 

 

 In summary, this thesis advances the field of nanopore sensing for DNA and protein 

analysis. We have focused our efforts on elucidating the physics of DNA translocation 

through nanopores, understanding that is critically important to the design and optimization 

of nanopore DNA sequencing and analysis technologies. We have also developed methods 

by which to probe the dynamics of single proteins with nanopores and applied these in 

probing the structure and dynamics of the prion protein, demonstrating a potentially 

clinically significant application of our methods.  

 This thesis is organized as follows: Chapter 2 is a brief review of the field of nanopore 

sensing, beginning with a review of the origins and principles of the method followed by a 

discussion of the seminal work in nanopore sequencing. This discussion includes the 

principal challenges in developing nanopore sequencing technology along with an overview 

of the current state of nanopore sequencing including the significant progress made in 

overcoming these challenges. Chapter 3 deals with the physics of DNA translocation through 

nanopores, beginning with a brief overview of the early theory of translocation dynamics. 
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We discuss the experimental work demonstrating deviation from early theory predictions and 

showing anomalous subdiffusion in DNA translocation. We discuss two anomalous diffusive 

models put forth to explain the origins of subdiffusive translocation dynamics, namely, 

fractional dynamics and a model based on the fractional Langevin equation. Following this, 

we present our work on the sequence dependence of DNA translocation, results of which 

support the conclusion that subdiffusive dynamics stem from stochastic sequence dependent 

binding interactions between DNA and the pore. A significant portion of the content in 

chapter 3 is taken from the following paper: 

 

1. N. N. Jetha, C. Feehan, M. Wiggin, V. Tabard-Cossa, A. Marziali (2011) Long dwell-time 

passage of DNA through nanometer-scale pores: Kinetics and sequence dependence of 

motion. Biophys. J. 100: 2974-2980. 

 

 Chapter 4 of this thesis presents our work in developing and extending methods of 

nanopore sensing for protein analysis, and application of these methods for probing the 

structure and dynamics of the prion protein. This chapter begins with a review of the field of 

protein analysis with nanopores, followed by a review of the prion protein and prion 

diseases. Following this, we present details of our work on nanopore analysis of the prion 

protein. A substantial portion of the content in chapter 4 is from the following paper: 

 

2. N. N. Jetha, V. Semenchenko, D. S. Wishart, N. R. Cashman, A. Marziali (2013) 

Nanopore analysis of wild-type and mutant prion protein (PrP
C
): Single molecule 

discrimination and PrP
C
 kinetics. PLoS One. 8(2): e54982. 
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 Chapter 5 concludes and summarizes the thesis. 



 

12 
 

Chapter 2 

2 Nanopore sensing: Background  

 

2.1 Origins and principles of nanopore sensing 

 The origins of nanopore sensing can be traced back to the method of Coulter counting 

invented by Wallace H. Coulter in the 1940s and patented in 1953 under the title “Means for 

Counting Particles Suspended in a Fluid” [17,59]. In this method a pair of electrodes 

connected to an electrometer are placed across an orifice filled with, and immersed in, an 

electrolyte. The solution conductivity is measured as a function of time in the presence of a 

pressure gradient across the aperture. While the conductivity remains stationary for a pure 

electrolyte solution, pressure-driven flow of cells or particles, suspended in solution, through 

the orifice produces discrete resistive spikes in the current stemming from transient 

occlusions of the orifice by the analyte. The frequency of the pulses is related to the 

concentration of cells in the sample, while the distribution of pulse amplitudes correlates 

with the cell size distribution [12]. Originally used for the counting and sizing of blood cells 

[12,60], Coulter counters are now routinely used in medical laboratories for blood cell, 

spermatozoa, and platelet counting and have been applied in studies on HIV transmission and 

in counting cell nuclei in cancer cell lines [12,60,61,62,63]. The size range of the Coulter 

technique was extended, in the 1970s, to the submicron scale using sub-micrometer track-

etched pores [64] but it wasn't until the 1990s that a true revolution of the technique was born 

in the form of nanopore sensing. With the development of sensitive patch-clamping 
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electronics in the field of electrophysiology in the 1970s [65] coupled with a leap in the 

technology for reducing the diameter of the hole through which target analytes translocate to 

the nanometer-scale, the technique was extended to the analysis of ions, small molecules and 

individual biomolecules. With the first examples by Sergey Bezrukov et. al. [66], George 

Church (not published) and John Kasianowicz et. al.  [21], of detection of current blockage 

by a single molecule in a nanometer scale pore, nanopore analysis was born. Since its 

inception in the early 1990s the field of nanopore analysis has grown at a considerable rate as 

a result of large investments into its potential application to DNA sequencing [12]. 

 

 Nanopore sensing is based on electrical detection of individual biomolecules. A 

nanometer-scale hole formed in an insulating membrane separates two electrolyte filled 

compartments. In one configuration, in which a lipid bilayer forms the insulating membrane, 

the two compartments are connected by an electrolyte-filled U-shaped Teflon® tube (figure 

2-1). The compartments are connected to an Axopatch® 200B patch-clamp amplifier, by 

Ag/AgCl electrodes, which regulates the applied voltage across the pore. Application of a 

voltage drives the flow of ions through the pore, generating an ionic current.  
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Figure 2-1. Bilayer and experimental apparatus. (a) A U-shaped Teflon® tube, filled with 

electrolyte, connects two electrolyte filled compartments. The compartments are connected to 

an Axopatch 200B patch-clamp amplifier by Ag/AgCl electrodes, which regulates the 

applied voltage and monitors ionic current with pA level resolution. One end of the Teflon® 

tube has a tip that narrows to a ~25µm diameter aperture (zoom view). A lipid bilayer is 

formed across the aperture, and one or more organic pores (e.g. α-hemolysin) are inserted 

into the bilayer (refer to Appendix C for details on the method of bilayer and pore 

formation). Nucleic acids are driven through the pore by an applied voltage. Image source: 

[22] (adapted by permission from Elsevier: Biophysical Journal [22], copyright 1999) (b) 

Experimental apparatus with components in place. The Polytetrafluoroethylene (PTFE - i.e. 

Teflon®) cell makes up the bilayer apparatus. A faraday cage is placed overtop of the 

system,  once a pore has inserted into the bilayer, to attenuate electromagnetic noise on the 

current (refer to Appendix C for additional details on the experimental apparatus).  

 

Charged molecules in solution, such as DNA, are electrophoretically driven through the pore 

and can be detected as a change in the ionic current through the pore relative to the open 

channel state (figure 1-1). Typically, capture and translocation of an individual biomolecule 

through the pore results in a decrease in the current, however, the magnitude and direction of 

the change is determined primarily by two factors [20]: Steric exclusion, which reduces the 

current by decreasing the effective pore-diameter, and ion-polymer interactions which 

includes co-ion repulsion (resulting in a decrease in the current through the pore) and 
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counter-ion attraction (which results in an increase) [20,67,68]. The relative effect of these 

factors largely depends on the salt concentration of the solution, which in 1M KCl (the most 

common ionic solution in nanopore sensing) steric exclusion and co-ion repulsion dominate, 

resulting in a ~80% reduction in the ionic current through the α-hemolysin protein pore upon 

entry and translocation of ssDNA (figure 1-1) [20,21,22,23,69,70]. As with Coulter counting, 

the frequency of the current spikes is related to the analyte concentration, while the 

distribution of pulse amplitudes and duration yields information on the properties of the 

translocating molecule and its interactions with the pore [21,22,23,42,43,69]. 

 

 Two main classes of pores are used in nanopore sensing: Organic and synthetic pores. 

Organic nanopores, in general, have several advantageous features: 

a) Their structure is highly reproducible, with atomic level precision, upon formation 

in a lipid bilayer [71]. 

b) Their structure can be determined with angstrom level precision using high-

resolution techniques such as X-ray crystallography [71,72]. 

c) Organic pores typically have a hydrophilic interior and therefore immediately 

conduct current in aqueous solution upon application of a voltage [71,73,74]. 

 

 The α-hemolysin protein nanopore is the most widely used biological pore in nanopore 

analysis. α-hemolysin (α-HL) is a structure formed in a lipid bilayer by self-assembly of 

seven identical polypeptides secreted from the bacterium Staphylococcus aureus [72]. It is a 

mushroom-shaped heptameric pore that consists of a transmembrane β-barrel and a cap 

region which is positioned outside of the membrane (figure 2-2). The pore is 10 nm in length 
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with an inner diameter that varies between 2.9 nm at the cis entrance, 4.1 nm in the internal 

cavity, 1.4 nm at the inner constriction, and 2.6 nm at the trans entrance of the β-barrel [71].  

 

 
Figure 2-2. Crystal structure of the organic α-hemolysin nanopore (PDB code: 7ahl). α-

HL is a heptameric transmembrane pore formed by the self-assembly of monomeric subunits 

secreted by the bacterium Staphylococcus aureus [72]. The cap region of the pore (at the top) 

which comprises the pore vestibule has an internal diameter that ranges from 2.9 nm at its 

entrance to 4.1 nm in the internal cavity [71]. The limiting aperture of the pore (i.e. the 

smallest constriction) is ~1.4 nm in diameter and connects the cap with the stem region of the 

pore that comprises the pore β-barrel [72]. Image source: [20] (adapted from [72]) 

(reproduced, with permission).  

 

 Several features of α-HL make it very well suited for nanopore sensing:  

a) The pore is stable and rarely gates (i.e. it rarely undergoes a spontaneous 

conformational change, typically closing, which in the case of other pores, for 

example, can be triggered by voltage, anions or cations). Moreover, α-HL maintains 

this stability under a variety of solvent conditions (i.e. over a range pHs, salt 

concentrations, and temperatures) [73,75]. 

b) The pore is very robust and has a high resistance to denaturation. For example, α-

HL can maintain a stable conformation over a range of solvent pHs (pH 3 – 11) 
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[75,76,77], at very high temperatures (~ 100⁰C) [78] and in the presence of high 

concentrations of denaturants (e.g. 2M guanidinium chloride) [79]. 

c) α-HL is a low noise pore. Under an applied voltage the ionic current conducted by 

the pore is ~100 fold greater than stochastic current noise. This means that current 

blockage events comprising reductions of as little as a few percent of the current can 

be detected.  

d) α-HL is of the same size and scale of most biomolecules of interest. The internal 

dimensions of the pore are similar in size to individual DNA, RNA and protein 

molecules, which means that in general only a single biomolecule can occupy the 

pore at any given time, and that current blockages from individual molecules are 

well above the background noise. 

e) α-HL, like most other organic pores, is amenable to protein engineering. Well 

established techniques in biochemistry and molecular biology, such as site-directed 

mutagenesis, can be used to modify the structure and chemical properties of the pore 

in order to optimize its functionality as a biosensor [71]. For example, in order to 

facilitate capture and translocation of DNA through the pore, negatively charged 

amino acids at the pore constriction can be substituted for neutral or positively 

charged amino groups [80]. 

 

 While α-HL is the most extensively used organic pore in nanopore sensing several other 

organic pores have also recently been used. Most notably the channel protein Mycobacterium 

smegmatis porin A (MspA). MspA is an octameric, funnel shaped, protein pore with a 

limiting aperture that is ~1.2 nm in diameter (i.e. slightly smaller than the α-HL constriction) 
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[30]. In contrast to α-HL, the constriction is located at the trans opening of the pore and is a 

mere ~0.6 nm in length [15]. In the context of DNA sequencing this has the advantage that a 

smaller number of nucleotides make-up the total pore current during DNA translocation, 

resulting in a significant improvement in resolution relative to α-HL [81]. In addition to 

MspA, the Aerolysin organic pore has also been used in nanopore sensing [82,83,84]. 

Aerolysin however, has a net negative charge which poses a challenge in the context of DNA 

analysis because the high negativity (-52e [84]) translates into a large energy barrier for 

capture of DNA into the pore. Nevertheless, Aerolysin (whose internal diameter varies 

between 1 – 1.7 nm along the length of the pore [84]), has been shown very useful in 

nanopore protein analysis for probing the properties of proteins and polypeptides [82,83,84]. 

 Despite their many advantages organic pores also present some challenges in the context 

of nanopore sensing, the most notable being their high fragility while incorporated in a 

bilayer [71]. Mechanical or electrical perturbations can disrupt the bilayer in which the pore 

is incorporated thereby terminating any nanopore experiment. Methods to improve lipid 

bilayer stability, including reducing the diameter of the aperture over which the bilayer is 

painted [85] (from the micron scale to the nano scale) have been successful for example, in 

increasing the operating voltage under which typical nanopore experiments may be run [85]. 

However, bilayer stability is an active field of research in nanopore science particularly given 

the serious challenge posed by fragile bilayers with respect to incorporating organic pores in 

devices for commercial applications. Given this, synthetic pores have been developed which 

can resolve these issues and which have the added advantage of being stable over a greater 

range of solution / environmental conditions (e.g. pH, voltage) than most organic pores, 

however they too suffer from problems, mostly in the form of very low signal-to-noise ratios 
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which can severely affect their utility in nanopore sensing [86]. Further discussion of 

synthetic pores can be found in Appendix B, as they are not central to the work presented in 

this thesis. 

 

2.2 Seminal work in nanopore sequencing 

 Nanopore sensing of DNA and RNA was first reported in 1996 by Kasianowicz et. al. 

who showed that individual downward spikes in the channel current corresponded to the 

single-file translocation of individual nucleic acids through an α-HL nanopore [21]. The 

authors further demonstrated that nanopore sensing could in principle be used to characterize 

the length of the translocating polymer by measurements of the translocation time [21], 

thereby showing that properties of the molecule can be deduced from statistical analysis of 

the pore current. Given that individual DNA strands could be detected as they translocated 

the pore, and that molecule properties can be characterized during its translocation, it was 

proposed that the sequence of the translocating polymer might also be determined through 

ionic current measurements [21]. In particular, if the individual nucleotides that make up the 

translocating strand blocked the channel current in a characteristic manner as they passed 

single-file through the pore, then DNA sequencing with a nanopore could be performed 

through straightforward reading of the sequence of current modulations during strand 

translocation [29]. To test this, Akeson et. al. translocated DNA and RNA homopolymers 

and heteropolymers with different nucleotide compositions through an α-HL nanopore and 

characterized the sensitivity of the pore current to DNA and RNA sequence [22]. While the 

pore current (blockage amplitude and translocation time), is indeed sequence dependent, it 

was found that given the speed with which DNA translocates the pore (1-20μs per nucleotide 
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at 120mV across the pore [87]), and given that multiple adjacent nucleotides are collectively 

responsible for blocking the pore current at any given time during translocation, a contiguous 

sequence of at least 30 identical nucleotides in a given strand was required in order for 

sequence dependent differences in blockage amplitudes to be detected [22]. These results 

were also later supported by Meller et. al. [23]. Moreover, it was shown by Akeson et. al. 

that pore current is also affected by the structural properties of the translocating molecule, 

particularly DNA / RNA secondary structure [22]. For example, differences in pore current 

between poly-dC (DNA) and poly-C (RNA) were shown to be primarily due to differences in 

secondary structure between these two homopolymers (poly-dC is largely unstructured 

whereas poly-C tends to form a tight helix of similar diameter to the α-HL pore constriction 

[22]. Consequently poly-C occludes the ionic current to a greater degree than poly-dC [22]). 

This complex dependence of the pore current on the properties of DNA was some of the first 

evidence that the use of nanopores for DNA sequencing would not be simple. Nevertheless, 

the discovery that nucleotides can be distinguished by nanopore current showed that in 

principle the method could be made workable for sequencing provided two fundamental 

issues can be resolved: 

 

1) Pore spatial resolution and sensitivity. The sensitivity of the pore would need to 

be improved such that the pore current at any given time during translocation would 

sample a smaller number of nucleotides (ideally a single nucleotide).  

 

2) DNA translocation rate and translocation control. DNA translocates the pore too 

quickly to observe individual nucleotides in translocation [29,30]. The translocation 
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rate would need to be reduced by ~3 – 5 orders of magnitude, to enable longer dwell 

time of DNA in the pore, enabling longer integrations times to achieve single 

nucleotide resolution. Moreover, greater control over the translocation process will 

be required. The appearance of a broad distribution of DNA translocation times 

increases the uncertainty in the number of bases that have transited the pore [29]. 

Reducing the stochasticity of DNA motion and improving overall control of 

translocation (e.g. controlling back-stepping of nucleotides) will be critical for 

successful sequencing. 

 

 Outside of these, other issues remain (e.g. improving lipid bilayer stability in the case of 

sequencing using a protein pore, dealing with DNA secondary structure, etc...), however it is 

recognized that the above two problems represent large hurdles with respect to the realization 

of nanopore sequencing. As discussed below, however, significant progress has been made in 

addressing both of these issues. 

 

2.2.1 Pore spatial resolution and sensitivity 

 In the case of biological pores, the group of Hagan Bayley has demonstrated the great 

utility of protein engineering for improving pore sensitivity [88,89]. In one study the authors 

showed significantly improved discrimination between individual nucleotides contained in an 

otherwise poly-dC homopolymer using mutant α-HL (over wild-type) [88]. Site-directed 

mutagenesis of glutamic acid (E111N) and lysine (K147N) residues in the central 

constriction of the α-HL pore (a key base recognition site of α-HL), to form the so-called NN 

mutant, is thought to increase the effective diameter of the constriction in the presence of 
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ssDNA thereby increasing the current flow through the pore and improving discrimination 

between nucleotides in the region [88]. In a subsequent study, additional changes to residues 

in the α-HL constriction, in particular M113Y, led to further improvements in base 

discrimination over both the NN mutant and wild-type α-HL [89]. 

 While α-HL is the most widely used pore in nanopore sensing, a genetically engineered 

form of the MspA biological pore, with a decreased negative charge density relative to wild-

type MspA to facilitate capture and translocation of DNA, has recently been developed and 

has shown considerable promise as a candidate pore with excellent spatial resolution [81]. As 

mentioned previously, MspA is a funnel shaped pore with a ~1.2 nm diameter constriction 

(slightly smaller than the α-HL limiting aperture) [30]. Its shape and constriction size mean 

that the current through the pore in the presence of single stranded DNA (ssDNA) is 

determined by a smaller subset of nucleotides relative to α-HL [81]. Moreover, the separation 

in nucleotide-specific current through MspA is enhanced by approximately 3.5 times relative 

to α-HL [81]. The substantially improved sensitivity of the MspA pore for base recognition 

over wild-type α-HL make it an attractive candidate for nanopore DNA analysis and 

sequencing applications.  

 

2.2.2 DNA translocation rate and translocation control 

 Substantial developments have also been made with respect to slowing the translocation 

velocity of DNA [30]. By controlling a variety of experimental parameters such as 

temperature, solution viscosity (e.g. through the addition of glycerol), salt concentration, and 

applied voltage, Fologea et. al. demonstrated a ~10 fold reduction in translocation speed 

relative to standard experimental conditions (e.g. 1M KCl, 20ºC, 120mV) [90]. Use of 
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organic salts (versus KCl) has also been shown to slow DNA translocation [91]. Others have 

explored the use of chemically labeled nucleotides on the DNA strand thereby increasing the 

effective diameter of the labeled nucleotide and slowing its passage (and consequently that of 

the entire strand) through the α-HL pore [92].  

 An interesting approach proposed by Derrington et. al., that effectively addresses both 

issues of translocation speed and control, and which in early demonstrations with MspA has 

been shown capable of sequencing very short strands of DNA (five nucleotides in length), 

involves interspacing individual nucleotides in a DNA strand with a small DNA duplex [81]. 

In this approach, known as duplex-interrupted sequencing [81], analyte DNA is converted 

into a synthetic DNA strand whereby each nucleotide to be sequenced is converted into the 

same nucleotide plus a small (~14 base) duplex encoding region. After conversion, DNA 

strands that are complementary to the duplex encoding region are added to solution 

hybridizing to appropriate regions on the synthetic strand, thereby forming a DNA molecule 

with individual nucleotides interspaced by duplexes. The molecule is then electrophoretically 

driven into an MspA nanopore, translocating the pore until a duplex encounters the pore 

constriction, at which point the strand is halted and the single nucleotide overhang resident 

within the constriction is read via the pore current. Continuous application of the voltage 

eventually results in duplex dissociation, and subsequent strand translocation until the next 

duplex in the molecule encounters the constriction. In this approach DNA translocation is 

regulated by the binding energy of the duplex and the voltage-dependent timescale at which 

duplex dissociation occurs. Free design of the duplex, therefore, gives significant control 

over the translocation process, particularly the translocation rate, providing sufficient time to 

capture and read the residual current associated with the individual nucleotide occupying the 



Chapter 2. Nanopore sensing: Background 
 

24 

limiting aperture of the pore. Given that the pore current through MspA  is primarily 

determined by a set of trinucleotides that occupy its limiting aperture [81], this approach to 

sequencing has been shown workable in the case where individual nucleotides are 

represented by a set of trinucleotides (e.g. A -> AAA, C-> CCC, etc…). In this case, as the 

duplex halts translocation, a trinucleotide set occupies the pore constriction and can be 

readily identified from observation of the ionic current [81]. While this approach to 

sequencing could potentially be fast and offer long read-lengths, the ability to convert and 

read large fragments of DNA with high accuracy via this method has yet to be demonstrated.  

 

 A promising approach to slowing DNA translocation to a uniform rate that may enable 

direct strand sequencing is through the use of enzyme motor proteins (e.g. a DNA 

polymerase) that bind DNA and regulate its motion through the pore via synthesis of a 

complementary DNA strand [93]. This approach to translocation rate control has four key 

advantages:  (i) Because the enzyme binds DNA in solution the enzyme-DNA complex can 

be easily driven into the pore with an applied voltage. (ii) As the enzyme synthesizes the 

complementary strand the ssDNA that is threaded through the pore experiences a much 

slower and controlled motion as each nucleotide is incorporated into its complementary 

strand (e.g. a typical polymerase has turnover times of tens of milliseconds per nucleotide 

added [94]). (iii) Instead of a continuous motion of DNA through the pore, enzymatic control 

produces a ratcheting effect in which each nucleotide halts in the pore as the enzyme goes 

through its synthesis cycle [93], allowing for greater signal averaging of the current produced 

by each nucleotide. (iv) A significant amount of control over the translocation process can be 
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obtained by regulating the concentration of divalent cations in solution required for DNA 

synthesis.   

 

2.2.3 Nanopore sequencing approaches 

 Using this approach to translocation control coupled with the sensitivity of the MspA 

nanopore, Manrao et. al. recently demonstrated the feasibility of nanopore DNA sequencing 

[15] (figure 2-3). Using phi29 DNA polymerase to control DNA motion through the pore (an 

enzyme previously shown capable of reducing the DNA translocation rate from microsecond 

timescales per nucleotide to tens of milliseconds per nucleotide [93]), the authors were able 

to resolve differences between sets of four nucleotides occupying the MspA pore constriction 

during translocation with single nucleotide resolution [15]. Much work remains in order to 

demonstrate complete sequencing via this method, for example, development of automatic 

sequence extraction algorithms, handling extended homopolymer regions, and measuring the 

library of current levels for all possible four nucleotide sequence combinations [15]. 

Nevertheless, this work represents an important milestone on the path towards nanopore 

sequencing and clearly demonstrates the potential of this approach to achieve low-cost, high-

throughput DNA sequencing.  
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Figure 2-3. Nanopore sequencing with a DNA polymerase. (top) Cross-sectional view of 

an MspA nanopore (purple) incorporated in a lipid bilayer. Captured, and docked over top of 

the pore is a phi29 DNA polymerase - DNA complex (polymerase in green) synthesizing a 

complementary strand to the single stranded DNA (ssDNA) molecule that is threaded 

through the pore. As individual nucleotides are added to the complimentary strand ssDNA in 

the pore moves, in single nucleotide steps towards the cis side of the pore. The polymerase 

regulates the motion of ssDNA through the pore thereby reducing the DNA translocation rate 

from microsecond timescales per nucleotide to tens of milliseconds per nucleotide enabling 

single nucleotide resolution [15,93]. (bottom) Demonstration of the repeatability of 

nanopore sequencing with a polymerase and the similarity of the current levels for the bases 

that makeup the translocating DNA molecule. Each color represents a single event in which 

the entire complimentary strand (sequence shown below) is synthesized (shown are results 

for 20 different events). Each current level represents the current through the pore in the 

presence of a given set of four nucleotides in the pore constriction (current is expressed as the 

ratio of the blockage current (Ib) to the open-channel current (IO)). Undetected current levels, 

due to repeat nucleotides and / or similar currents are indicated with the missed nucleotide 

shown below the sequence. The excellent repeatability of this approach demonstrates its 

viability for nanopore sequencing. Image source: [15] (reprinted by permission from 

Macmillan Publishers Ltd: Nature Biotechnology [15], copyright 2012). 

 

 Another interesting approach that makes use of a DNA-processing enzyme was proposed 

by Clarke et. al. who use an exonuclease to cleave off individual mononucleotides from a 

DNA strand which are subsequently electrophoretically driven through a mutant α-HL 

nanopore [95]. The mutant pore is engineered by a combination of site-directed mutagenesis 

of residues in the pore constriction, for improved base sensitivity over wild-type α-HL 

[88,89,95], and by covalent attachment of an aminocyclodextrin adaptor in the β-barrel of α-

HL to further constrict the channel [95]. Using this approach the authors show that the 

individual mononucleotides translocate the pore in millisecond timescales (significantly 

slower than in direct DNA polymer translocation) and could be detected and identified with 

greater than 99% accuracy [95]. Moreover, in addition to distinguishing between the four 

DNA bases, 5’-methylcytosine could also be readily detected and identified via this method, 

thereby demonstrating the potential of nanopore sensing for methylation sequencing with 
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application to cancer diagnostics and monitoring. This approach to sequencing known as 

‘sequencing by digestion’ or ‘exonuclease sequencing’ could become feasible provided there 

is a way to chemically attach an exonuclease to the pore and to guarantee that each individual 

nucleotide, once cleaved, enters and translocates the pore with high probability. Exonuclease 

sequencing is one of two strategies to nanopore sequencing currently in development by 

Oxford Nanopore Technologies, a leading nanopore technology company in pursuit of 

developing the first commercial nanopore sequencer. 

 

 In addition to the aforementioned approaches to nanopore sequencing with demonstrated 

proof-of-concepts, several other approaches that are uniquely suited to synthetic nanopores 

are also under active investigation, including sequencing by measuring characteristic 

tunneling currents across individual nucleotides translocating a synthetic pore embedded 

with electrodes [30,96] (figure 2-4). Experiments with scanning tunneling microscopes [97] 

indicate the possibility of discriminating between the nucleotides in this way and therefore 

sequence DNA oligomers [30,98]. This is because the energy gap between the highest 

occupied and lowest unoccupied molecular orbitals of each nucleotide is unique [30,99].  

Nanofabricated metallic gap junctions have also been used to identify individual nucleotides 

by measuring tunneling currents [30,96]. Neither of these studies involved nanopores, 

however if a tunneling sensor could be fabricated in a solid-state nanopore, and the DNA 

translocation velocity reduced, it might be possible to sequence DNA in this way [30].  
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Figure 2-4. Nanopore sequencing via electron tunneling. Single stranded DNA 

translocating a synthetic nanopore embedded with a set of tunneling electrodes (gold) spaced 

~1 nm apart. Changes in tunneling current as individual nucleotides pass the electrodes could 

be used to identify the bases. Inset: A nucleotide positioned between the tunneling electrodes 

in the pore. Image source: [30] (reprinted by permission from Macmillan Publishers Ltd: 

Nature Nanotechnology [30], copyright 2011). 

 

 Several other approaches to nanopore sequencing are in development, including: 

Hybridization assisted sequencing [100], optical recognition of converted DNA [101], base-

by-base ratcheting of ssDNA using electrostatic traps [102], and graphene-based sequencing 

[103,104,105] (refer to the following reviews [29,30,106] which provide additional details on 

these methods). Regardless of the method, however, these approaches to nanopore 

sequencing (and others) require that DNA translocate a nanometer-scale pore, and therefore 

require precise control over the dynamics of DNA translocation. Unfortunately, uncontrolled 

DNA translocation times are highly variable with identical polynucleotides transiting the 

pore in times that can be orders of magnitude apart [22,23,29]. This can severely limit the 

accuracy with which bases can be detected and identified in a translocating strand for 
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sequencing. Critical to improving DNA translocation control is a detailed understanding and 

characterization of the physics of DNA motion through nanopores. Given this, we sought to 

investigate DNA translocation dynamics and elucidate the mechanism of DNA transport 

through nanopores. 
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Chapter 3 

3 Subdiffusive dynamics of DNA 

translocation 

 Understanding and characterizing the physics of DNA translocation through nanopores 

is critical to the functionality of nanopore sequencing. Translocation is one part of the 

process of DNA motion from one side of a rigid wall to the other through a nanopore, a 

process that is also governed by the dynamics of DNA capture. DNA capture is the process 

by which DNA in a coiled state in solution arrives at the mouth of the pore with one of its 

ends threaded into the pore.  This process has been covered in detail elsewhere [50,107] but 

briefly involves a combination of processes including drift-diffusion of DNA towards the 

mouth of the pore and the crossing of an entropic barrier arising (primarily) from the 

localization of one of the chain ends at the pore entrance to enable single-file threading 

through the pore. This chapter is concerned with the dynamics of DNA threading through the 

nanopore and into the receiver compartment upon capture (i.e. DNA translocation). Despite 

the conceptual simplicity of the translocation process it is governed by a variety of factors 

which can complicate an analysis of the dynamics. 

 This chapter begins with a discussion of the theory of DNA translocation dynamics. The 

presence of a broader-than-expected distribution of translocation times in the translocation of 

short, single stranded DNA at low velocity indicates subdiffusive dynamics of DNA 

translocation. We discuss two distinct models for explaining the origins of subdiffusion in 
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translocation, namely, fractional dynamics and the fractional Langevin equation, both of 

which are consistent with the data. We propose a method for distinguishing between these 

models which involves probing the sequence dependence of DNA translocation and we 

show, in carrying out this investigation, that subdiffusive translocation dynamics stem from 

stochastic, sequence dependent binding interactions between DNA and the pore in 

accordance with a model of DNA translocation based on fractional dynamics.  

 Our results, in combination with experimental, theoretical and simulation work by others 

indicates the presence of regimes in translocation in which translocation dynamics is 

governed by different processes depending on DNA length and translocation velocity, which 

we discuss.  

 

3.1 DNA translocation dynamics: Background 

 Early models of DNA translocation through a narrow pore, based on the experimental 

results of Kasianowicz et. al. [21], describe the process as 1D diffusive given by a 1D 

Fokker-Planck equation [31],  
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where x is the distance along the polymer chain contour that has translocated the pore, P(x,t) 

is the probability density function to find the chain with a length x at time t in the receiver 

compartment, and v and K are the drift and diffusion constants respectively. The first-passage 
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time distribution F(x0, t), i.e. the distribution of polymer translocation times, can be 

determined from the probability density function by [33] 
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 Assuming translocation without retraction from the pore with an initial position of the 

chain end at the pore entrance (x0 = 0), in the presence of an external bias, F(0,t) is given by 

[32,33], 
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where L is the length of the translocating polymer. Equation (3), in particular, predicts 

exponential decay at long translocation times and a mean first passage time (FPT) of 





0

),0( vLdtttF  [32], i.e. a mean FPT that corresponds to classical linear motion with a 

drift velocity v.  

 The first experimental observation of deviation from the predictions of Markovian 

dynamics (equation 3) came from Bates et. al. [34] in probing the translocation dynamics of 

short, single stranded DNA molecules (poly-dA, 60 nucleotides in length) through α-HL in 

the drift-free and low drift regime. In particular the authors showed that translocation times 

are broad relative to exponential decay, containing non-negligible contributions at long times 
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indicative of additional mechanisms in translocation that are not accounted for by simple 

Markovian models based on Brownian motion [32]. In exploring this further, we probed the 

translocation dynamics of short ssDNA molecules (poly-dA ranging in length from 15 to 65 

nucleotides) by observation of the thermally activated escape of avidin-bound-DNA from an 

α-HL nanopore over an electrostatic energy barrier (figure 3-1a) [18]. In this configuration 

we obtain excellent control of the translocation process by simply tuning the voltage which 

adjusts the energy barrier for escape enabling the exploration of translocation dynamics over 

a very wide range of timescales (milliseconds to seconds) in the low drift regime [18]. We 

found that the first passage time distribution for DNA escape is slower than exponential, 

exhibiting a power law tail at long times (figure 3-1b) [18] thereby demonstrating non-

Markovian translocation dynamics, specifically anomalous subdiffusion.  
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Figure 3-1. Single molecule DNA escape from α-HL. (a) Avidin-bound-ssDNA in solution 

(avidin in green, ssDNA in black) is captured into an α-HL nanopore (yellow) at 200mV 

(voltage trace shown in red), decreasing the ionic current (I) through the pore. Avidin acts as 

an anchor preventing the full translocation of ssDNA. The potential is then reduced to the 

escape potential (80mV shown). The molecule undergoes thermally activated escape from 

the pore after a time tesc (the escape time). (b) Survival probability of poly-dA (27 

nucleotides in length) in the pore against the escape potential (80mV). The survival 

probability is the probability that DNA is in the pore at time t upon application of the escape 

potential and is the integral of the FPT distribution for escape [32,36]. The log-log plot 

emphasizes the long power law region between 0.1s and 10s. Shown are single exponential, 

two-term exponential, stretched exponential and Becquerel fits to the data. Only the 

Becquerel fit (red), which decays as a power law at long times [18], qualitatively reproduces 

the data. 

 

 Unlike normal diffusion, anomalous diffusion is characterized by slowly decaying 

memory effects which translates into long-tails in the first passage time distribution 

[32,35,36]. In this case the mean-square displacement is given by tx 2 , with 

subdiffusion corresponding to 0 < α < 1 [32,35,36]. Anomalous diffusion therefore is a 

generalization of diffusive transport with normal diffusion corresponding to the case of α = 

1. While our work was an important step towards understanding deviations from Markovian 

translocation dynamics, an open question remains as to the underlying physical mechanism 

giving rise to anomalous subdiffusion in DNA translocation. Two distinct models, in 
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particular, have been put forth in this regard: Anomalous diffusion based on fractional 

dynamics [32] arising, for example, from binding interactions between DNA and the pore 

[18], and anomalous diffusion based on the fractional Langevin equation due to the multiple 

timescale relaxation dynamics of the DNA chain [37]. These models are governed by 

fundamentally different equations (as discussed below) and therefore determining the 

appropriate model that accurately characterizes the subdiffusive dynamics of DNA 

translocation is critically important to understanding the translocation process. Before 

discussing our method for distinguishing between these models and presenting our results we 

first provide a brief review of each. 

 

3.1.1 Fractional dynamics 

 Fractional dynamics is based on the continuous time random walk (CTRW) model of 

diffusion [35,36]. CTRW is a generalization of a simple random walk whereby the step 

length and waiting time between steps are distributed random variables given by the jump 

distribution ψ(x,t) (this is in contrast to a simple random walk in which the step length and 

waiting time are constant). The distribution of step lengths can be determined from the jump 

distribution by, 
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and the distribution of waiting times by,  
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 A simple random walk is therefore a specific case of a CTRW where λ(x) and w(t) are 

delta function distributions. If the step length and waiting time are independent random 

variables the jump distribution is decoupled and can be expressed as )()(),( twxtx   .  

 Fractional dynamics emerges if, for a given CTRW process, the characteristic waiting 

time T given by, 
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or the step length variance Σ
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diverge. Of particular relevance, with respect to DNA translocation, is when, for finite Σ
2
, the 

distribution of waiting times exhibits a power law tail at long times of the form, 
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where τ is an internal timescale. In this case T diverges (along with all other moments of the 

waiting time distribution) and large waiting times occur with comparatively high probability 

thereby governing the transport process. It can be shown [35,36,108] that under these 

conditions, in the presence of an external field, the transport dynamics is subdiffusive and is 

given by the fractional Fokker-Planck equation, 
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where vα is a generalized velocity with dimension   


 msv , Kα is the generalized 

diffusion coefficient given by
v

Kv
K 

  , and the fractional Riemann-Liouville operator, 
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 In this case the mean displacement is given by 


 tvx  , in contrast to normal diffusion 

where α = 1 and the corresponding mean is vtx  . In normal diffusion the fractional 

Fokker-Planck equation (equation 9) reduces to the Fokker-Planck equation (equation 1).  

 

 In the context of DNA translocation, Metzler et. al. showed that if the normal diffusive 

motion of DNA out of the pore is successively stalled with a waiting time for the process to 
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resume that is distributed according to equation 8 then such a multiple trapping model would 

lead to fractional dynamics of DNA translocation [32,35]. In this case the governing 

dynamics is given by the fractional Fokker-Planck equation (equation 9) and the distribution 

of DNA translocation times (i.e. the FPT distribution) would decay as a power law at long 

times [32] consistent with our findings (figure 3-1b).  

 A physical mechanism that could potentially give rise to fractional DNA translocation 

dynamics is stochastic binding interactions between DNA and the pore. In such a model the 

normal diffusive motion of DNA out of the pore is successively stalled by random binding 

events between DNA and the pore. In exploring this hypothesis we developed and simulated 

a model of DNA translocation involving stochastic binding interactions between DNA and 

the pore. Before presenting details of our model and results we discuss anomalous 

translocation dynamics based on the fractional Langevin equation.  

 

3.1.2 Fractional Langevin equation 

 The Langevin equation approach to characterize the motion of a Brownian particle is 

based on Newton's second law extended to include random forces. In particular, for standard 

Brownian motion the random force corresponds to uncorrelated (white) Gaussian noise (i.e. 

standard Brownian motion is a memoryless process). When the random noise is non-white, 

however, and exhibits correlations, the resulting motion is described by the generalized 

Langevin equation (GLE), which in one dimension is given by,  
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where m is the mass of the diffusing test particle, ζ is the friction coefficient, U(x) is the 

potential energy, and K(t) is the memory function which is related to the statistics of the 

random variable θ(t) by the fluctuation-dissipation theorem, i.e.   )'()(' ttttTKkB   , 

with kB Boltzmann's constant, and T the temperature. The fractional Langevin equation (fLE) 

is a specific case of the GLE where the noise term θ(t) is modeled as fractional Gaussian 

noise (fGn), i.e. long-range, power law correlated Gaussian random variables [109] with zero 

mean [37]. In this case the memory function becomes [37]   22
')12(2'
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where H is the Hurst exponent, a measure of the temporal correlations in the noise and is 

defined in the range 1/2 < H < 1 [37]. The fractional Langevin equation can be transformed 

into an equivalent equation for the probability density function P(x,t) which can be shown is 

given by a Fokker-Planck equation with time-dependent drift and diffusion coefficients 

[36,37,110]. This is in contrast to fractional dynamics which is described by the fractional 

Fokker-Planck equation (equation 9) highlighting a fundamental difference between these 

two approaches in their characterization of anomalous diffusion. Nevertheless the fractional 

Langevin equation describes subdiffusive dynamics and can yield FPT distributions that 

decay as a power law at long times [37], consistent with our findings (figure 3-1b). 

 In the context of DNA translocation, simulation studies of the translocation of long DNA 

molecules reveals subdiffusive transport stemming from the dynamics of the DNA chain 

whose interconnected parts have different rates of relaxation [37,111,112,113]. Diffusion in 

this case, which translates into temporal correlations in the random fluctuating forces of the 

dissipative medium [37], is very well described by the fLE where the use of fGn, rather than 

simple white noise, is intended to mimic the long memory fluctuations expected to be present 
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in a system with multiple timescales of relaxation [37,110]. In the unbiased and low-drift 

regime, for example, theory and simulations by Panja et. al. show that local strains induced 

in the polymer as monomers move across the pore, stretching the polymer on one side of the 

pore and compressing it on the other, can be expressed in terms of the polymer fluctuation 

modes and corresponding relaxation times [112,113]. In this case, it can be shown that the 

strain decays as a power law in time resulting in anomalous translocation dynamics 

[112,114].  

 While these studies show that the complex relaxation dynamics of DNA leads to 

anomalous subdiffusion of long DNA molecules through nanopores [111,112], it is unclear 

the degree to which these same effects effect the translocation dynamics of short polymers 

[31,115]. Indeed, Lubensky et. al. show that for short ssDNA (~<  300 nucleotides in length) 

the polymer relaxes quickly such that relaxation effects may be ignored in the analysis of 

translocation dynamics [31], a result that is in part corroborated by Brownian dynamics 

simulations of short ssDNA translocation through nanopores [115]. Nevertheless, the role of 

DNA relaxation dynamics in translocation and a corresponding fLE treatment of the 

translocation process is an important hypothetical interpretation and model of our 

experimental results on the translocation dynamics of short ssDNA (figure 3-1b). 

 

3.2 Investigating the origins of subdiffusive dynamics of 

DNA escape 

 Our results on the escape dynamics of ssDNA from α-HL (figure 3-1b) demonstrate that 

low velocity motion of short DNA molecules through nanopores is subdiffusive. We have 
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discussed two possible models of DNA translocation to explain these results, namely: 

Fractional dynamics arising from stochastic binding interactions between DNA and the pore 

and a model based on the fractional Langevin equation arising from the complex relaxation 

dynamics of DNA. Both models are consistent with our data [18,37]. Nevertheless, these 

models are characterized by fundamentally different phenomenological equations. 

Determining the appropriate model, therefore, is critically important to understanding and 

characterizing the translocation process.  

 In this regard, the relaxation dynamics of DNA (with respect to the fLE model of 

translocation), to first-order, can be determined from coarse-grained models of polymer 

dynamics, i.e. the Rouse and Zimm models, in which the individual monomers are identical 

and sequence effects, in the case of DNA, are of higher-order [107]. Anomalous translocation 

dynamics arising from the relaxation dynamics of DNA are therefore expected to be 

sequence independent, to first-order, being determined largely by the dynamics of the 

polymer chain. In contrast, a fractional dynamics model of translocation based on binding 

interactions between DNA and the pore is expected to be sequence dependent due to 

differing association constants between individual nucleotides and the amino acids that 

decorate the internal surface of the α-HL pore, which, in some cases, can differ by an order 

of magnitude [116]. Exploring the effect of sequence on the escape dynamics of DNA, 

therefore, should provide significant insight on the origins of anomalous subdiffusion in 

DNA translocation. Given this we sought to investigate the effect of sequence on the escape 

dynamics of DNA. 
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3.2.1 Sequence effects on DNA escape dynamics 

 In exploring the sequence effects on DNA escape we characterize the escape dynamics 

of short, avidin-bound DNA homopolymers composed of adenine and cytosine from α-HL, 

and show that DNA escape dynamics are highly sequence dependent. In particular we show 

that the escape timescale of a homopolymer of adenine is ~2 orders of magnitude faster than 

that of cytosine indicative of sequence dependent interactions between DNA and the pore. 

We develop a three state model of DNA escape that involves stochastic binding events 

between DNA and the pore and show, through Monte Carlo simulation, that it accurately 

reproduces the experimental data. Our results therefore indicate that the origin of 

subdiffusive dynamics of DNA escape stem from binding interactions between DNA and the 

pore consistent with a model of DNA translocation based on fractional dynamics.  

 Through our model we characterize the escape and binding kinetics of poly-dA and 

poly-dC from α-HL and present methods for characterizing differences in their interaction 

energy with the pore. Our results show that the interaction strength of adenine with α-HL is 

substantially lower than that of cytosine. Lastly, we explore the effect on poly-dC escape 

dynamics upon substitution of a subsection of its bases with 5-methylcytosine. Although we 

observe no change in dynamics beyond the error bars of our measurements we show that 

discrimination between 5-methylcytosine and cytosine can be achieved based on differences 

in ionic current through wild-type α-HL. This differs from previous studies, which 

discriminated between these two nucleotides using mutant α-HL [95,117], and thereby shows 

that in principle nanopore sequencing approaches based on wild-type α-HL can also 

potentially be used for methylation sequencing which points to the potential application of 

this technology in cancer diagnostics and monitoring.  
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 In addition to providing significant insight on the subdiffusive dynamics of DNA 

translocation, our results, which demonstrate that low velocity DNA motion through 

nanopores is highly sequence dependent, point to the possibility of using nucleotide dwell-

time in the pore as a second metric by which to distinguish individual nucleotides in 

nanopore sequencing (in addition to nucleotide blockage current), opening new avenues by 

which to improve the overall design and optimization of nanopore sequencing methods.  

 

3.2.1.1 Materials and methods  

 In similarity to our previous work [118] we perform DNA escape experiments with 

multiple α-hemolysin pores in parallel. By performing synchronous parallel single molecule 

measurements, we significantly reduce the time to acquire statistically relevant data by an 

amount proportional to the number of pores, thereby obtaining high quality data with only a 

few measurements, as compared to hundreds of consecutive single molecule measurements. 

In contrast to escape experiments with a single pore, whereby the measured current is in one 

of two states (capture or escape), the signal extracted in a multi-pore experiment rises 

steadily as an increasing number of DNA molecules escape from the pore.  

 We electrophoretically insert single stranded DNA (ssDNA) molecules, each coupled to 

avidin, into α-HL nanopores (one DNA molecule per pore) and subsequently allow them to 

thermally escape against an applied electric potential (figure 3-2). 
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Figure 3-2. Multi-nanopore DNA escape. Application of a capture voltage (+150mV) leads 

to the capture and trapping of probes, resulting in the gradual blockage of the pores and 

decrease in the ionic current. After sufficient time to allow for >95% of the pores to be filled, 

each with a single DNA molecule, the voltage is reduced to the escape potential (+65mV 

shown), allowing for thermally activated escape of DNA from the pore against the 

electrostatic energy barrier. After sufficient time such that >99% of probes have escaped 

from the pore, the voltage is then reduced to a large negative potential (-100mV shown) 

forcing any remaining probes out of the pore, followed by a return to 0mV for ~1s and a 

return to the escape voltage (+65mV shown) for ~0.5s to determine Ifinal. The current through 

the pore as a function of time during escape is used to determine the likelihood that DNA is 

in the pore at time t upon application of the escape potential (i.e. the survival probability of 

DNA in the pore during escape). 

 

 The α-HL pores are formed using a method adapted from that of Akeson et. al. [22]. 

Briefly, a black lipid membrane of 1,2-diphytanoyl-sn-glycero-3-phosphocholine (Avanti, 

Alabaster AL) and hexadecene (Sigma-Aldrich, St. Louis MO) is formed across a 25μm 

PTFE aperture connecting two baths filled with 1M KCl, 10mM HEPES, pH 8.0 solution. 

Details on lipid bilayer formation can be found in Appendix C and that of data collection is 

described elsewhere [119]. An Axon Axopatch 200B patch clamp amplifier (Molecular 
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Devices, Sunnyvale CA) is used to measure the ionic current. Data is low-pass filtered at 

10kHz by a 4-pole Bessel filter and sampled at 100kHz. Unless otherwise stated, DNA 

oligomers were synthesized by Integrated DNA Technologies (Coralville, IA) to be 27 

nucleotides in length (approximately the full length of  α-HL [18]), single stranded, 

biotinylated at the 5’ end and coupled to avidin (all oligomers were HPLC purified). These 

complexes are for our purposes referred to as probes. Different probes used in this work 

included a homopolymer of adenine (dA27) and a homopolymer of cytosine (dC27). DNA 

escape experiments are conducted with 50 – 100 pores incorporated into the bilayer by 

injection of free subunits into solution which subsequently self-assemble into heptameric, 

membrane-spanning pores. Confirmation of the number of pores is achieved by applying a 

+100mV electric potential across the membrane (trans side positive) and observing the 

stepwise increase in the current (~97pA per pore), indicative of single pore incorporations in 

the bilayer. Probes are driven into the cis side of the α-HL nanopores (figure 3-2 – inset) by 

applying a +150mV electric potential across the bilayer for 15s, at which time >95% of the 

pores have ssDNA trapped within them (calculated based on the single pore IV-curves for an 

open and DNA occupied pore [118]). Avidin acts as an anchor preventing the translocation 

of DNA, thus ensuring that DNA exits on the cis side of the pore. Note that at 150mV the 

likelihood of dissociating the biotin-avidin complex is extremely low [120]. The electric 

potential is subsequently reduced to the escape potential (+65mV or +75mV) for 15s (which 

is ~5000 times the characteristic timescale for escape from α-HL for dA27 at +65mV – table 

3-1). A typical parallel single-molecule current trace of escape events is shown in figure 3-2. 

From the raw current trace during thermal escape, the survival probability as function of 

time, Ps(t), is determined, which is the likelihood that a DNA molecule is still present in the 
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pore at time t upon application of the escape potential (the survival probability is the integral 

of the FPT distribution for escape [32,36]).  Specifically, 
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where I(t) is the total ionic current through all pores at time t during escape, I0 is the total 

current through the pores at the onset of escape (t = 0), and Ifinal is the total open-channel 

current through all pores at the escape voltage. I0 must be calculated because its value is lost 

in the capacitive current spike that ensues upon changing the voltage from the capture 

potential (+150mV) to the escape potential. It can be calculated, however, from the α-HL IV-

curves [118], the total number of pores, and the total current through all pores just prior to 

initiating the escape process. Ifinal is determined empirically at the end of the cycle of voltages 

(figure 3-2). Refer to [119] for further details on how to calculate I0. Only the first 95% of 

probe escapes are analyzed (i.e. to logPs(t) ~ -1.3) to avoid the significant influence of 

current noise when the number of occupied pores becomes small
*
. Between 3000 and 10,000 

single molecule escape events are recorded to accurately determine the survival probability 

for any given polynucleotide. Given that the DNA escape experiments are performed with 

multiple pores in parallel, and that probe molecules are present in solution on the cis side of 

the pores, it is possible that during the escape process, ssDNA in solution can be captured 

                                                           
*
 N. B. We find that the standard deviation in the total open channel current through all pores 

is ~2% of the total current at 100mV. In the case of 60 pores this amounts to a standard 

deviation in the current of ~115pA which is equivalent to the current through ~7 blocked 

pores (or ~1 open pore) at 100mV. 
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into empty pores (that were previously occupied) under the escape potential. We find that 

this should have a negligible effect on the calculated survival probability for dA27 at both 

+65mV and +75mV and for dC27 at +65mV. This is based on capture rate data for dC30 at 

+65mV (~0.0305/s per pore) and at +75mV (~0.064/s per pore) given in [121], which has 

been determined under roughly the same conditions (i.e. salt concentration, DNA 

concentration, temperature, etc…) as reported here. For 100 pores at a +65mV escape 

potential (for example) this translates into a capture rate of ~3/s. At +65mV the data, for 

dC27, is fit over an experimental time of ~1.5s (i.e. to logPs(t) ~ -1.3), therefore a crude 

estimate for the number of captures is ~5 during the experiment time. It should be 

emphasized however, that the estimate of 5 captures assumes that at t = 0 all pores are open, 

which is not the case (i.e. at t = 0 almost all pores, >95%, are DNA occupied). Therefore the 

true number of expected captures during the relevant portion of the experiment time (~1.5s) 

is expected to be much lower than 5 (a similar calculation can be carried out for dA27 at 

+65mV and at +75mV). In any case, an error bar of 5 pores in the current decay does not 

affect our results, and is comparable with our inherent current noise. For dC27 at +75mV, 

however, it is possible that captures during the escape process have an observable influence 

on the calculated Ps(t), and that the +75mV data should be viewed with this in mind; i.e. the 

dC27 +75mV data is an upper limit on survival probability and likely overestimates the 

escape time. Given that our conclusions are primarily based on +65mV data, however, this 

does not alter our conclusions with respect to sequence dependence of escape dynamics.  

 

 Detection and differentiation between 5-methylcytosine and cytosine was accomplished 

by electrophoretically trapping a probe molecule into a pore and recording the absolute ionic 
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current traversing the blocked pore for 1s. Consequently, these experiments were performed 

on a single pore, as opposed to multiple pores as described above. Two polynucleotides were 

used for comparison: a homopolymer of cytosine (dC27) and a heteropolymer consisting of 

cytosine and 5-methylcytosine (dCdmC27). Specifically nucleotides 10 to 14 (inclusive, 

measured from the 5’ to 3’ end) of dCdmC27 were 5-methylcytosine, while the remaining 

nucleotides were cytosine. Bases 10 – 14 were chosen to be methylated since it is likely, 

given the internal dimensions of α-hemolysin [72], that these nucleotides span the limiting 

aperture of α-HL when the molecule is driven into and trapped in the pore. We expect the 

greatest occlusion of the ionic current to occur at this location. Between 2000 and 3000 

single molecule capture events were recorded. Histograms of the ionic current through the 

pore were then determined for both polynucleotides. All experiments were performed at 

room temperature. 

 

3.2.1.2 Results and discussion  

 Figure 3-3 shows the survival probability for escape of dA27 and dC27 probes from α-

HL at an escape potential of +65mV. Consistent with previous observations on the escape 

dynamics of poly-dA [18], the survival probability for both dA27 and dC27 decay as a power 

law at long times (>~0.008s in the case of dA27 and >~0.5s for dC27), demonstrating 

subdiffusive dynamics of DNA escape.  
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Figure 3-3. Log-log plot of the survival probability vs. time. The survival probability of 

DNA in the pore (upon application of the escape potential) vs. time, for dA27 (>3000 single 

molecule events) and dC27 (>5000 single molecule events) at an escape voltage of +65mV. 

The large number of events comprising each dataset ensures that long escape events are 

statistically significant. Also shown are the corresponding fits to the data from the Becquerel, 

single exponential and three state model fits. In both cases (dA27 and dC27) the exponential 

fit is a poor fitting function to the data. With respect to the Becquerel decay law, although it 

fits the dA27 data reasonably well, it is a poor fitting function to the dC27 data. In contrast 

our three state model fit forms an excellent fit, particularly at long times, to both the dA27 

and dC27 data sets. All fits require 4 parameters for two data sets (in the case of the 

exponential fit a prefactor is used which is itself a free parameter). 

 

 The timescale for escape from the pore for dC27 is greater by more than an order of 

magnitude relative to dA27 (table 3-1), highlighting the highly sequence dependent dynamics 

of DNA escape, indicative of sequence dependent interactions between DNA and the pore. 

Our results therefore point to fractional dynamics as an appropriate modeling approach of the 

translocation process whereby subdiffusive transport arises from binding interactions 
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between DNA and the pore. To explore this hypothesis further we developed a physical 

model of the DNA escape process that involves binding and sequence dependent unbinding 

of DNA to (from) the pore.  It is a three state model adapted from Bates et. al. [34] where 

DNA in the pore is in either a free state (i.e. not bound to the pore) or a bound state (i.e. 

bound to the pore) and escapes from the pore from the free state (figure 3-4). In our model 

both the escape rate and binding rate are constant whereas the unbinding rate is a uniformly 

distributed random variable. To see this note that state SB in the model incorporates all 

possible bound states of DNA to the pore. DNA, however, can bind to the pore in different 

configurations with corresponding differences in binding strength (or energy barriers for 

unbinding). Moreover, the inner walls of the α-HL pore are decorated with a variety of amino 

acids with differing binding affinities to the DNA backbone and its nucleotides. This 

variability in binding strength can therefore be accounted for by distributing the unbinding 

rate. With respect to the choice of distribution, it has previously been shown that a uniform 

distribution of exit rates from a given state yields a dwell time distribution in said state that 

decays as a power law [122,123]. A uniform distribution of unbinding rates, therefore, 

translates into a power law distributed waiting time in the bound state, thereby making our 

three state model consistent with a model of DNA escape based on fractional dynamics. 
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Figure 3-4. Model of the DNA escape process from nanometer-scale pores. Model for the 

DNA escape process where SF represents the free state of DNA (i.e. DNA not bound to the 

pore), SB the bound state (i.e. when DNA is bound to the pore) and SE the state in which 

DNA has escaped from the pore. Our model invokes a constant escape rate ke, and binding 

rate kb, and a uniformly distributed unbinding rate ku ranging from 0 to ku max (i.e. ku ~ U(0, ku 

max)), where ku max is a sequence dependent rate (as opposed to the binding rate and escape 

rate which are both sequence independent). 

 

 In addition to being distributed, the unbinding rate is also sequence dependent, being 

largely determined by the binding strength of DNA to the pore, which is a function of the 

specific nucleotide composition. The escape rate and binding rate, however, are independent 

of sequence. The electrostatic energy barrier for escape is determined by the effective charge 

of the DNA backbone in the pore and the electric potential applied across the pore, both of 

which are sequence independent. With respect to binding, we expect this to be primarily a 

normal diffusive process, and therefore unaffected by sequence. However it should be 

emphasized that a sequence independent binding rate is a first-order approximation, which 

ignores differences in nucleotide size between purines and pyrimidines, and presumes that 

sequence does not influence (or influences to second-order) the diffusive properties of DNA 

in a confined volume. 

 

 To compare our model predictions with the experimental data we performed a Monte 

Carlo simulation of the three state model (figure 3-4) and characterized the resulting survival 

probability of DNA in the pore. In particular, our model of the escape process models the 
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escape of a single DNA oligomer from the pore. A single escape event begins in the free state 

SF and ends upon entering the escape state SE. The total escape time tesc for a single event is 

given by the sum of the total dwell time in the free state tfree and the total dwell time in bound 

state tbound, i.e. 

 

 boundfreeesc ttt   (13)  

 

both tfree and tbound are the sums of all the individual dwell times in the free state and bound 

state respectively. Hence, 
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 The individual dwell time in the free state tf is exponentially distributed (i.e. the survival 

probability in the free state exhibits first-order kinetics) with a transition rate out of the state 

given by the sum of the binding rate kb and escape rate ke. i.e.  

 

  fbebebef tkkkkkktf )(exp)(),(   (15) 

 

where ),( bef kktf   is the individual dwell time distribution in the free state. The 

probability of entering the escape state SE upon transitioning out of the free state is given by, 
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The individual dwell time in the bound state tb is also exponentially distributed with a rate 

however, that is uniformly distributed along the interval [0, ku max]. 

 Thus, beginning in the free state, tf is drawn from the distribution given by equation 15. 

To determine whether the DNA oligomer has entered the escape state or the bound state a 

uniform random variate along the interval [0, 1] is generated. If this number is less than pE 

then the DNA oligomer has escaped from the pore (i.e. has entered the escape state). If 

however, the converse is true (i.e. the number is greater then pE) then the oligomer has bound 

to the pore (i.e. has entered the bound state). In the bound state a uniform random variate 

representing the unbinding rate for that particular instance is drawn. tb is then drawn from an 

exponential distribution with said unbinding rate, thereby transitioning the system back to the 

free state. The simulation continues until the oligomer transitions to the escape state at which 

point the total escape time tesc is determined and recorded. 

 The simulation is run N = 32000 times for both dC27 and dA27, where N represents the 

total number of DNA escape events. From the generated escape time distribution the survival 

probability of DNA in the pore is then determined as outlined in [119]. 
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Table 3-1. Best fit kinetic rates for dA27 and dC27 at +65mV and +75mV escape 

voltage. Rates are obtained from a Monte Carlo simulation of the DNA escape model 

presented in figure 3-4. The binding rate kb and escape rate ke are both sequence independent 

quantities whereas the maximum unbinding rate, ku max, is sequence dependent. The rate of 

unbinding is ~2 – 3 orders of magnitude higher in the case of dA27 vs. dC27 indicative of a 

weaker interaction with the α-HL nanopore in the case of adenine relative to cytosine as 

shown in figure 3-5 (refer to text regarding discussion on the trend of decreasing rates with 

increasing escape voltage). Rates obtained at +75mV involve fitting to a partial dC27 data 

set. τescape is the timescale for escape obtained from the Becquerel fit to the data as defined in 

[18]. 

 

 Results from the Monte Carlo simulation are shown in figure 3-3. In order to fit both the 

dA27 and dC27 data sets simultaneously four parameters are required for the simulation: ke, 

kb, ku max, dA, ku max, dC (the escape rate and binding rate are presumed the same for both dA27 

and dC27). As can be seen from the figure the corresponding fits, obtained from the 

simulation, are in good agreement with both data sets at short and (more importantly) at long 

times. These results support the conclusion that the origin of subdiffusive dynamics of DNA 

escape stem from stochastic binding interactions between DNA and the pore consistent with 

a model of DNA translocation based on fractional dynamics. Also shown in figure 3-3 are 

the corresponding fits to the data for both the exponential and Becquerel decay laws. The 

exponential and Becquerel fits contain the same number of fitting parameters as our model to 

fit two data sets (in the case of the exponential fit a prefactor is used during fitting which is 

itself a free parameter). The exponential fit is a poor fitting function to both the dA27 and 
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dC27 data sets, failing to reproduce the DNA escape data at long times. With respect to the 

Becquerel fit, although it fits the dA27 data well, it provides a poor fit to the dC27 data. The 

corresponding rates, determined from our simulation, are shown in table 3-1 for escape at a 

+65mV and +75mV applied potential. It is interesting to note that all rates decrease with 

increasing voltage. A decreasing escape rate with increasing voltage is not surprising and is a 

result of a higher electrostatic energy barrier for escape. We reason that a decreasing binding 

rate with increasing voltage may be understood by considering that the electric force acting 

on trapped DNA will tend to stretch the polynucleotide, thus potentially hindering its ability 

to adopt conformations that allow it to explore the inner volume of the pore. This may 

translate into a reduced rate of encounter with binding sites in the pore, resulting in an overall 

decrease in the binding rate. The reason for a decreasing unbinding rate with increasing 

voltage, however, is not immediately clear and may be a result of the applied potential 

affecting either the energy barrier or the attempt rate (kD in the Arrhenius relationship) for 

unbinding (or both). 

 

 Given the sequence dependent DNA escape kinetics (table 3-1) we can characterize the 

differences in interaction energy between dA27 and dC27 with the pore. In particular a 

distribution of kinetic rates H(k) yields a distribution of activation energies g(Eb) [122,124]. 

In our case a distribution of unbinding rates translates into a distribution of activation 

energies for unbinding. The relationship between H(k) and g(Eb) is, 

 

 bb dEEgdkkH )()(   (17) 
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which is derived elsewhere [124]. The fundamental relationship relating the rate of 

transitioning from one state to the next with the energy barrier height that separates the two 

states is the Arrhenius relationship, 
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where kD is the attempt rate for barrier crossing, and τ is the timescale for state transitioning. 

Using equations (17) and (18) an expression for g(Eb) can be determined, 
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where Kb is Boltzmann’s constant, and T is the absolute temperature. This can, alternatively 

be expressed as, 
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For a uniform distribution of unbinding rates H(k) along the interval [0, ku max] we have, 
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where τu min is the shortest timescale for unbinding. Thus, 

 

           minlnlnexplnexp)(ln ukHg  
 (22) 

 

 Figure 3-5 shows the distribution of energy barrier heights for unbinding g(Eb/KbT) for 

dA27 and dC27, at +65mV, expressed as the distribution g(ln(τ)). Without knowledge of the 

attempt rate, kD, the absolute energy barrier height cannot be directly determined. However 

the random variables ln(τ) and Eb/KbT are related by a constant, ln(τd) (i.e. ln(τ) - ln(τD) = 

Eb/KbT, where τD = 1/kD). Thus subtracting ln(τD) from ln(τ) simply shifts the location of the 

distribution on the x-axis, while preserving its shape exactly. Therefore, we can determine 

relative differences in energy barrier heights from g(ln(τ)), despite being unable to determine 

absolute activation energies. The distribution g(ln(τ)), and thus g(Eb/KbT), is a shifted 

exponential distribution (equation 22), and is shifted by the logarithm of the shortest 

timescale for unbinding i.e. ln(τu min) = ln(1/ku max). Thus, in the case of g(ln(τ)) timescales for 

unbinding that are shorter then τu min are not possible. In the case of the distribution of energy 

barrier heights, g(Eb/KbT), the shift amount is the minimum energy barrier height for 

unbinding Eb min for a given polynucleotide. Thus energy barrier heights for unbinding that 

are smaller than Eb min are not possible (τu min and Eb min are related through the Arrhenius 

relationship, 







TK

E
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min exp  ). The average energy barrier height for unbinding 
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for dC27 is ~5.33 KbT higher (at +65mV) relative to dA27 (assuming equal attempt rates, kD 

in the Arrhenius relationship, for both dA27 and dC27), which indicates that the binding 

strength of adenine to the α-HL pore is substantially lower than that of cytosine. It is 

interesting to note that the association constant of cytosine for lysine at room temperature 

and neutral pH is ~10 fold greater than that of adenosine [116]. Thus it is possible that a 

nucleotide specific interaction with the ring of lysines that forms the limiting aperture of α-

HL may contribute to the observed difference in unbinding energy / unbinding rate between 

dA27 and dC27. Further work involving DNA escape experiments with heteropolymers 

composed of varying proportions and configurations of cytosine and adenine, and / or site-

directed mutagenesis of α-HL may elucidate the role that the lysines play in governing the 

kinetics of DNA escape. At +75mV the difference in the activation energy for unbinding 

between dC27 and dA27 is ~6.28 KbT (distributions not shown). The variability in the energy 

barrier heights for unbinding for both dA27 and dC27 as determined by the standard 

deviation of g(ln(τ)) is 1 KbT, for both polynucleotides, independent of voltage and ku max, 

which is a direct mathematical consequence of a uniform distribution of unbinding rates. 
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Figure 3-5. Activation energy distribution g(Eb/KbT) for unbinding from the pore 

expressed as g(ln(τ)). Shown is g(ln(τ)) for both dA27 (dashed line) and dC27 (solid line) at 

an escape voltage of +65mV. g(ln(τ)) and g(Eb/KbT) differ from each other only by their 

location along the x-axis – refer to text. The distribution, g(ln(τ)), for both dA27 and dC27 is 

a shifted exponential distribution (inset) shifted by the logarithm of the shortest timescale for 

unbinding (ln(τu min) where τu min = 1/ku max). In the case of g(Eb/KbT) the shift amount is the 

minimum energy barrier height for unbinding. Inset: The average energy barrier height for 

unbinding is ~5.33 KbT higher for dC27 relative to dA27, which indicates a greater binding 

interaction / strength of cytosine to the α-HL pore relative to adenine. The standard deviation 

of each distribution is 1 KbT. 

 

 Interestingly, our observation that poly-dA escapes from α-HL faster than poly-dC is 

opposite to what might be expected based on studies of high-speed ssDNA translocation 

through α-HL. In this case it has been shown that a homopolymer of poly-dA translocates 
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slower than a homopolymer of poly-dC [23,69], i.e. poly-dA moves through the α-HL pore 

slower than poly-dC. Based on this we would expect that dA27 would escape slower than 

dC27. This discrepancy highlights an important difference between DNA motion when the 

motion is fast (microsecond timescale in high-speed translocation) versus when it is slow 

(millisecond timescale during escape or low-velocity translocation). The binding rate of 

DNA to the pore is in the millisecond timescale (table 3-1). During high-speed translocation, 

nucleotides move through the pore in a timescale of 1 – 20μs [22,23,29], which is too fast for 

a given nucleotide to have a reasonable likelihood of binding to the pore. Thus in 

uncontrolled high-speed translocation the probability of binding is low and the effects 

reported here should have a minimal effect on the translocation process. In this case we 

expect translocation dynamics that are closer to Markovian, specifically for short DNA 

strands where relaxation effects may be ignored [31] (see section 3.1.2). Indeed, in 

experimental studies of high speed translocation of short ssDNA molecules through α-HL the 

translocation time distribution is reported to decay exponentially at long times [23,69], with a 

characteristic translocation time that scales linearly with polymer length [21], consistent with 

Markovian dynamics and a 1D normal diffusive model of DNA translocation [107].  

 When the motion of DNA is slowed, however, from microseconds to milliseconds 

sequence dependent DNA-pore binding interactions significantly affect translocation 

dynamics giving rise to anomalous transport of DNA through the pore (i.e. subdiffusive 

translocation dynamics). Thus we highlight an important difference in the process by which 

DNA moves through an α-HL nanopore when the motion is fast (microsecond timescale) as 

compared to when it is slow (millisecond timescale) and dominated by binding interactions 

with the pore. 
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 In addition to investigating differences in DNA escape dynamics between poly-dA and 

poly-dC from α-HL, we also studied the effect on poly-dC escape dynamics upon 

substitution of a subsection of its bases with 5-methylcytosine (dmC), by comparing escape 

dynamics between dC27 and dCdmC27. Our results (not shown) were inconclusive. Under 

the given experimental conditions we could not detect a difference in escape dynamics 

(based on the experimentally derived survival probability curves for each polynucleotide) 

between dC27 and dCdmC27 greater than the error bars on our measurements. A potential 

source of error in our measurements is room temperature fluctuations (~ C

CC 

 3

121  ) and the 

experiment temperature drift over time (~0.023⁰C/min)
†
, both of which may have an 

observable effect on escape dynamics. Given that methylation is a minor structural 

modification to dC, particularly in comparison to dC vs. dA, and is therefore expected to 

have a subtle effect on escape dynamics (if at all) it is possible that with more accurate 

temperature control some effect of methylation might be observed. Our results indicate that 

the escape timescale for dCdmC27 lies within the range τescape = 0.1405s ± 0.06s at an escape 

potential of +65mV (0.1405s being the timescale for escape of dC27 – table 3-1). Despite our 

inability to reproducibly detect a difference in escape dynamics between dC27 and 

dCdmC27, we did however notice a clear difference in the absolute blockage current through 

the pore between the two polynucleotides (figure 3-6). Consistent with previous observations 

[95,117], our results show that dmC tends to occlude the ionic current to a greater degree 

then dC. These results demonstrate that unmodified, wild-type α-HL can distinguish between 

                                                           
†
 Reported temperatures were measured with our current experimental apparatus which 

includes temperature control to ± 0.1⁰C. 
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dmC and dC, based on blockage current alone, whereas previous explorations of this 

blockage current difference [95,117] were made using modified α-HL. 

 

 
Figure 3-6. dC27 vs. dCdmC27 ionic current histograms. Shown are the ionic current 

histograms through a single α-HL pore upon capture and trapping of the dC27 vs. dCdmC27 

polynucleotides (>2000 single molecule events comprise each histogram). The histograms 

are expressed as I/I0, and are normalized to the peak of the distribution, respectively (I0 is the 

open pore current - not shown). dC27 and dCdmC27 differ only by the presence of 5-

methylcytosine at bases 10 – 14 (inclusive, measured from the 5’ to 3’ end) in the case of 

dCdmC27. Consistent with [95,117] these results show that dmC occludes the ionic current 

to a greater degree than dC. However, these results show that unmodified, wild-type α-HL 

can distinguish between dmC and dC by measurements of the blockage current alone. 

 

3.2.1.2.1 Translocation regimes  

 Our work, in combination with theory, simulation and experimental studies by others on 

single stranded DNA translocation through narrow pores, indicates the presence of important 
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regimes in translocation where translocation dynamics is governed by different processes 

depending on DNA length and translocation velocity.  

 

Short polymers, low velocity translocation  

 Our work shows that DNA motion in this regime is subdiffusive stemming from 

stochastic, sequence dependent binding interactions between DNA and the pore. In this case 

the appropriate phenomenological equation describing the translocation process is given by 

the fractional Fokker-Planck equation (equation 9).  

 

Short polymers, high velocity translocation  

 Our results indicate that binding between DNA and the pore, in this regime, is unlikely. 

Translocation dynamics of short DNA molecules, for which relaxation effects may be 

ignored [31] (see section 3.1.2), should therefore approach Markovian, consistent with 

experimental findings of high speed, short ssDNA translocation through α-HL [21,23,69] 

which indicate Markovian translocation dynamics and a corresponding description of the 

translocation process by a 1D Fokker-Planck equation [107].  

 

Long polymers, low velocity translocation 

 For long polymers translocating at low velocity our work in combination with theoretical 

and simulation studies by others indicate that translocation dynamics is likely determined by 

a complex interplay of multiple processes. In particular, we have shown that at low 

translocation velocity binding interactions between DNA and the pore play a significant role 

in translocation dynamics. Moreover, theory and simulations of DNA translocation through 
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non-interacting pores, in the unbiased and low-drift regime, show that DNA relaxation 

dynamics for long polymers, e.g. chain tension relaxations [112] (see section 3.1.2),  also 

play an important role in translocation [111,112,113]. Given this, we expect both processes 

(i.e. binding interactions and relaxation effects) to have a governing effect on translocation 

dynamics. We speculate that DNA motion in this regime is subdiffusive, given that each 

process independently gives rise to subdiffusive translocation dynamics, however further 

experimental and / or simulation work is required to better understand and characterize 

translocation dynamics in this regime. We note here that these processes are governed by 

different phenomenological equations  (as discussed previously). It is unclear, therefore, of 

the governing equation that might describe translocation dynamics in this regime where we 

expect a complex interplay between these processes to play out, however, we note that the 

theory of correlated CTRWs [125] may offer a potential way forward in this regard. 

 We note here, that this translocation regime is particularly relevant to nanopore 

sequencing with respect to achieving the full promise of this technology in terms of 

sequencing accuracy, cost and throughput (see chapters 1 and 2). In this regard, further 

studies on translocation dynamics will yield insights that may be important for improving the 

design and optimization of nanopore sequencing technology.  

 

Long polymers, high velocity translocation 

 Theoretical analysis of driven translocation by Sakaue shows that translocation dynamics 

is subdiffusive and stems from the progressive response of the DNA chain to the driving field 

and consequent tension propagation along the chain backbone [126]. In this case the polymer 

translocation time is given by the characteristic time for the tensile force to reach the chain 
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end, which scales as  1~ N  [126] (for strong driving forces, where N is the number of 

monomers and υ is the Flory exponent) in agreement with simulation studies that 

demonstrate anomalous dynamics of forced translocation [127]. We note that in this regime 

DNA moves through the pore at high speed and therefore binding interactions with the pore, 

as reported here, should have a minimal effect on translocation dynamics.  

 

 We mention here two important points with respect to the above discussion. First, it is 

specific to single stranded DNA translocation through pores that are sufficiently narrow such 

that DNA translocates in single file. Analysis of DNA translocation through larger pores 

requires further considerations including the possibility of folded polymer conformations 

during translocation [86]. Second, we have avoided explicit definition of the polymer lengths 

and translocation velocities that separate the translocation regimes, given that these 

parameters depend significantly on the properties of the particular DNA-pore system under 

consideration. In general, however, the regimes (as described above) can be distinguished 

based on the degree to which DNA-pore binding interactions and the dynamical properties of 

the DNA chain, e.g. relaxation effects, effect translocation. In the case of single stranded 

DNA transport through α-HL our work indicates that translocation velocities that slow 

translocation rates to millisecond timescales per nucleotide (or slower), rates at which DNA-

pore binding interactions play an important role in translocation, may be considered low 

velocity translocations. Similarly, Lubensky et. al. show that for DNA lengths up to ~300 

nucleotides, in ssDNA translocation through α-HL, the polymer relaxes quickly such that 

relaxation effects in translocation may be ignored [31]. We therefore consider this to be a 

rough estimate of the crossover between short and long polymers.  
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3.3 Chapter conclusion 

 Emerging nanopore technologies for DNA analysis, including next-generation single 

molecule nanopore sequencing require that DNA translocate a nanometer-scale pore. Given 

this, understanding and characterizing the physics of DNA translocation through nanopores 

is critical to the design and optimization of these methods. We have presented detailed 

observations on the process by which short ssDNA moves through a nanometer-scale pore, at 

low velocity, through parallel observation of many ssDNA escape events from α-HL over an 

electrostatic energy barrier. Our results show that escape dynamics is subdiffusive and highly 

sequence dependent. We demonstrate that a three state model of the escape process involving 

stochastic sequence dependent binding interactions between DNA and the pore accurately 

reproduces the observed data, thereby showing that the origins of subdiffusive dynamics in 

translocation stem from DNA-pore binding interactions, consistent with a model of DNA 

translocation based on fractional dynamics. Our results indicate that as the DNA 

translocation velocity increases, such that nucleotides translocate the pore in microsecond 

timescales, the effect of DNA-pore interactions on translocation dynamics becomes minimal. 

In this case translocation dynamics should approach Markovian, consistent with experimental 

findings of high speed, short ssDNA translocation through α-HL [21,23,69]. 

 Through our three state model we characterize the sequence dependent kinetics of the 

DNA escape process and present methods for characterizing the sequence dependent 

interaction energy between DNA and the pore. Given the highly sequence dependent 

dynamics of DNA translocation our results point to the possibility of using nucleotide dwell-

time in the pore as a second metric by which to distinguish between individual nucleotides in 
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nanopore sequencing (in addition to nucleotide blockage current), a result that opens new 

avenues by which to improve the overall design and optimization of nanopore sequencing 

technology. 

 Our work, in combination with theory, experimental and simulation studies of DNA 

translocation by others indicates the presence of important regimes in ssDNA translocation 

through narrow pores in which translocation dynamics is governed by different processes 

depending on DNA length and translocation velocity. The analysis of translocation dynamics 

in this way, i.e. in terms of DNA length and velocity dependent regimes, provides a 

framework for organizing and interpreting the various results obtained in studies of DNA 

translocation dynamics. 

 Our work provides deeper insight into the complex process by which DNA moves 

through nanopores, understanding of which will enable the improved design and 

optimization of nanopore DNA analysis and sequencing technologies.  
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Chapter 4 

4 Nanopore protein analysis 

 To date, nanopore sensing has been predominantly applied for DNA analysis due to its 

potential for low-cost, high-throughput DNA sequencing [29,30]. On the other hand, protein 

analysis with nanopores has only recently been undertaken, and is an area of active research 

and interest. The technique offers the opportunity to probe the biophysical properties of 

proteins at the single molecule level and has already shown much promise as a means by 

which to study the unfolding kinetics of proteins [40,41], characterize protein-pore 

interactions [42,43,44], and study the transport properties of proteins through pores 

[42,45,46]. It is therefore emerging as a new and powerful tool for studying protein 

biophysics, which in addition to potentially providing critically important insights could also 

lead to new biotechnology applications. This is particularly true for medical diagnostics, 

where nanopore technology offers the advantage of high sensitivity (i.e. target molecules can 

be detected at very low concentrations and at very low sample volumes) and minimal sample 

preparation (e.g. label-free detection) [29,30]. In this respect, nanopore analysis is an 

attractive candidate technology for highly sensitive protein and small molecule detection 

with potential applications in disease biomarker and pathogen detection [39].  

 In this chapter we begin with a brief review of nanopore analysis of proteins, 

highlighting the ability of this technique for probing their biophysical properties, and discuss 

its potential for investigating protein dynamics. We outline some challenges associated with 

nanopore protein analysis and briefly describe our methods to tackle these challenges. We 
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apply these methods to probe prion protein conformational dynamics inside a nanopore, a 

protein whose conversion into a misfolded isoform is associated with the pathogenesis of 

prion diseases in humans and animals. Before presenting our methods and results therefore, 

we provide a brief background on the prion protein and prion diseases. 

 

4.1 Nanopore protein analysis: Review  

 The first demonstration of peptide translocation through a nanopore was carried out in 

2004 with the transit of a series of peptides containing repeats of the sequence (Gly-Pro-Pro) 

through α-HL nanopores [128]. The authors demonstrated a correlation between the 

properties of the current during translocation (i.e. blockage amplitude and duration) and the 

structure of the translocating protein showing the ability to discriminate between single, 

double, and collagen-like triple helices based on translocation signatures [128]. These early 

results demonstrated the potential of the nanopore method for probing the structural and 

conformational properties of proteins at the single molecule level. Nanopore current is also a 

rich source of information on protein-pore interactions. Several studies have been carried out 

exploring interactions of polypeptides with wild-type α-HL, including α-helical [42,83,128] 

and β-hairpin [129] polypeptides. These investigations have shown that polypeptide 

translocation through α-HL significantly depends on the charge, length, folding and stability 

properties of the translocating molecule [49]. In this regard, a study combining both 

experimental work (nanopore sensing) and computational studies (Langevin dynamics 

simulations) showed that unfolded β-hairpins enter the pore in an extended conformation 

yielding fast translocation events [49,129], in contrast to structured β-hairpins, whose 

nanopore capture events occur slowly, and produce longer-lived current signatures [49,129]. 
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 Significant advances in understanding protein-pore interactions have come through 

protein engineering [130,131]. Chemical modification of the α-HL β-barrel can promote 

protein-pore interactions thereby influencing capture and translocation of proteins in the pore 

[132]. An insightful study on the effect of protein-pore interactions on nanopore capture and 

translocation of proteins involved probing the translocation of a protein containing a 

positively charged N-terminal sequence (similar to the peptide signal sequence that facilitates 

transport of proteins in the cell) and characterizing its interaction with negatively charged 

binding sites engineered in the α-HL channel [44,130]. The authors found that the 

electrostatic traps at the entry and exit of the pore significantly enhanced polypeptide capture 

and translocation [44], demonstrating the impact of protein-pore interactions on translocation 

kinetics. Moreover, equipping the engineered pore with aromatic binding sites was also 

shown to enhance capture and translocation of aromatic peptides while slowing down their 

translocation velocity [130,132]. The interaction affinity of negatively charged α-helical 

peptides with the pore can also be tuned by the structure and charge of the pore [83,130]. 

  

 Single molecule analysis of protein folding-unfolding is another application in which 

nanopore sensing can yield important insights. In this regard, an early demonstration in 2007 

involved observing protein denaturation via electrical detection with an α-HL nanopore as a 

function of the concentration of guanidinium-HCl (a chemical denaturing agent) [79]. The 

authors report observing both short and long blockades due to unfolded proteins and partially 

folded conformations respectively [79], demonstrating the potential of this technique for 

experimentally probing the protein unfolding pathway and the possibility of detecting rare 

events or intermediate states along this pathway that may otherwise be obscured by ensemble 
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methods. In a related study, the authors characterize event frequency as a function of 

guanidinium-HCL concentration and in this way reproduce the unfolding curves for both 

wild-type and mutant maltose binding protein showing an increased destabilization of the 

folded state in the case of the mutant [41].  

 Single point mutations in the primary structure of proteins may also affect stability and 

translocation properties of the protein [82]. The group of Jeremy  Lee for example used α-HL 

to demonstrate that protein translocation of a histidine-containing protein is strongly 

dependent on single-site mutations that affect the protein's folding state [82]. 

  

 These studies and others demonstrate the ability of nanopore methods for investigating 

the biophysical properties of proteins at the single molecule level. Given this, and the 

potential technological applications of this technique, there remains significant interest in its 

continued development and in finding new applications in the study of proteins [49,130]. 

Investigations of protein dynamics using nanopores, for example, is a particularly interesting 

application given the potential to probe long timescale conformational dynamics, which are 

known to be critically important to protein function [47,48]. Probing dynamics at the single 

molecule level, moreover, enables the study of rare and / or transient conformations that are 

typically hidden in ensemble analysis, e.g. via nuclear magnetic resonance [47,133] or X-ray 

crystallography [134,135]. In this way nanopore protein analysis can be developed into a 

complementary approach to bulk analysis of protein dynamics with the potential to provide 

new insights on the conformational motions of proteins and their relation to protein function.  

 A major challenge with nanopore protein analysis, particularly for probing long 

timescale dynamics, is that in contrast to uniformly charged biopolymers such as DNA, the 
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charge distribution of proteins and polypeptides can be highly irregular, positive, negative or 

neutral, significantly affecting the ability to capture and trap proteins in the pore. Moreover, 

proteins are folded polymers with a complex free-energy landscape encompassing numerous 

transition states and conformational sub-states [49]. This complexity coupled with fast 

transition state kinetics can complicate a detailed kinetic analysis of protein dynamics in the 

pore. Given this, we have developed methods by which to probe the complex conformational 

dynamics of single proteins with nanopores. Owing to their low charge density (relative to 

heavily charged biopolymers such as DNA and RNA) and thus decreased nanopore capture 

rate we carry out experiments using a salt concentration gradient across the pore which, 

through a combination of electric field enhancement around the entrance of the pore and 

osmotic flow [50,51], substantially increases the nanopore capture rate of small molecules in 

solution (relative to symmetric salt conditions) [50,51] thereby enabling nanopore analysis of 

proteins. Moreover, we develop machine-learning signal processing algorithms, based on 

Hidden Markov Models (HMMs), to analyze the complex conformational dynamics and 

kinetics of proteins, and we apply our methods in analysis of the conformational dynamics of 

cellular prion protein, a protein whose conversion into a misfolded isoform is responsible for 

the pathogenesis of prion diseases in humans and animals. Before presenting our methods 

and results we provide, in the following section, a brief background on the prion protein and 

prion diseases. 

 

4.2 Prion protein and prion diseases: Background 

 Cellular prion protein (PrP
C
) is a cell-surface protein primarily expressed in the central 

nervous system (CNS) that is membrane-bound at its C-terminal via 
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glycosylphosphatidylinositol (GPI)  [136,137]. The sequence of the PRNP gene that codes 

for PrP
C
 is highly conserved throughout evolution in mammals [137], resulting in structural 

similarity of the protein across species. PrP
C
 is a ~200 residue protein, with a molecular 

weight of ~33kD. Its structure has been solved by NMR or X-ray crystallography for more 

than twenty different species [138] and is characterized by an unstructured N-terminus and a 

globular fold in the C-terminal domain (residues 121-230) consisting of three α-helices and a 

small anti-parallel β-sheet (figure 4-1). Its main function in the CNS is poorly understood 

[137], although evidence indicates that it plays a role in intracellular signaling, cell 

proliferation, and cellular homeostasis [139]. Experiments with PRNP knock-out mice 

indicate that PrP
C
 may confer some protective function of the brain against dementia and 

other neurodegenerative disorders associated with old-age [137].  
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Figure 4-1. Three-dimensional structure of full-length human prion protein (hPrP

C
 

(23–230)). The C-terminal domain (residues 121-230) consists of three α-helices (orange) 

and a small anti-parallel β-sheet (cyan), connected by segments with non-regular secondary 

structure (yellow). The unstructured, flexible N-terminus (residues 23–121) is represented by 

the yellow dots. Image source: [140] (reproduced, with permission). 

 

 Despite a lack of complete understanding of the function of PrP
C
 in the CNS, misfolded 

PrP
C
, designated PrP

Sc
 (or "PrP-Scrapie") is known to be the principal and possibly sole 

infectious agent responsible for the pathogenesis of prion diseases [55,56,57,141]. Prion 

diseases (also known as Transmissible Spongiform Encephalopathies) are a class of fatal 

neurodegenerative diseases affecting both humans and animals associated with the 

accumulation of PrP
Sc

 in the central nervous system [55,56,57,136]. The most common form 

of prion disease in humans is Creutzfeldt-Jakob disease (CJD) [137] , which can occur 

sporadically, through heredity or may be acquired through exposure to brain or nervous 

system tissue, either iatrogenically [137], or more recently by consumption of bovine 
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spongiform encephalopathy (mad cow disease) prions through consumption of tainted beef 

[136]. Sporadic CJD (sCJD) is the most common form of CJD accounting for ~85% of all 

cases, with an incidence rate of approximately one per million people per year worldwide 

[137]. The cause of sCJD is unknown, however, it has been proposed that the spontaneous 

formation of PrP
Sc

 may, in part, explain its occurrence. [136,137]. A stable and uniform 

incidence rate of non-hereditary forms of CJD in a diversity of countries coupled with the 

absence of a transmission pattern to account for many of the cases have been strong 

arguments in favor of the spontaneous occurrence of sCJD [137,142]. 

 The clinical course of prion diseases entails rapidly progressing dementia, visual 

abnormalities, and cerebellar dysfunction including muscle incoordination, gait, and speech 

abnormalities, with death usually occurring within weeks or months of onset [137]. 

Definitive diagnosis of prion disease requires brain biopsy or necropsy and 

neurohistopathological analysis (there is no CNS inflammation of any conventional type) 

[58].  There are no effective treatments available for prion diseases.   

 For over a decade the protein-only hypothesis of PrP
Sc

 replication has been the 

predominant theory to explain the development and propagation of prion diseases 

[55,56,57,136,138]. The hypothesis implicates PrP
Sc

 as the principal and possibly sole 

infectious agent, capable of self-replication by post-translational interaction with PrP
C
 

stimulating its conversion into PrP
Sc

 through modification of secondary and tertiary structure 

(a process known as template-directed misfolding) [55,56,57,136,138]. The mechanics of 

template-directed misfolding, however, are almost entirely unknown, stymied by the lack of 

an atomic-level structure for PrP
Sc

, primarily due to its insolubility and tendency to aggregate 

[143,144], which has precluded structural determination by high-resolution techniques such 
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X-ray crystallography or nuclear magnetic resonance. Nevertheless, low-resolution structural 

data obtained through a variety of chemical, physical and biological techniques has yielded 

some information on the structure of PrP
Sc

 [138]. Circular Dichroism and Fourier Transform 

Infrared spectroscopy, for example, shows that PrP
Sc

 has an increased β-sheet content (and 

decreased α-helical content) relative to PrP
C
 [145] (PrP

C
 contains ~3% β-sheet and ~43% α-

helix, while PrP
Sc

 contains ~34% β-sheet and ~20% α-helix [138]). Moreover, PrP
Sc

 is 

known to be resistant to proteinase K digestion from residues 90 to 230 [138],  pinpointing 

the critical sub-sequence involved in misfolding. Information obtained via low-resolution 

techniques can aid in the building of structural models of the infectious protein by serving as 

constraints in model building.  

 In this regard several structural models of PrP
Sc

 have been developed [146], the most 

prominent of which are (figure 4-2): (a) Extension of the native PrP
C
 β-sheet [138,146],via 

recruitment of N-terminal residues and disruption of C-terminal α-helices, (b) a parallel in-

register β-sheet [138,146], in which PrP molecules associate into a stacked β-sheet,  and  (c) 

a stacked β-helix whereby PrP
Sc

 adopts a left-handed β-helix, in which the conformation of 

α-helices 2 and 3 remain unchanged, while residues 90 to 160 refold to form a four-layered 

triangular helix [138,146].  
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Figure 4-2. Three structural models of PrP

Sc
. (left) Extension of the native PrP

C
 β-sheet 

(shown are residues 90-230 of a single monomer) [138,146]. (middle) A parallel in-register 

β-sheet (shown are residues 160–220 of five stacked monomers) [138,146]. (right) A β-helix 

(shown are residues 90-230 of a single monomer) [138,146]. Image source: [146] 

(reproduced, with permission). 

 

 This diversity of structural models of PrP
Sc

 may hint at the possibility of multiple 

misfolded structures each arising from a local energetic minimum in the folding landscape of 

PrP [138]. This is supported by the existence of strains in prion disease with distinct 

phenotypes [138]. In this regard, investigations of PrP
Sc

 structure may yield a variety of 

potential solutions rather than a single definitive structure [138]. 

 Development of effective diagnostic and treatment methods for prion diseases hinges on 

a detailed understanding and characterization of disease pathogenesis. Moreover, recent 

evidence indicates that the prion hypothesis (i.e. protein-only template-directed misfolding) 

may have general applicability to related neurodegenerative protein misfolding diseases (e.g. 

Alzheimer disease, Parkinson disease, and Amyotrophic Lateral Sclerosis) 

[147,148,149,150]. Understanding of conversion and prion propagation in prion disease may 

therefore shed light on the detailed pathogenesis of other ‘prionoid’-like diseases.  

 

 A number of pathogenic PrP
C
 mutants (associated with familial prion diseases) exist that 

are characterized by an increased propensity for conversion into PrP
Sc

 and that differ from 
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wild-type by only a single amino-acid point mutation in their primary structure. These 

mutations are known to perturb the stability properties, flexibility and conformational 

dynamics of the protein [151,152,153]. Methods for probing the biophysical properties of 

wild-type and mutant prion protein and comparing, therefore, may provide insight into the 

mechanism of PrP
C
 conversion in disease.   

 In this regard, we sought to explore prion protein structure and dynamics, for both wild-

type and pathogenic mutant PrP
C
 by single molecule nanopore sensing. 

 

4.3 Nanopore analysis of wild-type and mutant prion 

protein  

 We electrophoretically capture individual wild-type and D178N mutant PrP
C
 molecules 

into an organic α-hemolysin nanopore (mutant D178N is a pathogenic PrP
C
 mutant) and 

show that these two proteins, which differ from each other by only a single amino-acid point 

mutation in their primary structure, exhibit easily distinguishable current signatures and 

kinetics inside the pore. We further demonstrate, with the use of Hidden Markov Model 

signal processing, accurate detection and discrimination between these two proteins at the 

single molecule level based on the kinetics of a single PrP
C
 capture event thereby 

demonstrating the ultimate sensitivity in discrimination by nanopore sensing. In addition, we 

present a four-state model to describe wild-type PrP
C
 kinetics in the pore which represents a 

first step in our investigation into characterizing the differences in kinetics and 

conformational dynamics between wild-type and D178N mutant PrP
C
. These results 

demonstrate the potential of nanopore analysis for highly sensitive, real-time protein and 
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small molecule detection based on single molecule kinetics inside a nanopore, and show the 

utility of this technique as an assay to probe differences in stability between wild-type and 

mutant prion proteins. The methods we present enable the exploration of long timescale 

conformational motions of proteins at the single molecule level, making nanopore sensing a 

new tool for studying protein dynamics. 

 

4.3.1 Materials and methods 

 

PrP
C
 Constructs 

 PrP
C
 (both wild-type and mutant) was expressed and purified by the PrioNet Prion 

Protein & Plasmid Production Platform Facility (refer to Appendix D for details on 

expression and purification protocol). Truncated Syrian Hamster PrP
C
 (residues 120-232 – 

designated ShPrP(120-232)) was used in order to investigate the structure and dynamics of 

the PrP
C
 structural core. To facilitate capture of PrP

C
 inside the nanopore, the N-terminus of 

ShPrP(120-232) was adapted with four positively charged amino-acid residues (KKRR) 

(designated KKRR-ShPrP(120-232)). We expect these additional residues to have a minimal 

effect on the overall structure and stability of PrP
C
 based on previous studies whereby 

truncated PrP
C
 (of various lengths) was adapted with a 22 residue N-terminal fusion tag, 

which was found to have no influence on PrP
C
 structural stability [154,155,156]. Three PrP

C
 

constructs were investigated in this study, namely: ShPrP(120-232), KKRR-ShPrP(120-232) 

and KKRR-ShPrP(120-232)-D178N (i.e. mutant PrP
C
).  
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Nanopore experiments 

 α-hemolysin nanopores were formed using a method adapted from that of Akeson et. al. 

[22]. Briefly, a black lipid membrane of 1,2-diphytanoyl-sn-glycero-3-phosphocholine 

(Avanti Polar Lipids Inc., Alabaster, AL) and hexadecane (Sigma-Aldrich, St. Louis, MO) is 

formed across a 25μm PTFE aperture connecting two baths filled with electrolyte (figure 4-3. 

Refer to Appendix C for details on lipid bilayer formation).  

 

 
Figure 4-3. Capture of an individual PrP

C
 molecule into an α-HL nanopore. PrP

C
 is 

electrophoretically driven into the α-HL nanopore (voltage polarity given by the plus and 

minus signs) via its positively charged N-terminus. The trans chamber contains 0.3M KCl, 

45mM NaPO4, 10mM HEPES, pH 8.0 solution at a PrP
C
 concentration of 13.4μM. The cis 

chamber contains 3M KCl, 10mM HEPES, pH 8.0 solution. The salt-concentration gradient 

across the pore generates an osmotic flow from trans-to-cis and enhances the electric field 

around the entrance of the trans-side of the pore [50,51] thereby substantially increasing the 

nanopore-capture rate of PrP
C
 in solution relative to symmetric salt conditions [50,51]. 

Experiments were conducted (and maintained) at a temperature of 20⁰C ± 0.1⁰C. 
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 Owing to the low charge density of KKRR-ShPrP(120-232) (relative to heavily charged 

biopolymers such as DNA and RNA), and thus decreased ability to capture PrP
C
 in the pore, 

experiments were conducted under asymmetric salt conditions which, through a combination 

of electric field enhancement around the entrance of the pore and osmotic flow [50,51], 

substantially increases the nanopore-capture rate of small molecules in solution (relative to 

symmetric salt conditions) [50,51]. PrP
C
 was preloaded on the trans side of the pore in 0.3M 

KCl, 45mM NaPO4, 10mM HEPES, pH 8.0 solution (final PrP
C
 concentration was 

~13.4μM). We do not expect oligomerization, aggregation or precipitation of PrP
C
 under 

these solution conditions based on mass spectrometry results of KKRR-ShPrP(120-232) in 

solution and on previous studies with various full-length and truncated forms of PrP
C
 in high 

salt [157,158]. Our mass spectrometry data confirms the presence of monomeric PrP
C
 in 

solution and the absence of dimers (data not shown), suggesting the absence of higher-order 

oligomers as well. Evidence in the literature indicates that the aggregation propensity of PrP
C
 

in the presence of high salt is due to interactions of anions in solution with glycine groups in 

the glycine-rich unstructured PrP
C
 N-terminus (i.e. residues 23-119), and is therefore a 

property of full-length PrP
C
 (i.e. PrPC(23-232)) [157,158]. Moreover, studies of truncated 

PrP
C
 (i.e. PrP

C
(120-232)) in high salt buffer (0.5M NaCl) find no change in secondary 

structure content compared to salt-free buffer and do not report of aggregation or 

precipitation of PrP
C
 in solution [157]. In contrast to the trans side of the pore the cis side 

contained 3M KCl, 10mM HEPES, pH 8.0 solution. All experiments were conducted (and 

maintained) at a temperature of 20⁰C ± 0.1⁰C. An Axon Axopatch 200B patch clamp 

amplifier is used to measure the ionic current. Data is low-pass filtered at 10kHz by a 4-pole 

Bessel filter and sampled at 100kHz. Experiments were conducted with a single α-HL pore 
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incorporated in the lipid bilayer. Formation of an α-HL pore was done under symmetric salt 

conditions (i.e. 0.3M KCl on both the cis and trans sides of the pore) by injection of free 

subunits into solution (on the cis side of the pore) which subsequently self-assemble into 

heptameric, membrane-spanning pores or by injection of preformed heptameric α-HL into 

solution which spontaneously forms into a transmembrane pore in a lipid bilayer [159]. 

Confirmation of a single pore incorporation is achieved by applying a +100mV electric 

potential across the membrane (trans side positive) and observing a specific step-wise 

increase in the current (~+28pA at +100mV and ~-20pA at -100mV). Once this is observed, 

the RMS current noise on the pore (5kHz bandwidth using a Butterworth filter – independent 

of the 10kHz low-pass Bessel filter) is then probed at +100mV and +200mV. The RMS noise 

serves as a second metric for minimizing pore-to-pore variation between experiments. At 

+100mV the upper limit for the 5kHz noise, for our experimental setup, is ~0.80pA RMS, 

and at +200mV the upper limit is ~1.20pA RMS. If both the current and noise are within 

specification, the cis side of the pore is then perfused with 3M KCl, 10mM HEPES, pH 8.0 

solution several times to ensure that any free, unbound α-HL has been removed from solution 

and to ensure that the salt concentration on the cis-side of the pore has been increased to 3M 

KCl. Custom-built data acquisition software (described elsewhere [119]) is used to apply 

large positive voltages (e.g. +160mV or greater) across the pore, and record the 

corresponding current and voltage, thereby electrophoretically driving individual PrP
C
 

molecules in solution into the pore. Several thousand individual PrP
C
 capture events were 

recorded at each voltage in the range of +160mV to +240mV for each PrP
C
 construct.  
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PrP
C
 capture rate & KKRR-ShPrP (120-232) Event lifetime 

 To confirm that KKRR-ShPrP(120-232) enters the pore N-terminal first, we 

characterized and compared the nanopore capture rate as a function of voltage for KKRR-

ShPrP(120-232), ShPrP(120-232), and a buffer only control (indicative of the pore gating 

rate under the given buffer conditions – i.e. asymmetric salt concentration). The capture rate 

at a given voltage, is determined by first calculating the survival probability, Ps(t), of the 

open-channel state as a function of time. This represents the probability that the pore is open 

(i.e. unoccupied) at time t since the end of the last capture event. Capture of a molecule into 

the pore is defined, in terms of pore-current, when I/I0 crosses a threshold of 0.84, where I is 

the current through the pore and I0 is the open-pore current. Ps(t) is given by: 

 

N

i
tPs 1)(

 (23) 

  

where the open-pore event times are sorted in increasing order. i is the index of the i
th

 event 

(where the first event, i.e. the shortest event, has an index of 0) and N is the total number of 

events. The survival probability, in this case, exhibits exponential decay, and therefore can be 

least-squares fitted to an exponential function in order to extract the capture rate at a given 

voltage.  

 The capture rate for KKRR-ShPrP(120-232) and ShPrP(120-232) is exponentially 

dependent on voltage (figure 4-4a), consistent with the capture process being dominated by 

an energy barrier whereby, according to classical Kramer’s theory, the applied voltage acts 

on the N-terminal positive charges (five in the case of KKRR-ShPrP(120-232) and one in the 
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case of ShPrP(120-232)), decreasing the energy barrier height for entry into the pore, thereby 

exponentially increasing the rate of PrP
C
 capture. Moreover, the nanopore-capture rate of 

KKRR-ShPrP(120-232) is between one and one-and-a-half orders of magnitude higher 

(depending on voltage) than the capture rate of ShPrP(120-232), reflecting the greater charge 

density at the N-terminus in the case of KKRR-ShPrP(120-232). These results indicate that 

the large majority of captures of KKRR-ShPrP(120-232) involve threading of the N-terminus 

through the pore. 

 

 The average event lifetime for KKRR-ShPrP(120-232) as a function of voltage is shown 

in figure 4-4b and is determined from the normalized histogram of the log-event times (ln(t)) 

at a given voltage (i.e. p[ln(t)] - the probability distribution of log-event times. log-event 

times are used because event times span several orders of magnitude). The average event 

lifetime is given as: 

 

       

tot

t

N

N

tdtpe
t






1

lnlnln

 (24) 

 

where N is the number of events that do not end in escape from the pore (e.g. events that are 

terminated by reversing the voltage and forcing PrP
C
 out of the pore. These events are not 

timed and therefore do not contribute to p[ln(t)]) and Ntot is the total number of events. 
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 The event lifetime increases exponentially with voltage, consistent with PrP
C
 escape 

from the pore (as opposed to translocation) being the dominant mode of termination of an 

event, and requiring crossing an electrostatic energy barrier (governed by the applied 

voltage). The standard deviation of the event lifetime distribution shows the lifetime 

spanning several orders of magnitude indicating the presence of both short and very long 

time events (i.e. > 1s). 
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Figure 4-4. PrP
C
 capture rate and KKRR-ShPrP(120-232) event lifetime (3M KCl cis, 

0.3M KCl trans). (a) Shown is the capture rate as a function of voltage for KKRR-

ShPrP(120-232) (blue), ShPrP(120-232) (red) and the buffer-only control (green). In the case 

of the buffer-only control the capture rate represents the rate of pore gating as a function of 

voltage. Both KKRR-ShPrP(120-232) and ShPrP(120-232) exhibit capture  kinetics that are 

exponentially dependent on voltage consistent with the applied voltage acting on the 

positively charged residues at the N-terminus (five in the case of KKRR-ShPrP(120-232) and 

one in the case of ShPrP(120-232)) to decrease the energy barrier height for entry into the 

pore, thereby exponentially increasing the capture rate. In addition, the capture rate for 

KKRR-ShPrP(120-232) is between one and one-and-a-half orders of magnitude higher than 

ShPrP(120-232) indicating that the large majority of captures of KKRR-ShPrP(120-232) 

involve threading of the N-terminus through the pore. Error bars represent the standard error 

on the mean, and were determined via bootstrapping in the case of ShPrP(120-232) and the 

buffer-only control, whereas in the case of KKRR-ShPrP(120-232) error bars were 

determined based on two separate datasets. (b) The average event lifetime for KKRR-

ShPrP(120-232) increases exponentially with voltage consistent with PrP
C
 escape from the 

pore (as opposed to translocation) over an electrostatic energy barrier (governed by the 

applied voltage). The standard deviation of the event lifetime distribution indicates the 

presence of both short and very long time events (i.e. > 1s). Error bars represent standard 

error on the mean and were determined based on two separate datasets. 

 

4.3.2 Results and discussion 

 Figure 4-5 shows the ionic current histograms for all PrP
C 

capture events from all 

voltages, with ionic current normalized by the open-pore current at a given voltage, for 

KKRR-ShPrP(120-232) and KKRR-ShPrP(120-232)-D178N (see Appendix E for sample 

wild-type and D178N mutant PrP
C
 capture events). Both histograms display multiple peaks, 

with varying degrees of overlap, indicative of complex PrP
C
 dynamics inside the pore. 

Moreover, the histograms exhibit clear distinguishable features (e.g. the near absence of the 

peak at I/I0 ~ 0 with respect to mutant PrP
C
), indicating differences in conformational 

dynamics between the two proteins.  
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Figure 4-5. All-point current histogram for KKRR-ShPrP(120-232) and KKRR-

ShPrP(120-232)-D178N. Ionic current histogram of all PrP
C
 capture events from all 

voltages, with ionic current normalized by the open-pore current (I0) at a given voltage, for 

KKRR-ShPrP(120-232) (blue) and KKRR-ShPrP(120-232)-D178N (red). Ionic current is 

median filtered to 2.99ms per data-point. The histograms exhibit multiple peaks with varying 

degrees of overlap indicative of complex PrP
C
 dynamics in the pore. Moreover, the 

histograms exhibit clear distinguishable features (e.g. the near absence of the peak at I/I0 ~ 0 

with respect to KKRR-ShPrP(120-232)-D178N). 

 

 In order to model PrP
C
 kinetics in the pore and characterize signal statistics we 

developed a signal processing algorithm based on Hidden Markov Models (HMMs). HMM 

signal processing is a powerful technique by which to extract and characterize low-level 

signals buried in background noise [52,53,54] . The approach has been previously applied in 

characterizing the complex kinetics of DNA hairpins trapped in the α-HL nanopore 

[160,161]. HMM analysis requires an initial model for the system defined by the following 

parameters: State levels in terms of I/I0 (q), the initial condition (π), i.e. the probability that 

an event begins in a given state, the transition probabilities between states (A), and the noise 
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properties (the standard deviation on a Gaussian) of each state (b). These parameters 

represent best guesses and can be estimated, with respect to q and b, from the event 

histogram. Once the initial model is developed and provided with the corresponding data, the 

HMM operates through an expectation maximization (EM) algorithm improving upon the 

model parameters with each iteration until convergence to an optimal set of parameters that 

best describes the data, based on model likelihood, i.e. HMM analysis converges to the 

maximum likelihood model estimate (we refer the reader to [52,162] for details regarding 

HMM theory and its implementation). We model PrP
C
 kinetics in the pore as a three-state 

system. Our choice of three states to describe PrP
C
 kinetics is based on parsimony i.e. 

selecting a model with the fewest parameters that describes the data well. Moreover, our 

choice is based on wild-type PrP
C
 kinetics and in particular on a qualitative assessment of the 

form of the wild-type histogram. As mentioned previously, the histogram displays multiple 

peaks, with varying degrees of overlap. We find, however, that the peaks are concentrated 

into roughly three regimes. A simple description of the histogram, therefore, is one in which 

the current is split into a high, mid and low regime (i.e. three states - refer to figure 4-6a, 

which shows our initial wild-type PrP
C
 HMM model and best guess at the location and size 

of each regime). For ease of comparison between wild-type and D178N mutant PrP
C
 we 

model mutant kinetics in the pore as a three-state system as well. The initial and optimal 

(post-HMM processed) models are shown in figures 4-6 and 4-7 for KKRR-ShPrP(120-232) 

and KKRR-ShPrP(120-232)-D178N respectively. 
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Figure 4-6. KKRR-ShPrP(120-232) event histogram and initial and optimal HMM 

models. (a) (Left) The KKRR-ShPrP(120-232) event histogram (blue) is divided into three 

regimes / states a high-state (black), mid-state (green) and low-state (red). The location of the 

peak and width of the distribution for each state in our initial model represents our best guess 

of the location and size of a given regime. (Right) The model parameters: π (i.e. the initial 

condition or probability that an event begins in a given state), q (the location of the peak of 

the Gaussian distribution, in terms of I/I0, for a given state), b (the standard deviation on the 

Gaussian of each state, which defines a state’s noise properties), and A (the state-to-state 

transition probability matrix). In our initial model we assume ignorance of the probabilities 

and therefore assume π to be uniformly distributed (i.e. an event is assumed equally likely to 

begin in any of the three states). Similarly with the transition probability matrix A, we 

assume all transitions to be equally likely (e.g. if in the low-state there is an equal probability 

for remaining in the low-state as there is for transitioning into the mid-state or the high-state). 

(b) (Left) After 40 iterations of the EM algorithm the optimal three-state model that best 

describes the data (i.e. the maximum likelihood model estimate) is converged upon. The low-

state, far from encompassing all of the low current (as was presumed in our initial model) is 

very narrow and well defined, while the mid and high states both broaden out (the peak of 

the mid-state also shifts to a deeper conductance level relative to the initial model). (Right) 

The corresponding optimal model parameters. 
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Figure 4-7. KKRR-ShPrP(120-232)-D178N event histogram and initial and optimal 

HMM models. (a) (Left) The KKRR-ShPrP(120-232)-D178N event histogram (red), and 

the corresponding high-state (black), mid-state (green) and low-state (blue) that make up the 

initial model for HMM analysis. The location of the peak (q) and width of the distribution (b) 

for each state are the same as for the optimal KKRR-ShPrP(120-232) model (figure 4-6b). 

This choice for q and b serves to highlight how the individual states evolve and differ from 

that of wild-type PrP
C
. (Right) The corresponding initial model parameters. Similar to the 

initial model for KKRR-ShPrP(120-232) (figure 4-6a) we assume ignorance of the 

probabilities and therefore assume π to be uniformly distributed. Likewise, with the transition 

probability matrix (A), we assume all transitions to be equally likely. (b) (Left) After 36 

iterations of the EM algorithm the optimal three-state model that best describes the data (i.e. 

the maximum likelihood model estimate) is converged upon. The individual states 

(properties and kinetics) are significantly different from wild-type PrP
C
 (figure 4-6b), 

highlighting the importance of amino-acid residue D178 to the dynamics and structural 

stability of PrP
C
 (Right) The corresponding optimal model parameters. 
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 The optimal three-state model for wild-type and mutant PrP
C
 (figures 4-6b and 4-7b 

respectively) reveal significant differences in both state properties and kinetics between the 

two proteins, highlighting the importance of amino acid residue D178 to the dynamics and 

structural stability of PrP
C
. It is known that residue D178 in wild-type PrP

C
 stabilizes the 

protein through salt-bridge interactions with R164 (the C-terminus of β-strand 2) and by 

hydrogen bonding to Y128 (the N-terminal Tyr of β-strand 1) [163,164,165,166]. In mutant 

D178N therefore, these stabilizing forces are no longer present, the loss of which appears to 

significantly affect the conformational dynamics of mutant PrP
C
 in the pore. 

 

 The clear distinction between these two proteins also highlights the sensitivity of 

nanopore analysis in detecting changes in biomolecule structure and demonstrates the 

potential of using this technique for detection and identification of small molecules and 

proteins in solution based on differences in kinetics in a nanopore. In order to explore this 

potential we characterized protein-calling accuracy between wild-type and D178N mutant 

PrP
C
 at the single event level, based on kinetic differences in the pore (i.e. given a single 

event we characterized the accuracy with which it can be determined which protein, either 

wild-type or mutant, produced the event based on kinetics). In this regard we investigated 

two cases in particular:  

 

1) Where all events are analyzed, regardless of event lifetime and  

2) Where only those events that have a lifetime of ≥ 1s are analyzed 
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 Case 2 allows us to characterize how protein-calling accuracy changes as we limit our 

study to long-time events (i.e. those events with long observation times and therefore better 

statistics for discriminating between the two proteins). In order to make individual calls 

given an event we developed a protein-calling algorithm based on HMM model likelihood. 

The method by which we characterize protein-calling accuracy and the results obtained are 

described in the following. 

 

Case 1 

 Of all wild-type and mutant PrP
C
 events we first simulate a 50:50 mix dataset. Therefore 

500 wild-type events and 500 mutant events are randomly selected and combined to form a 

simulated 50:50 mix of 1000 events. The remaining events for both wild-type and mutant 

form the training sets for the corresponding protein by which to build optimal HMM models 

(refer to figures F-1 and F-2 in Appendix F for the determined optimal wild-type and mutant 

models, respectively). Protein-calling accuracy is assessed by calling the individual events 

from the 50:50 mix dataset (i.e. the blind set of events). Individual events are called as either 

wild-type or mutant using our HMM protein-calling algorithm. The algorithm works as 

follows: Given an individual event and the optimal wild-type and mutant HMM models (as 

determined via HMM analysis of the respective training data) the algorithm calculates the 

likelihood function of the event given each model (i.e. P(E|λwild-type) and P(E|λmutant), where E 

is the event and λ represents a given model). The algorithm then calls an event as either wild-

type or mutant based on maximum likelihood (i.e. the protein-call is based on whichever of 

the two determined likelihood functions is largest). The protein-calling results are given in 

table 4-1. The results are given in terms of the wild-type and mutant predictive value. This is 
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defined as the likelihood that an event which is called as either wild-type or mutant is called 

correctly (e.g. if the algorithm calls an event as mutant there is a 0.86 likelihood that the 

event is a mutant event).  

 

Case 2 

 In characterizing protein-calling accuracy in case 2 the method is the same as described 

for case 1 with the difference being that in case 2 we are only interested in events that have 

an event lifetime of ≥ 1s. In other words, all events making up the training sets (wild-type 

and mutant) and the generated 50:50 mix dataset have an event lifetime of ≥ 1s (refer to 

figures F-3 and F-4 in Appendix F for the determined optimal wild-type and mutant models 

in this case, respectively). The total number of events for the 50:50 mix dataset is 176. The 

results, in terms of predictive value are given in table 4-1. 
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 Case 1 Case 2 

# of events in 50:50 mix 1000 176 

Wild-type predictive value 0.71 0.85 

Mutant predictive value 0.86 0.90 

Table 4-1. Wild-type and mutant predictive value. Case 1 refers to the situation whereby 

all events, regardless of event lifetime, are analyzed. The simulated 50:50 mix dataset forms 

the individual events to be protein-called by which wild-type and mutant predictive value is 

determined. These events are randomly selected from the total number of wild-type and 

mutant events. After selection (and removal from the total number of events), the remaining 

events form the training sets for both wild-type and mutant. Wild-type predictive value refers 

to the likelihood that an event is in fact a wild-type event given that the protein-calling 

algorithm has called it as wild-type. Similarly the mutant predictive value refers to the 

likelihood that an event is in fact a mutant event given that the protein-calling algorithm has 

called it as mutant. Case 2 refers to the case whereby only those events that have an event 

lifetime of ≥ 1s are analyzed (i.e. only long time events makeup the training sets for both 

wild-type and mutant and the generated 50:50 mix dataset). The predictive value, not 

surprisingly, improves when only considering long-time events which is primarily due to the 

fact that long-time events can be better assessed in terms of their kinetics than short-time 

events (i.e. the amount of data available to characterize an event is proportional to the event 

lifetime) thereby improving protein-calling accuracy. 

 

 These results show, not surprisingly, that predictive value (i.e. protein calling accuracy) 

improves when considering only long-time events. This is primarily due to the fact that long-

time events can be better assessed in terms of their kinetics than short-time events (i.e. the 

amount of data available to characterize an event increases proportionately with the event 

lifetime) thereby improving protein-calling accuracy. In particular, the mutant at short times 

has a greater propensity for being called as wild-type than at long-times (i.e. mutant kinetics 

at short-times is less distinguishable from wild-type than at long-times). We note here that of 

all wild-type events, ~92% of them have an event lifetime of < 0.1s. Similarly of all D178N 

mutant events, ~66% have an event lifetime of < 0.1s. Therefore the majority of observed 
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events (the large majority in the case of wild-type PrP
C
) are short-lived. Even in the case of 

short-lived events which are between 1 and 33 datapoints long (i.e. events are filtered to 

2.99ms per datapoint), with a large proportion of events having an event lifetime of ≤ 0.01s 

(i.e. between 1 and 3 datapoints long - ~30% of events in the case of wild-type PrP
C
), the 

results show that wild-type and mutant PrP
C
 are easily distinguished based on their kinetics 

in the pore. The results substantially improve, particularly with respect to wild-type 

predictive value, when only long-time events are considered.   

 As an alternative measure of the discriminatory power of this method to distinguish 

between wild-type and mutant PrP
C
 we characterize the Case 2 mutant receiver operating 

characteristic (ROC) curve. An ROC curve characterizes the performance of a binary 

classifier as a function of the discrimination threshold [167]. In particular, the area under the 

curve (AUC), is a frequently used performance metric by which to compare classification 

systems [167,168], whereby AUC = 1 corresponds to a perfect classifier and AUC = 0.5 

corresponds to a classifier based on random guessing. The discrimination threshold, in our 

case, is the difference in log-likelihood (ΔL) between wild-type and mutant models for a 

given event, i.e. ΔL = ln(P(E|λwild-type)) - ln(P(E|λmutant)). The results of table 4-1, for 

example, correspond to ΔL = 0 (i.e. if ΔL ≥ 0 the event is called as wild-type whereas if ΔL < 

0 the event is called as mutant). Figure 4-8 shows the mutant ROC curve as the 

discrimination threshold varies from ΔL = -40355 to ΔL = 43352. Also shown is the ROC 

curve for a classifier based on random guessing (i.e. no discriminatory power, AUC = 0.5). 
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Figure 4-8. Mutant ROC curve vs. random guessing. The true mutant rate, equal to the 

classifier sensitivity, is a measure of the classifier's ability to identify mutant events correctly. 

The false mutant rate, equal to one minus the classifier specificity, is a measure of the degree 

to which events are falsely identified as mutant. The area under the mutant ROC curve (dot-

solid line), a measure of the performance of the classifier [167,168], is ~0.935 indicative of 

excellent performance [169,170]. This can be compared to a classifier based on random 

guessing (dashed line), which has no discriminatory power with an AUC of 0.5. 

 

 The area under the mutant ROC curve, determined by trapezoid integration, is ~0.935 

which forms a lower-bound estimate on the AUC [168]. A rough guide used to characterize 

the accuracy of a binary classifier is the traditional academic point system [169,170]: 0.90 -1 

= excellent, 0.8 - 0.9 = good, 0.7 - 0.8 = fair, 0.6 - 0.7 = poor, 0.50 - 0.6 = fail, which by this 

standard indicates our classifier is an excellent performer.  

 These results demonstrate that nanopore analysis in combination with HMM signal 

processing can be used to detect and discriminate between wild-type and mutant PrP
C
 at the 

single event level based on their kinetics in the pore. These results therefore show the 

potential of using this technique as an assay to probe differences in stability between wild-
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type and mutant prion proteins at the single molecule level, which opens up the possibility of 

studying small molecule-PrP
C
 interactions and the effects of these molecules on PrP

C
 

stability as a possible screen for small molecules that improve the stability properties of the 

protein. Moreover, the ability to discriminate between two proteins that differ by only a 

single-amino acid point mutation demonstrates the sensitivity of this approach in detecting 

subtle changes in biomolecule structure, and points to the possibility of developing this 

technique for highly sensitive, real-time detection and identification of small molecules and 

proteins in solution, with potential applications in disease biomarker and pathogen detection. 

 

 We return now to a more detailed analysis of PrP
C
 kinetics in the pore with the goal of 

characterizing the kinetic differences between wild-type and D178N mutant PrP
C
. We limit 

our discussion here specifically to the kinetics of wild-type PrP
C
 (see below for a discussion 

D178N mutant kinetics). The optimal model shown in figure 4-6b is a model of the kinetics 

of PrP
C
 in the pore over all voltages. To characterize the voltage-dependence of PrP

C
 kinetics  

the voltage-specific optimal model must be determined. This is done by HMM analysis of 

only those events at a given voltage whereby the optimal model (figure 4-6b) serves as the 

initial model for the voltage-specific HMM analysis, with the caveat that the state levels (q) 

and noise properties of each state (b) remain constant during the analysis (i.e. only π and A 

are updated during the voltage-specific HMM analysis). The voltage-specific HMM analysis 

therefore, improves the estimate of the initial condition and the transition probabilities for a 

given voltage. Given the voltage-specific optimal model and an individual event the most 

likely state sequence for the event is then determined (i.e. the event Viterbi path) via the 

Viterbi algorithm (refer to [162] regarding the theory and implementation of the Viterbi 
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algorithm). State properties, such as the lifetime distribution of each state, and state-to-state 

transition rates are then determined by analyzing the Viterbi path for all events. Specifically, 

given the Viterbi path for each event the transition rates between states are determined by 

first constructing the log-state time distribution for each state over all events. The exit rate 

for a particular state (i.e. the rate to transition out of a given state) is given by:  

 

         1
ln lnln1









  tdtpe
N

Nk t

tot
exit  (25)  

   

where p[ln(t)] is the log-state time distribution for the given state (i.e. the normalized 

histogram of log-state times). N is related to the fact that the last occupied state in those 

events that do not end in escape from the pore is not timed but is nevertheless used in the 

calculation of the exit rate for that particular state. N is the number of instances, for a 

particular state, that were not timed and Ntot is the total number of instances of that state. 

Given the exit rate for a particular state the state-to-state transition rate is then given by, 

 

 

i

exit

tot
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exitjji k
n

n
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 (26) 

 

where 
jik 
 is the transition rate from state i to j, i

exitk  is the exit rate out of state i, and pj is 

the probability of transitioning into state j from state i. pj is given by the number of 
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transitions into state j from state i (nj) divided by the total number of transitions out of state i 

(ntot), which includes escapes from the pore from state i.  

 Shown in figure 4-9 are the statistics of the mid-state (i.e. the transition rate from the 

mid-state to the high and low states as a function of voltage). For the mid-state transition 

rates given in figure 4-9 (bottom left) and figure 4-9 (bottom right) the mid-state event times 

are first separated into two groups: 

 

Group 1: Mid-state event times whereby the mid-state was entered from the high-state 

Group 2: Mid-state event times whereby the mid-state was entered from the low-state. 

 

Exit rates for each group and state-to-state transition rates are then determined as given by 

equations 25 and 26 respectively. The results in figure 4-9 highlight the dependence of mid-

state statistics on how it is entered. For example, the transition rate from the mid-state to the 

low-state differs by one-to-two orders of magnitude depending on if the mid-state is entered 

from the high-state versus if it is entered from the low-state.  
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Figure 4-9. KKRR-ShPrP(120-232) mid-state statistics as a function of voltage. (Top) A 

sample KKRR-ShPrP(120-232) event (blue) with the most likely state sequence (i.e. Viterbi 

path) overlayed (red) as determined by a Viterbi analysis of the event. The sample event 

highlights the dependence of mid-state statistics (i.e. the transition rates out of the mid-state) 

on how the mid-state is entered. The event qualitatively shows that if the mid-state is entered 

from the high state then a transition back to the high-state is more likely than a transition into 

the low-state. Likewise, transitions into the mid-state from the low-state are more likely to 

return to the low-state as opposed to entering the high-state. (Bottom left) Mid-state 

transition rate into the high-state as a function of voltage, depending on how the mid-state is 

entered. If the mid-state is entered from the high-state (blue) the transition rate back into the 

high-state is between one and two orders of magnitude higher (depending on voltage) than 

the transition rate into the high-state when the mid-state is entered from the low-state (red). 

(Bottom right) Mid-state transition rate into the low-state as a function of voltage, 

depending on how the mid-state is entered. If the mid-state is entered from the low-state (red) 

the transition rate back into the low-state is between one and two orders of magnitude higher 

(depending on voltage) than the transition rate into the low-state when the mid-state is 

entered from the high-state (blue). 

 

 In general for a single state, we would expect the transition rates in figure 4-9 (bottom 

left) and figure 4-9 (bottom right) to be within an error bar of each other (assuming the rates 
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are Gaussian distributed). Given their degree of separation, between two and four error bars 

depending on voltage, these results indicate that the mid-state is more accurately modeled as 

two separate states a mid-high and a mid-low state, to distinguish between transitions into the 

mid-state from the high-state (mid-high state) versus mid-state transitions from the low-state 

(mid-low state). Given this, together with the results from the HMM analysis of the data (i.e. 

the state-to-state transition probabilities), we can model KKRR-ShPrP(120-232) kinetics in 

the pore as a four-state system (figure 4-10). 

 

 
Figure 4-10. Four-state model characterizing KKRR-ShPrP(120-232) kinetics in the 

pore. H, MH, L, and ML refer to the high, mid-high, low, and mid-low states respectively 

(N.B. PrP
C
 can escape from the pore from each state, which is not explicitly shown in the 

four-state model). HMM analysis of KKRR-ShPrP(120-232) in combination with the mid-

state analysis (refer to text) yields the information on how the states are connected. 

 

 Given the detailed kinetics of wild-type PrP
C
 in the pore, the voltage-dependence of all 

the state-to-state transition rates can be determined, which may yield information on the 

different conformations of PrP
C
 in the pore. For example, transitions that exhibit an 

exponential dependence on voltage (i.e. Arrhenius kinetics) indicate energy barrier crossing 
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processes and therefore yield clues on the types of conformations and conformational 

transitions that can makeup said processes. This together with computational modeling of 

PrP
C
 trapped inside the pore should reveal detailed information on the specific conformations 

of PrP
C
 in the pore. With respect to D178N mutant kinetics and how it compares with wild-

type we find that given the substantial difference in state properties between these two 

constructs (i.e. figures 4-6b and 4-7b) no simple comparisons can be made. As mentioned 

previously, residue D178 plays an important role in maintaining the structural stability of 

PrP
C
. This loss of stability, in the case of the mutant, likely enables it to adopt a variety of 

conformations inside the pore that are inaccessible to wild-type, which complicates the 

comparison between these two constructs, and hints at the need for additional states in a 

description of mutant kinetics in the pore. In order to make meaningful comparisons with 

wild-type PrP
C
, therefore, a more detailed analysis of mutant kinetics, including additional 

states in the initial HMM model, is required.  

 

4.4 Chapter conclusion  

 Nanopore protein analysis is emerging as a powerful tool for studying protein 

biophysics. The technique enables label-free analysis of individual proteins in a near-native 

environment making it an attractive technology for medical diagnostics. It can also yield 

significant insights on the properties of proteins, particularly rare and / or transient 

phenomena that are typically hidden by ensemble methods. An exciting potential application 

of nanopore sensing is in the study of protein dynamics. Single molecule methods for 

probing the long timescale motions of proteins,  known to be critically important to protein 

function, can yield significant insights that may otherwise be unattainable by other methods. 
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In this way, nanopore sensing can potentially become a complementary tool to existing 

methods for the analysis of protein dynamics. Challenges to nanopore sensing of proteins 

include improving the capture and trapping of low-charge density proteins in the pore and 

development of sophisticated data analysis methods to characterize the complex kinetics and 

conformational dynamics of proteins. We have presented methods that address both of these 

challenges (namely nanopore analysis in the presence of a salt concentration gradient and 

HMM signal processing) and have applied these methods to probe the structure and 

dynamics of wild-type and D178N mutant PrP
C
 captured in an α-HL nanopore. We have 

shown that these two proteins (proteins that differ by only a single amino-acid point 

mutation) exhibit easily distinguishable current signatures and kinetics inside the pore and 

have demonstrated accurate detection and discrimination between these two proteins at the 

single molecule level based on the kinetics of a single PrP
C
 capture event. This method of 

protein analysis may be useful as an assay to probe differences in stability between wild-type 

and mutant prion proteins at the single molecule level, opening up the possibility to study 

small molecule-PrP
C
 interactions and their effects on PrP

C
 stability as a possible screen for 

small molecules that improve the stability properties of the protein. Moreover, our results 

demonstrate the sensitivity of nanopore analysis in detecting subtle changes in biomolecule 

structure and show its potential for highly sensitive, real-time protein and small molecule 

detection and identification based on single molecule kinetics inside a nanopore with 

potential applications in disease biomarker and pathogen detection. In addition, we 

developed a four-state model to characterize wild-type PrP
C
 kinetics in the pore which 

represents a first step in our investigation on characterizing the differences in kinetics and 

conformational dynamics between wild-type and D178N mutant PrP
C
, a comparison of 
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which may ultimately yield clues into the molecular mechanism of PrP
C
 conversion in 

disease. We have presented methods to enable the detailed analysis of the kinetics and 

conformational dynamics of single proteins using nanopores, which points to the potential of 

using this technique to probe the molecular properties of other clinically relevant proteins. 
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Chapter 5 

5 Conclusion 

 Single molecule methods are of fundamental importance to understanding and 

characterizing the detailed properties and dynamics of biological systems. Nanopore sensing 

is a relatively new single molecule technique offering unique advantages compared to other 

methods, specifically the possibility of label-free detection and analysis of individual 

biomolecules in a near-native environment. Nanopore methods have therefore raised much 

excitement in the scientific community and have attracted significant investment from both 

industry and government that continues to this day [171]. This is particularly true for 

nanopore DNA analysis where nanopore technology is being actively developed for low-

cost, high-throughput whole-genome sequencing with the potential to revolutionize the 

practice of medicine by enabling genetic analysis to become common-place in diagnostics 

and therapeutics.  

 

 The aim of this thesis work was to advance the field of nanopore sensing, extending its 

applications and enabling the development of improved methods for analysis and sequencing 

of DNA. In working toward this aim we have achieved three fundamental advances: 

 

 Firstly, we have provided an improved understanding of how DNA translocates 

nanopores, particularly in cases where the DNA resides in the pore for substantial amounts of 

time, leading to subdiffusive translocation dynamics. We showed that translocation, in this 
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case, is highly sequence dependent and that stochastic DNA-pore binding interactions leads 

to subdiffusive motion of DNA through the pore. The model and methods presented to 

characterize translocation dynamics may aid in the design of mechanisms to slow DNA in its 

passage through a nanopore for the purpose of improving the resolution and accuracy of 

DNA sequencing.  

 Secondly, in demonstrating that translocation dynamics are highly sequence dependent,  

our results raise the possibility of using nucleotide dwell-time in the pore as an additional 

metric to nucleotide blockage current to distinguish individual nucleotides in nanopore 

sequencing, opening up new avenues by which to optimize the accuracy and performance of 

nanopore DNA sequencing technologies. 

 Finally, we have demonstrated the ability to capture and trap individual proteins in a 

nanopore for sufficient time to extract and characterize a signal related to protein dynamics 

as it undergoes thermally driven changes in its conformation with respect to the pore. We 

show that protein dynamics are influenced by subtle changes in protein sequence, and that 

the resulting signal can thus be used to identify individual proteins in solution, specifically 

distinguishing a mutant form of the prion protein from that of wild-type.   

 

 It is a testament to the advances made in this thesis, that by the end of the experimental 

program we pursued, it became a routine and simple procedure to capture a single molecule 

of DNA or protein in the pore, study it for sufficient time to extract information specific to 

that individual molecule, and expel it from the pore to allow the process to be repeated on 

another molecule, extracting information from individual molecules in solution one at a time. 

We believe this analysis methodology is a glimpse of future analytical methods, that shed 
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light on details of heterogeneous populations, by analyzing individual molecules one at a 

time. 

 

 

 .  

  

 

 ..  
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Appendix A 

A Sequencing costs per human genome 

 The increasing need for rapid, inexpensive whole-genome sequencing has driven the 

development of new technologies that outperform traditional Sanger chain-termination 

methods in terms of speed and cost. These second- and third-generation sequencing 

technologies, stimulated in large-part by the $1,000 genome program instituted by the 

National Institutes of Health in 2004 [28,30], are expected to revolutionize medicine. Since 

the program's inception the cost for sequencing a whole human genome has fallen roughly 

according to Moore's Law
‡
 until around 2008 when sequencing costs fell dramatically, out-

pacing Moore's Law, which represented approximately the time when the sequencing centers 

transitioned from Sanger-based chain termination sequencing to second generation DNA 

sequencing technologies (figure A-1) [25].  

 

                                                           
‡
 Moore's Law is a useful metric for measuring the progress of technology improvements 

[25], which describes a trend observed in computing hardware involving the doubling of 

computing power every two years [25]. Technologies whose development trajectory follow 

Moore's Law are regarded as doing very well. 
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Figure A-1. Sequencing costs per human genome. The cost for sequencing a single human 

genome decreased roughly according to Moore's Law (white line) up until around 2008 when 

sequencing costs fell dramatically. This represents around the same time when sequencing 

centers transitioned from Sanger-based chain termination sequencing to second generation 

DNA sequencing technologies [25]. Image source: [25] (reproduced, with permission). 

 

 The task remains to reduce sequencing costs below $1000 per human genome, and in 

this regard nanopore sensing is arguably the most highly anticipated of several DNA 

sequencing technologies to meet this challenge. 

 

 



 

128 
 

Appendix B 

B Synthetic nanopores 

 Synthetic nanopores have become increasingly popular in nanopore sensing, offering a 

way to overcome many of the challenges associated with organic pores (refer to section 2.1 

for discussion regarding the drawbacks of organic pores in nanopore sensing). Synthetic (or 

solid state) nanopores can be made by drilling a hole through a thin membrane of a suitable 

material (e.g. silicon nitride) with a high-energy electron beam and / or focused ion beam 

[20,172] (figure B-1). Synthetic pores offer some key advantages over their organic 

counterparts including tunable size [20,172] (e.g. by material deposition [172], or by 

exposure to ion, electron or photon beams which can contract or expand the pore [172]), ease 

of incorporation into instruments for device fabrication, stability over long periods of time 

(e.g. months) [20,86], durability under extreme conditions (e.g. low pH or very high 

voltages), and the potential to control their geometry and surface chemistry [172]. Solid-state 

nanopores have therefore yielded significant insights into the biophysical properties and 

translocation dynamics of both DNA and proteins [e.g. 86,173-178] particularly under 

conditions in which nanopore sensing with organic pores is impractical. Synthetic pores, 

however, also suffer drawbacks including low signal-to-noise ratios (they exhibit much 

greater noise than α-hemolysin [86]), and strong interactions of DNA and proteins with the 

pore, specifically silicon nitride nanopores, to the point where biomolecules "stick" to the 

pore surface causing irreversible blockages [20,179].  
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Figure B-1. Scanning electron micrograph of SiNx synthetic nanopores. (left) ~4 nm 

diameter nanopore. (right) ~2 nm diameter nanopore. Images and pores produced by Dhruti 

Trivedi. 

 

 The low signal-to-noise characteristics of silicon nitride nanopores, which is primarily a 

product of flicker noise in the low frequency regime and dielectric loss and capacitance at 

higher frequencies [86,180], can be partially mitigated by coating the membrane with a low 

dielectric material such as polydimethylsiloxane (PDMS) [86]. This has been shown to 

significantly reduce the high frequency noise to levels comparable to that of α-hemolysin (α-

HL) [86]. In this way, Tabard-Cossa et. al. showed significantly improved performance of 

SiNx nanopores for DNA analysis demonstrating the ability to distinguish between DNA 

translocation events that differ by the conformation of the translocating molecule [86]. 

 

 Other membrane materials have also served as substrates for synthetic pores. More 

recently, nanopores in graphene monolayers have been drilled using a tightly focused 

electron beam [181, 182]. Graphene nanopores, which are a single atom thick, are exciting 

prospects for application in high-speed nanopore DNA sequencing. Given the thickness of 
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the membrane, the pore current in the presence of DNA is expected to be a function of a 

minimal number of nucleotides occupying, or within the vicinity of the pore, thereby 

potentially optimizing pore spatial resolution for nanopore sequencing. Moreover, theoretical 

calculations of DNA translocation through graphene nanopores have indicated the possibility 

of single base resolution by exploiting the conductivity properties of graphene for probing 

the translocating strand electrically in the transverse direction [103]. While many issues 

remain to be resolved with respect to realizing graphene’s potential in nanopore sensing (e.g. 

the very low signal-to-noise ratio exhibited by graphene nanopores [181,182]), the ability to 

form pores in graphene and the recent demonstration of DNA translocation through these 

pores shows promise for the material in nanopore DNA analysis.  

 

 While solid-state pores resolve many of the issues associated with organic pores, they 

suffer from problems that are in general resolved by their organic counterparts (e.g. the 

structural irreproducibility of synthetic pores). Given the inverse problems these classes of 

pores exhibit, several groups have recently explored the possibility of forming hybrid pores 

(i.e. hybrid organic and synthetic pores to ideally exploit the advantages of each class of pore 

while mitigating the disadvantages) [183]. In this regard it has been shown that by tagging 

preformed α-HL pores with double stranded DNA (dsDNA), the DNA-pore complex can be 

electrophoretically driven into a synthetic nanopore. In this way, the α-HL pore docks into 

the synthetic pore while the dsDNA subsequently dissociates leaving an α-HL pore firmly 

positioned within a synthetic nanopore (figure B-2) [183]. In this configuration, α-HL was 

shown extremely robust to both mechanical and electrical perturbations (i.e. the pore 

remained active at very high electric potentials and over several days [183]) while 
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maintaining its low noise characteristics. Given these encouraging initial results, research 

efforts are ongoing to improve the technique for forming hybrid pores. These results 

however, point to this new class of pore as a potentially optimal solution in nanopore 

sensing. 

 

 
Figure B-2. Formation of hybrid nanopores. (left) A DNA-pore complex is formed by 

tagging a preformed α-hemolysin nanopore with dsDNA. (right) A DNA-pore complex in 

solution can be electrophoretically driven into a silicon nitride nanopore thereby forming a 

hybrid organic-synthetic nanopore upon dissociation of the dsDNA tag. Image source: [183] 

(reprinted by permission from Macmillan Publishers Ltd: Nature Nanotechnology [183], 

copyright 2010).
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Appendix C 

C Forming an α-hemolysin nanopore for 

single molecule analysis 

 Nanopore analysis of single molecules can be performed by measuring the modulation in 

ionic current passing through the nanopore while an individual biomolecule such as DNA or 

RNA is resident in, translocating, or otherwise interacting with the pore. The corresponding 

current signature has been shown to reveal properties of the biomolecule and information on 

its interactions with the pore. The α-hemolysin nanopore remains the pore of choice, 

particularly for single molecule analysis of nucleic acids, because of its internal dimensions, 

hydrophilicity and low noise characteristics. In this appendix we present a detailed protocol 

for forming a robust α-hemolysin nanopore (or multiple nanopores) for single molecule 

analysis. 

 

C.1 Introduction  

 Nanopore single molecule analysis is based on the electrical detection of individual 

molecules, electrophoretically driven into a nanometer-scale pore, by measurement of the 

modulation of ionic current as each biomolecule enters, resides in, and exits the pore. Of the 

available organic pores, α-hemolysin (α-HL), a heptameric protein that self-assembles as a 

pore in a lipid bilayer, is the most commonly used for studies of nucleic acids. Its dimensions 
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(in particular its ~1.4 nm diameter limiting aperture) [72], internal hydrophilicity, and low-

noise characteristics make it ideally suited for this purpose.  

 

 Single molecule DNA analysis using nanopores was first reported in 1996 [21]. In this 

seminal paper, Kasianowicz et al. detected individual strands of RNA and DNA by the 

transient blockage of ionic current as they were driven through an α-hemolysin nanopore. 

The authors confirmed the relationship between molecule translocation in the pore and 

current blockage events, and showed a correlation between blockage event times and the 

molecule length. Nanopore current was later shown to display a high degree of sensitivity to 

the nature of the molecule blocking the pore, as homopolymers that differ only in sequence 

were distinguished from each other based on the nucleic acid – α-HL pore interactions that 

ensue during translocation [22]. 

 Since then, there has been an explosion of studies and techniques developed using 

nanopores. These include single molecule force spectroscopy [118,184], studies of nucleic 

acid dynamics [18,19,160,161], progress towards single molecule sequencing (see section 

2.2), single molecule chemistry [185,186], and protein analysis (see section 4.1). A force 

spectroscopy technique employing multiple α-HL nanopores incorporated into a single lipid 

bilayer has also been developed for rapid single nucleotide polymorphism detection [119]. 

 

 In this appendix we present the protocol for forming single or multiple α-hemolysin 

nanopores. The ease with which an α-hemolysin nanopore can be formed is strongly 

correlated with the quality of the lipid bilayer in which it incorporates. We therefore also 

present considerable detail on methods for forming robust lipid bilayers. 
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C.2 Materials 

 

C.2.1 Aperture construction in PTFE / FEP tubing (forming the 

U-tube) 

1. Constantan® thermocouple wire, 0.001” diameter (OMEGA Engineering Inc.). 

2. Polytetrafluoroethylene (PTFE) / Fluorinated Ethylene-Propylene (FEP) dual-shrink tube 

0.036” inner diameter (ID), (Small Parts Inc.). 

3. Instant adhesive (Loctite® 401). 

4. 24 AWG solid wire (insulation removed). 

5. Varitemp® heat gun (MASTER® Appliance). 

 

C.2.2 Silver-chloride (Ag/AgCl) electrodes  

1. Silver wire (Alfa Aeser), 1mm (0.04”) diameter, 99.9% purity. 

2. 0.06” ID and 0.130” ID PTFE/FEP dual-shrink tube (Small Parts Inc.). 

3. Bleach (6% sodium hypochlorite). 

4. Connector pins appropriate to the patch clamp amplifier head stage (e.g. MaxBit® 1 mm 

diameter, male, crimp pins if using the Axopatch 200B, Molecular Devices Corp.). Refer 

to Subheading C.2.5 regarding the patch clamp amplifier.  

5. 24 AWG solid wire. 

6. Varitemp® heat gun (MASTER® Appliance). 

7. Imperial® wetordry® sanding paper (3M Inc.). 
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C.2.3 Black lipid bilayer formation 

1. KCl buffer: 1 M potassium chloride (KCl), 10 mM HEPES, and 1 mM EDTA, pH 8.0. 

Filter through a 0.1 µm vacuum filter (e.g. Stericup® filter units, Millipore 

Corporation.). Adjust the pH using 2 M potassium hydroxide (KOH). Store at room 

temperature. 

2. 10 mg/mL solution of 1,2-diphytanoyl-sn-glycero-3-phosphocholine, powdered form, 

(Avanti Polar Lipids) in chloroform. Store lyophilized lipid and lipid chloroform 

solution at -20°C. (see C.4 Note 1). 

3. Single bristle lipid brush (figure C-1) made from a 10 µL pipette tip, a paint brush 

bristle, and a small stick from a cotton swab. (see C.4 Note 2). 

4. Varitemp® heat gun (MASTER® Appliance). 

5. Three NORM-JECT®
 
syringe connectors (figure C-2). Using the heat gun, shrink 

0.130” ID PTFE / FEP dual shrink tube (Small Parts Inc.) around stainless steel 

hypodermic needles (with plastic hubs), 14, and 15 gauge. (Small Parts Inc.). (see C.4 

Note 3). 

6. 1-Hexadecene, (Sigma-Aldrich). Store at room temperature. 

7. Concentrated nitric acid (HNO3). 

8. Hexane. Store at room temperature. 

9. Ethanol. Store at room temperature.  

10. 50 µL glass capillary pipettes (e.g. Drummond® Wiretrol micropipettes, VWR 

International). 

11. Oilless vacuum pump (24” Hg, McMaster-Carr®) and vacuum chamber (VWR). 
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12. Stirring hot plate (Corning®). 

13. Polyvinyl chloride (PVC) gloves (Winter Monkey Grip®). 

14. 6 M Sodium Hydroxide (NaOH) solution. 

15. Safety glasses. 

 

 
Figure C-1. Lipid brush. A single paint brush bristle formed into a loop extends out the end 

of the pipette tip. 
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Figure C-2. The syringe connectors. (a) Connector for flushing solutions through the U-

tube (step 4 of section C.3.3.). (b) Two of this type of connector should be made. One used 

for pushing air through the U-tube and one for pushing KCl buffer (refer to section C.3.3.). 

(c) Tygon®-syringe connector for flushing out and replacing KCl buffer (step 6 of section 

C.3.4). 

 

C.2.4 α-hemolysin pore (or multiple pore) formation 

1. α-Hemolysin from Staphylococcus aureus (Sigma-Aldrich). Follow MSDS precautions 

when handling α-hemolysin, which is highly toxic. Mix lyophilized α-hemolysin powder 

with a 1:1 glycerol to water solution at 1mg/mL. Store powdered α-hemolysin and 

solution at -20°C. The solution should be kept for a maximum of 3 months. 

2. Venturi pump with a 0.25” ID Tygon® hose attached. 

3. Tygon®-syringe connector (figure C-2c). The connector is made by bending the steel of 

a 21 gauge hypodermic needle by approximately 30° and zip tying it to a second 21 

gauge hypodermic needle (the bottom of the bent hypodermic needle should not be flush 

with that of the straight needle). It is helpful to heat shrink some PTFE/FEP tubing 

around a portion of each needle to improve the tightness of the tying. 
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C.2.5 Experimental apparatus 

1. PTFE cell (figure C-3).  

2. Aluminum cell housing (figure C-4) to secure the PTFE cell, Ag/AgCl electrodes, and 

light source. The housing should be grounded to reduce electrical noise. 

3. Vibration isolation table for mechanical noise reduction. Light load air suspension tables 

are adequate (e.g. LW series tables, Newport Corporation).  

4. A microscope light source. (e.g. a high intensity white LED & DC battery or a fiber-Lite 

high intensity illuminator, model 170D, with flexible fiber optic cable, Dolan-Jenner 

Industries Inc.). 

5.  40x magnification, stereomicroscope with swing arm stand (e.g. Leica S6E, Leica 

Microsystems). 

6. 100 MHz bandwidth, 1.25 GS/s (giga-samples per second), 2 channel oscilloscope (e.g. 

TDS 3012B, Tektronix).  

7. At least one faraday cage over the cell housing to eliminate external electromagnetic 

fields. 

8. Thermoelectric module (peltier) and temperature controller (TE Technology Inc.) for 

performing temperature dependence studies. (see C.4 Note 4). 

9. Low noise, patch clamp amplifier (e.g. Axopatch 200B – Molecular Devices). The signal 

from the patch clamp amplifier may need to be grounded, which can be accomplished by 

connecting the signal ground to the vibration isolation table. 
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Figure C-3. Cell. (top) PTFE cell. (middle) Front view of the PTFE cell with the U-tube in 

place. (bottom) Mechanical drawing of the PTFE cell. 
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Figure C-4. The experimental apparatus with components in place. The aluminum cell 

housing has been gold plated to remove the oxide layer and improve the attenuation of 

electromagnetic noise. A first faraday cage is placed overtop of the electrodes and PTFE cell 

(positioned by the grooves in the aluminum cell housing). A second faraday cage encloses 

the entire system. 

 

C.3 Methods 

 

C.3.1 Aperture construction in PTFE / FEP tubing (forming the 

U-tube) 

1. Wrap a piece of the thermocouple wire around the solid wire several times and glue 

using instant adhesive. 1-2” of thermocouple wire should extend past the end of the solid 

wire.  
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2. Position the solid wire inside a 6” long piece of 0.036” ID PTFE/FEP tubing such that 

only a small portion of the thermocouple wire protrudes from the end. 

3. Using the heat gun, shrink ~0.25” of tubing around the thermocouple wire until it closes 

completely.  

4. Use a new razor blade to cut the tubing near the end of the closed portion, preserving 

~1/16” of the closed portion on the end of the tubing (to ensure that the aperture is 

0.001in in diameter).  

5. Gently pull the solid wire from the back end of the tubing. Be careful not to break the 

thermocouple wire in the tubing. To check that the aperture has been created properly, 

push water through the back end of the tubing using a NORM-JECT® syringe (with the 

appropriate syringe connector, figure C-2a). A very fine stream of water will spray from 

a good aperture.   

6. Insert the tubing into the cell and bend it into the U-shaped formation as shown in figure 

C-3. (see C.4 Note 5). 

 

C.3.2 Silver-chloride (Ag/AgCl) electrode fabrication  

1. Insulate a 1” long section of 1mm diameter silver wire by heat shrinking 0.06” ID 

PTFE/FEP using the heat gun. Leave approximately 0.25” of silver overhanging on each 

end (the silver wire should be approximately 1.50” long). Repeat this step using the 

0.130” ID PTFE/FEP tubing. 

2.  For the power electrode (figure C-5a), solder one end of the silver wire to a crimp pin, 

then heat shrink a piece of PTFE/FEP tubing around the soldered portion of the pin.  
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3. For the ground electrode (figure C-5b), solder an approximately 8” long piece of solid 

wire to one end of the silver wire, then heat shrink a piece of PTFE/FEP tubing around 

the soldered portion of the wire. Solder the other end of the solid wire to a crimp pin and 

heat shrink a piece of PTFE/FEP tubing around the soldered portion of the pin. 

4. Bend the free end of the silver wire by 90° (for both electrodes) and immerse the 

electrodes into bleach solution for ~30min to create a layer of AgCl on the electrode 

surface. This step should be repeated before every experiment. 
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Figure C-5. Electrodes. (a) The power electrode positioned on the trans side (the non-

aperture side) of the PTFE cell. (b) The ground electrode positioned on the cis side (aperture 

side). 

 

C.3.3 Forming a black lipid bilayer 

1. The day before forming a nanopore, set some lipid out to dry in test tubes. Clean three 

test tubes by blowing pressurized air in them to remove any dust that may have settled 

on the bottom of the tube.  Transfer 50 µL of 10 mg/mL 1,2-diphytanoyl-sn-glycero-3-

phosphocholine / chloroform solution into each test tube (using a glass capillary pipette). 

Let the lipid dry overnight in a fume hood. (see C.4 Note 6). 
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2. The day of the experiment, turn on the patch clamp amplifier. Allow it to warm up for 1 

hour before beginning to record data.  

3. Perform this step in a fume hood; use PVC gloves, a lab coat, and safety glasses. 

Immerse a PTFE cell in a solution of ~15% nitric acid (v/v) in dH20. Bring the solution 

to a boil and then dump it into a basin (prefilled with ~0.5 L of water; neutralize with 6 

M NaOH). Repeat this boiling procedure two more times with deionized water only.  

4. Sequentially flush the U-tube of the cell with ~200 µL of each of the following 

solutions: dH2O, ethanol and hexane. To flush the tubing load a NORM-JECT® syringe 

(fitted with the appropriate connector, figure C-2a) with the corresponding solution and 

push the solution through the tubing from the trans side (i.e. the non-aperture end). A 

thin stream of liquid should spray from the aperture. To prevent introducing air bubbles, 

remove any air trapped at the forefront of the syringe prior to connecting it. (see C.4 

Note 7). 

5. Push any remaining solution out of the tube with air (using a dry NORM-JECT® syringe 

connector) and place the cell in the vacuum chamber. Pump vacuum for approximately 5 

minutes, or until the remaining solution inside the U-tube has evaporated. (see C.4 Note 

8).  

6. Using a glass pipette, aliquot 250 µL of hexane into one of the test tubes of dried lipid to 

dissolve the lipid. Cap the tube to prevent evaporation. 

7. Remove the silver-chloride electrodes from the bleach solution and rinse them with 

deionized water. 

8. Clean the lipid brush with an ethanol soaked KimWipe®. Allow the brush to dry. 
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9. Securely fasten the PTFE cell into the aluminum cell housing (figure C-4). With the aid 

of the stereomicroscope and illuminator, pipette 1.5 µL of the hexane-lipid solution 

(from step 6) onto the aperture of the U-tube. This coats the surface and inner walls of 

the tube with a lipid monolayer. Repeat this once more after the hexane has evaporated.  

10. Using a NORM-JECT® syringe & syringe connector (figure C-2b), push air through the 

U-tube from the trans side to remove any lipid solution inside the tube. Note the location 

of efflux of the hexane-lipid solution as this is the location of the aperture. Once the tube 

is visually dry place the aluminum cell housing (with the PTFE cell securely fastened) 

into the vacuum chamber and pump vacuum for approximately five minutes. (see C.4 

Note 8). 

11. Wear safety glasses for this step. Aliquot 5 µL - 6 µL of 1-hexadecene to another test 

tube of dried lipid. Allow the 1-hexadecene to coat and soften the lipid for 

approximately 20 – 40 seconds. Invert the test tube; gently and repeatedly tap the base of 

the tube to remove the excess 1-hexadecene from the lipid. Be careful not to shatter the 

test tube. Store the tube in the inverted position, to prevent the 1-hexadecene from 

collecting at the bottom (see C.4 Note 9). 

12. Install the electrodes (figure C-4) and connect them to the head stage of the patch clamp 

amplifier (The cis side – i.e. the aperture side - is ground). Connect the aluminum cell 

housing to ground (through a connection to the vibration isolation table). Set the output 

gain on the patch clamp amplifier to one. Ensure that the applied voltage is zero, the 

pipette capacitance compensation is minimized, and that the whole cell capacitance 

compensation and the series resistance compensation are off (these are the parameters 
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for the Axopatch 200B). The patch clamp amplifier should be set to low pass filter at 

10kHz (if performing nanopore force spectroscopy, refer to [119]) 

13. Using a NORM-JECT® syringe and syringe connector (figure C-2b), gently push the 

KCl buffer or analyte solution (e.g. DNA solution in 1 M KCl, if performing nanopore 

force spectroscopy, refer to [119]) through the U-tube from the trans side (be wary of air 

bubbles and ensure that none are introduced into the tubing). (see C.4 Note 7). 

14. Fill the cis and trans sides of the PTFE cell with KCl buffer. Fill both the wells such that 

the electrodes from each particular side are fully immersed in the solvent.  

15. Apply a 5 mV square wave potential using the patch clamp amplifier (Seal Test toggle of 

the Axopatch 200B). Current through an open tube will appear as a square wave; if the 

tube contains an obstruction (e.g. an air bubble), there will be a zero DC bias with spikes 

during potential steps, due to the capacitance of the obstruction. (see C.4 Note 7). 

16. Adjust the offset potential to zero the current (Pipette Offset knob of the Axopatch 

200B). Adjust the scale (and the trigger) of the oscilloscope to view a single cycle of the 

seal test. Monitor the current for a few minutes; significant, continual current drift 

indicates cell leaks or depletion of the AgCl layer on the electrodes. (see C.4 Note 10). 

17. Using the lipid brush transfer a small amount of lipid from the lipid/1-hexadecene test 

tube, to the cis side of the U-tube (i.e. the end containing the aperture). When collecting 

the lipid keep the test tube in the inverted position at all times. When transferring the 

lipid, transfer it onto the edge of the U-tube (away from the aperture). After transferring 

the lipid wipe the bristle with a KimWipe®. (see C.4 Note 11). 

18. Using the lipid brush, mix the lipid for approximately 20–30 seconds until it becomes 

noticeably less viscous. Move the lipid to the edge of the U-tube, and clean excess lipid 
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from the aperture. It is important not to excessively mix the lipid as it will become too 

soft for practical use. (see C.4 Note 12). 

19. Using a NORM-JECT® syringe and syringe connector, push a small amount of KCl 

buffer (or analyte solution, if performing nanopore force spectroscopy, refer to [119]) 

through the U-tube from the trans side to clear the inside of lipid. If it is cleared then the 

capacitive spike should disappear. (see C.4 Note 13). 

20. Form a lipid bilayer. Using a 20 µL micropipettor, blow an air bubble across the aperture 

and suck it back up. If a bilayer is formed a capacitive spike will appear on the 

oscilloscope.  

21. Check for leaks by applying a 100 mV potential across the bilayer. Ionic current of 

<1pA indicates a good bilayer. Current higher than this indicates leaky bilayers, or leaks 

in the cell itself. (see C.4 Note 14).  

22. Check the mechanical properties of the bilayer by applying an increasing potential until 

the bilayer breaks, causing the current to instantaneously saturate. A good bilayer will 

burst at a voltage of 450 mV to 550 mV. Bilayers bursting at <300mV are generally 

unstable and should not be used (see C.4 Note 15). Membranes bursting at >600 mV 

occur when a thick lipid blockage occludes the tube; such a blockage is not a bilayer and 

cannot be used to form a nanopore (see C.4 Note 16).  Reform a bilayer and repeat this 

step a couple of more times to ensure that the bilayers consistently burst between 450 

mV and 550 mV.  

 

C.3.4 α-hemolysin pore (or multiple pore) formation 

1. Prepare a NORM-JECT® syringe by filling it with KCl buffer. 



Appendix C. Forming an α-HL nanopore for single molecule analysis 

149 

2. For forming a single nanopore, prepare a diluted solution of α-toxin by transferring 3 µL 

of the α-hemolysin solution (the α-hemolysin dissolved in glycerol/water) with 50 µL of 

KCl buffer. For forming multiple nanopores mix 3 µL of the α-hemolysin solution with 

20 µL of KCl. 

3.  Form a lipid bilayer (refer to step 20 of Subheading C.3.3) and add 3 µL of the diluted 

α-toxin solution to the cis side of the PTFE cell (the side containing the aperture of the 

U-tube). Add the α-toxin away from the aperture, and mix it into the KCl buffer by 

refluxing with the micropipette. (see C.4 Note 17). 

4. Set the potential to 100 mV and wait for channel insertion. An α-hemolysin nanopore 

will conduct a current of 90 pA to 100 pA at 100 mV and a current of -70 pA to -79 pA 

at -100 mV (open channel current values for a single pore in 1 M KCl). Check both 

polarities of the potential before proceeding (it is possible for a secondary structure of 

the protein to incorporate into the lipid bilayer in which case the conducted current will 

reside outside of the above ranges. In this case burst the bilayer and reform it). 

5. For forming multiple nanopores wait until 50 to 150 nanopores incorporate into the lipid 

bilayer before proceeding (the conducted current should be approximately 50 to 150 

times the single channel values, respectively). 

6. Flush out and replace the KCl buffer on the cis side of the PTFE cell. Attach the syringe 

from step 1 to the longer needle of the Tygon®-syringe connector; squirt some liquid out 

to remove any air bubbles. Connect the other needle to the hose of the venturi pump, and 

turn it on. Insert the longer needle into the cis well and inject the clean KCl solution 

while simultaneously removing excess liquid through the shorter needle connected to the 

venturi pump. Make sure that the liquid level on the cis side of the PTFE cell does not 
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drop below the top surface of the U-tube otherwise the pore(s) will disappear. Perform 

this step quickly to prevent further pores from incorporating into the bilayer. Repeat this 

step three times. (see C.4 Note 18). 

7. Turn off the 100 mV applied potential. Zero the current if required. (see C.4 Note 19) 

 

C.4 Notes 

1. Avoid transferring chloroform (and hexane) with plastic, which can contaminate the 

solutions and affect the quality of the lipid. Wherever possible, use glass pipettes or 

capillary pipettes.  

2. To make the brush, form a U-shaped loop with a single bristle from a Sable artist’s paint 

brush, and insert both free ends of the bristle into a 10 µL pipette tip leaving a loop ~2 

mm long.  Glue the loop in place using instant adhesive.  

3.  0.06” ID PTFE/FEP dual shrink tube may also be used depending on the outer diameter 

of the hypodermic needles. When heat shrinking the tubing the goal is to shrink the 

suspended portion such that when placed around the native 0.036” ID PTFE/FEP dual 

shrink tube it forms a snug fit.  

4. Because the experiments are sensitive to electrical and mechanical noise, the peltier 

device should be liquid cooled as opposed to air cooled by a fan. Liquid hard-drive 

coolers that pump liquid through a water block (to which the peltier should be fastened) 

is a good non-invasive cooling option. 

5.  It can be difficult to insert the tubing into the through hole of the PTFE cell because the 

fit is tight. Heat shrink ~1 ½” at the non-aperture end of the PTFE/FEP tubing and insert 

that end (“guide end”) into the through hole. Use pliers to pull on the guide end to pull 
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the rest of the tubing through. Once the tube is in place, cut the excess tube from the 

non-aperture end.  

6. Lipid takes at least 4-5 hours to dry once transferred. Lipid oxidizes over time; do not 

keep dried lipid for more than 2 days.   

7. If air bubbles do get trapped inside the tube, and are obstructing the flow of liquid, push 

solution through the cis side of the tubing (i.e. the aperture end). It is crucial if doing 

this, to remove any air trapped at the forefront of the syringe. After clearing the 

obstruction, return to pushing solution through the trans side. If the flow remains 

impeded after numerous attempts, restart with a different PTFE cell.  

8. The syringe connector used to push air through the U-tube should always remain dry 

(i.e. for pushing solution through the U-tube use a different connector). 

9. Extending this time beyond 40 seconds will likely result in over-softening of the lipid. 

10. Depleted electrodes are white or have white patches present, in which case they need to 

be replated in bleach. If this is not the case, then gently disassemble the PTFE cell 

(without emptying it) and check for leaks or spills; wipe any KCl solution from the cell 

or apparatus and reassemble. In general the current will drift slightly over time, in which 

case it should be re-zeroed. The Offset current should be re-zeroed periodically, e.g. 

every 10 minutes during experiments.  

11.  Avoid contact between the harvested lipid and any 1-hexadecene residing on the walls of 

the test tube. Excess 1-hexadecene may over-soften the lipid.   

12.  When moving the lipid back to the edge of the U-tube, leave a very small amount of 

lipid near the aperture to act as a reservoir for bilayer formation.  
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13. If the lipid clears from the aperture but spontaneously re-enters than it may imply that 

the lipid is too soft. Spontaneous clogging of the aperture may be remedied by pushing 

solution through the tubing from the trans side with one hand and using the lipid brush 

with the other to push lipid away from the aperture. Refer to C.4 Note 15 for a possible 

remedy to the excess softening of the lipid.  

14.  If a substantial leakage current is observed, re-mix the lipid (refer to step 18 of 

Subheading C.3.3). If this does not solve the problem, then check for leaks or spills (see 

C.4 Note 10). 

15.  If the bilayer bursts at potentials less than 300 mV it can imply one of two things. Either 

the lipid has not been mixed well enough, in which case re-mix the lipid (refer to step 18 

of Subheading C.3.3). The alternative is that the lipid is too soft (which may be a 

product of over-mixing or too much 1-hexadecene). If this is the case than transfer 

another fraction of lipid (step 17 from Subheading C.3.3, alternatively aliquot 1-

hexadecene into a third test tube of dry lipid and transfer this lipid to the cis side of the 

U-tube), which can be used as a mop to collect the soft lipid that surrounds the aperture 

replacing it with fresh, unmixed lipid. This new lipid need not be mixed thoroughly as 

required in step 18 of Subheading C.3.3. 

16.  Clear the U-tube of lipid (refer to step 19 of Subheading C.3.3). 

17. Do not add the α-toxin too close to the aperture, to prevent runaway nanopore formation. 

If this occurs then flush out and replace the KCl buffer on the cis side of the cell (refer to 

step 6 of Subheading C.3.4). If, after 10 minutes, no nanopores have formed then add 

another 2 µL of the diluted α-toxin solution to the cis side of the cell and mix 

appropriately. Burst and reform the bilayer. 
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18. It is a good idea to have the Tygon®-syringe connector inserted into the Tygon® tubing 

of the venturi pump and attached to the NORM-JECT® syringe prior to reaching this 

step (step 6 of Subheading C.3.4). Once a pore incorporates in the bilayer (e.g., in the 

case when making a single nanopore) there is limited time to flush out and replace the 

KCl solution before a second pore forms. It is important to avoid spilling any solution 

around the cell, as this creates leaks from the cis to the trans chamber. 

19. When cleaning up (at the end of performing any experiments), empty the cis and trans 

contents of the PTFE cell into the basin (step 3, Subheading C.3.3) and place the cell 

into a separate container than the clean PTFE cells (cleaned in the manner described in 

step 3, Subheading C.3.3). Clean the electrodes by lightly sanding the surface with the 

wetordry® sanding paper, and then re-immerse them in bleach. 
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Appendix D 

D PrP
C
 expression and purification  

 The gene for ShPrP(120-232) fragment was purchased from DNA2.0. All reagents were 

purchased from Sigma and Fisher except for the nickel-NTA resin which was purchased 

from Qiagen. Mutagenesis was performed using standard protocol from QuikChange Site-

Directed Mutagenesis Kit (Stratagene).  

 All genes (ShPrP(120-232), KKRR-ShPrP(120-232), and KKRR-ShPrP(120-232)-

D178N) were  inserted into pET15b(+) vector between XhoI and EcoRI restriction sites. 

Expression prion constructs were verified by DNA sequencing. Recombinant proteins were 

expressed in Eschericia coli BL21(DE3) host cells in LB medium supplemented with 100 

μg/ml ampicillin. The cultures were grown at 37
o
C until an OD600 = 0.8 was reached and then 

induced with 1.0 mM IPTG for 18 hr at 37
o
C. After post-induction incubation the cells were 

harvested by centrifugation for 20 min at 9060 x g (4
o
C). All prion proteins were isolated 

from the inclusion bodies and purified via refolding on the Ni-NTA column. The cell pellets 

from 1L of the LB medium with expressed prion protein was re-suspended in 25ml of the 

lysis buffer (50mM Tris, 100mM NaCl, 5mM EDTA, 0.1% NaN3, pH 8.0) and lysed by 

sonication (using Fisher Scientific Ultrasonic Dismembrator Model 500 with microtip probe 

for 6 X15sec pulses at 40% power) on ice with addition of PMSF and Triton X-100 to final 

concentrations of 0.1mM and 0.5% respectively. The mixture was incubated on ice for 15min 

followed by centrifugation at 17400 x g for 20 min (4
o
C). The supernatant was removed and 

inclusion bodies were cleaned by two washing steps with lysis buffer containing 0.5% Triton 
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X-100. Triton X-100 was removed by washing the pellet twice with lysis buffer only. 

Inclusion bodies were centrifuged at 17400 x g for 20 min (4
o
C) after every wash and 

supernatant was removed. Clean protein pellet was resuspended in 30ml of the solubilization 

buffer (10mM Tris, 100mM sodium phosphate, 10mM reduced glutathione, 8M Urea, pH 

8.0) and left for overnight incubation at room temperature with next centrifugation at 48400 

x g for 1hr at 25
o
C.  

 The Ni-NTA resin (40ml bed volume) was pre-equilibrated with solubilization buffer 

and mixed with clarified supernatant. The mixture was incubated (with slow rotation) at 

room temperature for 10 min and packed into the column. Unbound proteins were removed 

by column wash with 5 bed volumes of the solubilization buffer. Prion protein was refolded 

on a column by decreasing Urea concentration from 8M to 0M. Linear gradient of 

solubilization buffer and refolding buffer (10mM Tris, 100mM sodium phosphate, pH 8.0) 

was applied to the column. Non-specific bound proteins were washed out of the column with 

5 bed volumes of the washing buffer (10mM Tris, 100mM sodium phosphate, 50mM 

Imidazole, pH 8.0). Prion protein was eluted from the column with elution buffer (10mM 

Tris, 100mM sodium phosphate, 500mM Imidazole, pH 5.8). Fractions containing protein 

were identified by SDS-PAGE gel and mixed. His-tag was removed from the prion protein 

using Enterokinase Cleavage Capture Kit (Novagen). Purified prion proteins were then 

concentrated using an Amicon Ultra-15 centrifugal device.  

 Protein concentration was determined using an extinction coefficient at 280nm 

(ShPrP(120-232) extinction coefficient is 20525M
-1

cm
-1

,
 
KKRR-ShPrP(120-232) extinction 

coefficient is 20525M
-1

cm
-1

, and KKRR-ShPrP(120-232)-D178N extinction coefficient is 
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20525M
-1

cm
-1

). Extinction coefficients were calculated by Protparam program based on 

every specific recombinant prion amino acid sequence. 
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Appendix E 

E Sample PrP
C
 capture events 

KKRR-ShPrP(120-232) 

 
Figure E-1. Sample wild-type PrP

C
 capture event 1. Current through the pore upon 

capture and trapping of wild-type PrP
C
. Current is expressed as I/I0 where I0 is the open pore 

current.  

 

 
Figure E-2. Sample wild-type PrP

C
 capture event 2. Current through the pore upon 

capture and trapping of wild-type PrP
C
. Current is expressed as I/I0 where I0 is the open pore 

current. 
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Figure E-3. Sample wild-type PrP

C
 capture event 3. Current through the pore upon 

capture and trapping of wild-type PrP
C
. Current is expressed as I/I0 where I0 is the open pore 

current. 

 

 
Figure E-4. Sample wild-type PrP

C
 capture event 4. Current through the pore upon 

capture and trapping of wild-type PrP
C
. Current is expressed as I/I0 where I0 is the open pore 

current. 
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Figure E-5. Sample wild-type PrP

C
 capture event 5. Current through the pore upon 

capture and trapping of wild-type PrP
C
. Current is expressed as I/I0 where I0 is the open pore 

current. 

 

KKRR-ShPrP(120-232)-D178N 

 
Figure E-6. Sample D178N mutant PrP

C
 capture event 1. Current through the pore upon 

capture and trapping of mutant PrP
C
. Current is expressed as I/I0 where I0 is the open pore 

current. 
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Figure E-7. Sample D178N mutant PrP

C
 capture event 2. Current through the pore upon 

capture and trapping of mutant PrP
C
. Current is expressed as I/I0 where I0 is the open pore 

current. 

 

 
Figure E-8. Sample D178N mutant PrP

C
 capture event 3. Current through the pore upon 

capture and trapping of mutant PrP
C
. Current is expressed as I/I0 where I0 is the open pore 

current. 
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Figure E-9. Sample D178N mutant PrP

C
 capture event 4. Current through the pore upon 

capture and trapping of mutant PrP
C
. Current is expressed as I/I0 where I0 is the open pore 

current. 

 

 
Figure E-10. Sample D178N mutant PrP

C
 capture event 5. Current through the pore upon 

capture and trapping of mutant PrP
C
. Current is expressed as I/I0 where I0 is the open pore 

current. 
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Appendix F 

F PrP
C
 protein calling: Case 1 and case 2 

wild-type and mutant HMM models 

Protein calling case 1: Optimal KKRR-ShPrP(120-232) and KKRR-ShPrP(120-232)-

D178N models 
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KKRR-ShPrP(120-232)

 

Figure F-1. KKRR-ShPrP (120-232) event histogram and optimal HMM model (case 1). 

(Top left) KKRR-ShPrP(120-232) event histogram of the training data (blue), with the high 

(black Gaussian), mid (green Gaussian), and low states (red Gaussian), as defined by the 

optimal HMM model to the training data, overlayed. (Bottom right) The optimal three-state 

HMM model to the training set. Initial condition (π), I/I0 state levels (q), noise properties of 

each state (b – i.e. the standard deviation on the Gaussian for each state), and the state-to-

state transition probability matrix (A).
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KKRR-ShPrP(120-232)-D178N 

 

Figure F-2. KKRR-ShPrP (120-232)-D178N event histogram and optimal HMM model 

(case 1). (Top left) KKRR-ShPrP(120-232)-D178N event histogram of the training data 

(blue), with the high (black Gaussian), mid (green Gaussian), and low states (red Gaussian), 

as defined by the optimal HMM model to the training data, overlayed. (Bottom right) The 

optimal three-state HMM model to the training set. Initial condition (π), I/I0 state levels (q), 

noise properties of each state (b – i.e. the standard deviation on the Gaussian for each state), 

and the state-to-state transition probability matrix (A).
 

 

Protein calling case 2: Optimal KKRR-ShPrP(120-232) and KKRR-ShPrP(120-232)-

D178N models 
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KKRR-ShPrP(120-232) 

 

Figure F-3. KKRR-ShPrP (120-232) event histogram and optimal HMM model (case 2). 

(Top left) KKRR-ShPrP(120-232) event histogram of the training data (blue), with the high 

(black Gaussian), mid (green Gaussian), and low states (red Gaussian), as defined by the 

optimal HMM model to the training data, overlayed. (Bottom right) The optimal three-state 

HMM model to the training set. Initial condition (π), I/I0 state levels (q), noise properties of 

each state (b – i.e. the standard deviation on the Gaussian for each state), and the state-to-

state transition probability matrix (A). 
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KKRR-ShPrP(120-232)-D178N 

 

Figure F-4. KKRR-ShPrP(120-232)-D178N event histogram and optimal HMM model 

(case 2). (Top left) KKRR-ShPrP(120-232)-D178N event histogram of the training data 

(blue), with the high (black Gaussian), mid (green Gaussian), and low-states (red Gaussian), 

as defined by the optimal HMM model to the training data, overlayed. (Bottom right) The 

optimal three-state HMM model to the training set. Initial condition (π), I/I0 state levels (q), 

noise properties of each state (b – i.e. the standard deviation on the Gaussian for each state), 

and the state-to-state transition probability matrix (A).
 

 

 


