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Abstract

Noninvasive detection and localization of prostate cancer in medical imaging is an impor-

tant, yet difficult task. Benefits range from diagnosis of cancer, to planning and guidance of

its treatment. In order to characterize cancer and evaluate its localization in volumetric im-

ages, such as ultrasound or magnetic resonance imaging (MRI), their spatial correspondence

with the “gold standard” provided by histopathology must be established.

In this thesis, we propose a general framework for a multi-slice to volume registration

that is applied to register a stack of sparse, unaligned two-dimensional histological slices to

a three-dimensional volumetric imaging of the prostate. The approach uses particle filtering

that allows deriving optimal pose parameters of the slices in a Bayesian approach.

We then propose a novel registration method between in vivo and ex vivo MRI of the

prostate to facilitate its registration to histopathology. The method incorporates elasticity

information, acquired by magnetic resonance elastography (MRE), to generate a patient-

specific biomechanical model of the prostate and periprostatic tissue.

Next, we propose a registration method between preoperative MRI and intraoperative

transrectal-ultrasound. The method can be incorporated with a robotic surgical system to

augment the surgeon’s visualization during robot-assisted prostatectomy. We also study

the use of elasticity-based registration of ultrasound elastography and MRE.

We then present an image processing approach for enhancing MRE data. The approach

employs registration to compensate for motion of patients during the scan to improve the

accuracy of the reconstructed elastogram. A super-resolution technique is employed to

increase the resolution of the acquired images by utilizing unique properties of MRE.

Finally, we develop a theory for optimization-based design of motion encoding in MRE

that allows reducing scanning time and increasing signal-to-noise ratio of elasticity recon-

struction. We formulate the displacement estimation of the mechanical wave as an ex-

perimental design problem, by which we quantify performance of sequences, and optimize

multidirectional designs.

The proposed methods have been evaluated in simulations and on a diverse set of clinical

data. Results may pave the way for a broader clinical deployment of elastography and

elastography-based image processing.
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Chapter 1

Introduction

1.1 Background and Motivation

1.1.1 Prostate Anatomy and Prostate Cancer Interventions

The prostate is a fibromuscular gland about the size and shape of a walnut that lies at a

low level in the lesser pelvis, and is traversed by the urethra and ejaculatory ducts [48].

Being somewhat pyramidal, it presents a base superiorly, an apex inferiorly, and surfaces

anteriorly, posteriorly and laterally. The prostate surrounds the prostatic urethra and is en-

compassed superiorly by the bladder neck, inferiorly by the urogenital diaphragm, anteriorly

by the symphysis pubis and pubic arch, and posteriorly by the rectum wall (Figure 1.1). The

glandular tissue may be subdivided into three distinct zones: peripheral (70% by volume),

central (25% by volume), and transition (5% by volume).

With an estimated number of 233,000 new cases and 29,480 deaths in 2014, prostate

cancer is the most commonly diagnosed cancer and second most common cause of cancer

death among American men [6]. Prostate cancer, also known as carcinoma of the prostate

(CaP), occurs mostly in the peripheral zone of the prostate, followed by the transition zone,

then by the central zone. In its early stages, CaP has no symptoms and is usually suspected

when a prostate-specific antigen (PSA) test has shown a significant increase and/or when

a digital rectal examination (DRE) shows stiff nodules or an asymmetric gland. Diagnosis

cannot be confirmed until a biopsy test is returned positive.

Clinical management of CaP is based on combination of the patient’s physical condition

(e.g., age, weight, other health issues), tumor staging, tumor grading, and PSA [114]. In the

Gleason grading system, a grade is assigned by a pathologist to the most- and second-most

dominant microscopic patterns of a tumor based on histopathology analysis. Each grade

ranges from one to five, representing well- to poorly-differentiated carcinoma, respectively.

The final Gleason score is the sum of the primary and secondary grades.

There are various treatment methods available to CaP patients. These include watchful

waiting, hormone therapy, chemotherapy, external beam radiation therapy, low/high dose

rate brachytherapy, and high-intensity focused ultrasound. Radical prostatectomy, i.e., the
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Figure 1.1: Prostate anatomy with major anatomical landmarks.

surgical extirpation of the prostate, is viewed by many as the “gold standard” treatment for

clinically localized CaP. The long term prognosis of patients who undergo prostatectomy

has improved significantly over the past few decades. However, there remain significant rates

of disease recurrence and complications. In addition to regular risks of a surgical procedure,

common complications include incontinence and impotence. Therefore, the primary goals

of prostatectomy are (i) cancer control, (ii) preservation of urinary continence, and (iii)

preservation of erectile function.

The state-of-the-art radical prostatectomy technique is the minimally invasive robot-

assisted laparoscopic radical prostatectomy (RALP), which involves a robotic surgery sys-

tem (da Vinci Surgical System, Intuitive Surgical, Sunnyvale, CA). Compared with the

open prostatectomy and standard laparoscopic prostatectomy techniques, RALP provides

the surgeon with excellent three-dimensional (3-D) visualization of the surgical site and im-

proved dexterity. Studies show comparable [3, 89, 115], or superior [99] outcomes of RALP

compared with other prostatectomy techniques. The consensus [39] is that while RALP

results in lower blood loss, hospitalization duration, and complication rates, it suffers from

loss of haptic feedback, longer operating time, and cost [81].

The usage of the da Vinci System is rapidly increasing worldwide, with RALP performed

in as many as four out of five radical prostatectomies procedures in the United States [119].

In addition to the advantages above, the RALP platform has been the subject of research

and development projects to further improve performance and surgery outcomes. Such tools

include real-time ultrasound (US) data [80, 94] that is displayed on the surgeon’s console

for image guidance and improved visualization of anatomy and cancer (Figure 4.4(a)).
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(a) In vivo T2w (b) In vivo B-mode (c) Ex vivo T2w

Figure 1.2: Imaging of the Prostate. Examples of modalities used in our data collection.

1.1.2 Imaging of the Prostate

Noninvasive detection and localization of CaP in medical imaging is an important, yet

difficult task. Benefits range from diagnosis of cancer, to preoperative planning and in-

traoperative carrying out of its treatment. An accurate localization of CaP may lead to

less conservative treatments that reduce possible side effects such as impotence and urinary

incontinence.

The most common modalities used for imaging of the prostate and CaP are transrectal

ultrasound (TRUS) B-mode images and magnetic resonance imaging (MRI) T2w images

(Figure 1.2). The advantages of TRUS imaging are mainly that it is widely accessible,

simple to operate, fast (real-time), non-ionizing, inexpensive and can be easily used intra-

operatively. However, B-mode images present poor quality and are not accurate enough to

reliably detect tumors and delineate the prostate [152].

On the other hand, high resolution T2w images (typically acquired with an endorec-

tal coil) provide a very detailed view of the prostate and periprostatic anatomy. Multi-

parametric MRI presents the most accurate image based characterization of CaP (see [75]

and references therein), and can be used for detection, localization and grading of CaP.

Yet, magnetic resonance (MR) acquisition is time consuming, resource costly and, in many

times, inaccessible, which makes it inapplicable for real-time guidance.1

It is therefore a common practice for health care practitioners to employ MR preop-

eratively for CaP detection and treatment planning, and to employ US intraoperatively

for guidance. There are ongoing efforts to integrate preoperative MR data into US-guided

procedures for better intraoperative localization of anatomy and cancer (see Chapter 4).

Imaging of the postoperative specimens using MRI is also of interest, as these images can

be used to further improve CaP characterization by correlating data with confirmed tumors.

1MR-guidance for prostate biopsy and treatment has been reported, e.g., in [153, 172], but is still cum-
bersome and not widely used.
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1.1.3 Elastography of the Prostate

The characterization of mechanical properties of biological tissues is important in the de-

tection and diagnosis of diseases such as CaP, in which affected tissues typically alter

their viscoelastic properties. Manual palpation, e.g., DRE in case of CaP, provides a

non-quantitative estimation of such properties that is limited to the surface of the body.

Elastography, first introduced in [108], refers to noninvasive techniques for characterizing

mechanical properties of tissues.

An elastography system typically comprises an actuator for delivering mechanical ex-

citations to the tissue, an imaging hardware for capturing and computing the resulting

displacements, and an algorithm for solving the inverse problem of extracting an elasticity

image from the displacements. The elasticity image, also known as elastogram, usually

corresponds to the elastic (Young’s) modulus of the imaged tissues. Elastography has been

shown to aid in CaP detection [118] and interventions [74].

Elastography volumes are typically acquired at the same session along with “regular”

imaging with respect to the modality, i.e., US B-mode and MR T2w images. These images

can be aligned with their corresponding elastograms using simple or no processing. In vibro-

elastography (VE), the radio-frequency (RF) data collection to compute the elastogram, is

usually followed by a B-mode scan of the same volume under the same conditions. In mag-

netic resonance elastography (MRE), the elastogram is computed from the phase component

of the acquired signal, while its magnitude is available as low resolution T2w images.

Magnetic Resonance Elastography

Introduced in [100], MRE uses a sinusoidal mechanical excitation and a synchronized MR

pulse sequence that encodes the tissue motion in the phase of T2w (akin to) images. The

technique have been applied to study tissue changes associated with diseases of, e.g., the

liver, breast, prostate, brain, and heart [46]. A detailed description of the acquisition process

can be found, e.g., in [150].

In [135], an MRE system with an actively shielded electromagnetic transducer is pro-

posed for in vivo prostate imaging (Figure 1.3(a)). Excitations are applied to the perineal

region of the subject for efficient transmission of mechanical waves to the prostate. MRE

elastograms have been shown to be promising in improving the visibility of the prostate

gland. However, to speed up the acquisition process, so as to minimize inconvenience and

movements of the patient, the images typically have low resolution. Also, the boundary of

the prostate may be blurred and assimilated with the background.
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(a) Transperineal MRE setup
([135])

(b) Sagittal T2w (c) MRE magnitude

(d) MRE phase 3/8 (e) MRE phase 5/8 (f) MRE phase 7/8 (g) MRE elastogram

Figure 1.3: MRE of the prostate. (a) Illustration of the transperineal driver (green) posi-
tioning. (b) The prostate (cyan) overlaid on a sagittal scout image of the patient. (c) A
slice of the magnitude image. (d)-(f) Three phases of displacements along the Y-axis, π/2
apart, depict wave propagation in the tissue. (g) The corresponding slice of the elastogram.

Ultrasound Elastography

In ultrasound elastography (USE), the resulting displacements of the vibrated tissue are

recorded using time domain normalized cross-correlation (NCC) between sequences of high

frame rate RF data obtained from US imaging. These techniques can be classified into

static and dynamic elastography methods. In static elastography, an axial force is applied

to the tissue, and the pre- and post-compressed sets of images are used to determine the

motion along the direction of the applied force. Dynamic elastography consists of applying

vibration to the tissue, during which RF frames are acquired continuously and elastograms

are generated in real-time by estimating strain between sequential frames.

The authors in [139] present a TRUS-VE system, in which transfer function analysis

of tissue motion over a frequency range of simultaneous vibrations is used to acquire 3-D

elastograms of the prostate and periprostatic tissue (Figure 1.4(a)). Compared to B-mode

images, with MR T2w as “gold standard,” the produced elastograms have shown, both

qualitatively (visually) and quantitatively, to have superior object-background contrast,

especially around the base and apex [143]. The authors concluded that the VE imaging
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Figure 1.4: TRUS-VE of the prostate.

is a promising modality for prostate interventions. However, edge continuity of prostate

boundaries in the elastogram was generally inferior to B-mode.

In [9], a USE method using free-hand US is proposed. The technique, referred to as

absolute elastography, involves a specific excitation frequency of the tissue, and tracking

its motion using the algorithms proposed in [9, 37]. Assuming linearity, the motion has

the same temporal frequency, and the phase and amplitude of the displacement at each

pixel can be estimated similar to MRE. The inverse problem is then solved, e.g., by local

frequency estimation (LFE), to reconstruct the elastogram.

1.1.4 Whole-Mount Histopathology of the Prostate

Whole-mount histopathology refers to placing an entire organism or structure directly onto

a microscope slide in order to study the manifestations of disease by a pathologist. When

specimen size allows and longer processing time is available, whole-mount histopathology

preserves the structural relationships between cells, and facilitates the comparison of the

specimen to imaging data. In whole-mount histopathology of the prostate, analysis of

complete transversal cross-sections, placed on histological slices, help in predicting the long

term disease outcome of the CaP patients, and provide a ground truth to determine the

ability of imaging to detect cancer.

The process required for pathologists to prepare scans of whole-mount histological slices

in our study is summarized as follows (see also Figure 2.1). The specimen should first

be fixed in 10% formalin solution for about 72 hours, followed by its transverse sectioning

into 4 mm thick parallel sections using a single blade or a multi-bladed cutting device [32].

Each section is embedded in a paraffin block, followed by slicing a thin, 4 µm, layer from

each block using a microtome. Each slice is then glided onto a glass slide, followed by its

staining in hematoxylin and eosin (H&E). Finally, the stained slides are digitally scanned

to generate a series of digital images that represent the different levels of the specimen.
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1.1.5 Prostate Registration

Registration is the process of establishing a spatial correspondence between two or more

image data sets. The images may be acquired at different times, from different perspectives

or by different imaging techniques. In medical image processing, registration is a critical

task for integration of information acquired from pre-, intra-, and postoperative imaging. In

CaP diagnosis and treatment, registration can, for example, enable US-guided procedures

to benefit from the accuracy of cancer detection and anatomical detail in MR.

In general, given a reference image and a (set of) template image, the registration prob-

lem is to find a geometric transformation or mapping, such that the transformed (deformed)

template is close to the reference, in some sense. A detailed classification of the numerous

registration methods in medical imaging is provided in [84]. The main classification criteria

relevant to the algorithms discussed in this thesis are the dimensionality of the registra-

tion, the nature of transformation the registration is confined to, and the nature of the

registration basis.

The spatial dimensionality we consider is registration of a set of two-dimensional (2-D)

images to a 3-D volume (Chapter 2), and registration of a 3-D volume to a 3-D volume

(Chapters 3-5). The nature of the spatial transformations we propose is rigid, i.e., trans-

lation and rotation, with an additional isotropic or anisotropic scaling (Chapters 2-4), and

deformable (also known as curved or nonrigid) transformations (Chapters 3-5).

In terms of the registration basis, the focus is on intrinsic registration methods of

intensity-based (Chapters 2, 4-5), model-based (Chapters 2-3), and segmentation-based

(Chapters 2, 4) nature. Intensity-based methods utilize solely image intensities to compute

the mapping. In model-based methods, a template model of the target structure is ex-

tracted (preoperatively, usually) and registered to the reference image. Segmentation-based

methods register a segmented template into a segmented reference.

The registration problem is often formulated as an optimization of a similarity metric

between the deformed template and the reference images, with respect to a set of param-

eters (parametric techniques), or to the mapping displacements directly (nonparametric

techniques) [154]. In the former case, in order to correct for the problem’s ill-posedness

and produce more probable maps, the transformation is confined to a function space and

the parameters to be optimized are the weights of the basis functions. In the latter case, a

regularization metric is defined and combined with the similarity metric in order to smooth

the displacements. Registration algorithms differ in the choice of the similarity metric, pa-

rameters or regularization metric, and in the numerical method for solving the optimization

problem.
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Common choices for the similarity measure are the sum of squared differences (SSD),

and NCC. While simple and, in many cases, provide plausible results, these methods are

sensitive to noise and require the reference and template to be of the same intensity scale.

Therefore, these measures are not suitable for multi-modality registration. An extensively

used similarity measure, that is applicable to multi-modality registration, is the (normalized)

mutual information (MI) [26, 165].

Many parametric registration techniques employ geometric transformations derived from

interpolation theory, such as polynomial or B-spline function spaces. In nonparametric

techniques, a variety of metrics have been proposed to regularize the deformations of the

template according to geometrical transformations derived from physical models. A pop-

ular physical regularizer, which we also employ in this thesis (Chapters 3-5), is the elastic

potential of the displacements [11, 20]. Other physical metrics are based on diffusion [58],

fluid [25] and curvature [41] models. Another metric, the earth mover’s distance, preserves

the “mass” associated with the images, and yields the optimal mass transport [52].

An extensive survey of deformable medical image registration methods is presented

in [154]. A general framework for many of these techniques is presented in [92]. The

framework is based on a variational formulation and the corresponding Euler-Lagrange

equations that characterize a minimizer. Numerical schemes to solve the resulting partial

differential equations (PDEs) can be formulated and discretized using the finite difference

method. Other schemes employ the finite element method (FEM) [176].

Biomechanical models for registration are segmentation-based methods, in which the

reference and/or template segmented models are associated with mechanical properties,

e.g., elasticity, viscosity. The template model can then be deformed in a physical manner,

in order for it to match the reference model, by applying forces. Typically, FEM is employed

to numerically model the deformation.

In [38], a linear elastic biomechanical model is proposed for registration of MR brain

images. The method was adapted in [16] for registration of the prostate. In [157], the

authors propose a global surface difference to register linear elastic models extracted from

prostate TRUS and MR images. A nonlinear elastic model that is driven by a distance field

representation of the models, was used for fast registration of prostate data in [106].

Biomechanical models produce plausible and physical deformations. However, accuracy

of the registration highly depends on accuracy of the segmentation to extract the models.

An intensity-based registration of the prostate in TRUS, that does not require segmentation,

was presented in [13] for biopsy tracking. The technique involves a generalized correlation

ratio as a similarity metric, with elastic regularization and an inverse consistency constraint.
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1.2 Thesis Objectives

The objectives of this thesis are as follows:

• Developing and validating methods for registration between histopathology slices and

volumetric imaging of the prostate that allow both training and evaluation of CaP

classifiers.

• Developing and validating methods for registration between preoperative MRI and

intraoperative TRUS during RALP, in order to facilitate surgery and minimize side

effects while avoiding positive margins.

• Incorporating elastography information into the registration framework, and investi-

gating its effect on registration performance.

• Improving the quality and/or shortening acquisition time of MRE.

1.3 Thesis Outline

The overall goal of the research undertaken in this thesis is to develop algorithms for reg-

istration of the prostate among different modalities. The motivation for this research is to

provide tools that allow for an automatic preoperative and intraoperative localization of

CaP. In addition, the thesis studies the reciprocity between registration and elastography.

The diagram in Figure 1.5 depicts the general structure and flow of the thesis. We begin

with a “pure” registration algorithm, proceed to incorporation of elastography in registra-

tion that can be applied to detection of CaP and its treatment, then we incorporate image

registration to enhance MRE reconstruction, and end with a general scheme to improve

MRE acquisition.

This chapter introduced the research topic, motivation for performing this research and

the thesis objectives. The remainder of this thesis is organized as follows. In Chapter 2, we

consider a multi-slice to volume registration method in which a stack of sparse, unaligned

2-D whole-mount histological slices is registered to a 3-D volumetric imaging of the prostate.

A particle filtering framework is proposed in order to derive optimal registration parameters

in a Bayesian approach. We demonstrate and evaluate our method on a diverse set of data

that includes a synthetic volume, ex vivo and in vivo MRI, and in vivo US.

In Chapter 3, we propose a novel registration method that uses a patient-specific biome-

chanical model acquired using MRE to deform the in vivo volume and match it to the surface

9
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Figure 1.5: Thesis outline.

of the ex vivo specimen. The incorporation of elastography data into the registration frame-

work allows the measured inhomogeneous elasticity to be assigned to the in vivo volume.

The method is demonstrated and evaluated on simulation and clinical cases.

In Chapter 4, we propose a segmentation-based registration method between preopera-

tive MRI and intraoperative TRUS. The resulting corresponding images may be displayed

on the surgeon’s console during RALP. Incorporation of elastography is proposed as an

inter-modality to facilitate MRI-TRUS alignment, by elasticity-based registration of the

corresponding MRE and USE.

In Chapter 5, we employ registration and image processing techniques to improve MRE

reconstruction. Registration is used to compensate for patient’s motion during acquisition,

while super-resolution technique is used to enhance the resolution of the acquired images.

In Chapter 6, we present an optimization-based approach for encoding motion in MRE.

Multidirectional sequences are derived by setting the problem in an experimental design

framework. Such designs are implemented and evaluated on simulation and phantom data.

Finally, in Chapter 7, we summarize the major contribution of this thesis and describe

potential research directions in the future.

10



Chapter 2

Registration of Whole-Mount

Histology and Volumetric Imaging

of the Prostate

2.1 Introduction

In order to characterize cancer and to evaluate its localization in volumetric images, such

as those obtained by an US or MR imaging, the images must be compared to the “gold

standard” provided by a histopathological analysis of the excised tissue following biopsy or

prostatectomy. Thus, registration of histology to the imaging is required so as to find their

spatial correspondence.

The overall objective of the work described in this chapter is to develop and validate

a method for automatic registration between 2-D digital scans of whole-mount histological

slices and 3-D volumes of the prostate. Such multi-slice to volume registration is challenging

due to the dissimilarity between the modalities’ intensity values, the similarity in geome-

try of different cross-sections of the volume, the sparsity of the histological slices and the

inaccuracies that occur during their preparation.

Each step in the preparation process of whole-mount histopathology, as described in

Section 1.1.4 above, introduces uncertainty to the geometric origin of the histological slices in

the volumetric images. We distinguish between the different mechanisms for misalignments:

• In-plane misalignment – gliding the slice and scanning the slide are prone to 2-D

rotation and translation of the histology image. These misalignments are statistically

independent among slices, but distributed around the correct pose, since efforts are

made to align the slices visually during preparation.

• Out-of-plane misalignment – sectioning and slicing are susceptible to 3-D rotation

and translation of the specimen with respect to the imaging volume. These misalign-

ments may be caused directly by errors in position and angulation of the blade during

sectioning, and/or indirectly by elastic deformation of the specimen such as bending.
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(a) MR volume (b) Prostate specimen (c) Prostate sections (d) Histological slices

Figure 2.1: Problem illustration. (a) Volumetric imaging of the prostate, such as an in vivo
MR, is being acquired. (b) The excised fixed prostate is sectioned, during which out-of-
plane misalignments occur. (c) Each 4 mm section is embedded in a paraffin block, from
which a 4 µm thin layer is sliced. (d) Each slice is glided onto a slide, stained and scanned,
during which in-plane misalignments occur. These scans should be then registered to the
volumetric imaging.

While each slice may have a different pose, they are typically correlated, especially

when using a multi-bladed device, as described later, that maintains orientation and

spacing between the sections.

• Scaling – fixation of the specimen causes change in its volume. The scaling is anisotropic

and typically manifested as shrinkage due to tissue dehydration [145]. In addition,

implicit scaling can be caused by errors in measuring histology resolution, which is

often done manually. Scaling is highly correlated among the slices.

• Residual deformation – the shape of the prostate may be deformed after imaging.

An algorithm for registration of histological slices to a volumetric image should take

these mechanisms into account. Overall, excluding deformation, the number of degrees of

freedom in registration of N histological slices to a volume is 9N , where typically N∼10.

In addition, the transformation space is constrained, e.g., such that slices do not intersect.

Figure 2.1 illustrates the registration problem.

Previously, different apparatuses were proposed to minimize misalignment between his-

tological slices. In [12], the authors have inserted needles into the specimen before sectioning

to provide landmarks for correcting in-plane misalignment. In [32], a multi-bladed cutting

device that constrains the specimen mechanically during sectioning allows its slicing into

parallel cuts of fixed intervals, thus minimizing out-of-plane misalignment between slices.

However, in both approaches, the sectioning axis might not coincide with the scanning axis

of the imaging and further registration is needed.
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The authors in [129] proposed a rotating platform for imaging a desired plane in ex vivo

MR, and then cut the specimen in parallel to that plane. The works [167, 168] involve

placement of fiducial markers into the ex vivo specimen, in order to guide its sectioning

along the imaging plane with a magnetically tracked probe, while [45] employs such markers

to fit affine transformations between histological slices and the specimen. These methods

achieve good registration results, but require a special setup, and additional clinical time

and approvals that may not be available in practice.

For registration of in vivo imaging, the authors in [148, 162] employ a 3-D printer to

generate a patient-specific prostate mold, in which the fixed specimen is placed and cut in

order to preserve its orientation. However, the postoperative specimen after fixation might

not fit into the mold that is based on preoperative in vivo imaging. In [60], the authors

propose an apparatus for insertion of three needles from apex to base at distinct angles

into fresh prostate specimens. The resulting punctures serve as fiducial markers, based on

which the slices are aligned to each other. This alignment method is intended to allow a

3-D registration to in vivo imaging. Although requiring a special setup, as well as invasive

manipulation of the specimen, the authors report that their protocol is employed in a rapid

and standardized manner, which does not compromise the histopathology information.

A 3-D deformable registration between histology and ex vivo MR of the prostate was

proposed in [175]. The method involves extraction of landmarks on, and inside the sur-

face of the gland. However, in order to acquire landmarks on the histological surface, the

sectioning should be dense, which may not be feasible in practice. The authors in [24]

propose to register segmented histology with segmented multi-parametric in vivo MR. A

corresponding MR slice is chosen for each histological slice by an expert, followed by a 2-D

to 2-D registration. Such manual search for corresponding slices may be a difficult and/or

time consuming task for an expert.

In [111], a 3-D histological volume is reconstructed from aligned slices, and a 3-D to 3-D

registration method is employed to match it to the imaging volume. However, as discussed

in [24], a volume reconstruction from the sparsely sectioned histology is inaccurate and may

lead to registration errors. Thus, the authors in [171] consider a more practical registration

between multiple histology slices and an in vivo MR volume. They propose an iterative

algorithm that consists of three modules: finding a subset of MR slices that corresponds

to the histological slices, 2-D registration of each histological slice to its corresponding MR

slice, and 3-D registration of the MR volume to the registered histological slices.

In summary, the approaches proposed in the literature typically require special hardware

[32, 129], involve insertion of markers to the specimen [12, 45, 60, 167, 168], are 2-D in nature

[24] or assume a dense sectioning for a 3-D registration [111], do not take into account all

13



2.1. Introduction

degrees of freedom and/or do not utilize their interdependence, are sensitive to segmentation

errors, and/or are prone to local extrema [171]. While fusing several methods and running

them multiple times with different initializations may allow for an accurate registration, it

would result in a cumbersome and long process that might not be suitable in some scenarios.

Some works in the literature, e.g., [7, 43, 73, 82, 88, 93, 105, 117, 141], have applied

filtering techniques to image registration. This approach allows derivation of an optimal

estimation of the registration parameters in a Bayesian fashion to overcome issues such

as susceptibility to initialization and local extrema. Specifically, particle filtering was em-

ployed for rigid/affine registration of points-to-surface [82] and two point clouds [43, 141]

using a point-based metric, a model-to-slice registration using a region-based metric [105],

an elastic/affine registration of two images using an intensity-based metric [7, 88], and

optimization of a parameterized deformable registration field [73].

We propose a unified approach for registration of multiple slices to a volume in 3-D

without intervening with the standard histopathological processing. The method employs

particle filtering that allows derivation of an optimal estimation of the registration param-

eters in a Bayesian fashion to overcome issues such as susceptibility to initialization and

local extrema. The framework allows incorporation of prior knowledge on admissible mis-

alignments according to the misalignment mechanisms discussed above, and knowledge of

the imaging noise or segmentation error.

A particle in our method represents a combination of the slices in various 3-D poses.

Each such particle is assigned a likelihood based on the similarity of its slices to the volume,

and a prior probability based on the admissibility of their pose misalignment. This allows

to implicitly neglect non-admissible pose of slices, associated with lower probabilities, and

diffuse the rest towards an optimal estimation of the true pose. This approach contends well

with the multimodal nature of the optimization, and, as the number of particles increases,

converges to the global optimum.

Our approach generalizes the method in [171], in the sense that the histological slices

are not assumed to be parallel to each other, and the volumetric image does not need to

be segmented if it contains sufficient intensity information. As in [171], we do not handle

deformations of the histological slices to avoid over fitting the sparse data. However, the

affine model we consider provides a first order approximation of the deformations, and a

deformable registration algorithm may be employed as postprocessing to compensate for

the residual deformation. We evaluate the method on a diverse set of data that includes a

synthetic volume, ex vivo MR, in vivo MR, and in vivo US.

The remainder of this chapter is organized as follows. In Section 2.2, we formulate

the multi-slice to volume registration problem. In Section 2.3, we model the problem in
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state-space, and present the particle filtering algorithm for registration. In Section 2.4, we

provide details on implementation and the clinical experiments conducted to evaluate the

proposed method, and summarize the results. Finally, we conclude in Section 2.5 with a

summary and future research directions.

2.2 Problem Formulation

2.2.1 Slice Transformation and Volume Re-Slicing

Let r̄ = (x, y, z)T ∈ R3 be the 3-D spatial coordinates vector. A rigid transformation of

r̄ can be parameterized by six pose parameters, namely, three translation values ∆i along

each axis i = x, y, z, and three rotation angles θi about each axis. In addition, anisotropic

scaling is parameterized by three scaling factors ξi of each axis. We denote the pose vector

as s̄ = ({∆i}, {θi}, {ξi})T , i = x, y, z.

We represent the spatial transformation by a concatenation of matrices using homo-

geneous coordinates, such that the transformed coordinates vector ˜̄r ∈ R3 is written as(
˜̄r

1

)
= T (s̄)

(
r̄

1

)
,

where

T (s̄) = Tout-of-plane(∆z, ξz, θx, θy)Tin-plane(∆x,∆y, ξx, ξy, θz)

= TθyTθxTξzT∆zTθzTξyTξxT∆yT∆x . (2.1)

The matrix T ∈ R4×4 is the affine transformation matrix with respect to the pose

vector. Explicit expressions of the matrices can be found, e.g., in [53]. The specific order

of the matrix multiplication in (2.1) was set to distinguish between “in-plane” and “out-of-

plane” transformations, such that the former will act prior to the latter, so as to model the

misalignment mechanisms described in Section 2.1. This order also guarantees that slices

sharing a same out-of-plane pose are parallel, even though their in-plane pose may vary.

For notation purposes we will omit the “1” and simply write ˜̄r = T (s̄)r̄.

Let {r̄0 = (x, y, z0)T : (x, y) ∈ R2} define a planar region or slice on z = z0. We may

apply an affine transformation with respect to a pose s̄0 to each point on the slice, such

that {˜̄r0 = T (s̄0)r̄0} is the shifted, rotated and scaled slice.

Suppose we are given a volumetric image, J : R3 → R. In order to find the values of the

image on the transformed slice, we can use Euler coordinates as the interpolation reference
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frame and write

J̃0(x, y; s̄0) = J(T (s̄0)r̄0), ∀(x, y) ∈ R2. (2.2)

We refer to this operation as re-slicing of the volume J , and to J̃0 as the re-sliced image.

2.2.2 Multi-Slice to Volume Registration

Assume we are given N scans of 2-D histological slices with the approximated spacing

between consecutive pairs. In addition, assume that the region inside the specimen in each

slice is segmented. We can represent this information as the set of triplets {In, Hn, zn}N−1
n=0 ,

where In : R2 → R is a grayscale image of the slice, Hn : R2 → {0, 1} is a binary image

with values of “1” on the region inside the specimen, and zn ∈ R is the position or “height”

of the slice in 3-D space. Without loss of generality, we set z0 = 0 and assign values for

{zn}N−1
n=1 with respect to the given spacing.

Let J be a volumetric image of the same specimen the histology was processed from. We

denote the 3-D pose vector of the nth slice as s̄n. The registration of histology to volumetric

imaging problem is finding N poses s̄0:N−1 = {s̄n}N−1
n=0 , such that the transformed segmented

histological slices optimally match, in some sense, the corresponding re-sliced images of the

volume. The admissible space of 3-D poses is constrained such that the transformed slices

do not intersect.

In general, the multi-slice to volume registration can be formulated as the optimization

problem

min
s̄0:N−1

(admissible)

N−1∑
n=0

αnD[In(·), J(·);Hn(·), s̄n], (2.3)

where D[In(·), J(·);Hn(·), s̄n] is a distance functional that measures (dis-)similarity between

the slice In and the volumetric image J , with respect to the slice segmentation Hn and its

pose s̄n. The weights {αn}N−1
n=0 can be used to prioritize or neglect certain slices, as discussed

in Section 2.4.3 below.

The formulation (2.3) supports any choice of metric for measuring similarity. We con-

sider three types of metrics, as discussed in Section 2.3.5. Specifically, we employ an

intensity-based metric for the ex vivo MR data sets, a region-based metric for the in vivo

MR, and a point-based metric for US data sets (in which we assume that the volumetric

image J is segmented as well).
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(a) (b) (c)

(d) (e)

Figure 2.2: Random particles. Each particle represents a combination of 3-D poses assigned
to the histological slices (in blue). The surface of the prostate in the volumetric image is
shown (in red) as reference. Some particles are more likely to be correct than others.
Particle (e) corresponds to the MAP estimation.

2.3 Particle Filtering

Introduced in [47], particle filters (PFs) are sequential Monte Carlo methods based on point

mass (or “particle”) representations of probability density functions (pdfs). As the num-

ber of particles becomes larger, this representation becomes closer to the usual functional

description of pdf, and the PF approaches the optimal Bayesian estimate. Unlike the tradi-

tional Kalman filter and its extensions, PFs are capable in handling nonlinear state-space

models with non-Gaussian noise. The tradeoff is that PFs are computationally expensive,

although, with the increase in computational power in recent years, PFs were successfully

employed even in real-time applications.

In order to set the registration problem in a filtering framework, we represent it as a

state-space model. We define the state vector as S̄ = s̄0:N−1, i.e., a column vector comprising

the 9N pose and scaling parameters of all slices. In this formulation, a point in state-space,

or a particle, represents a combination of slices in various 3-D poses. Figure 2.2 shows

examples of different particles that were generated for one case.
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2.3.1 Prediction Model

Since our problem is static, we assume a process in which the state S̄(k) at a time step (a

filtering iteration) k ≥ 1, can be predicted from the previous state S̄(k−1) simply by

S̄(k) = S̄(k−1) +
√
γk−1U (k), (2.4)

where U is an identically and independently distributed (i.i.d.) system noise that reflects

the uncertainty in the pose parameters, and 0 < γ ≤ 1 is a discount factor that reflects the

decrease of this uncertainty with every time step.

In order to model the statistical dependency of the pose parameters among the slices,

we define U to have a multivariate normal distribution with a specific form of covariance.

We write s̄i,0:N−1 to denote a vector that comprises N values of the pose parameter ·i of

all slices, e.g., (θx,0, . . . , θx,N−1)T . We assume that s̄i,0:N−1 is normally distributed around

a zero mean with the N ×N covariance matrix

Σs̄i(σs̄i , ηs̄i) =


σ2
s̄i σ2

s̄i −
η2
s̄i
2 · · · σ2

s̄i −
η2
s̄i
2

σ2
s̄i −

η2
s̄i
2 σ2

s̄i · · · ...
...

...
. . .

...

σ2
s̄i −

η2
s̄i
2 · · · · · · σ2

s̄i

 ,

where σ2
s̄i is the variance of the pose parameter, and 0 < η2

s̄i ≤ 3σ2
s̄i is the variance of the

difference of this parameter between each pair of slices, i.e., η2
s̄i = Var(s̄i,n1−s̄i,n2), ∀n1 6= n2.

The smaller the value of η2
s̄i is, the more (positively) correlated the slices become, with

η2
s̄i → 0 yielding the same parameter value for all the slices (as if the value was drawn

from a univariate normal distribution with a variance σ2
s̄i). Specifically, setting η2

θx
, η2
θy
→ 0

yields transformed slices that are parallel, and η2
∆z
→ 0 yields equally spaced slices. Setting

η2
s̄i = 2σ2

s̄i yields a diagonal covariance matrix, thus an independent parameter for each slice

(with a variance σ2
s̄i).

According to the discussion on the misalignment mechanisms for each type of pose

parameter in Section 2.1, low values of η2
s̄i (high correlation among slices) are typically

assigned to the out-of-plane pose and scaling parameters, and a value of η2
s̄i = 2σ2

s̄i (no

correlation among slices) is assigned to the in-plane pose parameters.

The system noise is therefore defined as U∼N (0,ΣU ), where ΣU is a 9N×9N covariance

matrix that comprises the nine covariance matrices Σs̄i , one for each pose parameter, in its

diagonal. The system (prediction) model (2.4), with the modeled noise U , can be employed

18



2.3. Particle Filtering

to formulate the prior pdf, i.e., the probability of the current state given the previous state

vector, as

p(S̄(k)|S̄(k−1)) ∝ exp

{
−1

2

(
S̄(k) − S̄(k−1)

)T
1

γk−1
Σ−1
U

(
S̄(k) − S̄(k−1)

)}
. (2.5)

2.3.2 Observation Model

In a state-space model, at each time k ≥ 1, a measurement (observation) becomes available

and is related to the state vector via the observation model. In case the intensity- or region-

based metrics are being used, we consider that observation to be the static volumetric image

J with an additive i.i.d. measurement noise V that represents the intensity noise of the

image. In the point-based metric, the points of the segmented surface are the observation,

and the measurement noise represents the errors in segmentation and reconstruction of the

surface. In both cases, the noise is modeled as V∼N
(
0, σ2

v

)
, i.e., a zero mean Gaussian

noise with a variance σ2
v .

The relation between the observation and the state vector is a nonlinear, complex and

unknown function. We can define the observation model implicitly by defining the likelihood

pdf, i.e., the probability of the observation given the state vector, as

p(J |S̄(k)) ∝ exp

{
−
N−1∑
n=0

αnD[In(·), J(·);Hn(·), s̄(k)
n ]/σ2

v

}
. (2.6)

Note that if the state S̄(k) provides a good alignment between the histological slices In

and the volume J , the functional D takes small values which results in high likelihood. In

turn, high likelihood states minimize the objective functional (2.3). Such interpretation of a

metric or an energy functional as log-likelihood has been used, e.g., as in [21], for switching

between variational and probabilistic formulation of optimization problems.

2.3.3 Initial State

In order to get an initial estimate of the state vector, we try to explicitly minimize the

objective functional (2.3). Of course, due to the multimodal nature of the problem, the

process is most likely to converge to a local minimum. Nevertheless, this local minimum

typically provides an initialization to the particle filtering algorithm that allows a faster

convergence to the global minimum.
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Moreover, in order to simplify the minimization, we reduce the search space in this step

by “locking” the pose parameters of all the slices, i.e. s̄n1 = s̄n2 , ∀n1, n2. Thus, the slices in

this step move together in 3-D as a “sparse” volume. This minimization process brings the

slices into the coordinate system of the volume in order to correct for global misalignment.

It may also be seen as analogous to the volume alignment step in [171], where the entire

volume is transformed to maximize similarity with the histological slices on their pre-defined

planes.

We minimize (2.3) with respect to the “locked” pose vector s̄ until it converges, such

that the difference between the pose parameters of two consecutive iterations is less than

some threshold. Section 2.4.3 below provides additional details on the implementation and

optimization methods. We then apply the pose vector s̄ to all slices, and denote the resulting

state vector as ¯̄S(0). With no better estimate about the pose, we define the initial state pdf

as a deterministic probability distribution about the resulting state. We denote this pdf as

p(S̄(0)) = δ(S̄(0) − ¯̄S(0)), where δ is the Dirac delta function.

2.3.4 Particle Filtering Algorithm

The filtering problem is to recursively construct the posterior pdf of the state given the

observation, i.e., p(S̄(k)|J). A PF algorithm produces at each time step k, a cloud of M

states {S̄m,(k)}Mm=1, known as particles, that provides a discrete weighted approximation of

the posterior distribution.

Several particle filtering schemes have been proposed in the past, but can be shown to

be derived from a generic algorithm [8]. For a comprehensive discussion on PFs, we refer the

reader to [30, 31] and references therein. In this chapter we employ a sampling-importance-

resampling filter. The algorithm, described below, is summarized as a pseudocode in Algo-

rithm 2.1.

The algorithm starts with sampling M times from the initial state distribution p(S̄(0)),

and then employing the Bayes’ recursion at each time step. Assuming that one can sample

from the posterior, an empirical estimate of this distribution is given by

p(S̄(k)|J) ≈
M∑
m=1

ωm,(k)δ(S̄(k) − S̄m,(k)), (2.7)

where ωm,(k) is a weight associated with the mth particle, such that
∑M

m=1 ω
m,(k) = 1. In

general, it is difficult to sample from the posterior. One solution is to employ importance

sampling, which consists of using a distribution known as the proposal that is related to the

posterior but easier to generate samples from, and then normalizing the weights.
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We follow an approach proposed in [125] for tracking. In this approach, predicted

particles { ˆ̄Sm,(k)}Mm=1 are first sampled from the prior distribution, and then propagated

towards higher likelihood states based on observations via an update stage, which can

be interpreted as an importance sampling of the particles {S̄m,(k)}Mm=1. The weights are

recursively updated by

ωm,(k) ∝ ωm,(k−1) p(J |S̄m,(k)) p(S̄m,(k)|S̄m,(k−1)). (2.8)

After executing the alignment process in Section 2.3.3 above, we generate M particles

according to p(S̄(0)), i.e., M state vectors that equal to the initial state. We set the particles’

weights {ωm,(0)}Mm=1 uniformly to 1
M and proceed to time step k = 1. Then, and at every

new time step, we predict a state { ˆ̄Sm,(k)}Mm=1 for each particle m, according to the system

model (2.4).

The predicted state of each particle is propagated towards higher likelihood states, as

defined by (2.6), based on the “observed” volume J . We do this by minimizing the objective

functional for each particle, with its predicted state ˆ̄Sm,(k) taken as the initial state. This

update stage is denoted as

S̄m,(k) = FLmin( ˆ̄Sm,(k)), (2.9)

where FLmin stands for performing L iterations of the optimization process in order to min-

imize (2.3) with respect to the entire (“unlocked”) state of the particle s̄
m,(k)
0:N−1.

Only a fixed number of L iterations is performed in order to avoid overfitting the state

of each particle to the observation. Large values of L lead to convergence of the slices to

the volume, and thus express trust in the observations, while small values of L keep the

slices close to their predicted state, and thus express high trust in the initial alignment and

system model. Too large values of L would result in slices reaching unfeasible states that

maximize their similarity to the volume, perhaps even violating the non-intersecting slices

constraint, and causing degeneration of particle diversity. On the other hand, too small

values would result in the particles staggering around the initial alignment state, keeping

them in low likelihood states.

After all particles are updated, we assign an importance weight to each one, based on

(2.8). To this end, we calculate the prior and likelihood for each particle S̄m,(k) using (2.5)

and (2.6), respectively. The posterior pdf of the state given past and current observations

is then approximated by p(S̄(k)|J) ≈ ∑M
m=1 ω

m,(k)δ(S̄(k) − S̄m,(k)). The posterior allows

an optimal estimate of the state to be obtained, with respect to any criterion. In our

experiments, we used the maximum a posteriori (MAP) state, which corresponds to the
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x
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(a) intensity-, region-based: Initial

x

y

(b) intensity-, region-based: Final

(c) point-based: Initial (d) point-based: Final

Figure 2.3: Minimization of the similarity metrics. (a)-(b) The segmented region of a
histological slice is overlaid on the cross-section of the volumetric MR image on the re-
slicing plane. In the intensity-based case, the re-slicing planes move in order to maximize
the MI metric between the cross-sections of the image and the corresponding histological
slices. In the region-based case, the re-slicing planes move in order to minimize the intensity
variances of the image’s cross-sections inside and outside the segmentation contour of the
corresponding histological slices. (c)-(d) The segmented histological contours (filled in blue)
are interwoven with the surface (in red) that was segmented from an US volume. The points
represent the closest counterparts of the contour points on the surface. The minimization
process moves each slice to minimize the distance between the pairs of closest points.

state of the highest weighted particle, i.e.,

S̄MAP,(k) = S̄m
?,(k), with m? = arg max

1≤m≤M
ωm,(k). (2.10)

Finally, resampling is performed. We resample M times according to the approximated

posterior distribution above, to have new particles {S̄m,(k)}Mm=1 that replace the current

ones. This step eliminates particles that have very low weights and concentrates on higher

weighted particles. The importance weights for the resampled particles are reset to ωm,(k) =
1
M (thus, ωm,(k−1) can be omitted from (2.8)). The particle filtering algorithm iterates until

convergence of the MAP state.
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Algorithm 2.1: Histological slices to volumetric image registration using particle
filtering (see Table 2.1 for a list of parameters).

Input: {In}N−1
n=0 , {Hn}N−1

n=0 , {zn}N−1
n=0 , J ,

{σ2
i }, {η2

i }, σ2
v

M , L, γ, α, p(S̄(0)).

Output: p(S̄(k)|J), S̄MAP,(k) (at each time step k).

Initialization: generate {S̄m,(0)}Mm=1 according to p(S̄(0)),

set weights {ωm,(0)}Mm=1 to 1
M ,

k = 1.

repeat

for m = 1 to M do

obtain prediction:
ˆ̄Sm,(k) = S̄m,(k−1) +

√
γk−1Um,(k).

perform updates: S̄m,(k) = FLmin( ˆ̄Sm,(k), J).

calculate prior: p(S̄m,(k)|S̄m,(k−1)) using (2.5).

calculate likelihood: p(J |S̄m,(k)) using (2.6).

set weight:
ωm,(k) ∝ p(J |S̄m,(k))p(S̄m,(k)|S̄m,(k−1)).

end for

normalize weights such that:
∑M

m=1 ω
m,(k) = 1.

approximate posterior:
p(S̄(k)|J) =

∑M
m=1 ω

m,(k)δ(S̄(k) − S̄m,(k)).

resample {S̄m,(k)}Mm=1 according to the posterior.

reset weights {ωm,(k)}Mm=1 to 1
M .

k := k + 1.

until convergence.
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2.3.5 Similarity Metrics

We consider three types of metrics according to the imaging modality of the volume. On

the ex vivo MR data sets, for which intensity information has been shown to be useful in

registration to histology [24, 171], we employ the intensity-based MI metric.

For the in vivo MR data sets, we found that the MI metric fails to match the histological

slices to the volume on some cases, and we apply a region-based metric instead. Such metrics

employ intensity statistics to describe the prostate region, and have been shown to be useful

for automatic segmentation of the prostate in T2w MR [163].

For the US data sets, we found that the metrics above fail to measure similarity to

histology. Therefore, we assume that the volumetric image J is segmented as well and use

a point-based metric, namely, the closest point metric. An illustration of the minimization

process of the two similarity metrics is shown in Figure 2.3.

Intensity-Based

We employ the inverse of the (normalized) MI [26, 165] between the histological slice In

and the re-sliced image J̃n with respect to the pose s̄n. In this case, the distance functional

in (2.3) is

D[In(·), J(·);Hn(·), s̄n] =
E[In(·), J̃n(·; s̄n)]

E[In(·)] + E[J̃n(·; s̄n)]
, (2.11)

where E[In] and E[J̃n] are the intensity entropies of the 2-D slice In and re-sliced image J̃n,

respectively, while E[In, J̃n] is their joint entropy [122]. The entropies are calculated using

the marginal and joint histograms of the region inside the segmented histological slice, and

its corresponding region in the re-sliced volumetric image.

Region-Based

We employ the Chan-Vese metric [23] that is typically used as an active contours model for

segmentation. The metric minimizes the intensity variances of the re-sliced image J̃n on

the regions inside and outside the segmentation contour of the corresponding histological

slice In. The metric is minimized with respect to the pose s̄n, and thus may be seen as

fitting the re-sliced image to the contour of the histology, rather than evolving the contour

to segment the image as was done in [163].
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(a) Initial state (b) After initial alignment (c) Final MAP state (d) True state

Figure 2.4: Registration of synthetic data: illustration of the algorithm stages. The ground-
truth, (d), is shown in comparison with the MAP state resulting from the proposed algo-
rithm, (c).

In this case, the distance functional in (2.3) is

D[In(·),J(·);Hn(·), s̄n] =

∫
R2

(J̃n(x, y; s̄n)− cin)2Hn(x, y) dxdy

+

∫
R2

(J̃n(x, y; s̄n)− cout)2(1−Hn(x, y)) dxdy, (2.12)

where cin and cout are the mean intensities of the re-sliced image J̃n inside and outside the

histological contour, respectively.

Point-Based

Here, we assume that the contour of each histological slice In is represented by Qn points,

{r̄Inq }Qn
q=1, and the surface in the segmented volumetric image J is represented by a cloud of

P points, {r̄Jp }Pp=1. We employ the SSD between pairs of closest points in the point clouds

of the volume and in transformed histology slice ˜̄rInq = T (s̄n)r̄Inq with respect to the pose

s̄n. Thus, the distance functional in (2.3) is

D[In(·), J(·);Hn(·), s̄n] =
1

Q

Q∑
q=1

‖˜̄rInq − r̄Jpq‖2, (2.13)

where we employ the `2 norm ‖ · ‖ (Euclidean distance), and r̄Jpq is the point in J that is

closest to ˜̄rInq in In with respect to the norm.
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2.4 Experiments

2.4.1 Synthetic Case

We have tested and evaluated the proposed multi-slice to surface registration algorithm on

a synthetic data set for which we know the ground truth. Specifically, we used the 3-D point

data set of the Stanford Bunny [155] as the segmented volumetric image, and generated nine

slices of 256 × 256 pixels from cross-sections of the volume. Rather than transforming the

surface, we applied random transformations to each of the slices by sampling an initial state

from the prior distribution (2.5) around some mean state (different from the true state).

We allowed both different in-plane poses among slices, in order to model the misalignment

during slide scanning, and different out-of-plane poses that yield non-parallel slices (without

violating the non-intersecting slices constraint) that implicitly model bending of the surface.

Figures 2.4(a)-2.4(c) show the registration process between the contours of the slices

and the surface after employing the proposed algorithm for 10 time steps with 100 par-

ticles. Since the data is given as point cloud, we used the point-based metric described

in Section 2.3.5 below. Figure 2.4(d) shows the true state of the slices for a qualitative

evaluation of the results.

A quantitative evaluation of the results is provided in Figure 2.5. In Figure 2.5(a),

the mean squared distance between contour points of the MAP state’s slices and their

counterparts on the surface (the objective metric), as well as their mean squared distance

to the corresponding contour points of the ground truth state’s slices, obtained by using 100

particles are plotted versus the number of filtering iterations. Indeed, the distances from

the MAP to surface points, and from the MAP to ground truth points are minimized and

converge to 1.67± 0.65 pixels (0.7± 0.3%) and 2.98± 1.16 (1.1± 0.4%) pixels, respectively

In order to evaluate the sensitivity of the results to the number of particles, we reran

the experiment with five filtering iterations for different number of particles (the rest of the

parameters were fixed). Figure 2.5(b) shows that indeed the trend is that the objective

metric decreases as the number of particle increases. We note that comparison of the

results achieved by using fewer particles (a single particle in particular), to those achieved

by using many particles, can be regarded as a comparison of our stochastic approach to

a deterministic algorithm such as [171]. Also, we note that with 150 particles and five

filtering iterations, the obtained distances from MAP to surface points, and from MAP to

ground truth points are 1.38± 0.86 pixels (0.5± 0.3%) and 2.59± 0.98 pixels (1.0± 0.4%),

respectively, which are lower than those obtained for 100 particles and 10 filtering iterations.

This is due to the quick convergence of the algorithm with respect to the filtering iterations,

and the fact that more particles allow further “exploration” of the search space.
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Figure 2.5: Registration of synthetic data: sensitivity analysis. (a) sensitivity of the al-
gorithm to the number of filtering iterations (with 100 particles). (b) sensitivity of the
algorithm to the number of particles (with 5 filtering iterations). The mean squared dis-
tance between contour points of the MAP state and the surface/ground truth are used as
performance indicators (see text).

2.4.2 Clinical Data Acquisition

After approval of the institutional ethics board and signed consents, ten patients (mean

age 65, range 57–76 years old) who were scheduled for radical prostatectomy, underwent

preoperative MR and intraoperative US. A postoperative MR was acquired for the prostate

specimen as well. We have tested the proposed method in order to register the histology

scans to the different imaging modalities of each case.

In Vivo MR

A T2w scan in a 3-Tesla system (Achieva 3.0T, Philips, The Netherlands) was performed. A

standard 6-channel cardiac coil with acceleration factor (SENSE) 2 was used. A standard

axial T2w fast spin-echo (FSE) sequence was acquired (echo time (TE)/pulse repetition

time (TR) = 86/2500 ms, field of view (FOV) = 320×320×70 mm3, with 0.5 mm in-plane

resolution and 2 mm slice thickness).
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Notation Description Typical values Remarks

K Number of time steps (filtering iterations) 10 More steps allow convergence of the particles, but increase
runtime; Increased with the degree of uncertainty.

M Number of particles 250 More particles estimate the posterior better, but are compu-
tationally expensive; Increased with the number of slices N .

L Number of update iterations 5 (intensity-based) High number of iterations lead to (noisy) data overfitting;
10 (region-based) Low number of iterations lead to slow convergence.
25 (point-based)

αn Slice weighting 0.5 (n = 0, N − 1), High values prioritize slices;
1 (otherwise) Is used to neglect the base and apex.

γ Pose discount factor 0.85 Low values reflect decrease of uncertainty (pose STDV)
with every filtering iteration.

σ∆x,y In-plane translation STDV 3 mm In-plane misalignment occurs during sliding the slices
σθz In-plane rotation STDV 3◦ and scanning the slides;

η∆x,y In-plane translation slice difference STDV
√

2 · σ∆x,y Statistically independent among slices.

ηθz In-plane rotation slice difference STDV
√

2 · σθz
σ∆z Out-of-plane translation STDV 1 mm (ex vivo MR) Out-of-plane misalignment occurs during sectioning

3 mm (in vivo MR, US) of the specimen;
σθx,y Out-of-plane rotation STDV 1◦ (ex vivo MR)

3◦ (in vivo MR, US)
η∆z Out-of-plane translation slice difference STDV 0.1 · σ∆z Highly dependent among slices when using a multi-
ηθx,y Out-of-plane rotation slice difference STDV 0.1 · σθx,y bladed cutting device (equally spaced and parallel slices).

σξx,y,z Scaling STDV 0.1 (ex vivo MR) Occurs during excision and fixation of the specimen;
0.3 (in vivo MR, US)

ηξx,y,z Scaling slice difference STDV 0.01 · σξx,y,z Highly dependent among slices. Values are logarithmic.

σv imaging noise STDV (intensity-, region-based) 3% dynamic range Affects the likelihood of states; High values favour the
/ surface error STDV (point-based metric) 1 mm updated state, lower values favour the predicted state.

Table 2.1: Summary of the parameters.

28



2.4. Experiments

In Vivo US

Intraoperatively, prior to the procedure, B-mode images were collected using an US machine

(Sonix RP, Ultrasonix Medical, Richmond, BC, Canada) with a biplane transrectal probe

(BPL9-5/55, 5–9 MHz) that was mounted on a motorized system [143], to collect a contin-

uous sagittal sweep from −45◦ to 45◦ that spans a 3-D volume (FOV = 84× 50× 56 mm3).

The volume was then interpolated in order to produce conventional transverse images of

the prostate (with 0.3 and 0.42 mm in-plane and axial resolution, respectively).

The prostate in the transverse volume was segmented by a radiologist on key slices (every

∼5 − 7 slices in a volume of 128 slices), in which the prostate was visualized better. The

radiologist also used the corresponding sagittal view for assistance, and relied on symmetry

of the gland to guide its contouring. We have used Stradwin (Cambridge University, UK),

[160], which employs [161] in order to interpolate the sparse contours on intermediate slices

and generate a triangulated surface of the prostate. We set the surface resolution and

smoothing strength of the algorithm to medium.

Ex Vivo MR

After fixation and right before sectioning, the postoperative prostate specimen was wrapped

in a plastic bag, taped to a dedicated holder and scanned in a 7-Tesla system (Biospec,

Bruker, Germany). A rapid acquisition with relaxation enhancement (RARE) pulse se-

quence was used to acquire axial T2w images (TE/TR = 70/5000 ms, FOV = 70× 70× 42

mm3, with 0.2734 mm in-plane resolution and 2 mm slice thickness).

Whole-Mount Histology

The multi-bladed cutting device in [32] was used for whole-mount sectioning of the specimen

in order to minimize orientation and spacing variance among the sections. Following the

histology preparation process described in Section 2.1, cancerous regions were marked by

a pathologist on the histological slides. A typical number of 8-10 slides were then digitally

scanned using a commercial flatbed Scanner with 600 DPI that yields an in-plane resolu-

tion of about 0.17 mm. The prostate boundary was segmented manually on each of the

histological slices. Although the segmentation was relatively fast (< 1 min per slice) and

straightforward due to the small number of slices and homogeneous background, the clear

boundaries may also allow employment of a (semi-) automatic segmentation algorithm.
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2.4.3 Parameter Selection and Implementation Details

We have tuned the registration parameters by first running the algorithm multiple times on

a study data set from each modality, and then applying these values to the rest of the data

sets of the same modality. A summary of the different parameters and their assigned values

is presented in Table 2.1. Below we explain the reasoning behind some of the choices.

As a rule of thumb, the number of particles should be increased exponentially with the

dimensionality of the state-space [30] (9N in our case). However, as in [125] and [141], due to

the importance sampling we employ, the actual growth in particles is less than exponential,

and for a typical number of 10 slices, we found that 100− 250 particles are required. With

no time limitation, we have chosen the upper value of that range to increase the chances of

converging to the global minimum.

From our observations, we have also estimated typical values for the uncertainty in

the pose parameters. We set the variance of each pose parameter using the fact that

about 99.7% of the samples drawn from a normal distribution are within three standard

deviations (STDVs) from the mean, which is initially taken as zero (before initial alignment).

Since we have used a multi-bladed cutting device, we set low values to the variances of the

out-of-plane pose difference among slices to reflect the high probability of equally spaced

and parallel slices. Without prior knowledge about the in-plane pose, we set their difference

variances to allow a statistical independence. We have also set the imaging noise to be

relative to the dynamic range of the images, when the intensity- or region-based metrics

were employed, and estimated the surface segmentation error for the point-based metric.

We note that, while keeping the same number of particles and assuming equally spaced

and parallel slices, the algorithm is robust with respect to the choice of the pose variances,

with similar results achieved for a range of STDVs in the order of a few mm or degrees.

This is due to a fast convergence (2− 3 filtering iterations) of the particles to a state-space

region around the true state.

To minimize the metrics with respect to the state vector we employed the Nelder-Mead

simplex method for the intensity-based metric, a gradient descent for the region-based

metric, and the iterative closest point (ICP) algorithm [15] for the point-based metric. As

described in Section 2.3.4, the number of iterations in the update stage (2.9) was chosen

to be relatively low to avoid overfitting of the histological slices to the volumetric image.

We note that, since the Nelder-Mead optimization process is not smooth, the algorithm is

sensitive to the number of update iterations when employing the intensity-based metric, and

this number should be kept low to avoid “drifting” of the state. Consequently, more particles

and filtering iterations are usually required in comparison to the point-based metric.
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We used a discount factor of γ = 0.85 to reflect the decrease in uncertainty with every

time step. We also set the weights α0 = αN−1 = 0.5 and αn = 1, n = 1, . . . , N − 2, in order

to prioritize the mid-gland slices, for which, typically, prostate imaging is more reliable than

for the top and bottom slices (base and apex). This is due to ambiguity in boundaries of

the gland on extreme slices, where its apex and base blend into the pelvic floor and the

bladder neck tissue, respectively, and thus we would like the algorithm to be less affected

by them. When using a sufficient number of particles, the algorithm is robust with respect

to the choice of values for both the discount factor and weights. However, employing these

parameters may speed up the convergence of the algorithm, and in our experiments they

were set by a trial-and-error process on example cases.

We have implemented our registration method and tested it under MATLAB on a 2.93

GHz Quad Core CPU machine with 8 GB of RAM. The average runtime per registration

was 25 minutes for the point-based metric cases, 8 hours for the region-based metric cases,

and 3 hours for the intensity-based metric cases.

2.4.4 Results

To evaluate the registration performance on the clinical data, we compare the registered

histological slices with the corresponding re-sliced images of the volume. For each slice, we

compare its histological segmentation with the corresponding cross-section of the prostate

surface, as obtained from a manual segmentation of the volumetric image by a radiologist.

We measure the area overlap of the regions inside the two segmentation contours, in the

sense of Dice’s coefficient, i.e., twice the size of the intersected area divided by the sum of

the sizes of the areas.

In addition, for the MR cases, the radiologist has identified matching landmarks in-

side the prostate on both the histology and volumetric images after manually selecting

corresponding slices. These landmarks include the urethra, nodules, scars (from previous

biopsies), calcifications and other general distinguished anatomical features.

We measure the Euclidean distance between the registered landmarks on histology and

their counterparts in the volume. These distances provide us a good approximation of

the target registration error. Since, typically, the 3-D coordinates of the landmarks in the

volume do not lie exactly on the registered slice, we show the projections of the landmarks

on that plane (however, the error is calculated in 3-D).

Selected histological slices and their corresponding re-sliced volume images according to

the registration results are shown in Figure 2.6 for each type of imaging. The quantitative

results for each modality are also summarized in Table 2.2.
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Figure 2.6: Registration results. Example slices from ex vivo MR (top row), in vivo MR (middle row) and in vivo US (bottom
row) imaging. A mid-gland histological scan (left column), a manually selected corresponding volumetric slice (second left column),
visualization of the registration results (second right column), and the corresponding registered volumetric slice. The segmentation
(contour) and landmarks (markers) of the histology (blue) and volumetric imaging (red) are overlaid on the images.
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Histology to ex vivo MR Histology to in vivo MR Histology to in vivo US
Area overlap Mean error Min-max error Area overlap Mean error Min-max error Area overlap

(%) (mm) (mm) [# of landmarks] (%) (mm) (mm) [# of landmarks] (%)

Case 1 93.0± 6.5 1.8± 1.0 0.8− 5.0 [11] 89.2± 5.7 3.4± 1.6 0.9− 5.6 [11] 91.1± 4.1

Case 2 94.7± 1.4 1.5± 1.0 0.5− 3.5 [9] 91.0± 4.1 2.9± 1.6 0.3− 5.3 [9] 93.0± 2.7

Case 3 93.1± 2.2 1.4± 0.5 0.4− 2.5 [14] 89.2± 6.4 3.2± 1.3 0.7− 5.2 [14] 92.7± 1.2

Case 4 94.4± 3.2 1.6± 0.5 0.2− 2.6 [13] 86.1± 7.1 4.3± 1.6 1.0− 7.1 [13] 94.2± 2.1

Case 5 90.2± 4.1 1.4± 0.5 0.6− 2.2 [19] 81.5± 6.3 4.1± 1.5 1.5− 6.7 [19] 89.1± 4.9

Case 6 91.4± 5.0 1.6± 0.7 0.5− 3.0 [14] 87.1± 8.0 3.3± 1.1 1.1− 4.9 [14] 92.4± 1.8

Case 7 94.1± 1.3 1.4± 0.3 0.8− 1.9 [10] 92.2± 5.3 2.8± 1.3 0.8− 4.6 [10] 90.5± 2.9

Case 8 91.9± 5.5 1.6± 0.6 0.6− 2.6 [12] 84.4± 10.3 3.9± 1.2 1.8− 5.4 [12] 87.1± 8.4

Case 9 89.9± 23.8 1.7± 0.6 1.0− 2.7 [12] 79.1± 8.9 6.1± 2.5 2.0− 9.4 [12] 85.1± 14.1

Case 10 94.5± 1.8 4.4± 1.2 2.5− 6.5 [20] 84.7± 12.6 3.9± 1.0 1.8− 5.3 [20] 93.8± 0.9

Mean 92.0± 5.6 1.7± 1.2 0.8− 3.3 [14] 86.9± 8.2 3.8± 1.5 1.3− 5.9 [14] 90.1± 5.8

Table 2.2: Registration results. Quantitative summary.
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2.5 Discussion and Conclusion

We presented a method for a multi-slice to volume registration in order to solve the chal-

lenging clinical problem of alignment between histological slices and volumetric imaging of

the prostate. The proposed algorithm does not alter the clinical flow of histopathological

processing, and can be employed to characterize CaP and evaluate its localization in vol-

umetric images by allowing the mapping of lesions, which are marked by a pathologist on

the histological slices, onto the volume.

The proposed algorithm has been evaluated on both synthetic and clinical data. The

experiments on synthetic data, for which the ground truth of slices’ pose with respect to

the surface is known, showed a fast convergence of the algorithm and its ability to recover

the pose while avoiding local optima. The registration of histological slices to ex vivo

MR, in vivo MR, and in vivo US achieved relatively high area overlaps and registration

errors below the diameter of typical lesions that are marked during histopathology analysis

(∼10± 5 mm [34]).

Lower error values were obtained in the ex vivo MR experiments. This is due to the

fact that the ex vivo MR scan is performed after excision and fixation, and just before

sectioning, and therefore captures the shape of the deformed specimen, between which the

histological slices are more likely to have a rigid transformation. Surprisingly, the resulting

area overlaps in the registered in vivo US cases are comparable to those in the ex vivo MR

cases. We believe this is due to the high resolution of the US scans that allowed a good

reconstruction of the imaged prostate’s surface, to which the slices are directly registered

using the point-based metric.

In most cases, the error ranges in Table 2.2 are below the clinical significance cancerous

tumor threshold of 0.2 cm3 in volume, as reported in [36], which translates to a spherical

tumor of 7.2 mm in diameter. Thus, for the intended application of cancer characterization,

such errors should allow feature extraction and training of classification algorithms, e.g.,

support vector machines [146] or random forests [19], with techniques to discard possible

outliers caused by larger registration errors.

The employment of a particle filtering framework allows us to contend with the high

dimensionality of the constrained search space, and with the multimodal nature of the

optimization problem. The uncertainties in the alignment, imaging noise and surface error

are modeled stochastically, which allows derivation of optimal registration parameters in a

Bayesian approach.

Other methods that employ PFs for registration typically assume a system noise associ-

ated with a diagonal covariance matrix, i.e., such that the state parameters are statistically
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independent. Here, in addition to the novel application of the algorithm to a multi-slice

to volume registration, we have incorporated a misalignment model into the PF framework

through a parameterized structure of the covariance matrix. This covariance matrix allows

the generation of slice poses that are correlated according to the misalignment mechanisms

in histopathological processing.

The incorporation of intensity-, region- and point-based similarity metrics into the reg-

istration algorithm, in order to account for the different imaging modalities, demonstrates

the generality and flexibility of the proposed method, with which any similarity metric can

be employed. Specifically, we have employed the MI and Chan-Vese metrics on the ex vivo

and in vivo MR data sets, respectively, based on their previously reported successful appli-

cations to these modalities (see Section 2.3.5). In case these metrics do not perform well

due to corrupted or noisy data, the simple SSD between closest points that was employed

on the US data sets can still be used as the metric for these modalities, at the expense of

an added segmentation or other processing of the volumetric image.

The main limitation of the proposed method, which stems from its generality, is the

relative high number of parameters. Tuning these parameters requires a preliminary study

of the variances of the misalignment, and/or a trial-and-error process. However, as discussed

in Section 2.4.3, we found the algorithm to be robust within a range of parameters’ values,

and in most scenarios they need to be set only once for processing data sets that were

acquired under the same clinical settings.

Note that, due to its stochastic nature, running the algorithm on the same data set un-

der the same parameters may still yield different results. However, in case the parameters

are tuned properly, the variance among such results is not significant as they should all be

around the global minimum. To ensure a convergence to a global minima, a high number of

particles should be employed, which makes the algorithm computationally expensive. How-

ever, in a typical setting, the algorithm is running offline, after histopathology processing,

and therefore registration time may be expendable.

Another drawback of the current implementation is that the rigid transformation with

anisotropic scaling we assume is unable to fully capture distortion caused by tear, shear,

fold, or stretch, as assumed in [60] (a small percentage of slices in our data, on which gland

segmentation was approximated by the expert). A straightforward extension of our method

is to consider a full affine transformation by adding three additional shear parameters, one

per axis, with corresponding standard variations. However, in that case, additional particles

and/or iteration are expected to be required for convergence.

The proposed framework can be also extended to accommodate a deformable registration

step. Such a step can further improve the results by capturing any residual deformations,
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and is required, e.g., when using an endorectal coil for acquiring in vivo MR. Any deformable

registration algorithm can be employed based on the data, e.g., an intensity-based algorithm

such as free-form deformations [130], or a point-based algorithm such as landmark-based

thin-plate splines [128]. We note that, due to the sparsity of slices, a 2-D registration

should be applied between each histological slice and its corresponding registered slice on

the volumetric image.

In case a 3-D deformation map between the specimen and in vivo imaging is required, a

possible approach is to first register the histology to an ex vivo MR with minimal error using

the proposed algorithm, and then compose the resulting transformation with a deformable

mapping that was obtained from a 3-D elastic registration between the ex vivo MR and the

in vivo MR, e.g., using the method described in Chapter 3. Future work may include the

employment of such nonrigid registration algorithms, either as postprocessing, or as part of

the particle filtering framework.

With the proposed similarity metrics, the approach is either susceptible to segmentation

errors, or to lack of intensity features. Future work may improve the usage of the MI metric

by employing a Parzen window approximation [165] to allow a smooth minimization of the

intensity-based metric. This will increase the robustness of the algorithm to the choice of

the number of update iterations when using the intensity-based metric.

Other future work includes investigation of more metrics that can describe the simi-

larity between histological slices and volumetric imaging. Specifically, we are interested in

employing a point-based metric between descriptors of intensity-based extracted features.

Incorporated into our PF framework, such metric will allow avoiding segmentation, as when

intensity-based metrics are used, while benefiting from the shorter runtime of a point-based

metric. An automatic extraction of salient features can be based, e.g., on a scale invariant

approach, as proposed in [175], or on the modality independent neighbourhood descriptor

[55] that has recently gained popularity for multimodality registration of medical imaging,

including the prostate [156]. Another research direction is to employ a linear combination

of metrics as the similarity, and either train or manually tune their weights in order to

provide a better shaping of the target functional according to the data.
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Chapter 3

Model-Based Registration of the

Prostate Using Elastography

3.1 Introduction

As discussed in Chapter 2, a typical sparse sectioning of histological slices does not allow a

direct construction of a 3-D deformation map between the specimen and in vivo imaging.

Recently, researchers have proposed the use of an ex vivo MRI of the prostate specimen

[167, 168] as an intermediate modality between histopathology and in vivo MRI. Performed

after excision and fixation, and just before sectioning, such ex vivo scan captures the shape of

the deformed specimen, and can therefore be better aligned with the histological slices using

only a rigid registration. Compared to the histological slices, the superior axial resolution

of the ex vivo scan provides true 3-D modeling of the specimen that facilitates a nonrigid

registration to the in vivo MRI.

Thus, the slice-to-volume registration of histological sections to in vivo MRI can be

divided into two more tractable registrations of histopathology to ex vivo MRI, and ex vivo

to in vivo MRI. The former registration can be solved with minimal error by approaches

proposed, e.g., in [45] and [70], or by employing a multi-bladed cutting device [32] that

mechanically constrains the prostate specimen during sectioning. For the latter registration,

however, the authors in [167] propose only an interactive rigid registration between the

in vivo and ex vivo volumes, which has been recognized to be a shortcoming [168].

It is the objective of the work described in this chapter to develop and validate a method

for an automatic and accurate 3-D registration between ex vivo and in vivo MRI. Figure 3.1

illustrates the problem with typical images to be registered. We propose a novel deformable

registration approach, in which the ex vivo MRI volume of the prostate is segmented and

treated as a reference model, and the in vivo MRI volume is treated as a deformable template

with an underlying patient-specific biomechanical model. First, a similarity transformation

(translation, rotation and isotropic scaling) is employed to align the ex vivo and in vivo

scans and correct for the change in volume. Following this initial alignment, an elastic

registration is performed to match the template with the reference. Similar to [76], the
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(a) In vivo T2w (b) MRE elastogram

⇔
(c) Ex vivo T2w (d) Prostate specimen

Figure 3.1: Problem illustration. (a)-(b) The in vivo MRE scan provides measured elasticity
for each imaged voxel. (c)-(d) A 3-D model of the postoperative specimen, acquired from
ex vivo MRI, should be registered to the in vivo MRI. Cross-sections of the unregistered
ex vivo model (red) and the unknown in vivo prostate surface (cyan) are overlaid on slices.

deformation is driven by a region-based energy as the distance measure, and the elastic

potential as a regularizer. Unlike [76], we deform the image in order to fit the model, and

use an inhomogeneous biomechanical model, acquired from MRE [100], in our regularization

term.

While potentially faster because of the much coarser discretization of images, biome-

chanical models derived from the FEM, such as those employed in [16] and [5], require

segmentation and meshing of the internal structure of the prostate and its surrounding

anatomy. These steps are time consuming, often require user intervention and may gener-

ate errors that affect registration performance. Unlike FEM-based approaches, our method

allows to solve the registration problem on a regular grid by using a variational approach

and eliminates volume meshing. Such an approach was successfully employed in [13] for US

image registration in prostate biopsy tracking.

The MRE technique that we use integrates relatively easily in a standard multi-parametric

in vivo MRI session. It involves the transperineal application of single- or multiple-tone

harmonic mechanical excitation that generates shear waves in the prostate. The waves are

measured by encoding the resulting displacements in the phase component of a synchro-

nized MRI pulse sequence. Images, known as elastograms, that depict tissue elasticity or

stiffness are generated from the imaged tissue displacements. With MRE, each voxel in the

in vivo MRI is associated with the measured elasticity of the corresponding voxel in the

elastogram. Additional details about the technique are given in [134] and Section 3.5.1.

With few exceptions, e.g., [29, 64, 78], biomechanical models have been assigned arbi-

trary and typically constant elastic properties that are optimized to produce low registration

errors. Even methods that do consider inhomogeneous elasticity for registration, express
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tissue inhomogeneity by setting values that are empirically found to work well. This is not

always realistic and may result in inaccurate deformation maps.

In general, the current use of elastography in image processing is limited (see [140]

for a review on applications in prostate imaging), and, in particular, the use of patient-

specific elasticity maps for registration is new. We justify our approach by providing a

novel quantitative analysis that shows the advantage in utilizing inhomogeneous elasticity

for registration. We validate the method by presenting the results from synthetic and six

patient data sets.

The remainder of this chapter is organized as follows. Section 3.2 describes the theory

and basic ideas behind the proposed methods. Section 3.3 presents a method for registering

the ex vivo model to an in vivo volume using elastography. In Section 3.4 we investigate

the registration performance with respect to elastic inhomogeneity. In Section 3.5, we

provide experimental results of the proposed registration method on clinical data. Finally,

we conclude in Section 3.6 with a discussion and future research directions.

3.2 Preliminaries

3.2.1 Elastic Registration

We denote the 3-D spatial coordinate vector as r̄ = (x, y, z)T ∈ R3. Let IR, IT : D → R
denote the reference and template volumes, respectively, on a 3-D domain D ⊆ R3. Also,

let ū = (ux, uy, uz)
T : D → R3 be a displacement field, such that the deformed template

with respect to ū is

ĨT (r̄; ū) = IT (r̄ − ū(r̄)). (3.1)

The elastic registration problem is finding an admissible displacement field ū, such that

the deformed template ĨT is similar, in some sense, to the reference IR. This problem is

formulated as the minimization of the joint functional, or energy,

J [ū; IR, IT ] = F [IR, ĨT (·; ū)] + S[ū] , (3.2)

where F represents a distance measure between the reference and the deformed template,

and S is a metric that determines the smoothness or regularization of the displacements.

Common choices for a distance measure are SSD, NCC and (normalized) MI [165].

In [76], the authors proposed a region-based energy (see Section 3.2.2) as the distance

measure for a combined segmentation and registration. Their method maps a contour,

which is extracted from a segmented template image, onto the reference image to provide
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the segmentation of the reference and its spatial correspondence with the template.

A variety of metrics have been proposed to regularize the deformations based on physical

models, e.g., diffusion [58], fluid [25] and curvature [41] models. The authors in [20] and

[11] proposed the linear elastic potential of the displacements as a regularizer, namely

S[ū] =

∫
D

µ
4

3∑
j=1

3∑
k=1

(
∂ūj
∂r̄k

+
∂ūk
∂r̄j

)2 +
λ

2
(div ū)2

 dr̄ , (3.3)

where, from continuum mechanics, λ and µ are the Lamé parameters that reflect the elastic

properties (µ is also known as the shear modulus).

We follow the general framework presented in [92], and provide a variational formulation

of the nonrigid registration problem and the corresponding Euler-Lagrange equations that

characterize a minimizer. In the variational approach, in order to minimize the functional

(3.2), the Gâteaux derivative is computed with respect to ū. This yields the Euler-Lagrange

equation

A[ū](r̄)− f(r̄, ū(r̄)) = 0 , (3.4)

where −f , also known as the (external) force, corresponds to the derivative of F , and A[ū],

also known as the internal force, corresponds to the derivative of S and typically represents

a partial differential operator. Thus, a minimizing displacement map should satisfy this

equilibrium equation.

In the case of elastic potential as a regularizer, the Gâteaux derivative of (3.3) yields

the Navier-Lamé operator

A[ū](r̄) = µ∆ū(r̄) + (λ+ µ)∇div ū(r̄) , (3.5)

for which the Euler-Lagrange equation, (3.4), is a second-order nonlinear PDE, also known

as the elastostatic or Navier-Cauchy equation.

3.2.2 Region-Based Active Contours

Active contour models [66] have been extensively employed for image segmentation. In these

methods, an initial segmenting surface is evolved in order to minimize an energy functional.

Edge-based (classical) active contours, [22, 67], drive the surface to lock onto local maxima

of image gradient magnitude values that typically characterize edges. The evolution of the

surface in this case depends strictly on nearby pixels, and is therefore local. Region-based

active contours, [23, 174], rely on regional statistics, such as sample mean and variance
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within the image, for the evolution of the segmentation surface, and direct its movement

toward boundaries that are not necessarily defined by clear edges. Region-based models are

global and tend to be robust to noise, since they take into account intensities within entire

regions, rather than intensities of individual pixels.

The level set method, [109, 147], is an effective technique for implicit representation

of evolving surfaces, frequently employed to implement active contours algorithms, since

it inherently allows for cusps, corners and automatic topological changes. In the level set

method, a surface (or contour in 2-D) is embedded as the zero level set of a function Φ.

We will use the convention that Φ takes negative values in the region inside the surface

and positive values in the region outside. A common choice for a level set function is the

signed distance function, of which the value Φ(r̄) at each point r̄ equals the Euclidean (`2)

distance to its nearest point on the surface, multiplied by 1 or −1 according to the side of

the surface r̄ lies in.

Formulating energy functionals and their variations in the level set method often requires

usage of the Heaviside function and the Dirac delta function, defined respectively by

H(z) =

1, z ≥ 0;

0, z < 0,
and δ(z) =

d

dz
H(z).

In practice, regularized (smoothed) versions of H and δ are used, as suggested in [23], in

order for the minimization process to be less local, thus increasing the chances of reaching

a global minimizer, independent of the initial surface.

A popular region-based active contour model for image segmentation was proposed by

Chan and Vese in [23]. In its level set formulation, the Chan-Vese algorithm minimizes

the following energy functional with respect to the level set function Φ that embeds the

segmenting surface,

FCV [Φ; IT ] =

∫
D

(IT − c−)2H(−Φ) dr̄

+

∫
D

(IT − c+)2H(Φ) dr̄ , (3.6)

where c− and c+ are the mean intensities of the image to be segmented, IT , in the regions

inside and outside the segmenting surface (i.e., the zero level set of Φ), respectively, given

by

c∓[Φ; IT ] =

∫
D ITH(∓Φ) dr̄∫
DH(∓Φ) dr̄

. (3.7)
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The minimization of (3.6) can be understood as partitioning the image into two homo-

geneous regions, by minimizing the variances of the intensities on the regions inside and

outside the segmenting surface.

3.2.3 Model-Based Alignment

A nonrigid registration typically follows a rigid registration that corrects for the misalign-

ment and change of coordinate systems between the two images. In this work we employ

a model-based alignment based on an algorithm that was originally used in [163] for a

shape-based segmentation.

Let ΦR be a level set function that embeds the surface of a reference model, which was

extracted by a segmentation of the reference image IR. A similarity transformation in 3-D

is defined by seven pose parameters: three translation values along each axis, three rotation

angles about the axes, and one isotropic scale factor. Using a linear transformation of the

spatial coordinates, the transformed model may be written as

Φ̃R(r̄; ∆, θ, σ) = ΦR(σ−1Θ−1(r̄ −∆)), (3.8)

where ∆ and θ are vectors that contain the translation and rotation parameters, respectively,

σ is the scale, and Θ is the rotation matrix, which is determined by θ.

The authors in [163] propose to segment medical images by optimally fitting a model

onto the image. They extract the principal modes of a training set that comprises different

shapes of the target object, and obtain a parametric shape model by tuning the shape

parameters, namely the coefficients in a linear combination of the principal modes. Their

method minimizes region-based energy functionals in a level set formulation, among them

the Chan-Vese energy in (3.6), with respect to the pose and shape parameters.

We consider a single element training set, in which the shape is the surface of the

reference model. Since the minimization in this case is performed only with respect to the

similarity pose parameters, the method is degenerated into alignment of the model. The

function to be minimized is therefore

FCV (∆, θ, σ) = FCV [Φ̃R(·; ∆, θ, σ); IT ]. (3.9)

The alignment algorithm employs gradient descent to minimize (3.9) by computing its

derivatives with respect to the pose parameters. We refer the interested reader to [163] for

details.
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3.3 Model-Based Registration Using Inhomogeneous

Elasticity

In our framework, high quality ex vivo images with a homogeneous background (as seen in

Figure 3.1(c)) allow a 3-D model of the prostate to be constructed easily by using either

manual, semi- or fully automatic segmentation. In contrast, the in vivo images contain

surrounding anatomy and tissue, with which the prostate blends. Thus, in our model-based

registration, we take the ex vivo model as the reference, and the in vivo image as the

template.

3.3.1 Model-Based Force

Motivated by the adequacy of region-based energies to delineate the prostate in MRI, as

demonstrated in [163], we follow a model-based registration approach that incorporates a

region-based energy as the distance measure between the template image and the reference

model. Specifically, we propose a distance measure which is based on the Chan-Vese energy

in (3.6),

F [ū] =
1

2
FCV [ΦR; ĨT (·; ū)], (3.10)

where, as in Section 3.2.3, ΦR is a level set function that embeds the surface of the reference

model. Note that in this formulation, the “segmenting” surface ΦR is constant and the

minimization is with respect to the displacement field.

Thus, in contrast to active contours segmentation methods and the registration approach

in [76], here the image is deformed in order to fit the model, rather than the model surface

to fit the image. This formulation allows for the inhomogeneous elasticity of the voxels in

the template to regularize its deformations, as explained below.

By computing the Gâteaux derivative of (3.10), we have that the force associated with

this energy is

fCV (r̄, ū(r̄)) = − [(IT (r̄ − ū(r̄))− c̃−)H(−ΦR)

+ (IT (r̄ − ū(r̄))− c̃+)H(ΦR)]∇IT (r̄ − ū(r̄)) , (3.11)

where, analogous to the discussion in Section 3.2.2, c̃− and c̃+ are the mean intensities of

the deformed template image in the regions inside and outside the reference model.

Being derived mathematically, the magnitude of the forces acting on the template could

be arbitrarily high and may force unrealistic deformation to bring it into the reference.

However, using a scaling factor, we can normalize the forces such that their maximum
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magnitude inside the model is in the order of 0.1 N, which is physically plausible and

within the same order of magnitude as the gravitational force on the prostate [157].

3.3.2 Inhomogeneous Regularization

As discussed in Section 3.1, in most elastic registration algorithms, the Lamé parameters

λ and µ are constant and chosen arbitrary. In elastography, we obtain measurements of

the Young’s modulus that is associated with each voxel of the template, ET : D → R. The

corresponding Lamé parameters in this case are the functions given by

λT =
ET · ν

(1 + ν)(1− 2ν)
and µT =

ET
2(1 + ν)

, (3.12)

with an (almost) incompressible Poisson ratio ν = 0.499.

Thus, we modify (3.5) to contend with the inhomogeneous Lamé parameters,

AT [ū](r̄) = µT (r̄ − ū(r̄))∆ū(r̄)

+ (λT (r̄ − ū(r̄)) + µT (r̄ − ū(r̄)))∇div ū(r̄) . (3.13)

Note that λT and µT are deformed according to the template so as to “follow” its vox-

els. Also note that (3.13) is only a piecewise constant approximation of the problem. The

non-approximated operator, derived by taking the Gâteaux derivative of (3.3) with inho-

mogeneous Lamé parameters (see, e.g., [29] and [64]), contains terms with gradients of the

Lamé functions. Due to the noisy nature of elastography, numerical calculation of these

gradients is unreliable and the minimization is unstable. However, the approximation is

justified by a typical “slow” spatial variation of the true elasticity (another option is to

employ a low-pass filtered elastogram and use the non-approximated operator).

3.3.3 Energy Minimization

In order to solve the PDE (3.4) for the displacements ū, with A = AT and f = fCV , we

follow a fixed-point iteration scheme [92], in which an initial (e.g., zero) displacement ū(0)

is assumed. We then solve

AT [ū(k)](r̄) = fCV (r̄, ū(k−1)(r̄)), k = 1, 2, . . . , (3.14)

for ū(k), until convergence. Since the elastic model relates to small (infinitesimal) deforma-

tions, we chain the resulting displacements at each iteration, as if the deformed template

at each iteration is to be registered to the reference.
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Figure 3.2: Registration of synthetic images. The reference contour (red) is overlaid on
(a) the initial binary template, and (b)-(c) the warped template after registration using
homogeneous/inhomogeneous elasticity. The grid (blue) illustrates the displacements.

On a discrete grid, the technique is to first discretize AT and fCV using finite differences.

Next, we generate a sparse convolution matrix AT that corresponds to the operator AT after

discretization, such that (3.14) reads

ATu
(k) = f (k−1)

CV
, (3.15)

where f
CV

and u are column vectors that contain samples of the forces and (unknown)

displacements on the discrete grid, respectively. The samples are ordered lexicographically

by stacking the voxels of each component on top of one other to form one large column.

Zero boundary conditions are assumed to compute the convolution matrix.

3.3.4 Synthetic Example

The proposed method is illustrated on a synthetic example in 2-D. Here, two binary images

are being registered. The template is an ellipse with intensity values of “1” assigned to its

inside and “0” outside. The reference is a similar but dented ellipse, of which the contour

is used as the model.

In Figure 3.2(a), the reference contour is overlaid on the initial template image. First,

homogeneous elasticity was assigned to the template. Figure 3.2(b) shows the final warped

template (after 50 iterations). Notice the symmetry of the warped grid around the horizontal

axis. In the second example, the bottom half of the template was assigned three times stiffer

elasticity values. Figure 3.2(c) shows the final warped template in this case. As expected,

the displacements are larger in the top half of the image.
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Figure 3.3: Registration of noisy synthetic images. The reference contour (red) is overlaid
on (a) the initial binary template with a Gaussian noise of 0.25 STDV, and (b)-(c) the
warped template after registration using homogeneous/inhomogeneous elasticity. The grid
(blue) illustrates the displacements.

Due to the employed region-based force, which takes into account region statistics rather

than specific pixel values, the method is robust to noise. In Figure 3.3 we see the same

registration examples as before, but with a zero mean Gaussian noise added to the binary

template image. The corresponding results (after 100 iterations) are shown in Figures 3.3(a)-

(c). Indeed, the results are very similar to the noiseless experiments (a slight grid asymmetry

can be noticed in Figure 3.3(b)).

In order to quantify the robustness to noise, we repeat the experiments for a Gaussian

noise with different values of STDV. We evaluate both robustness to intensity variations, by

adding the noise to the template, and robustness to elasticity variations, by adding the noise

to the elasticity map. The resulting pixels’ displacement map for each noisy registration

is compared to the noiseless registration map. Figure 3.4 plots the mean Euclidean norm

(over all pixels) of the difference between the displacement maps against the corresponding

STDV values of the noise.

The intensity noise and elasticity noise affect the results to a small extent (less than

one pixel of error on average), up to STDV values of 0.1 (10% of noiseless intensity and

elasticity). We see that intensity noise causes a constant error in the displacement. This

is mostly due to small displacement errors in the background, and not due to errors in the

large displacements around the object. The elasticity noise however, causes a logarithmic

increase of the error. This is due to violation of the “slow” varying assumption in the

approximation of the Navier-Cauchy equation, (3.13).

For STDVs above 0.1, the error caused by intensity noise increases, while elasticity
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Figure 3.4: Robustness to noise. The error is the mean Euclidean distance between the
displacement maps resulting from noiseless and noisy registration of synthetic images, as
seen in Figures 3.2 and 3.3. The STDV of the noise represents the (inverse) SNR with
respect to the ellipse (intensity and elasticity values of “1”).

noise yields convolution matrices AT that are singular (to working precision), due to pixels

with (almost) zero elasticity, causing the algorithm to fail. We also found a logarithmic

relationship between the noise and the required number of iterations for convergence.

3.3.5 Clinical Example

Here, we describe the utilization of the proposed method for registration between an ex vivo

model and the in vivo MRI volume and demonstrate the process on clinical data. As a

preprocessing step, we translate the ex vivo model to match its center with the center of

the in vivo volume. Next, we employ the model-based approach described in Section 3.2.3

for fine alignment with respect to translations, scaling and rotations. Finally, we compute

the residual nonrigid map between the aligned model and the image using the proposed

model-based registration with inhomogeneous elasticity.

The registration process is illustrated in Figure 3.5. Note that in Figure 3.5(c), the

template image is warped to fit the prostate inside the reference model. The inverse map is

then applied to the rigidly aligned model in order to produce the registered ex vivo model

on the coordinate system of the in vivo image, as seen in Figure 3.5(d).

We note that in [163], the authors transformed the T2w images by applying the gradient
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(a) Initial (b) Aligned (c) Warped template (d) Registered reference

Figure 3.5: Registration process. (a) The initial ex vivo reference model (red) is overlaid on
a slice of the in vivo T2w template image. (b) Translated, rotated and scaled model after
using the model-based alignment. (c) Warped template after using the proposed model-
based elastic registration. (d) Registered model after applying the inverse map. A 3-D view
(top row) of the model, and a 2-D cross-section (bottom row) are shown.

operator in order to increase intensity homogeneity inside the prostate and accentuate its

boundaries for their region-based segmentation to work. In our case, we found the registra-

tion to perform better on the MRE magnitude images (see Section 3.5.1), and superimposed

the results on the T2w images.

3.4 Elastic Homogeneity Versus Inhomogeneity

In this section we provide analysis to show that inhomogeneous elasticity improves the

registration performance. In order to do so, we degenerate the MRE measured elastogram,

ET , by employing the k-means clustering algorithm [33] with different values of k’s.

The feature space to be clustered comprises the elasticity value, with the addition of

the spatial coordinates r̄, in order to create geometrically connected clusters. The “points”

to be clustered are therefore the feature vectors generated for each voxel. A clustered

elastogram ET,k is created by applying the elasticity value of the centroid to each voxel in

the corresponding cluster.

The extreme case of k = 1 yields a homogeneous elastogram, ET,1 = const, in which

the intensity is the mean elasticity value. The other extreme, which we denote by k →∞,

yields the original inhomogeneous elastogram, ET,∞ = ET . We therefore refer to k as the

inhomogeneity parameter.
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Figure 3.6: Elastograms for different values of the inhomogeneity parameter. Intensity scale
is in kPa.

In fact, any value k ≥ N , where N is the total number of voxels, and, in practice, due

to repetitions in the quantized data, even lower k’s, yield the same clustering as k → ∞.

Figure 3.6 depicts a mid-gland slice of the elastograms, which correspond to the example

case in Figure 3.5, for selected values of the inhomogeneity parameter in the range between

homogeneity and total inhomogeneity.

We repeatedly perform the registration described in Section 3.3.5 for different values of

the inhomogeneity parameter, with respect to the resulting clustered elastogram. We run

each registration until convergence to the same energy value that we have achieved in the

original experiment. Therefore, the resulting warped templates look similar to each other

and to the result in Figure 3.5(c). However, as expected, the displacements that map each

of the templates are different.

Figure 3.7 shows the Euclidean norms of the displacement difference between the result-

ing maps that correspond to the inhomogeneity parameter values shown before. Specifically,

Figure 3.7(h) shows the difference between the total inhomogeneous and homogeneous reg-

istration maps on the mid-gland slice, and we may notice a difference of ∼ 3.5 mm inside

the prostate region.

The performance is evaluated for each registration through the volume overlap, in the
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Figure 3.7: Euclidean distance of the displacement maps resulting from registrations using
different values of the inhomogeneity parameter. Intensity scale is in mm.

sense of Dice’s coefficient (3.16), between the registered ex vivo model and a manually

segmented in vivo model, and through the distance between manually selected landmarks

on the two modalities (see Section 3.5.3). Figure 3.8 shows these measures for different

values of the inhomogeneity parameter.

Indeed, we identify the general trends that the volume overlap and the landmark error

are, respectively, in direct and inverse proportion with the inhomogeneity parameter. We

therefore conclude that performance improves when an inhomogeneous model is used. We

note, however, that for two cases, the maximum volume overlap and minimum error were

attained at k = 250 and k = 500 rather than k → ∞. The reason for that is the noisy

nature of the inhomogeneous elastogram that violates the “slow” varying assumption, as

discussed in Section 3.3.4.

Thus, setting a value for k that is too small leads to elastic homogeneity, while setting its

value too high may lead to inaccurate regularization. In our experiments we take k = 250,

since for greater values, when applicable, the improvement is not significant.
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Figure 3.8: Registration performance for different values of the inhomogeneity parameter.

3.5 Experiments

In this section we describe the acquisition of the data sets that were used in our study. We

provide details on the imaging protocol, as well as on the implementation of the registration

algorithm, its execution time and evaluation. Finally, we summarize the results of the

registration experiments.

3.5.1 Data Acquisition

In Vivo Scan

After approval of the institutional ethics board and signed consents, six patients (mean age

65, range 59–76 years old) who were scheduled for radical prostatectomy, underwent a preop-

erative in vivo T2w scan followed by MRE scan in a 3-Tesla system (Achieva 3.0T, Philips,

The Netherlands). A standard 6-channel cardiac coil with acceleration factor (SENSE) of

2 was used.

First, a sagittal scout image was acquired to ensure that the transperineal MRE driver

is properly positioned at the beginning of the examination, as illustrated in Figure 1.3(a).

Then, a standard axial T2w FSE sequence was acquired (TE/TR = 86/2500 ms, FOV

= 320× 320× 70 mm3, with 0.5 mm in-plane resolution and 2 mm slice thickness).

Next, a transperineal prostate MRE scan was acquired using a gradient echo sequence

named eXpresso [136]. Eight phases were encoded with a mechanical excitation of 70 Hz
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Min–max inside Mean inside Min–max outside Mean outside

Case 1 4.8− 50.3 19.5± 9.8 1.6− 75.3 13.1± 6.0

Case 2 3.0− 36.6 17.7± 5.3 1.4− 79.6 11.1± 5.2

Case 3 2.0− 38.0 13.7± 6.8 1.0− 36.4 8.5± 4.5

Case 4 1.6− 26.0 11.6± 3.6 1.3− 53.1 9.7± 5.3

Case 5 6.6− 37.0 21.0± 6.7 1.9− 79.2 15.8± 9.0

Case 6 10.3− 50.8 24.0± 6.5 2.8− 54.5 15.0± 8.2

Table 3.1: MRE results. Quantitative summary of elasticity inside and outside the prostate.
Values are in kPa.

applied to the perineum of the patient [134]. Wave images were acquired on a 128×128×24

matrix with 2 mm isotropic voxel size. Figure 1.3(d)-(f) shows an example slice of these wave

images. The entire MRE scan lasted about 8 min for a 3-D displacement field acquisition.

Each slice was cropped to accommodate 64 × 64 pixels around the prostate region for

computational efficiency, and then processed offline to generate an elastogram similarly to

the approach described in [150].

The quantitative elasticity values that were obtained are summarized in Table 3.1. The

range and mean elasticity were computed over the regions inside and outside (excluding the

pubic bone) of the prostate boundary (manually chosen by an expert for the registration

evaluation). The results demonstrate the inhomogeneity in elasticity and the fact that, in

general, the prostate is stiffer (higher values) than its surrounding tissue. For other reported

elasticity values of the prostate, see [134] and references therein.

In addition to the elastogram, an image was generated from the magnitude component

of the MRE signal. This image, referred to as the magnitude image, is intrinsically aligned

with the elastogram and provides complementary intensity information. An example slice of

the magnitude image in Figure 1.3(c) shows the intensity homogeneity inside the prostate,

which is ideal for a region-based algorithm to be employed on. The scanning geometry,

as given in the scanner output, determines the alignment of both the elastogram and the

magnitude image with the T2w volume.

Ex Vivo Scan

The postoperative ex vivo prostate specimen was fixed in 10% buffered formalin, typically

for 72 hours. It was then wrapped in a plastic bag, taped to a dedicated holder and scanned

in a 7-Tesla system (Biospec, Bruker, Germany).

A rapid acquisition with relaxation enhancement (RARE) pulse sequence was used to
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acquire axial T2w images (TE/TR = 70/5000 ms, FOV = 70× 70× 42 mm3, with 0.2734

mm in-plane resolution and 2 mm slice thickness).

To extract the ex vivo model, the images were semi-automatically segmented by em-

ploying the region-based active contours algorithm described in Section 3.2.2, with manual

corrections by a radiologist that were required mainly due to artifacts caused by imaging

of the wrapping bag around the specimen. We have then used Stradwin (Cambridge Uni-

versity, U.K.) [160], which employs [161], in order to generate a surface from the segmented

ex vivo slices. We set the surface resolution and smoothing strength to “medium.”

3.5.2 Implementation Details

We have implemented our registration method and tested it under MATLAB on a 2.93

GHz Quad Core CPU machine with 8 GB of RAM. It typically takes 100 iterations of rigid

registration, and additional 100 iterations of nonrigid registration to reach convergence of

the energy. The bottleneck of the algorithm is solving (3.15) for the displacement values. It

involves finding 3×N unknowns in each iteration, where N is the total number of voxels.

This is usually a large number and makes the algorithm computationally expensive.

In general, the inhomogeneity of the Lamé parameters yields sparse, but non-symmetric

and non-periodic convolution matrices AT , which do not allow numerical schemes to take

advantage of their structure, e.g., as in [40] where the authors employ the fast Fourier

transform (FFT) for fast inversion. Thus, an approximate solution of the problem is found

by employing the biconjugate gradient method [123] for a fixed number of iterations, while

keeping execution times within reason. We found 50 iterations to provide plausible results,

which resulted in a total execution time of about 12 min for registering 64×64×24 volumes

on an un-optimized code.

3.5.3 Results

To evaluate the registration performance, we compare the final registered ex vivo model to

an in vivo prostate model that was segmented manually by an expert on the T2w slices. As

a general performance indicator, we measure V O, the volume overlap between the registered

and manual 3-D models in the sense of Dice’s coefficient, i.e., twice the size of the intersected

volume divided by the sum of the sizes of the volumes. In the level set method, this can be

formulated as

V O =
2
∫
DH(−Φ̃R)H(−ΦT ) dr̄∫

D

(
H(−Φ̃R) +H(−ΦT )

)
dr̄
, (3.16)
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where Φ̃R and ΦT are the level set functions embedding the registered (warped) model and

the manual model, respectively. Similarly, in order to evaluate the performance at different

regions of the prostate, we measure AO, which is the area overlap between cross-sections of

the registered and manual models on slices from the base, mid-gland, and apex regions of

the gland.

In addition, the expert has identified matching landmarks inside the prostate region

on both the ex vivo and in vivo images. We measure the Euclidean distance between the

registered ex vivo landmarks and their in vivo counterparts. Since our goal is to register

(unknown) cancerous regions inside the prostate, these distances between landmarks provide

us a good approximation of the target registration error (TRE).

Finally, in order to evaluate the improvement that was achieved by employing MRE,

we repeated the experiments for all cases after assigning the voxels a homogeneous elas-

ticity value that is equal to the mean elasticity value inside the prostate (the elastogram

region inside the expert’s manual segmentation). Note that this experiment is different than

the simulation with k = 1 in Section 3.4, where the mean elasticity of the entire field of

view was used, and is expected to perform better since the elasticity inside the prostate is

more relevant. We compare these homogeneous registration results to the inhomogeneous

registration results.

Figure 3.9 visualizes the inhomogeneous registration results. In Figure 3.9(a), the sur-

faces of the registered and manual models of each case are shown in 3-D, together with the

registered and manual landmarks. Figures 3.9(b)-(d) show cross-sections of the registered

and manual models overlaid on selected slices from the base, mid-gland and apex regions of

the prostate, respectively. Quantitative and statistical summaries of the registration results

are presented in Table 3.2 and Figure 3.10, respectively.
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(a) 3-D (b) Base (c) Mid-gland (d) Apex

Figure 3.9: Inhomogeneous registration results. The registered ex vivo reference model (red) and
a manually segmented model (cyan) of the in vivo T2w template image. Spheres in column (a)
represent registered and manually marked landmarks. Columns (b)-(d) show cross-sections of the
models overlaid on selected T2w slices from the base, mid-gland and apex regions of the prostate.
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Inhomogeneous Elasticity Homogeneous Elasticity

Base AO (%) Mid-gland AO (%) Apex AO (%) VO (%) Error (mm) VO (%) Error (mm)

Case 1 77.7± 4.5 91.0± 2.3 88.3± 0.8 87.5 2.5± 0.8 85.3 3.1± 1.1

Case 2 76.6± 10.9 92.4± 2.6 78.1± 7.8 85.9 1.5± 0.6 84.0 2.8± 0.7

Case 3 90.3± 0.6 92.1± 3.0 78.9± 2.4 87.3 3.2± 1.0 82.9 3.1± 0.8

Case 4 83.5± 6.0 83.5± 4.7 76.0± 2.9 81.6 4.3± 2.5 76.9 5.2± 3.6

Case 5 90.0± 4.9 93.5± 2.5 89.9± 1.0 88.1 2.3± 1.3 84.1 2.5± 1.2

Case 6 85.7± 2.3 91.2± 2.4 79.4± 9.3 86.9 4.1± 1.4 82.9 5.5± 2.3

Mean 83.4± 7.7 90.8± 4.0 81.8± 7.1 86.2± 2.4 3.1± 1.4 82.7± 3.0 3.72± 1.9

Table 3.2: Registration results. Quantitative summary.
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Figure 3.10: Inhomogeneous registration results. Statistical summary of the resulting area
overlap (AO) among slices, and the landmark error.

3.6 Discussion and Conclusion

We have presented a method for an automatic model-based registration of ex vivo and in vivo

prostate MRI. The method can be fused with established methods that consider registration

of ex vivo MRI and histological sections, in order to recover the spatial correspondence

between histopathology and the in vivo scan. Since histopathology of the prostate provides

the ground truth cancerous and noncancerous regions, a correct mapping of these regions

onto an MRI volume allows characterization of CaP on co-registered multi-parametric MRI,

and may provide training and validation sets for a classifier that produces cancer probability

maps on preoperative images. Typical training sets may include 10-20 cases, and validation

sets may include 50-100 cases. Focusing on regions with high probability of cancer could

impact treatments such as brachytherapy and radical prostatectomy, and reduce possible

side effects such as impotence and urinary incontinence.

The proposed method aligns a model of the prostate, constructed from the ex vivo MRI,

onto the in vivo volume, and then warps the in vivo volume so as to fit the aligned model.

A variational approach has been used to derive the registration algorithm using a region-

based active contour model in a level set formulation. The method was first demonstrated

on synthetic images to evaluate its robustness to noise in the data, and was further tested

and evaluated on six clinical cases by comparing the registered ex vivo model to manual

segmentations of the in vivo volume, and by computing the distances between registered

landmarks on the two modalities.
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Our approach employs an MRE scan that allows measurement and assignment of elas-

tic properties of the tissue to corresponding voxels in the image. In turn, this provides

an implicit modeling of the prostate and its surrounding anatomical structures that allows

warping the in vivo volumetric image onto the ex vivo model in a physical manner. More-

over, we found the MRE magnitude image to be an excellent candidate for the region-based

approach due to its intensity homogeneity within the prostate.

While the most valuable information is pertaining to the prostate itself, utilizing the

elasticity of both the prostate and its surrounding tissue is more likely to result in a mapping

that portrays the actual displacement of the voxels within the prostate. This is attributable

to the fact that most deformation occurs in vivo (ex vivo deformation is typically manifested

as shrinkage and corrected by scaling), and is therefore governed by the in vivo elasticity

and interaction of the prostate with its surrounding anatomy. Indeed, we have showed that

this approach yields improved registration as opposed to applying a constant elasticity value

to the volume, and that, in general, the performance improves with the inhomogeneity of

elasticity inside and outside of the prostate. To the best of our knowledge, no such study has

been conducted thus far. We note that an ex vivo measurement of the elasticity, although

might be technically simpler, reflects the much stiffer elasticity of the post-fixation specimen

which is irrelevant to the deformation.

In addition, our approach does not require segmentation and meshing of the in vivo

anatomy, as opposed to explicit FEM-based modeling approaches. Although, as discussed

above, the designated application of classification requires a limited number of cases, seg-

mentation and meshing can still consume a significant amount of time. On the other hand,

MRE is fast and easily integrated into the in vivo MRI protocol. Even in case that FEM

is to be employed instead of our approach, MRE could benefit the chosen algorithm by

providing the model with patient-specific elasticity.

The performance of the registration, and the significance of its improvement using MRE,

should be evaluated with respect to the designated application. The mean registration

error that was achieved during the experiments is within the tumor diameter that MRI is

reported to detect and characterize CaP [71], and within the size of most clinically significant

lesions that are marked during histopathology analysis (∼10 ± 5 mm [34]). Thus, in our

case, the method is suitable for mapping of these tumors on the in vivo MRI. However,

the registration might not be accurate enough to characterize early stage tumors that are

considered in, e.g., training a classifier for an image guided biopsy application. Since MRE

depends on fairly complex modulus reconstruction, we expect the registration results to

improve with the developments in our reconstruction methods.

As other registration techniques, the proposed algorithm performs better on the mid-
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gland region of the prostate. This finding is due to the ambiguity in contouring the prostate

around the base and apex on the ex vivo and in vivo images, that impacts the fidelity of

both the model and evaluation in these regions. In future work, we may utilize the intensity

similarity between in vivo and ex vivo T2w MRI to derive forces from intensity-based

distance measures, e.g., MI. This may eliminate the required segmentation of the ex vivo

volume, and improve speed and accuracy.

A disadvantage of the proposed approach is that the ex vivo MRI scan is time consuming,

expensive and not accessible. However, as discussed above, the proposed method should

be employed on a limited number of cases for the designated application. Moreover, as

discussed in Section 3.1, methods that propose direct registration between in vivo MRI to

histopathology require either dense sectioning of histological slices [111], or manual selection

of corresponding slices [24]. Another direct approach, proposed in [148] and [162], generates

a patient-specific mold, based on the (non-deformed) in vivo prostate, to preserve sectioning

orientation. Thus, current direct registration methods can be just as time consuming as the

ex vivo scan, while being more user-dependent and error-prone.

We note, however, that since the ex vivo scan in our approach is used only to acquire

a model of the specimen, a direct registration to histopathology is still possible using our

method by using a 3-D model reconstruction based on the histological slices, provided that

their sectioning is dense enough. In addition, other ex vivo imaging modalities, which are

more accessible than MRI, can be employed. In fact, an US generated ex vivo model may

be combined with methods such as [158] to register the ex vivo scan to histology following

our method. Thus, our framework is general and can be fitted into different workflows.

The current implementation does not allow real-time performance, which is not a re-

quirement in the case of cancer characterization. The execution times are in the order of

minutes, so multiple registrations can be processed on the background in a typical clinical

scenario to provide a reasonable throughput. Another current limitation is the assump-

tion of small deformations. Although the residual deformations are small after a similarity

transformation, we may still consider nonlinear elasticity for future work in order to contend

with large deformations of the prostate, e.g., in case of employing a transrectal coil during

image acquisition.
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Chapter 4

Registration of Ultrasound and

Magnetic Resonance Imaging for

Image Guided Interventions

4.1 Introduction

Intraoperative TRUS imaging has been shown to be valuable during CaP interventions such

as RALP [80], but is of poor quality and not reliable for detecting cancer. The ability of

multi-parametric MRI to generate the most accurate characterization of CaP [75], has led to

the development of methods for MRI-guided treatment, mainly biopsy and brachytherapy

[159]. Indeed, a systematic literature review in [97] suggests that MRI-guided biopsy detects

clinically significant CaP using fewer samples compared to a standard biopsy that employs

TRUS alone.

While direct MRI-guided methods have been reported, e.g., in [153], for prostate biopsy

and brachytherapy, intraoperative MRI is still cumbersome, time consuming, resource costly

and not widely used. Cognitive fusion, in which the clinician estimates the lesion’s location

on the intraoperative TRUS based on a preoperative MRI, varies greatly with expertise.

A more feasible approach to allow integration of MRI data in the operating room involves

registration of the preoperative MRI to the intraoperative TRUS, and visualization of the

corresponding images to assist the clinician during treatment. Previously, such an approach

was successfully demonstrated, e.g., in [51, 86, 91, 120, 149, 164], for prostate biopsy, and

in [28, 126] for prostate brachytherapy.

Due to the difference in intensity information, contrast, and anatomical visualization

presented by the two modalities, techniques for registration of MRI and TRUS typically

involve preprocessing of the images. In [101, 157] both modalities are segmented and the

surfaces are registered using deformable registration for targeted prostate biopsy. In [90],

corresponding 2-D MRI and TRUS images are manually selected, segmented, and then

registered by minimizing the Bhattacharyya distance between their shape representations,
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4.1. Introduction

with thin-plate splines as regularization. In [59, 87], a patient-specific biomechanical model

is generated from segmented T2w images, and a model-to-image deformable registration

is performed based on features extracted from 3-D TRUS images. In [156], features are

extracted by employing [55], and the distance between modality independent neighbourhood

descriptors (MIND) is minimized with a smoothness regularization.

In this chapter, we propose to introduce MRI information during RALP. To this end,

in the first part of this chapter, we propose a segmentation-based registration method that

incorporates a semi-automatic prostate segmentation algorithm, developed in our lab, to

segment a TRUS volume, acquired from an intraoperative sweep of the probe. A preopera-

tive segmented MRI is then registered to the segmented intraoperative TRUS. The method

can be incorporated with a tracking algorithm, developed in our lab as well, that allows

the TRUS probe, that is mounted on a motorized system [143], to track the robot’s tooltip.

Corresponding TRUS and MRI planes that follow the tooltip may then be visualized in

real-time on the surgeon console.

In the second part of this chapter, we propose to employ elastography for intensity-based

registration of MRI and US. Elastograms have been shown to be promising in improving the

visibility of the prostate gland [143]. The produced images typically have superior prostate-

to-background contrast compared to T2-weighted images, especially at the base and apex.

This is due to the fact that prostate tissue is generally stiffer than the surrounding tissue.

The challenges in employing elastography for image processing of the prostate are their

low resolution (typically of MRE volumes) and poor signal-to-noise ratio. Also, the bound-

ary of the prostate may be blurred and assimilated with the background at some regions.

Nevertheless, previously in [83], the authors showed that fusion of region information from

TRUS-VE images and edge information from B-mode images improved the performance of

an active shape model for prostate segmentation. In [102], MRE is employed for prostate

segmentation by using the elastogram and corresponding magnitude image for driving a

region- and edge-based active contours, respectively. In Chapter 3, we described the uti-

lization of elastography as a regularizer for prostate registration.

In our data collection, both MRE and USE images are acquired and should ideally rep-

resent the same tissue elasticity in the scanned anatomy. We investigate the use of the elas-

ticity values in a similarity metric to drive the registration. Since the elastography volumes

are inherently registered with their corresponding T2w and B-mode volumes, MRE-USE

registration may serve as an inter-modality to facilitate such multimodality registration.
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Figure 4.1: Problem illustration. (a) Intraoperative sagittal B-mode images acquired by a
sweep of the TRUS probe span a sector in cylindrical coordinates. (b) A transverse B-mode
image after conversion to cartesian spatial coordinates. (c) A preoperative transverse T2w
MR slice.

4.2 Problem Formulation

Suppose we are given IUS,SAG(ρ, θ, z), the intraoperative B-mode volume spanned by sagittal

images that are acquired by a sweep of a TRUS probe. The cylindrical coordinate vector

is denoted by (ρ, θ, z)T , with ρ ∈ [ρ0, ρ1] as the radial distance from the center of the

probe (ρ0 is the probe’s radius), θ ∈ [θ0, θ1] as the probe’s angle, and z ∈ [0, z1] as the

axial coordinate on the sensor. We can then use the following conversion to obtain the

corresponding transverse TRUS volume

IUS,TRV(r̄) = IUS,SAG(x2 + y2, arctan 2(y, x)− π

2
, z), (4.1)

where r̄ = (x, y, z)T ∈ R3 denotes the 3-D cartesian spatial coordinate vector, with its origin

at the probe’s center. Figure 4.1 illustrates the TRUS B-mode volumes.

Suppose we are also given IMR,TRV(r̄), the preoperative T2w MR volume in cartesian

coordinates. We are interested in a displacement field ū = (ux, uy, uz)
T , such that the

deformed transverse MR volume,

ĨMR,TRV(r̄; ū) = IMR,TRV(r̄ − ū(r̄)), (4.2)

is similar, in some sense, to the transverse TRUS, volume IUS,TRV. Similar to Chapter 3,

the registration problem is formulated as the minimization of the energy,

J [ū; IUS,TRV, IMR,TRV] = F [IUS,TRV, ĨMR,TRV(·; ū)] + S[ū] , (4.3)

where F and S are the similarity metric and regularization functionals, respectively.
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4.3. Segmentation-Based Registration

We can then use the following conversion to obtain the corresponding registered sagittal

MR volume

ĨMR,SAG(ρ, θ, z) = ĨMR,TRV(−ρ sin(θ), ρ cos(θ), z), (4.4)

in order to visualize the TRUS and MR volumes together.

4.3 Segmentation-Based Registration

Typically, as part of a volume study, the prostate gland on each transverse slice in the

preoperative T2w MR volume is segmented manually by an expert before surgery. In

addition, we employ a real-time semi-automatic algorithm for 3-D segmentation of the

prostate on the intraoperative TRUS B-mode. The algorithm, described in details in [142],

has been routinely employed during brachytherapy, and found to be a fast, consistent and

accurate tool for the delineation of the prostate gland in TRUS images. Below, we provide

a short summary of the method.

4.3.1 Semi-Automatic Prostate Segmentation in TRUS

The user interaction part of the algorithm is required for initialization and comprising two

steps. In the first step, the user selects two points that correspond to the base and apex of

the prostate on a sagittal image. This selection of base and apex set the center as mid-gland

plane, on which the prostate is the largest and most visible.

The second step is to select seven key geometrical points on a transverse image from

the mid-gland. These points consist of the center of the TRUS probe, four points on

the prostate’s boundary – the lowest posterior lateral, extreme right, mid-posterior, mid-

anterior, and two points that intersect the boundary with perpendicular lines that connects

the extreme right point with the lowest posterior lateral and mid-anterior points. These

steps of the algorithm and the resulting segmentation contour on the mid-gland image are

depicted in Figure 4.2.

After user initialization, the 3-D segmentation is performed automatically. The algo-

rithm un-warps the mid-gland image to reduce the deformation caused by the probe, then

uses a tapered ellipse, fitted to the selected points, to guide an edge detector algorithm, [1]

that evolves the contour edge on each 2-D transverse image using an interacting multiple

model estimator. The images are then un-tapered, and the contour estimations are cor-

rected to allow for a tapered ellipsoid fitting for smoothness and continuity of the contours.

Finally, the contours are tapered and warped to match the original images.
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(a) Base-apex selection (b) Mid-gland points selection
x

(c) Segmented slice

Figure 4.2: Semi-automatic segmentation. (a) The user selects the base and the apex on
a sagittal image. (b) The user selects the center of the probe, and six boundary points on
the transverse mid-gland image. (c) The resulting segmentation contour.

4.3.2 Registration Process

Based on the segmented surfaces of the prostate in the TRUS and MR volumes, we construct

the binary volumes HUS,TRV and HMR,TRV, respectively, each with values of “1” on the

region inside the prostate, and “0” outside. We may then register the two binary volumes

and apply the resulting displacement map back to the MR volume IMR,TRV.

First, the two binary volumes are rigidly aligned (and scaled) using the principal axes

transformation [4]. This is a fast, one-step registration that was found to provide a good ini-

tial alignment for the followed deformable registration. To this end, the binary volumes are

treated as pdfs, and the corresponding “centers of mass”, m̄US, m̄MR ∈ R3, and covariances

MUS,MMR ∈ R3×3, are calculated as

m̄i =

∫
r̄Hi,TRV dr̄∫
Hi,TRV dr̄

Mi =

∫
(r̄ − m̄i)(r̄ − m̄i)

THi,TRV dr̄∫
Hi,TRV dr̄

= UiΣ
2
iU

T
i , i = US,MR (4.5)

where UUS,ΣUS and UMR,ΣMR ∈ R3×3 are the eigendecomposition of the corresponding

covariance matrices such that Ui is comprising the eigenvectors in its columns, and Σi

containing the eigenvalues in its diagonal.

The aligned MR binary volume can be then computed using a linear coordinate trans-

formation,

Hrigid
MR,TRV(r̄) = HMR,TRV(Ar̄ + b), (4.6)

with b = m̄MR −Am̄US, and A = UMRΣMRΣ−1
USU

T
US.
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(a) Initial (b) Rigidly aligned (c) Registered

Figure 4.3: Segmentation-based registration. The surface of the segmented prostate on the
TRUS (red) and MR (blue) volumes at different stages of the registration process.

Next, we apply (4.3) to the binary volumes, and minimize J [ū;HUS,TRV, H
rigid
MR,TRV]. We

take

F [ū] =

∫ (
Hrigid

MR,TRV(r̄ − ū(r̄))−HUS,TRV(r̄)
)2

dr̄ ,

S[ū] =

∫ µ
4

3∑
j=1

3∑
k=1

(
∂ūj
∂r̄k

+
∂ūk
∂r̄j

)2 +
λ

2
(div ū)2

 dr̄ , (4.7)

i.e., the SSD metric, and an homogenous elastic regularizer (the Lamé parameters λ and

µ are constant and set arbitrarily with an almost incompressible Poisson ratio ν = 0.499).

Similar to Chapter 3, we minimize (4.7) in a variational approach by computation of the

corresponding Euler-Lagrange equation and its discretization (see also [92]). The proposed

registration process is illustrated in Figure 4.3

4.3.3 Results

The proposed method was tested on six data sets of patients who were scheduled for radical

prostatectomy and underwent preoperative MR and intraoperative US. The MR volumes

were acquired by a 3-Tesla system (Achieva 3.0T, Philips, The Netherlands) using a standard

6-channel cardiac coil with acceleration factor (SENSE) 2. A standard axial T2w FSE

sequence was acquired (TE/TR = 86/2500 ms, FOV = 320× 320× 70 mm3, with 0.5 mm

in-plane resolution and 2 mm slice thickness).

The B-mode images were collected using an US machine (Sonix RP, Ultrasonix Medical,

Richmond, BC, Canada) with a biplane transrectal probe (BPL9-5/55, 5–9 MHz, with

radius ρ0 = 10 mm) mounted on a motorized cradle [143]. A continuous sweep of sagittal
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4.3. Segmentation-Based Registration

Rigid registration FEM method ([157]) Proposed method
VO Mean error VO Mean error VO Mean error
(%) (mm) (%) (mm) (%) (mm)

Case 1 85.8 1.39 95.7 1.19 97.3 1.57

Case 2 70.1 3.03 95.0 1.52 98.0 2.06

Case 3 75.1 1.67 94.6 0.87 97.6 1.11

Case 4 76.6 2.64 95.6 1.06 97.9 1.77

Case 5 72.9 2.73 94.3 1.41 98.0 1.10

Case 6 80.6 1.24 95.6 0.93 97.1 1.07

Mean 76.8± 5.1 2.11± 0.77 95.1± 0.5 1.16± 0.26 97.7± 0.3 1.44± 0.42

Table 4.1: Segmentation-based registration results.

images was acquired (radial distance ρ1 = 79 mm, angular range θ0,1 = ±π
4 , with 0.5 mm

radial and axial resolution, and 0.2◦ angular resolution).

Both of the MR and TRUS transverse volumes were segmented using Stradwin (Cam-

bridge University, UK), [160], and the surfaces of the prostate were generated with medium

resolution and smoothing strength settings. The urethra on both modalities was segmented

manually for evaluation as well. In order to maintain consistent processing times, we ran

the deformable registration algorithm a fixed number of 30 iterations that takes about 184

sec, and was found to converge sufficiently. Including the times, as reported in [142], for

manual selection of initialization points (32 ± 14 sec) and segmentation (14 ± 1 sec), the

total runtime of the entire segmentation-based registration process is about 4 min.

We evaluated the registration performance using the volume overlap, in the sense of

Dice’s coefficient (3.16), between the MR and the TRUS volumes after rigid and deformable

registration. The mean distance between splines on both modalities that were fitted through

the center points of the urethra was also measured for the rigid and deformable registered

volumes. In addition, our proposed variational approach was compared using the same

evaluation metrics to a surface-based FEM registration approach proposed in [157]. The

quantitative results are summarized in Table 4.1.
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Figure 4.4: Proposed augmented visualization. (a) The current surgeon’s console display augmented with intraoperative
TRUS using TilePro, as proposed in [94]. (b) Intraoperative sagittal (top) and transverse (bottom) TRUS. (c) The proposed
additional data of the registered sagittal (top) and transverse (bottom) MR. The line (red) represents the real-time probe’s
sagittal angle and axial position to facilitate navigation and orientation.
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4.3.4 Application in MR-Guided RALP

As discussed in Section 4.1 above, the purpose of the proposed registration is to allow

intraoperative MR-guidance during CaP interventions. Specifically, we intend to employ the

registration during RALP and augment the display of the surgeon’s console with relevant

preoperative MR data.

In [94], the authors introduced a system of an intraoperative motorized TRUS that is

calibrated to the da Vinci system and tracks the robot’s tooltip. This allows the surgeon to

control the TRUS imaging plane automatically by moving the surgical instrument, and to

watch the corresponding image of the prostate and periprostatic anatomy from the surgeon’s

console in real-time during RALP. The system has been tested clinically and was found

useful in certain stages of the surgery, e.g., in defining the prostate-bladder interface during

posterior and anterior bladder neck dissection, and identifying the prostate boundary at the

apex.

The tracking method involves a rigid registration between the da Vinci surgical ma-

nipulators coordinates and the motor of the TRUS probe manipulator. This registration,

described in [2], is performed as initialization and requires localization of the surgical tooltips

in the 3-D TRUS. The da Vinci application programming interface (API) is then used to

provide the locations of the tool tips in the da Vinci kinematic frame, and to update these

locations in real-time.

The registered TRUS images are streamed to the surgeon’s console and displayed below

the standard camera view of the surgical site using the TilePro feature of the robot. We

propose to employ the segmentation-based MR-TRUS registration above, and to display, in

addition to the sagittal B-mode, the corresponding registered T2w image, and the transverse

counterparts of both the B-mode and T2w. Figure 4.4 illustrates the current, and our

proposed augmented visualization.

We note, however, that while the sagittal TRUS image can be streamed and displayed

in real-time, the rest of the images are frozen and only valid with respect to the time of the

initial sweep of the probe, when the data was acquired. In case time and clinical conditions

allow, additional sweeps followed by the proposed registration process may be acquired in

order to update the images.

4.4 Elasticity-Based Registration

As discussed in Chapter 3, utilizing elasticity information can facilitate registration and im-

prove its accuracy. Indeed, one approach to utilize the acquired elastography information
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for TRUS-MR registration is to employ the proposed model-based algorithm from Chap-

ter 3, with the segmented intraoperative TRUS volume as the reference model, and MRE

magnitude and elastogram volumes as the template and its regularizer. Alternatively, one

may employ this algorithm with the segmented MRI as the reference model, and the TRUS

B-mode and USE volumes as the template. However, this intensity-driven and regularized

approach may require more iterations with smaller step sizes, which will yield longer running

times that may not be suitable for intraoperative deployment of the algorithm.

Another approach to employ elastography is to use [143] and [102] to segment the USE

and MRE volumes, and employ the proposed segmentation-based method above for TRUS-

MR registration. However, this approach too requires preprocessing steps that may generate

errors. In this section, we are taking a different approach and investigate the utilization of

the “pure” elastography data, of both modalities, as an inter-modality to allow intensity-

based registration of the corresponding MR and US volumes.

4.4.1 Registration Process

Suppose that we have EUS,SAG(ρ, θ, z), the sagittal intraoperative USE volume. Using the

conversion in (4.1), we obtain the transverse USE volume, EUS,TRV(r̄). In addition, we are

given EMR,TRV, the transverse MRE volume, and assume that the center of the rectum

(that corresponds to the TRUS probe in USE) is found, either manually or automatically.

The volume can be then converted to the sagittal EMR,SAG volume using (4.4) with respect

to that center.

The USE method is based on estimation of displacements along the radial direction on

the sagittal plane, on which the data is in its native resolution. As shown in Figure 4.6, the

elastograms are blurred and noisy. Thus, we limit the transformation model to translation

and rotation about the z-axis, and formulate the problem in sagittal coordinates as

min
δθ,δz
F [EUS,SAG, EMR,SAG(ρ, θ + δθ, z + δz)], (4.8)

where F is the distance metric between the two volumes.

Ideally, the elastograms of both MRE and USE represent the same tissue elasticity, and

therefore an SSD or NCC metric would be a proper choice. However, as can be seen by a

typical joint histogram of two registered elastograms in Figure 4.6(c), there is a nonlinear

and non-injective relationship between them. Therefore, we chose to minimize the inverse

of the (normalized) MI as the metric F .
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Figure 4.5: Elasticity-based registration of a phantom. (a) The MI similarity map with
respect to axial translation and rotation. The maximum value is at (0,0), where the vol-
umes are registered. (b)-(c) Cross-sections of the registered volumes. Intensity scale of the
elastograms is 0-50 kPa.

Phantom Experiment

We first study registration of a prostate elastography phantom (Model 066, CIRS, VA,

USA). The USE system, described in [79], includes an US machine (BK Medical, Herlev,

Denmark) with a biplane transrectal transducer (Endocavity 8848, 4–12 MHz) mounted

on a motorized cradle, similar to Section 4.3.3. The algorithm in [10] was implemented

to provide real-time absolute elastography using a transperineal voice coil as the shaker

(with 75 Hz excitation). We also used the transperineal MRE system with similar scanning

parameters and processing to the description in Section 3.5.1.

Here, we study the use of the MI metric as a similarity measure. The MRE and USE

volumes were registered manually, based on the prostate and inner inclusions. Then, axial

translations and rotations were applied, with the MRE volume as the template, and the

MI value was recorded for each pose. In Figure 4.5(a), the resulting MI similarity map

is depicted with respect to the axial translation and rotation parameters. As desired, the
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Figure 4.6: Elasticity-based registration of patient data. (a) A sagittal slice of the USE
reference. (b) A sagittal slice of the registered MRE template. (c) The joint histogram of
the registered volumes.

global maximum value is at (0,0), where the volumes are registered. However, we note that

there are many local maxima as well, and that the function changes slowly with respect to

rotations. Thus, a gradient descent based algorithm fails to optimize the metric, and we

employ search-based methods, e.g., the Nelder-Mead simplex method.

Patient Data

The registration was performed offline on four patient’s data sets that comprise both pre-

operative MRE and intraoperative USE. First, the volumes were smoothed using 3× 3× 3

median filtering. Due to off-axis rotation of the two volumes, the center of the rectum in the

MRE volume was selected on both the base and apex of the transverse magnitude image,

and the sagittal volume was rotated accordingly. Then, the Nelder-Mead simplex method

was used to minimize the inverse of the normalized MI between the volumes, with respect

to axial rotation and translation.

Illustration of the resulting registration of one data set is presented in Figure 4.6. On the

selected sagittal slice, we see that there are matching landmarks on both volumes. However,

some landmarks significantly differ on the two modalities. To evaluate the registration, the

resulting transformation was applied to the binary volume of the segmented MR, and was

then compared to the rigid registered volume that was obtained using the principal axes

transformation, as described above in Section 4.3.2. In two of the cases, depending on the

initial pose, we noticed a convergence to local minima. Still, the resulting mean volume

overlap of 81.2%± 6.4% is relatively high.
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4.5 Discussion and Conclusion

In this chapter we presented methods for registration of intraoperative TRUS and preopera-

tive MRI. With MRI correctly registered, multi-parametric imaging and cancer probability

maps can be displayed on the surgeon’s console to augment visualization of the prostate,

periprostatic anatomy, and CaP for facilitating orientation, planning and navigation during

RALP.

We proposed a segmentation-based approach that incorporates an existing semi-automatic

segmentation of the prostate in the B-mode volume, and then deforms the segmented T2w

volume to match the two surfaces. The registration performance was found to be plausible,

with comparable values to other TRUS-MR registration methods. Specifically, in terms of

volume overlap, the proposed method was found to be slightly superior to a similar method

that uses FEM. The registration errors for the proposed method, based on the urethra,

were slightly inferior to the FEM method. However, since the urethra can be significantly

deformed within the prostate, especially in the presence of a Foley catheter, as is the case

during intraoperative TRUS imaging, it is not necessarily a good anatomical landmark.

In order to evaluate the registration alone, i.e., differentiate its errors from the segmen-

tation errors, we used the manual segmentations of the TRUS in our experiments rather

than the resulting semi-automatic segmentations. Thus, to evaluate the expected intra-

operative errors, one should aggregate the reported segmentation error reported in [142].

Similarly, for using the tooltip tracking system, the errors in calibration and during track-

ing should be considered. Further evaluation of the algorithm may employ histopathology

images, registered to both MR and TRUS by using, e.g., the algorithm in Chapter 2, as an

inter-modality for comparing the MR volumes before and after registration to TRUS.

In addition, compared with the FEM method, the proposed method does not require

meshing, and its runtime is predictable (constant, for a fixed number of iterations) and

significantly shorter (3 min as opposed to 7–9 min). Including the setting up the equipment,

the initial sweep of the probe, segmentation, registration and calibration to the robot, we

expect the entire process to consume 12-15 minutes of operating room time prior to surgery.

From our past experience during RALP in [94, 98], this is a feasible time frame at the

beginning of the procedure, with which clinicians are comfortable.

We note, however, that even with the most accurate imaging and registration, relying

solely on preoperative information to define a surgical plane is not recommended, due to

high risk of positive margins CaP. Therefore, the proposed MR-TRUS registration is more

suitable for surgical planning, at the beginning of the procedure. A clinical study that

employs the proposed system is to be conducted in order to determine its role in achieving
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surgery goals and improving outcomes. The proposed registration can also be employed

offline for learning 2-D TRUS features that correspond to findings in MR, which may then

assist clinicians in real-time guidance using TRUS.

In the second part of this chapter, we investigated intensity-based registration of MRE

and USE. Such registration can be used for aligning the corresponding T2w and B-mode

volumes without preprocessing such as segmentation. We found that the discrepancy be-

tween the elasticity values in the two elastograms does not allow employment of unimodal

similarity measures. Nevertheless, by employing a proper metric, e.g., MI, the intensities

of the elastograms may allow a rigid alignment.

The difference in elasticity values of the two volumes may stem from the noisy character-

istics of the elastograms, different acquisition methodologies, different spatial sampling that

may introduce aliasing of different higher frequency components, difference in displacement

estimation (full 3-D in MRE, and radial in USE, errors caused by the pressure of the TRUS

probe, and a slightly different excitation frequency (70 Hz in MRE and 75 Hz in USE).

Other future work in elasticity-based registration may include extraction of intensity

invariant features that are stable and unique to the elastograms, thus reducing the problem

to point-based registration. These features can be stiff inclusions that are clearly visible

on both modalities, or edges that can be used as surface landmarks. Another approach is

to utilize the MRI and MRE volumes in order to simulate images that are closer to US

or USE, similar to the approach in [169], where US images were simulated from computed

tomography volume to facilitate multi-modality registration. Also, improving data acqui-

sition, e.g., by increasing MRE resolution, may allow for a better registration. However,

such improvements may not be feasible in practice, either preoperatively or intraoperatively,

due to a longer scanning time. In the following chapters we take different approaches for

improving MRE, without prolonging acquisition time.
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Chapter 5

Motion Compensation and

Super-Resolution in Magnetic

Resonance Elastography

5.1 Introduction

In conventional MRE, each spatial component of the 3-D displacements is encoded sepa-

rately by applying motion encoding gradients (MEGs) along the corresponding direction.

The wave is sampled at different stages during its cycle by varying the phase shifts be-

tween the mechanical excitation and the MEGs in each acquisition. Although the Nyquist

rate requires only two samples per direction to estimate the amplitude and phase of the

displacements at each voxel [104, 166], typically more samples are acquired to improve

signal-to-noise ratio (SNR). A temporal discrete Fourier transform (DFT) is then per-

formed to extract the displacements’ amplitude and phase from the fundamental frequency

component of the samples.

Due to the oversampling of the wave, an MRE scan with a typical field of view is a

lengthy process that may cause inconvenience to the patient, and increases the possibility

of both voluntary and involuntary movements. As in MRI, patient’s movements in MRE

introduce motion artifacts such as ghosting in the reconstructed images. Furthermore, in

MRE, such motion corrupts displacement estimation, which in turn degenerates elastogram

reconstruction. Thus, there is a tradeoff in acquiring more samples to improve SNR, or

fewer samples to reduce patient’s movements. For a clinical usage of MRE, a compromise

is to allow reasonable scanning times by acquiring four or eight samples of lower spatial

resolution images.

Previously, several approaches were considered to suppress patient’s movement during

MRI scans. These range from physical constraints such as a belt wrapped around the

patient in free-breathing abdominal MRI [62], through specialized filling of k-space [121],

to image processing techniques [170].
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In this work, we utilize the redundancy of images acquired in MRE, and apply image

registration to compensate for patient’s motion during the scan. We also employ a super-

resolution technique to enhance the resolution of the acquired images to allow for a better

estimation of tissue displacements.

In the MRE acquisition process, the phase component of the complex imaging signal, also

known as the phase image or volume, encodes the displacement, while its magnitude com-

ponent is still available as a low-resolution T2w image, also known as the magnitude image

or volume, that provides similar intensity information and features as high-resolution one

[102]. Since the corresponding phase images are derived from the same signal as the magni-

tude images, each such pair of phase-magnitude images is inherently registered. Ideally, all

the magnitude images, acquired in different directions and wave samples, are identical. In

practice, however, the magnitude images vary due to noise and patient’s movements. Thus,

motion among different acquisitions of phase images can be compensated by registering the

corresponding magnitude images.

In case of multiple images of the same scene or object, super-resolution methods can

be used to increase the native size of images [113]. Rather than basic interpolation meth-

ods, which introduce artifacts such as blur and contrast loss, super-resolution techniques

efficiently improve resolution by incorporating information from the different images. Super-

resolution methods have been applied to medical imaging to enhance the acquired data and

increase diagnosis [49].

In MRE, the DFT processing of the oversampled phase images coincides with a linear

least-squares estimation of the displacements [104]. Here, we consider pairs of phase images

that represent the same displacement’s phase and amplitude (up to a sign flip and noise),

and should complement each other in other in terms of intensity information after motion

compensation. In addition, due to the mechanical nature of MRE sequence, although

actual data acquisitions are at rest, small displacements of the scanned object occur on a

sub-voxel scale, and the images may contain different information. Thus, we propose to

employ a super-resolution method to utilize this complementary property and increase the

resolution of the acquired data.

5.2 Methods

5.2.1 Motion Compensation Using Registration

Let I(i,k), Φ(i,k) : R3 → R denote the kth acquisition of the magnitude and phase volumes,

respectively, in direction i ∈ {x, y, z} on the 3-D domain D ⊆ R3. We consider a conven-
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tional MRE sequence that comprises K acquisitions in each direction, with phase shifts of

the MEGs that are evenly distributed over [0, 2π).

As discussed above, we compensate for patient’s motion by registering the magnitude

volumes. Without loss of generality, we consider I(x,1) as the reference volume, and register

each template volume I(i,k) by minimizing the following energy functional

J [ū(i,k);I(i,k), I(x,1)] =

∫
D

(
I(i,k)(r̄ − ū(i,k))− I(x,1)(r̄)

)2
dr̄ +

∫
D

µ
4

3∑
j=1

3∑
l=1

(
∂ū

(i,k)
j

∂r̄l
+
∂ū

(i,k)
l

∂r̄j
)2 +

λ

2
(div ū)2

 dr̄ ,

∀ i ∈ {x, y, z}, k ∈ {1, . . . ,K}, (5.1)

where r̄ = (x, y, z)T is the spatial coordinate vector, and λ and µ are the Lamé parameters

that reflect the elastic properties (µ is also known as the shear modulus). The minimization

of the functional is with respect to the deformation field, ū(i,k) = (u
(i,k)
x , u

(i,k)
y , u

(i,k)
z )T : D →

R3, which maps Ĩ(i,k) = I(i,k)(r̄ − ū(i,k)) to I(x,1).

The first component of the functional (5.1) is a similarity measure between the template

and reference volumes, while the second component is a regularizer of the deformation map.

Since the template and reference are both magnitude volumes of the same intensity range,

we employ SSD as an intramodality similarity measure. Due to the elastic nature of the

deformation, the regularizer was chosen as the linear elastic potential.

The minimization of (5.1) is performed in a variational approach. The algorithm is

implemented on a fixed grid using finite differences, similar to the description provided in

[92]. The registration of one template volume to the reference is demonstrated in Figure 5.1.

5.2.2 Super-Resolution in MRE

As discussed in Section 5.1, the phase and magnitude images are inherently registered. Thus,

we apply the resulting deformation map of each magnitude image to the corresponding

phase image, Φ̃(i,k) = Φ(i,k)(r̄ − ū(i,k)), to compensate for motion in the phase images.

Considering a conventional MRE sequence of K phase shifts evenly distributed over [0, 2π)

in each direction, the phase images Φ̃(i,k) and −Φ̃(i,k+K
2

) should be similar and differ on a

sub-voxel scale, since they sample a certain phase and anti-phase of the displacement wave.

As in most super-resolution approaches, we attempt to recover a high-resolution image

of double the size in each axis of the native resolution volume. We employ an iterative

back-projection super-resolution method, first introduced in [61], with a steepest-descent
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(c) Ĩ(z,8) (registered temp.)

Figure 5.1: Motion compensation using registration. Cross-section of the MRE magnitude
volumes from the mid-gland region of a patient’s prostate scan. The blue grid represents
the sampled deformation field.

choice of the back-projection kernel [35].

The iterative algorithm, adapted to the context of phase images in MRE, starts with an

initial guess of the super-resolution image, Φ̂(i,k),0, which in our case is taken as the mean

phase image 1
2(Φ̃(i,k) − Φ̃(i,k+K

2
)), interpolated on a high-resolution volume. Then, in each

iteration j = 1, 2, . . . , the high-resolution volume is updated by

Φ̂(i,k),j+1 = Φ̂(i,k),j +ABP

(
Φ̃(i,k) − Φ̃(i,k+K

2
) − 2ATBP Φ̂(i,k),j

)
,

∀ i ∈ {x, y, z}, k ∈ {1, . . . , K
2
}, (5.2)

where the back-projection “tall” matrix ABP comprises translation, blurring and downsam-

pling of the high-resolution image. Note that the 3-D volumes are rearranged as column

vectors in (5.2), and similarly, the resulting long column vector is rearranged back into the

super-resolution volume.

In each iteration, the algorithm minimizes the SSD between the two native resolution

phase images and the translated, blurred and downsampled estimation of the current super-

resolution volume. Note that since the images are motion compensated, zero translations

are chosen. Also, without prior information on the scanner, a 3×3×3 kernel of a Gaussian

blurring is used. A temporal DFT is then performed on the super-resolution phase images

Φ̂(i,k), k = 1, . . . , K2 to extract the super-resolution displacements’ amplitude and phase

from the fundamental frequency component of the samples, followed by reconstruction of

the super-resolution elastogram.
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5.3 Results

5.3.1 Phantom Experiment

We have acquired an MRE scan of an elasticity phantom (Model 049, CIRS, VA, USA)

using a custom-made shielded electromagnetic transducer synchronized to the 3-Tesla scan-

ner (Achieva 3.0T, Philips, The Netherlands). We employed a spin-echo (SE)-echo-planar

imaging (EPI) pulse sequence with a TE/TR of 30/1600 ms. A 200 Hz vibration was ap-

plied to the rectangular shaped phantom. As seen in Figure 5.2(e), the phantom contains

spherical inclusions of different radii and stiffness values relative to the background mate-

rial that mimic different tissue types. The entire phantom was scanned in a field of view

of 128 × 128 × 20 grid, with an isotropic 2 × 2 × 2mm3 resolution. We have oversampled

the scan of each acquisition with eight phase shifts of the MEGs ranging evenly over [0, 2π)

relative to the mechanical excitation. The scanning time was 364s per acquisition.

A 80 × 60 × 20 region of interest on the acquired axial phase accumulation images

was selected, compensated and phase unwrapped. Since the phantom is static, the motion

compensation algorithm was not used. We applied the super-resolution algorithm described

in Section 5.2.2 to double the resolution of the phase images. In addition, for comparison,

a high-resolution phase images was computed using bilinear interpolation of the native

resolution phase image. The native and high-resolution elastograms were reconstructed

from the corresponding displacement maps using a LFE technique [85].

The elastograms are illustrated in Figure 5.2 for qualitative comparison. A correspond-

ing mid-gland T2w image with an in-plane resolution of 0.732×0.732mm2 is also presented

to reveal the geometry of the phantom’s inclusions. Further quantitative evaluation, pre-

sented in Figure 5.3, was performed by comparing the elastograms to the factory reported

elasticity values of the inclusions. The root-mean-square errors between the factory values,

and the native resolution and the super-resolution elasticity values were 6.57 ± 5.55 kPa

and 4.73± 4.34 kPa, respectively.

78



5.3.
R
esu

lts

x [mm]

y
[m

m
]

−80 −60 −40 −20 0 20 40 60 80

−50

−40

−30

−20

−10

0

10

20

30

40

50

(a) Native resolution

x [mm]

y
[m

m
]

−80 −60 −40 −20 0 20 40 60 80

−50

−40

−30

−20

−10

0

10

20

30

40

50

(b) Bilinear interpolation
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(c) Super-resolution
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Figure 5.2: Super-resolution of a phantom MRE. (a)-(c) Corresponding cross-sections of the reconstructed elastograms.
Intensity scale is in kPa and same as in (e). (d) The T2w image. (e) The factory reported elasticity values of tissue types.
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Figure 5.3: Phantom elasticity errors. The errors between the native and super-resolution
elastograms in comparison with the true elasticity on each tissue type.

5.3.2 Patients’ Data

The patients’ data was acquired as part of a project for evaluating CaP detection using

MRE. After approval of the institutional ethics board and signed consents, twelve patients

(mean age 65, range 59–76 years old) who were scheduled for radical prostatectomy, under-

went a preoperative scan in a 3-Tesla MRI scanner (Achieva 3.0T, Philips, The Netherlands)

with a standard 6-channel cardiac coil with acceleration factor (SENSE) of 2.

A standard axial T2w FSE sequence was acquired (TE/TR = 86/2500 ms, FOV =

320 × 320 × 70 mm3, with 0.5 mm in-plane resolution and 2 mm slice thickness). Next, a

prostate MRE scan was acquired using a transperineal shielded electromagnetic transducer

[135], and a gradient echo sequence named eXpresso [136]. Eight phases were encoded with

a mechanical excitation of 70 Hz applied to the perineum of the patient. Wave images were

acquired on a 128× 128× 24 matrix with 2 mm isotropic voxel size. The MRE scan lasted

8 min for a 3-D displacement field acquisition. Each slice was cropped to accommodate

64× 64 pixels around the prostate region for computational efficiency.

We applied the motion compensation algorithm proposed in Section 5.2.1 to the MRE

magnitude images. We note that in the MRE pulse sequence we used, the different ac-

quisitions in each direction are multiplexed, and therefore, in the motion compensation

algorithm, we have registered the mean volumes over all acquisitions for each direction,

rather than each individual acquisition.
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Figure 5.4: Super-resolution of a patient’s prostate MRE. Cross-section of the elastograms
and T2w image. Manual segmentation (red) of the prostate, and the inside and outside
bands that were used for contrast evaluation. Intensity scale of the elastograms is 0-30 kPa.

We then employed the proposed super-resolution technique on the patients’ data. Qual-

itative results on a mid-gland slice of one case are presented in Figure 5.4. We may notice

that on the super-resolution image, the prostate is more separable from its surrounding

tissue than on the native resolution image. In order to quantify the results, we utilize

the corresponding segmented T2w volume. For evaluation of the gland contrast and edge

strength in the elastograms, we measure the contrast-to-noise ratio [17, 143] and the mean

gradient on the surface, i.e.,

CNR =2(cin − cout)2/(σ2
in + σ2

out)

MeanEdge =

∮
Γ
‖∇E‖ dr̄/

∮
Γ
dr̄ (5.3)

where cin, σin and cout, σout are the mean and STDV values of the elastogram E on two

bands, inside and outside of the segmentation surface Γ, as illustrated in Figure 5.4(c). In

the computation of the edge strength, a 3× 3× 3 Gaussian filtering was performed on the

elastograms for noise reduction in the gradients.

5.4 Discussion and Conclusion

We have presented an image processing approach for enhancing MRE data. The approach

employs image registration to compensate for motion of patients during the, typically

lengthy, acquisition process, in order to improve the accuracy of the reconstructed elas-

togram. Then, a super-resolution technique is employed to increase the resolution of the
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NCC Difference (%) CNR MeanEdge (kPa/mm)
Patient y z Native Super-res. Native Super-res.

P01 1.12± 0.08 2.27± 0.11 1.1 1.2 3.1 3.8

P04 5.34± 0.58 1.21± 0.61 5.5 7.8 2.4 3.5

P05 0.93± 0.15 4.76± 0.16 8.9 13.2 1.3 2.5

P06 1.21± 0.38 4.88± 0.51 1.8 2.5 1.5 2.7

P08 2.22± 0.12 4.28± 0.15 9.3 12.5 2.3 2.8

P10 0.23± 0.05 0.14± 0.06 23.1 20.9 3.9 3.3

P12 1.62± 0.06 3.55± 0.10 12.9 7.3 1.2 1.6

P15 0.69± 0.01 0.11± 0.01 0.6 4.3 2.3 3.2

P17 0.20± 0.06 1.51± 0.07 9.9 10.4 2.7 3.6

P18 0.13± 0.03 0.71± 0.09 7.0 7.7 2.6 2.5

P19 1.03± 0.12 3.36± 0.09 10.1 13.6 2.3 3.0

P20 0.52± 0.40 2.44± 0.43 1.9 3.7 1.2 1.8

Mean 1.33± 0.55 2.84± 0.74 7.7± 6.4 8.8± 5.7 2.2± 0.8 2.9± 0.7

Table 5.1: Super-resolution results on clinical data. The increase in NCC of the magnitude
images in directions y, z (direction x is the reference) resulting from motion compensation.
The contrast-to-noise ratio and edge strength of the prostate in the native and super-
resolution elastograms (higher is better).

registered phase images. The proposed approach utilizes unique properties of the MRE

acquisition process, namely, the similarity of the “by-product” magnitude images used for

compensating motion in the phase images, and the redundancy of the phase images used

for super-resolution.

We note that, in MRI, super-resolution has been proven to be of limited benefit in-plane

due to the inherent bandlimited nature of the Fourier encoded images [144]. However, in our

approach, we employ super-resolution on the phase component of the signal, and assume

that the nonlinear residual physical movements of the object (rather than shifts in FOV),

and synchronization errors in MRE allow for higher frequency components to be recovered.

Indeed, in [132], the authors proposed similar nonlinear deformations for in-plane super-

resolution in diffusion MRI.

We have tested the proposed approach on phantom and clinical data of CaP patients.

Indeed, the NCC was increased after registration in our motion compensation approach.

However, in some cases, the improvement is not significant, which implies that patient’s
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motion was low. In a recent study by our group, [137], the effect of motion compensation

on elasticity-based CaP detection was examined. The results are mixed, with classification

of lesions being improved on average in the peripheral zone, where the majority of cancer

lesions are, but worsened in the central zone. This may be due to the fact that the gland is

stiffer in the central zone, while we assumed a homogeneous elasticity regularization. Future

work may include an iterative registration process that uses the inhomogeneous elasticity

of the reconstructed elastogram in each iteration, similar to [103], for improving estimation

accuracy of the deformations.

The evaluation of the super-resolution method on an elasticity phantom showed that,

on average, the super-resolution elasticity values were closer to the reported factory values.

However, the values of the stiffest inclusion are lower in the super-resolution elastogram.

This result might be due to a higher wavelength-to-voxel size ratio that may not be suitable

for optimal reconstruction. In general, on both phantom and clinical data experiments, the

geometry of the inclusions/prostate in the super-resolution volumes is shown better than in

native resolution. In some cases, however, the improvement is not significant, and on some

super-resolution images there are image artifacts and patterns, typically around the base

and apex, that might be caused by registration error. Nevertheless, on average, the improved

contrast and edge strength around the prostate allow better separability of the gland from

its surrounding tissue, and may facilitate automatic segmentation algorithms. We note that

in the displacement estimation for reconstruction of the super-resolution elastogram, only

four samples are used (pairs of registered phase and anti-phase images), rather than eight

samples used in the native resolution elastogram. The SNR in the super-resolution image

is therefore improved due to the specific utilization of the information.

For simplicity and due to a lack of prior information on the scanner imaging process,

we have employed a Gaussian blur in the proposed super-resolution algorithm. However, as

future work, the scanner’s actual point spread function of phase might be calculated similar

to [127] in order to accurately model the blurring. Future work may also include improved

reconstruction methods using FEM combined with sparsity regularization [57]. In addition,

increasing the vibration frequency to reduce the wavelength-to-voxel size ratio, or acqui-

sition of multi-frequency MRE, may allow for better elasticity reconstruction. However,

transperineal excitation beyond 100 Hz may not be feasible due to the high attenuation of

the waves near the perineum.
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Chapter 6

Optimization-Based Design of

Motion Encoding in Magnetic

Resonance Elastography

6.1 Introduction

The most prevalent dynamic MRE technique involves the application of a harmonic me-

chanical excitation that generates shear waves in the tissue. The resulting displacements

are estimated by employing an MRI pulse sequence with MEGs. These MEGs are bipolar

gradients (typically in shape of a sinusoid or trapezoid) that are synchronized to the me-

chanical excitation. The phase accumulated by each isochromat is encoded in the phase

component, also known as the phase image, of the MRI signal.

Conventional motion encoding in MRE comprises unidirectional MEGs, in which each

component of the displacement vector is encoded separately by applying the gradients in

the corresponding direction. The measured phase accumulation, i.e., each voxel of the phase

images, is a sinusoid with respect to a phase shift between the MEG and the mechanical

wave. Thus, a sufficient number of consecutive acquisitions with varying phase shifts are

required in order to sample the temporal characteristics of the wave. The amplitude and

phase of the displacement at each voxel are then estimated through a DFT of the samples.

Elastograms, i.e., images that depict tissue elasticity or stiffness can be reconstructed from

the displacements by solving an inverse problem using, e.g., [57, 85, 107, 112, 151].

In [166], a generalized sampling method is proposed in order to achieve a sub-Nyquist

sampling rate of two acquisitions per direction using a least-squares approach, thus reducing

acquisition time of unidirectional sequences. In practice, however, due to noise in the

measured phase images, MRE sequences typically require four or eight acquisitions in each

direction in order to provide a displacement map and, in turn, an elastogram, with a

reasonable SNR. This yields a longer acquisition time that hinders usage of MRE in some

cases due to time constraints and limits on image quality. Longer acquisition times also
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introduce artifacts in the images due to patient movement.

There are approaches that have been proposed to improve SNR or, alternatively, re-

duce the acquisition time of MRE [46]. Most approaches propose improved imaging pulse

sequences, such as EPI [85] and gradient-echo [44], as opposed to the basic SE sequence.

Other approaches deal directly with the design of the MEGs, e.g., fractional encoding

[56, 131], in which the mechanical frequency is taken as a fraction of the MEGs oscillation

frequency. In [54, 116], sequence designs with combination of MEGs were applied to phase-

contrast MRI, a field related to MRE, in order to reduce scan time and increase sensitivity

for estimating the magnitude of flow in MR angiography.

Recently, [72, 173] have proposed approaches for encoding the 3-D displacements in MRE

by applying the MEGs in all directions simultaneously. These multidirectional sequences

have the potential of reducing the number of scans by three, while achieving the same SNR

as in unidirectional sequences. In [173], MEGs are applied simultaneously with different

frequencies, and the displacement is encoded for each direction by utilizing the filtering

condition in [133]. In [72], the authors propose a sample interval modulation MRE, in

which MEGs are applied simultaneously with different phase shift intervals, such that the

phase accumulation in each direction can be recovered from the total accumulation by using

DFT.

In this chapter we focus on optimization of the MEGs design. We parameterize general

multidirectional sequences, and formulate the estimation of the 3-D displacement as a linear

system in the time-domain. This allows derivation of a least-squares estimator that is

optimal under a given design and noise model. We then characterize and set the problem

in an experimental design framework, by which we quantify the performance of MEGs

sequences, and derive parameters that lead to optimal multidirectional designs under a given

optimality criterion. We fit the conventional MEGs sequence in the proposed framework,

and compare the sequences on simulation and phantom data.

The remainder of this chapter is organized as follows. First, we present the generalized

MEGs and corresponding phase accumulation, and propose a least-squares estimation of

wave properties. We then present the framework for optimal design of motion encoding,

and derive optimal sequences. We continue with a description of the experiments that were

performed to evaluate our approach, and summarize the results. Finally, we conclude with

discussion and future research directions. A summary of the notations used throughout this

work is provided in Table 6.1.
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Notation Description Typical values

r̄ = (x, y, z)T spatial coordinate vector in m
t time in s

γ/(2π) the gyromagnetic ratio 42.58MHz/T
i spatial index x, y, z

ωm/(2π) mechanical frequency 200Hz
ξi displacement amplitude in direction i To be estimated (in the order of µm)
ϕi displacement phase in direction i To be estimated ([−π, π))

ωi/(2π) MEG oscillation frequency 200Hz
Ti MEG period time (Ti = 2π/ωi) 5ms
qi fractional encoding ratio qi = ωm/ωi qi ≤ 1
|Gi| MEG amplitude 40mT/m
αi phase shift between MEG and vibration [0, 2π)
βi start phase of the MEGs [0, 2π)
δi net phase (δi = αi − βi) (−2π, 2π)
Ni number of periods MEGs are applied 1

WNiTi(t) a window function with a [0, NiTi] support 1 for t ∈ [0, NiTi], 0 otherwise

Conventional a sequence comprising 24 unidirectional acquisitions
3-D design (8 in each direction)

RME a sequence comprising a minimal number of 6
unidirectional acquisitions (2 in each direction)

MD-RME a sequence comprising a minimal number of 6
multidirectional acquisitions with sign-flips

Optimal design a sequence satisfying an optimality criterion
(comprising 8 multidirectional acquisitions in our examples)

Table 6.1: Summary and description of the notations.
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6.2. Theory

6.2 Theory

6.2.1 Parameterized Motion Encoding Gradients

We denote the spatial coordinate vector as r̄ = (x, y, z)T and the time as t. We represent

a steady-state harmonic mechanical wave through tissue by its 3-D displacement vector

Ψ̄ = (Ψx,Ψy,Ψz)
T . Without loss of generality, we write

Ψi(r̄, t) = Im{ |ξi(r̄)|ejϕi(r̄) ejωmt } = |ξi(r̄)| sin (ωmt+ ϕi(r̄)) , i = x, y, z (6.1)

The wave frequency ωm is the same as the known mechanical excitation frequency. The

spatially varying amplitudes and phases in each direction, |ξi| and ϕi, are unknown and

have to be determined at each imaged voxel based on a number of phase images acquired

in different acquisitions. Note that this representation can accommodate locally any type

of wave (e.g., traveling or standing), wavefront (e.g., plane or spherical), polarization (e.g.,

linear or circular) and attenuation.

We parameterize general multidirectional sequences of sinusoidal MEGs, Ḡ = (Gx, Gy, Gz)
T .

Specifically, for each direction, we allow control of the (angular) frequency ωi, the amplitude

|Gi|, the start phase βi, the phase shift relative to the mechanical wave αi, and the number

of periods the gradients are applied Ni ∈ N. We therefore have

Gi(t;ωi, Ni, |Gi|, αi, βi) = |Gi| sin (ωi(t− αi/ωi) + βi)WNiTi(t− αi/ωi) , i = x, y, z (6.2)

where WNiTi(t) is a window function with a [0, NiTi] support, and Ti = 2π/ωi is the time

period of each MEG.

The effect of the parameters αi and βi on the MEGs is demonstrated on a single acqui-

sition in Figure 6.1. Geometrically, this may be seen as if the gradients are rotating in a

(piecewise) helical fashion as a function of time in gradient space.

6.2.2 Parameterized Phase Accumulation

In this chapter, we limit our discussion to MEGs with the same frequency as the mechanical

frequency, i.e., ωi = ωm, ∀i = x, y, z. However, the theory can be extended to fractional

encoding in each direction.

The phases accumulated by the precession of each moving isochromat during the ac-

quisition sequence, as result of the MEGs, are encoded in the measured phase images of

the MRI signal. As derived in the Appendix, the phase accumulation at each voxel as a
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Figure 6.1: Example of MEGs sequence with ᾱ = (0, π2 , 0), β̄ = (0, π, 3π
2 ). (a),(c) Plots of

the MEGs in time with infinite and finite slew rate. (b),(d) Plots of the sequence in gradient
space with infinite and finite slew rate.

function of the MEGs parameters is given by

Φ(r̄; N̄ , |Ḡ|, ᾱ, β̄) =
∑

i=x,y,z

γπNi|Gi|
ωm

|ξi(r̄)| cos (ϕi(r̄) + αi − βi) (6.3)

where γ is the gyromagnetic ratio. This equation is a generalization of the phase accumu-

lation that was originally presented in [100].

In order to formulate the problem as a linear one, for every voxel, we define Ai, Bi to

be such that

|ξi(r̄)| =
√
A2
i (r̄) +B2

i (r̄) , ϕi(r̄) = arctan

(−Bi(r̄)
Ai(r̄)

)
, i = x, y, z (6.4)
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and, using the harmonic addition theorem, substitute in (6.3) to obtain

Φ(r̄; N̄ , |Ḡ|, ᾱ, β̄) =
∑

i=x,y,z

γπNi|Gi|
ωm

[Ai(r̄) cos (αi − βi) +Bi(r̄) sin (αi − βi)] (6.5)

Thus, for every voxel, estimation of the amplitudes |ξi| and phases ϕi in each direction, is

given by estimation of the six unknowns Ai and Bi, i = x, y, z. This requires a minimum

of six acquisitions, i.e., six acquisitions of the phase image with different MEG parameters.

6.2.3 Optimal Estimation of Wave Properties

In general, we acquire K ≥ 6 acquisitions with, possibly, different α
(k)
i , β

(k)
i , N

(k)
i and

|G(k)
i | in each direction i = x, y, z, and for each acquisition k = 1, 2, . . . ,K. We denote

δ
(k)
i = α

(k)
i − β

(k)
i as the net phase of each acquisition, and define the K × 6 (“tall”)

acquisition design matrix

M =
γπ

ωm



N
(1)
x |G(1)

x | cos (δ
(1)
x ) N

(2)
x |G(2)

x | cos (δ
(2)
x ) · · · N

(K)
x |G(K)

x | cos (δ
(K)
x )

N
(1)
x |G(1)

x | sin (δ
(1)
x ) N

(2)
x |G(2)

x | sin (δ
(2)
x ) · · · N

(K)
x |G(K)

x | sin (δ
(K)
x )

N
(1)
y |G(1)

y | cos (δ
(1)
y ) N

(2)
y |G(2)

y | cos (δ
(2)
y ) · · · N

(K)
y |G(K)

y | cos (δ
(K)
y )

N
(1)
y |G(1)

y | sin (δ
(1)
y ) N

(2)
y |G(2)

y | sin (δ
(2)
y ) · · · N

(K)
y |G(K)

y | sin (δ
(K)
y )

N
(1)
z |G(1)

z | cos (δ
(1)
z ) N

(2)
z |G(2)

z | cos (δ
(2)
z ) · · · N

(K)
z |G(K)

z | cos (δ
(K)
z )

N
(1)
z |G(1)

z | sin (δ
(1)
z ) N

(2)
z |G(2)

z | sin (δ
(2)
z ) · · · N

(K)
z |G(K)

z | sin (δ
(K)
z )



T

(6.6)

By (6.5), for each voxel r̄ we have a (typically overdetermined) linear system of equations

Φ̄ =MĀ+ w̄ (6.7)

where Φ̄ = (Φ(1), . . . ,Φ(K))T is a vector that comprises the measured phase accumulations

in each acquisition, Ā = (Ax, Bx, Ay, By, Az, Bz)
T is the unknown coefficient vector that we

need to solve the system for, and w̄ is a random equation error that depends on the type

of noise in the system.

We can re-write (6.7) as the estimation problem

ˆ̄A = arg min
Ā
‖Φ̄−MĀ‖ , given M, Φ̄ (6.8)

The distribution of w̄, which can be interpreted as the noise introduced into the measured

phase images during each acquisition, determines the type of norm in (6.8), and the choice
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of estimator ˆ̄A. We model w̄ as a white Gaussian noise (see Discussion section) with

a variance of σ2, and assume that M is full column rank. Under these assumptions, the

Gauss-Markov theorem [65] states that the ordinary least-squares estimator is optimal (best

linear unbiased estimator) in the sense of minimizing the mean squared error (MSE) in the

estimation E‖ ˆ̄A− Ā‖2. The least-squares estimator is defined by

ˆ̄A = (MTM)−1MT Φ̄ =M†Φ̄ (6.9)

where M† is the Moore-Penrose pseudoinverse of the matrix M.

6.2.4 Optimal Design of Motion Encoding

The proposed MEGs parametrization provides several degrees of freedom that allow us to

modify the acquisition design matrix in (6.6). The parameters should be diverse among

acquisitions to yield linearly independent rows, such that M is full column rank. Clearly,

the more acquisitions we acquire (larger K), the lower is the estimation error that the

least-squares estimator obtains. However, this would increase acquisition time, which is

undesirable as explained above.

Another option to reduce error is to increase the MEGs amplitude |Gi|, the number of

periods that they are applied Ni, or to decrease their frequency ωi. However, the allowable

range for the parameters above is rather small due to hardware limitations, acquisition time,

and the size of the scanned target (such that enough wavelengths are imaged). Therefore,

we focus on finding the parameters αi and βi that optimize the acquisition design matrix

in the sense of minimizing the estimation error by the least-squares estimator in (6.9).

The problem above can be considered as a special case of the experimental design problem

in statistics [69, 124]. A popular criterion for an optimal design is the so called D-optimality

[18, 63], in which the determinant of MTM, also known as the information matrix of the

design, is maximized. Such D-optimum design minimizes the (generalized) variance of the

best linear estimator [68]. Thus, maximizing the determinant of the information matrix is

equivalent to minimizing the estimation error.

We can therefore formulate the D-optimal design problem in MRE as

(α
(k)
i , β

(k)
i ) = arg max

δ
(k)
i

det (MTM) , i = x, y, z , k = 1, 2, . . . ,K

given ωm, N
(k)
i , |G(k)

i |, and possible conditions on α
(k)
i , β

(k)
i (6.10)

As we typically do not favor any particular direction or acquisition, unless stated otherwise,
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we choose the same N
(k)
i = N and |G(k)

i | = |G|, ∀i = x, y, z, k = 1, . . . ,K.

While designs that yield the same determinant are theoretically equivalent in their

estimation error, in practice, issues such as TE and TR increase, finite slew-rate, and

different flow compensation characteristics affect SNR. Thus, in some cases, to minimize

the TE of the sequence in each acquisition, we set the same α
(k)
i = α(k), ∀i = x, y, z. In

other cases, to prevent discontinuities (“jumps”) in the MEGs, we set β
(k)
i = {0, π}.

Looking at (6.6), we have a constant multiplied by a matrix with elements cos (δ
(k)
i ) and

sin (δ
(k)
i ). In general, finding an L × L matrix that maximizes the (absolute) determinant

among all L × L matrices with elements with an absolute value less or equal to one, is

the well-known Hadamard’s maximum determinant problem [50]. It turns out that such

(non-unique) matrix HL, called a Hadamard matrix, is known to exist on the real field for

L = 1, 2, L ≡ 0(mod 4), and its elements take the extreme values ±1.

For cases of L in which a Hadamard matrix does not exist, there may still be a D-

optimum design matrix [42]. However, it is typically of more value to employ the closest

H-matrix [27], which is a non-square matrix K × L with K > L that comprises elements

of ±1, and satisfies HTK×LHK×L = KIL, with IL being the L × L identity matrix. Such

matrices are D-optimum with respect to a K × L design with det (HTK×LHK×L) = KL.

6.2.5 Unidirectional Designs

Here we fit a unidirectional MEGs sequence designs into the proposed framework. This

is done in order to compare and evaluate the multidirectional designs that are presented

next. This special case is also important as it shows that our framework allows estimation

of the displacement map using a unidirectional design with a minimum of two acquisitions

for each direction, as suggested in [166].

In order to apply only one MEG direction in each acquisition, we toggle the MEGs

amplitudes as |G(k)
i | = {0, |Gi|}. We follow the result of [166], which states that a minimal

error with respect to sampling of the phase images is attained with evenly distributed

acquisitions (in each direction) over the [0, π) range for two acquisitions per direction.

Thus, we limit our choice to α
(k)
i = {0, π2 }. Finally, we choose zero start phases β

(k)
i = 0.
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We therefore define a unidirectional design with a minimum of six acquisitions as

|G(1,...,6)
x | = (|G|, |G|, 0, 0, 0, 0)

|G(1,...,6)
y | = (0, 0, |G|, |G|, 0, 0)

|G(1,...,6)
z | = (0, 0, 0, 0, |G|, |G|)

α
(1,...,6)
i = (0, π/2, 0, π/2, 0, π/2) , i = x, y, z

β
(1,...,6)
i = 0 , i = x, y, z (6.11)

This sequence design, referred to as reduced motion encoding (RME) MRE in [166], is

illustrated in Figure 6.2, and by (6.6) it yields a simple diagonal design matrix

Mrme =
γπN |G|
ωm

I6 , with
[
det (MT

rmeMrme)
] 1

2 =

(
γπN |G|
ωm

)6

(6.12)

For unidirectional designs that comprise more than two acquisitions per direction, [166]

shows that αi should be evenly distributed over the [0, 2π) range in each direction. Similar

to (6.11), we can construct such sequences and compute their design matrices. We consider

a conventional design of 24 acquisitions (8 in each direction) for our evaluation and denote

its design as Mcon. We note that by explicitly writing the proposed least-squares solution

in (6.9) forMcon, it can be shown that the estimated wave properties, |ξi| and ϕi, using our

time-domain approach coincide with the results achieved by a standard DFT processing of

the phase images, in which |ξi| and ϕi are estimated by the amplitude and phase of the

fundamental frequency.

6.2.6 Multidirectional RME Design

Here we are interested in generating a multidirectional MEGs sequence that takes advantage

of the parameterized approach in order to reduce estimation error. We note that employing

different phase shifts αi 6= αj , in two directions or more, increases the TE of the acquisition

so as to cover the entire MEGs sequence, which decreases SNR due to a weaker signal. The

TE is measured based on the union of the time the MEGs are applied in a single acquisition,

rather than from t = 0, therefore TE is still minimal even if αi 6= 0, as long as it is the same

in all directions.

In addition, employing a start phase βi 6= {0, π} produces discontinuities in the MEGs

waveform. In practice, gradient amplifiers impose a finite slew rate, and limitations on

specific absorption rate restrict excessive dB/dt. This introduces errors to the phase ac-

cumulation calculation that lead to estimation errors in the displacement. The effect of a
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Figure 6.2: RME design. Comprises a minimum number of unidirectional acquisitions.

finite slew rate on the sequence can be observed in Figure 6.1.

Thus, in this example we add to the optimal design problem in (6.10) the constraints

βi = {0, π} and αi = α, ∀i = x, y, z. We propose the following design with sign-flips

α
(1,...,6)
i = (0, π/2, 0, π/2, 0, π/2) , i = x, y, z

β(1,...,6)
x = (π, π, 0, 0, 0, 0)

β(1,...,6)
y = (0, 0, π, π, 0, 0)

β(1,...,6)
z = (0, 0, 0, 0, π, π) (6.13)

Since it comprises the minimum number of acquisitions, we refer to it as a multidirectional

reduced motion encoding (MD-RME) design. The sequence is illustrated in Figure 6.3, and
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yields a Toeplitz design matrix

Mmd-rme =
γπN |G|
ωm



−1 0 1 0 1 0

0 −1 0 1 0 1

1 0 −1 0 1 0

0 1 0 −1 0 1

1 0 1 0 −1 0

0 1 0 1 0 −1


,

with
[
det (MT

md-rmeMmd-rme)
] 1

2 = 16

(
γπN |G|
ωm

)6

(6.14)

Thus, for the same minimum number of acquisitions, the determinant value of the estimation

covariance is reduced by a factor of 16 in comparison with the unidirectional RME sequence.

We note that, since we are interested in the estimation error of each couple of coefficients,

Ai, Bi, we should look at the elements in the diagonal of the inverse information matrix

(MT
md-rmeMmd-rme)

−1 that correspond to the variances of each coefficient. We find that

these elements are half of their value in the unidirectional RME case, thus we expect the

STDV of the estimation error to be reduced by
√

2 using the MD-RME sequence.

6.2.7 Optimal Design with Varying Start Phases

Here, rather than proposing a sequence and evaluating its performance, we take the inverse

approach where we find a design that produces an optimal acquisition matrix. In our case

L = 6 ≡ 2(mod 4), a Hadamard matrix does not exist, and the closest H-matrix is for

K = 8. Any such (non-unique) matrix can be chosen, and, using the technique in [42], we

constructed

H8,6 =



1 1 −1 1 −1 −1 1 −1

1 1 1 −1 −1 −1 −1 1

1 −1 1 1 −1 1 −1 −1

1 1 −1 1 1 1 −1 1

1 1 1 −1 1 1 1 −1

1 −1 1 1 1 −1 1 1



T

(6.15)

Given constant gradient amplitude and number of periods, the matrixH8,6 suggests that

δ
(k)
i = {−3π/4,−π/4, π/4, 3π/4}. The technique to determine δ

(k)
i , for each acquisition k

and direction i, is to observe the pair of elements (k, 2i − 1), (k, 2i). Based on (6.6),

these elements are proportional to cos (δ
(k)
i ) and sin (δ

(k)
i ), respectively. Thus, the value of
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Figure 6.3: MD-RME design. Comprises a minimum number of multidirectional acquisi-
tions, without discontinuities in the MEGs or increase in TE.

δ
(k)
i is determined by the quadrant defined by these elements (e.g., the pair (1,−1) yields

δ = −π/4).

We can derive several sequences that produce H8,6. Here, in order to minimize TE, we

are interested in having no phase shift between directions, i.e., α
(k)
i = α(k), ∀i = x, y, z. It

can be proved that no combination with only β
(k)
i = {0, π} can produce H8,6. Thus, we are

forced to have discontinuities in the MEGs in this case, and in order to minimize the slew

rate effect we use β
(k)
i = {0, π} when possible.

We propose the following sequence

α
(1,...,8)
i = (

π

4
,

3π

4
,

3π

4
,

3π

4
,

5π

4
,

5π

4
,

5π

4
,

3π

4
) , i = x, y, z

β(1,...,8)
x = (0,

π

2
, 0, π, 0, 0,

3π

2
, 0)

β(1,...,8)
y = (0, 0, π,

π

2
,
π

2
, π, 0, 0)

β(1,...,8)
z = (0, π,

π

2
, 0, π,

3π

2
, π, 0) (6.16)
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Figure 6.4: Optimal design with varying start phases. Notice the discontinuities in the
MEGs. Using phase shifts we achieve discontinuity of only one direction per acquisition,
without increase in TE.

The sequence is illustrated in Figure 6.4, and yields the design matrix

Mopt =
γπN |G|√

2ωm
H8,6 ,with

[
det (MT

optMopt)
] 1

2 = 64

(
γπN |G|
ωm

)6

(6.17)

Note we have a 1/
√

2 loss (cosine and sine of multiples of π/4), but the overall gain of 64

of the optimal design compared to the RME design is still significant. By looking at the

diagonal of the inverse information matrix, we find that its elements are 0.25 of their value

in the RME case, thus we expect the STDV of the estimation error to be reduced by 2 by

the optimal design.

Remember that we have used 8 acquisitions for this design, rather than 6 as in the

previous designs. In case we employ 8 acquisitions of an RME sequence (by replicating two

acquisitions), we have that the optimal design has a gain of 32 relative to such a design.

In fact, the gain of this optimal design with only 8 acquisitions equals the gain of the

conventional design Mcon, which comprises 24 acquisitions.

6.2.8 Optimal Design with Varying Phase Shifts

In the previous optimal design, the single discontinuity in some acquisitions may hinder its

usage in practice due to a limited slew rate. In addition, as pointed out in [72], different
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start phases may affect the SNR in in vivo environments, since MEGs with different start

phase have different flow compensation characteristics. Thus, here we propose a sequence

with a start phase that is limited to β
(k)
i = {0, π}, but with different phase shifts α

(k)
i

for each direction. Such multidirectional approach was proposed in [72] as sample interval

modulation MRE to modulate the sampling interval such that the phase accumulation in

each direction has a different frequency.

As described above, to yield the same optimal design as in (6.17), we derive the values

of α
(k)
i such that δ

(k)
i are in the corresponding quadrants determined by H8,6. We propose

the sequence

α(1,...,8)
x = (

π

4
,
π

4
,

3π

4
,

3π

4
,
π

4
,
π

4
,

3π

4
,

3π

4
)

α(1,...,8)
y = (

π

4
,

3π

4
,

3π

4
,
π

4
,

3π

4
,
π

4
,
π

4
,

3π

4
)

α(1,...,8)
z = (

π

4
,

3π

4
,
π

4
,

3π

4
,
π

4
,

3π

4
,
π

4
,

3π

4
)

β(1,...,8)
x = (0, 0, 0, π, π, π, π, 0)

β(1,...,8)
y = (0, 0, π, 0, 0, 0, π, 0)

β(1,...,8)
z = (0, π, 0, 0, 0, π, 0, 0)

(6.18)

The sequence is illustrated in Figure 6.5. As discussed in [72], a disadvantage of employ-

ing different phase shifts for each direction is an increase of TE. Using the combinations of

α
(k)
i and β

(k)
i above, the phase shifts between the directions in each acquisition are mini-

mized such that the maximum phase shift is π/2, which translates into a TE increase by a

quarter of the time period.

6.3 Methods

6.3.1 Simulation of a Plane Wave

We first test our approach by simulating a linearly polarized wave propagating through a

3-D volume of size 64×64×64 that comprises a background with a spherical inclusion. The

stiffer inclusion is associated with a higher propagation speed (lower wave number), and a

lower displacement amplitude than the background. We have used a shear wave frequency

as in the phantom experiment (200Hz), and chosen the propagation speeds (∼ 10m/s),

and amplitudes (∼ 10µm) to be of the same order of magnitude as in the phantom exper-

iment below. The goal of this simulation is to validate the least-squares wave estimation
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Figure 6.5: Optimal design with varying phase shifts. The maximum phase shift at each
acquisition dictates the increase in TE. Using sign-flips, this phase shift is at most π

2 .

framework, and theoretical performance analysis of the proposed designs.

We define a gradient sequence with the proposed parametrization of the MEGs, and

compute the associated phase images for each acquisition by integrating the product of the

wave and MEGs over time. Note that, in order to validate our analytical expression for the

phase accumulation, we compute the integral numerically. To model the imaging noise, we

add a zero mean Gaussian noise to each voxel of the phase images.

We repeat the simulations for the unidirectional RME, MD-RME and optimal designs

proposed above, each with a range of noise variances. We calculate the coefficient vector ˆ̄A
by using the least-squares estimator, and derive the estimated amplitude and phase of the

wave, |ξ̂i|, ϕ̂i in each direction and for each voxel. Slices from the estimated volumes are

shown in Figure 6.6.

Since we know the ground truth of the wave phases and amplitudes, we may compute

the estimation error as the MSE between the estimations and the ground truth, i.e.,

ε2
ξ =

1

|Ω|

∫
Ω

√ ∑
i=x,y,z

(
|ξ̂i(r̄)| − |ξi(r̄)|

)2
dr̄ , ε2

ϕ =
1

|Ω|

∫
Ω

√ ∑
i=x,y,z

(ϕ̂i(r̄)− ϕi(r̄))2 dr̄

(6.19)

where Ω and |Ω| are the volume and its size, respectively.
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Figure 6.6: Simulation results. The estimated amplitude and phase of the wave using the
unidirectional RME, MD-RME and optimal design with minimum acquisitions for a STDV
of σ = π/5 of the noise added to the phase accumulation images. The conventional design
yields similar results as the optimal design, but with three times the number of acquisitions.
Top: The amplitude in the z-axis, intensity scale is in µm. Bottom: The phase in the z-axis
(wrapped in [−π, π)), intensity scale is in rad.

6.3.2 Phantom Experiment

We have implemented the RME and the MD-RME sequences on a 3-Tesla system (Achieva

3.0T, Philips, The Netherlands) using a SE-EPI pulse sequence with a TE/TR of 30/1600 ms.

A 200 Hz vibration was applied to a rectangular shaped elasticity phantom (Model 049,

CIRS, VA, USA) using a custom-made shielded electromagnetic transducer synchronized

to the scanner [135]. As seen in Figure 5.2(e), the phantom contains spherical inclusions of

different radii and stiffness values relative to the background material that mimic different

tissue types. The entire phantom was scanned in a field of view of 128× 128× 20 grid, with

an isotropic 2× 2× 2mm3 resolution. The scanning time was 364s per acquisition.

In order to evaluate our approach, we have oversampled the scan of each acquisition

in both designs with the phase shifts of the MEGs ranging evenly over [0, 2π) relative to

the mechanical excitation. A 80 × 60 × 20 region of interest on the acquired axial phase

accumulation images was selected, compensated and phase unwrapped. We estimated the

displacements using the proposed approach with a corresponding design. We have also gen-
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Figure 6.7: Phantom data. A cross-section of the best estimated amplitude and phase of
the wave in the z-axis, as obtained by the least-squares approach over the entire set of
acquisitions, and used as the “ground truth” for evaluation.

erated an elastogram using a LFE technique [85]. We note that these offline processing steps

are performed in the same manner as in standard processing of MRE, with the exception of

the displacement estimation that involves multiplications of matrices and inversion of the

information matrix instead of the standard DFT computation (total processing times are

similar).

We first estimated the displacements using the unidirectional and multidirectional de-

signs with a minimum of 6 acquisitions each (RME and MD-RME). We then repeated for

the 12 and 24 acquisition versions of the designs (where we refer to the unidirectional de-

sign with 24 acquisitions as the conventional MRE sequence), and evaluated the estimation

errors in the amplitude, phase and elasticity. Since we do not have the ground truth of the

displacements, we have employed the best estimation obtained by using our least-squares

estimation approach over the entire set of acquisitions (i.e., a total of 8×6 acquisitions that

include both unidirectional and multidirectional designs). A cross-section of this best esti-

mation’s amplitude and phase is shown in Figure 6.7. The MSE of each design is computed

using (6.19).

Further evaluation of the approach is performed by comparing the elastograms to the

reported elasticity values of the phantom. We segmented the inclusions, and calculated the

MSE between the reconstructed elastograms and the elasticity of each type of tissue over

the corresponding region.
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Figure 6.8: Simulation Errors. The MSE of the estimated amplitude and phase as a function
of the STDV σ of the noise added to the phase accumulation images. The lines and bars
represent the mean and half of the STDV of the error over all voxels, respectively.

6.4 Results

6.4.1 Simulation of a Plane Wave

The error plots as a function of the STDV σ of the noise are shown in Figure 6.8. We

notice linear and nonlinear relationships between the STDV and the MSE of the amplitude

and phase, respectively. As expected, the results using the conventional sequence with 24

unidirectional acquisitions coincide with those of the optimal sequence with 8 acquisitions.

By dividing the amplitude error plots, we find that the estimation errors of the RME

design are reduced by 1.51± 0.04 and 2.03± 0.06 using the MD-RME and optimal designs,

respectively. Similar slope ratios were computed for the phase error plots in the linear region

that corresponds to small values of STDVs. These results fit the theoretical error reductions

of
√

2 and 2 in the estimation of the coefficients, to which, by (6.4), the amplitude and phase

are proportional linearly and nonlinearly.

6.4.2 Phantom Experiment

The quantitative results are summarized in Table 6.2. The ratio between the amplitude

estimation errors of the unidirectional and the multidirectional with sign-flips designs for

the 6, 12 and 24 acquisitions experiments were 4.05, 1.19 and 1.47, respectively. Thus, the

error reductions by the multidirectional designs are close to the theoretical
√

2 value that

was calculated from the information matrices, and in the 6 acquisitions case significantly
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Unidirectional designs Multidirectional designs
6 Acq. 12 Acq. 24 Acq. 6 Acq. 12 Acq. 24 Acq.
(RME) (Conventional) (MD-RME)

Amplitude Error (µm) 46.6± 33.9 2.2± 1.8 2.1± 1.7 11.5± 8.3 1.8± 1.5 1.4± 1.1

Phase Error (rad) 1.4± 0.9 0.4± 0.4 0.3± 0.4 0.9± 0.8 0.2± 0.3 0.2± 0.3

Elasticity Error (kPa) 29.6± 22.6 3.81± 3.3 3.7± 3.1 14.9± 13.1 2.6± 2.2 1.7± 1.5

Table 6.2: Phantom results. Estimation errors in comparison with the best estimate ob-
tained by the entire set of acquisitions.

surpasses it.

The elastograms that were reconstructed based on the unidirectional and multidirec-

tional designs for 6, 12 and 24 acquisitions are illustrated in Figure 6.9. The corresponding

errors in comparison with the factory reported elasticity are presented in Figure 6.10. We

notice that, as expected, the more acquisitions we have, the closer are the elasticity values

to their factory values. Also, on average, the values generated from the multidirectional

design are closer to their reported values.

6.5 Discussion and Conclusion

In this chapter we have presented a framework for motion encoding design in MRE. The

approach was tested and evaluated using simulation and experiments on a phantom. The

simulation confirms that optimal sequences have the potential of reducing the number of

acquisitions required by unidirectional MRE up to a factor of three while acquiring images

with the same SNR. Alternatively, for the same number of acquisitions, the estimation error

of displacement amplitude can be reduced up to a factor of two. The produced elastograms

are also more accurate, since reconstruction is positively correlated with the accuracy of

the displacement input.

A simplified analogy of the problem is the Yates-Hotelling weighing problem, in which

it was shown that by using the same number of weighings, individual weights of objects can

be estimated better by weighing them in combinations, rather than separately [96]. Here,

each acquisition is considered a “weighing,” the measured phase accumulation are the “scale

readings,” and using the MEGs parameters we assign each direction a “pan on the scale”

or exclude it.
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Figure 6.9: Phantom results. The elastograms (mean over three central slices) that were reconstructed from the estimated
amplitude and phase of the wave with a different number of acquisitions. Top: Using the unidirectional design. Bottom:
Using the multidirectional design. Intensity scale is in kPa and same as in Figure 5.2(e).
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Figure 6.10: Phantom elasticity errors. Errors between the elastograms of the unidirectional and multidirectional designs in
comparison with the true elasticity on each tissue type.
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With scanner limitations on the slew rate of the gradients, an optimal design with

varying start phases may cause errors in phase accumulation by encoding higher frequency

components. Alternative implementations of optimal designs that are not affected by the

slew rate, but require longer TE, can be achieved with varying phase shifts as proposed in

[72]. Indeed, our framework shows that the sequence in [72] yields an optimal design under

the noise model and optimality criterion we assumed, and their DFT approach coincides

with the proposed least-squares solution.

Thus, in practice, we have a trade-off of SNR gain by using an optimal design versus

SNR loss by lower gradient amplitudes or longer TE. Currently, the MD-RME design and

its extension to 12 and 24 acquisitions with sign-flips provide the best of both worlds and

are straightforward to implement. Specifically, the 12 acquisition sign-flips sequence attains

the same estimation errors compared to a conventional sequence of 24 acquisitions, with

half of the acquisition time.

We are also looking into additional parametrization of the acquisition design within

our framework. A potential approach is to employ multidirectional fractional encoding

ratios [173]. In the Appendix, we extend the parameterized phase accumulation for this

case, in which the MEG frequency is higher than the mechanical frequency, and may vary

in each direction and acquisition. This may allow derivation of optimal designs without

discontinuities in the MEGs and an increase of TE. However, this also affects the encoding

efficiency and therefore requires changing the gradient amplitudes in (possibly) large factors

to compensate each direction, which may hinder the use of this approach in practice.

We limited our experiments to employ SE-EPI sequences. However, other pulse se-

quences in the literature, e.g., [44], can be employed to further improve SNR and/or shorten

acquisition time. Trapezoidal waveform can also be applied rather than sinusoidal, to max-

imize encoding efficiency under limitation of the slew rate. Note that applying multidirec-

tional MEGs introduces concomitant-field terms that should be corrected, e.g., by using

gradient symmetrization [14]. In the sequences we use, the MEGs are mirrored after the

echo pulse and cancel such effects.

We note that modeling the noise in the phase images as white Gaussian noise is justified

by the fact that the least-squares solution for the conventional sequence using our approach

coincides with the standard DFT processing. Thus, such noise has been implicitly assumed

so far in MRE imaging. However, in practice, it might not be the case due to, e.g., change in

temperature of the coils between measurements. An advantage of our framework is that we

may employ a different noise model with its proper optimal estimator (e.g., weighted least-

squares [18]). In addition, optimality criteria other than D-optimality can be considered for

evaluating design performance. Our approach may allow to adapt the acquisition matrix
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accordingly by, e.g., using non-uniform sampling of the acquisitions. The flexibility in

shaping the matrix may also be important in incorporating compressed sensing in MRE.

In conclusion, the formulation of motion encoding as both linear estimation and op-

timal design problems allows employing tools from fields such as optimization, statistics

and information theory. A careful design of parameterized multidirectional MEGs yields

displacement maps with a better SNR and/or shorter acquisition times. Along with the

ongoing improvement in transducers and reconstruction algorithms, accurate elastograms

that characterize the mechanical properties of in vivo tissue can be derived. In turn, these

may pave the way for a broader clinical deployment of MRE.
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Chapter 7

Conclusion

In this thesis we have developed algorithms for registration of the prostate in different

modalities. Specifically, we considered registration of histopathology of excised prostate

specimens with their volumetric MR and US imaging, and registration of preoperative MRI

to intraoperative TRUS imaging of the prostate during RALP. The former registration can

be applied for training classifiers in order to allow an automatic localization of CaP. The

latter registration can be applied to augment the surgeon’s console with the preoperative

MR image that corresponds to the da Vinci instrument’s tooltip, and, combined with a

classifier, a corresponding CaP probability map.

We have also studied the reciprocity between registration and MRE, and showed that by

utilizing the properties of the registration and elastography acquisition process, MRE can

facilitate registration, and vice versa. The results of the research presented in the various

chapters complement each other, and are intended to be jointly applied as depicted by the

diagram in Figure 7.1 and described below.

First, by employing the optimization-based designed motion encoding sequences during

a preoperative MRI scanning session, as proposed in Chapter 6, the quality of the acquired

MRE data is increased, and/or scanning time (and therefore costs and discomfort to the

patient) is reduced. Estimation of the MRE elastograms can be further enhanced or cor-

rected by employing the motion compensation and super-resolution technique discussed in

Chapter 5.

In turn, the enhanced elastograms provide accurate biomechanical models of the prostate

and periprostatic tissue in preoperative in vivo MRI, which may improve the accuracy

of its registration to the corresponding postoperative ex vivo MRI using the deformable

registration method developed in Chapter 3. By composing the resulting deformation map

with the transformation between the histological slices and ex vivo MRI, as computed using

the particle filtering algorithm developed in Chapter 2, we obtain an accurate mapping

between histopathology and in vivo MRI that can train a classifier for localization of CaP.

Finally, during future RALP procedures, a reliable classifier will allow a CaP probability

map to be overlaid on MR images that correspond to the robot’s tooltip by employing the

MRI to TRUS registration algorithm proposed in Chapter 4.
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Figure 7.1: Proposed clinical flow.

We note that the data collection that was employed in this thesis was acquired either

prior or in parallel to development of the methods, and follows protocols that were set and

approved in advance. In retrospect, the multi-parametric MRI settings could have been set

to produce images that are, e.g., better correlated with histology, or of higher resolution.

Nevertheless, our methods were designed and adapted to contend with the typical data

acquired by practical and clinical protocols.

The clinical significance of the research conducted throughout this thesis is that, with

MRI correctly displayed on the surgeon’s console and automatic localization of CaP, re-

section of the prostate during RALP can be carried out with minimal damage to adjacent

structures. Due to the increasing usage of RALP worldwide, even a slight improvement by

using the proposed methods can impact treatment outcomes of thousands of CaP patients.

The proposed methods can also benefit other CaP treatments such as image guided biopsy,

brachytherapy, and watchful waiting. In addition, the time reduction in acquisition of MRE

data increases its potential in clinical deployment.

The main scientific significance lies in the novel registration methods, the usage and

study of elastography in registration, and the established interface between MRE acquisition

and information theory. Below, we summarize the main contributions that were made in

the course of achieving the thesis objectives, describe the limitations, and discuss possible

future research directions.

7.1 Contributions and Limitations

Registration of Whole-Mount Histology and Volumetric Imaging:

In Chapter 2, we developed a general framework for multi-slice to volume registration that is

applied to align histopathology with volumetric MR and US imaging of the prostate. The

registration is formulated as a filtering problem, which allows prior knowledge regarding

the physical misalignment mechanisms to be incorporated into the framework in a Bayesian

fashion. We also implemented an accompanying visualization tool allows comparison of
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each histological slice side-by-side with corresponding slices from two other modalities, and

yield the intensity histograms of these slices on user selected points, lines and regions.

The registration of histological slices to ex vivo MR, in vivo MR, and in vivo US achieved

relatively high area overlaps and registration errors below the diameter of typical lesions that

are marked during histopathology analysis (∼10± 5 mm [34]). The registration is therefore

being utilized in ongoing studies to optimize and evaluate CaP detection on a range of

imaging modalities. These studies have yielded several publications ([95, 98, 137, 138]) that

characterize cancer on US, TRUS-VE, and on both in vivo and ex vivo MRI and MRE.

The main limitation of the proposed method, which stems from its generality, is the

relative high number of parameters that need to be set. These parameters can be chosen by

a trial-and-error process on a few training cases. In addition, the registration time may be

long when using intensity- or region-based metrics, whereas the point-based metric requires

an additional segmentation of the volumetric images. Nevertheless, longer running times

are tolerable in histology processing as the algorithm is running offline, and segmentation

errors can be taken into account by modeling of the noise in the filtering formulation.

Model-Based Registration Using Elastography:

In Chapter 3, we developed and implemented an algorithm for deformable registration of

ex vivo and in vivo MRI. By allowing a two-step registration with the ex vivo MR as

an intermediate modality, this algorithm can be integrated with the multi-slice to volume

alignment above in order to capture the residual deformations between histological slices

and in vivo MR.

The method presents the first utilization of measured in vivo elasticity by MRE for im-

proving deformable registration. The MRE elastogram is incorporated into the registration

framework as a biomechanical model that regularizes the deformation according to physical

inhomogeneous elasticity. By studying the effect of inhomogeneity in elasticity on registra-

tion errors, we have showed that this approach yields improved registration as opposed to

applying a constant elasticity value to the volume, and that, in general, the performance

improves with the inhomogeneity of elasticity inside and outside of the prostate. We have

also proposed a novel similarity metric that does not require segmentation and meshing of

the in vivo anatomy, as opposed to explicit FEM-based modeling approaches.

As in other studies that concern deformable registration methods, the ground-truth

deformation map is unknown and the results are being evaluated on a sparse set of landmarks

and volume overlaps. Another limitation of our study is that the choice of landmarks and

segmentations were performed once by one expert, thus we do not have intra- or inter-
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observer variability measurements. Such information would have allowed evaluation of

whether the lower accuracy for base and apex stems from the registration itself or from

segmentation inaccuracy. A disadvantage of the proposed approach is that the ex vivo

MRI scan is time consuming and expensive. In addition, current in vivo MRE protocols

also involve longer scanning time, inconvenience to the patient, and are still not widely

accessible. This limitation may be mitigated by the results of Chapter 6.

Registration of Ultrasound and Magnetic Resonance Imaging for Image

Guided Interventions:

In Chapter 4, we developed a feasible method for introducing MRI data in the operating

room, by registering preoperative MRI to intraoperative TRUS. The proposed approach

can employ existing building blocks to enable tracking and display of the MR image that

corresponds to the da Vinci instrument’s tooltip during RALP. The segmentation-based

approach deforms the segmented T2w volume to match its surface with that of an intraop-

eratively segmented B-mode. The registration is fast and robust, while its performance was

found to be plausible, with results comparable to other TRUS-MR registration methods.

A limitation of the proposed approach is that, as in other segmentation-based methods,

the quality of the registration depends on the quality of the segmentation. Another limi-

tation is that the registration is only valid with respect to the time the TRUS volume was

acquired, thus rendering its usage during later stages of the surgery challenging.

We have also studied the usage of elastography as an inter-modality for registering

TRUS and MRI. While we found the elasticity values to be nondescriptive for a deformable

intensity-based registration, the phantom and four clinical data sets we used are statistically

insufficient to conclude that. Typically, in studies that evaluate new registration methods,

data sets in the range of 10-20 patients are being used. However, the required sample size

for drawing a statistically significant conclusion in our case should be determined by setting

the desired statistical power and significance level, and using power-analysis tools [77].

Motion Compensation and Super-Resolution in MRE:

In Chapter 5, we turned to employ registration for enhancing MRE data. Magnitude

images, which are often regarded as a by-product of the MRE acquisition process and

ignored, are utilized to compensate for motion of patients during the, typically lengthy,

acquisition process. The inherent alignment of the magnitude and phase images allows for

the enhancement of elastogram reconstruction by employing a super-resolution technique

that increases the resolution of the corresponding registered phase images.

110



7.1. Contributions and Limitations

The main contribution in this work is the improvement of existing MRE data by using

image processing techniques without altering the current data acquisition protocol. This is

possible due to observation and utilization of the redundancy in the data acquired in MRE.

We noticed a better separability of objects from their background on the reconstructed

higher resolution elastograms in comparison with the native resolution ones.

We note, however, that assuming a Gaussian blurring kernel in the super-resolution

technique is inaccurate, and a model of the actual point spread function of the scanner

is required in order to yield accurate reconstructions of the high resolution images. In

addition, [35] suggested that the highest resolution increase in each axis using two images

(each pair of phase images in our case) is by
√

2. Thus, doubling the resolution based on [61]

may introduce further inaccuracies to the super-resolution phase images and elastograms.

We also note that other MRI sequences that encode motion were not considered. Specif-

ically, the harmonic phase (HARP) algorithm [110] is popular for detection and tracking

cardiac motion using tagged MRI. However, tagged MRI sequences, which employ RF

to encode motion, are slower than MEGs and typically do not allow capturing motion in

frequencies high enough for dynamic elastography.

Optimization-Based Design of Motion Encoding in MRE:

In Chapter 6, we proposed a general framework for improving MRE acquisition by opti-

mizing designs of the motion encoding process. The framework lays the groundwork for

formulating the MRE acquisition problem within fields such as optimization, statistics and

information theory, and thus allows employing established tools from these fields for quan-

tification of design performance and derivation of optimal sequences by different criteria.

Generalization and parametrization of the MEGs were introduced, and by using the

proposed framework we derived and implemented a multidirectional sequence with a min-

imum number of acquisitions that does not require an increase in TE, nor discontinuities

in the MEGs. The reduced acquisition time and improved data quality that is achieved by

the proposed approach may assist in bringing MRE to broader use.

While multidirectional MEGs allow minimization of the variance in motion estimation

error, estimations among the different directions become correlated. Thus, if the scanner

has inhomogeneity along one direction, the motion estimations in all directions are affected,

rather than just the corresponding direction. Physical limitations such as concomitant-field

terms should be taken into account when employing multidirectional gradients. In addition,

hardware issues or overheating of the coils may limit the maximum gradient amplitude or

require cooling down periods between acquisitions of multidirectional sequences.

111



7.2. Future Work

7.2 Future Work

Based on the results of this thesis, the main future work is to conduct a clinical study for

evaluating the performance of the proposed MR-TRUS registration intraoperatively, and

perform a cost-benefit analysis of using this approach during RALP, based on evidence and

feedback from clinicians. In addition, the two-step registration between histological slices

and in vivo MR that employs the ex vivo MR as an intermediate modality is to be used

for training classifiers of CaP. Other possible future research directions that may further

improve or extend the proposed methods are summarized below.

Registration of Whole-Mount Histology and Volumetric Imaging:

• Incorporation of a nonrigid registration step in order to improve registration of his-

tology and in vivo imaging. Due to the sparsity of slices, a 2-D registration should

be applied between each histological slice and its corresponding registered slice on the

volumetric image.

• Investigation of other metrics that can describe the similarity between histological

slices and volumetric imaging. Specifically, employing a point-based metric between

descriptors of intensity-based extracted features.

Model-Based Registration Using Elastography:

• Derivation of forces through intensity-based similarity metrics between in vivo and

ex vivo T2w MRI to eliminate the required segmentation of the ex vivo volume.

• Consider nonlinear elasticity to contend with large deformations of the prostate, e.g.,

in case of employing a transrectal coil during image acquisition.

Registration of Ultrasound and Magnetic Resonance Imaging for Image

Guided Interventions:

• Allow a manual selection of corresponding points on MR and TRUS images that are

used as anchor points to constrain the registration. This will provide the user with

some control over the registration, and the ability to correct it in case the automatic

results are not plausible.

• Allow switching the display between different MR images, e.g., diffusion weighted

imaging or MRE, which were acquired during the multi-parametric preoperative MRI

session, and can be co-registered to the T2w volume (and thus to the TRUS volume).
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• Optimization of the code and its implementation on C/C++ to reduce running time,

thus making the proposed approach more feasible in a clinical setting.

• Develop a tracking algorithm that allows real-time deformation of the registered MR

according to the TRUS volume.

• Study other metrics and the extraction of features that may be better suitable for

intensity-based registration of MRE and USE.

Motion Compensation and Super-Resolution in MRE:

• Iterative optimization of motion compensation and elasticity reconstruction, by ap-

plying the reconstructed elastogram in the current iteration as regularization for the

motion compensation displacements in the next iteration.

• Incorporation of multi-frequency information for adding additional data to the super-

resolution technique and improving displacement estimation.

• Considering blurring kernels in the super-resolution technique that model the point

spread function of the scanner in order to improve the accuracy of the high resolution

image.

Optimization-Based Design of Motion Encoding in MRE:

• Additional parametrization of the MEGs, e.g., including varying fractional encoding

ratios in each direction, in order to increase the degrees of freedom in designs within

our framework.

• Employment of the proposed framework to extend existing pulse sequences, e.g., [44],

into multidirectional in order to maximize encoding efficiency under limitation of the

slew rate.

• Employment of different noise models with corresponding optimal estimators.

• Employment of different optimality criteria for evaluating design performance.
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Appendix A

Derivation of the Parameterized

Phase Accumulation

Here we derive expressions of the parameterized phase accumulation. Based on the Lar-

mor precession, we calculate the phase accumulated by each isochromat at r̄ that moves

according to the wave displacement Ψ̄ under the MEGs Ḡ (excluding the constant phase

accumulated by the static magnetic field B̄0). We have that

Φ(r̄;ωi, N̄ , |Ḡ|, ᾱ, β̄) = γ

∫ ∞
−∞

Ḡ(t; ω̄, N̄ , |Ḡ|, ᾱ, β̄) · r̄(t) dt

= γ

∫ ∞
−∞

Ḡ(t; ω̄, N̄ , |Ḡ|, ᾱ, β̄) ·
(
r̄ + Ψ̄(r̄, t)

)
dt

=
∑

i=x,y,z

Φi(r̄;ωi, Ni, |Gi|, αi, βi)

By using (6.1) and (6.2), the elements in Ḡ · r̄ are cancelled (integration of a constant

multiplied by sinusoid over its time period). For i = x, y, z, we have the individual phase

accumulations

Φi(r̄;ωi, Ni, |Gi|, αi, βi) = γ

∫ αi/ωi+NiTi

αi/ωi

|ξi(r̄)| sin (ωmt+ ϕi(r̄))|Gi| sin (ωit− αi + βi) dt

=
γ

2
|Gi||ξi(r̄)|

∫ αi/ωi+NiTi

αi/ωi

[cos ((ωm − ωi)t+ ϕi(r̄) + αi − βi)

− cos ((ωm + ωi)t+ ϕi(r̄)− αi + βi)] dt

In case ωi = ωm, the second cosine is cancelled in the integration and we have

Φi(r̄;Ni, |Gi|, αi, βi) =
γπNi|Gi|
ωm

|ξi(r̄)| cos (ϕi(r̄) + αi − βi)
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Otherwise, for ωi > ωm, i.e., qi = ωm/ωi < 1, i = x, y, z, we have

Φi(r̄; qi < 1, Ni, |Gi|, αi, βi) =
γ

2
|Gi||ξi(r̄)|

[
1

(ωm − ωi)
sin ((ωm − ωi)t+ ϕi(r̄) + αi − βi)

− 1

(ωm + ωi)
sin ((ωm + ωi)t+ ϕi(r̄)− αi + βi)

]αi/ωi+NiTi

t=αi/ωi

=
γ

2ωi
|Gi||ξi(r̄)|

[
1

(qi − 1)
[sin (qi(αi + 2πNi) + ϕi(r̄)− βi)− sin (qiαi + ϕi(r̄)− βi)]

− 1

(qi + 1)
[sin (qi(αi + 2πNi) + ϕi(r̄) + βi)− sin (qiαi + ϕi(r̄) + βi)]

]
=

γ

ωi
|Gi||ξi(r̄)| sin (πqiNi)

[
1

(qi − 1)
cos (qiαi + ϕi(r̄)− βi + πqiNi)

− 1

(qi + 1)
cos (qiαi + ϕi(r̄) + βi + πqiNi)

]
=

γ

ωm
|Gi||ξi(r̄)| sin (πqiNi)

−qi
(1− q2

i )
[(1 + qi) cos (qiαi + ϕi(r̄)− βi + πqiNi)

+ (1− qi) cos (qiαi + ϕi(r̄) + βi + πqiNi)]

=
γ

ωm
|Gi||ξi(r̄)| sin (πqiNi)

−2qi
(1− q2

i )
[cos (βi) cos (qiαi + ϕi(r̄) + πqiNi)

+ qi sin (βi) sin (qiαi + ϕi(r̄) + πqiNi)]

=
γ

ωm
|Gi| sin (πqiNi)

−2qisign(cos (βi))

(1− q2
i )

√
cos2 (βi) + q2

i sin2 (βi)

· |ξi(r̄)| cos (qiαi + ϕi(r̄) + πqiNi − arctan (qi tan (βi)))

=
−2γqi cos (βi) sin (πqiNi)|Gi|

ωm(1− q2
i )

√
1 + q2

i tan2 (βi)

· |ξi(r̄)| cos (qiαi + ϕi(r̄) + πqiNi − arctan (qi tan (βi))) , i = x, y, z

where we have used trigonometric identities and the harmonic addition theorem.

Specifically, the phase accumulation for qi < 1 when βi = {0, π} (no discontinuities) is

Φ(r̄; q̄ < 1, N̄ , |Ḡ|, ᾱ, β̄ = {0, π}) =
∑

i=x,y,z

∓2γqi sin (πqiNi)

ωm(1− q2
i )

|Gi||ξi(r̄)| cos (qiαi + ϕi(r̄) + πqiNi)

with a ’−’ sign when βi = 0, and a ’+’ sign when βi = π. The term

∓2γqi sin (πqiNi)

ωm(1− q2
i )

|Gi|

is also known as the encoding efficiency [131], and we note that it depends on qi.
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