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Abstract

In the last decade, the mobile data demand has been exponentially growing. Telecommuni-

cation industry finds it increasingly difficult to cope with this exponential growth through

conventional cellular networks with carefully planned high power macro base stations (BSs).

Therefore, the densification of BSs through the introduction of low power BSs has been con-

sidered for implementation. The combination of macro BSs and low power BSs such as pico

and femto BSs as well as relay nodes is referred to as heterogeneous networks (HetNets).

HetNets impose major technical challenges in implementation such as severe interference

cases and imbalance of load among macro BSs and low power BSs. One of the problems

that needs to be re-addressed in the context of HetNets is the cell association problem.

Although centralized cell association schemes are important in realizing the potentials of

HetNets, mobile operators are interested in distributed schemes in which network elements

decide based on their local information. In this thesis, we consider distributed cell association

algorithms with quality of service provisioning. First, we propose a unified cell association

algorithm that is particularly designed for downlink. Next, we also consider uplink to have

a downlink and uplink aware cell association scheme. The performances of the proposed

schemes are examined through numerical simulations.

Cooperative relay-based communication combined with orthogonal frequency division

multiplexing (OFDM) and its multi access variant, orthogonal frequency division multiple

access (OFDMA) has gained an immense interest in the last decade. Among all the research

topics in OFDM relay-based communication, analyzing the outage behavior has been an

invariable concern to researchers. To analyze the outage behavior, most of the researchers

ignore the correlation between OFDM subchannels, and also assume equal bit allocation on

all the subchannels. In this thesis, we analyze the outage behavior of a three-node OFDM

relay-based network when these two assumptions are relaxed. Next, we characterize the

global outage probability of a multi-user single-relay OFDMA network. Finally, a network

consisting of a cluster of source-destination pairs and a cluster of relays is considered where

we propose a low complexity relay allocation scheme. The outage analyses and the relay

allocation scheme are examined through numerical simulations.
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Chapter 1

Introduction

In recent years, the proliferation of intelligent mobile devices that are connected to the

Internet has changed the communication paradigms. Nowadays, users can communicate

with each other at any time and through different mediums such as video, voice, instant

message, and email. Users also are interested in sharing their everyday experiences with

their circles through social media. The powerful mobile devices make generating data and

consuming data from other users possible. Moreover, the number of machines that are

connected to and controlled through the Internet is increasing everyday, extending the reach

of Internet from users to machines [1]. It seems that the world is changing rapidly towards

the Internet of everything. In fact, it is predicted that by the year 2020 more than 50 billion

devices will be connected to the Internet [2]. The tendency of users to communicate through

all sorts of media, the introduction of social networks and Internet of things, among other

factors, have created an exponential growth in mobile data demand [3].

In order to cope with this exponential growth, the most immediate option seems to be

increasing the spectral efficiency of the point to point communication. However, through the

relentless efforts of industrial and academic researchers in recent decades, we are reaching the

Shannon capacity in link level communication in wireless systems. Migrating from second

generation of cellular wireless networks (2G) to today’s fourth generation (4G), the spectral

efficiency has been approaching the fundamental limit through the introduction of all sorts

of technologies including powerful channel coding schemes, new multiple access schemes

such as code division multiple access (CDMA) [4], orthogonal frequency division multiple

access (OFDMA) [5], and multiple input multiple output (MIMO) antennas [6] (Fig. 1.1)

[7]. Although the air interface in point to point communication keeps on improving, the

anticipated improvement is not adequate to support the exponential growth of data demand.

Therefore, other venues to improve the network capacity need to be investigated.

Data rate is directly proportional to communication bandwidth. Therefore, acquiring

more spectrum seems to be another venue to enhance the capacity of wireless networks.

However, the spectrum is highly regulated by Federal Communications Commission (FCC)

and is already densely populated by various industries and applications. In fact, the scarcity

of spectrum has given rise to technologies such as dynamic spectrum sharing and cognitive

1
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Figure 1.1: Wireless technology evolution

radio techniques [8] in the last decade as it is indicated by FCC that the spectrum has not

been efficiently regulated and it is highly under-utilized in many cases [9]. The scarcity

of the spectrum also contributes to making spectrum acquisition for wireless industries un-

reasonably costly. As a result, in an attempt to improve the network capacity by orders

of magnitude, the tendency is to reuse the already available spectrum more efficiently by

adding more base stations (BSs) to the network. In other words, the focus is to increase the

network efficiency rather than the spectrum efficiency to meet this unprecedented mobile

data demand.

Conventional cellular networks are composed of several cells. Each cell is served by

one BS that is referred to as macro BS. The BSs in conventional cellular networks have

high transmitting powers and cover large geographical areas. In a cellular network with

sparse deployment of macro BSs, adding new macro BSs does not add significant inter-cell

interference, and the frequency spectrum can be reused with considerable gains. However,

few factors set back the use of extra macro BSs. One of the factors is the cost of deploying

new macro BSs. In already dense deployment of macro BSs, it is expensive to acquire sites

to install new macro BSs. In addition, the BS itself is an expensive device, and macro

BSs require air conditioning on their power amplifier since they have high transmitting

powers in the range of 2 to 40 W. Another factor is that the existence of coverage holes in

2
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these large cells is expected since the urban environment conditions render the behavior of

wireless channels random. The existence of coverage holes reduces the overall capacity of

the network by increasing the likelihood of outage. Furthermore, there are hot spots during

certain times of the day where many mobile users desire to have connectivity with good

quality of service (QoS). Since BSs, including macro BSs, have finite resources to distribute

among their users, all the users in hotspots may not be supported with acceptable QoS and

further communication outage is resulted. The mentioned challenges of installing new macro

BSs, among others, give rise to the idea of deploying low power BSs and relays to cover hot

spots and coverage holes with considerably lower cost. Overlaying macro BSs with lower

power BSs such as pico, femto, and relay stations constitutes what we call a heterogeneous

cellular network [10].

In the next section, we provide a brief overview of heterogeneous networks (HetNets).

Since some parts of the research presented in this thesis address relay-based cooperative

communication, we will briefly go through the fundamentals of cooperative communication

in Section 1.2. Finally, as the Long Term Evolution (LTE) standard is the most dominant

standard defining 4G and highly correlated to the context of today’s wireless communication

research, some key features of this standard are overviewed in Section 1.3.

1.1 Overview of heterogeneous networks

HetNets can be defined as cellular networks composed of macro BSs overlaid with lower

power BSs (lower tier BSs or smaller cells), in which the low power BSs are deployed with

higher density. The lower tier BSs can be pico BSs, femto BSs, or relay stations. Macro

BSs with their high transmitting power cover large geographical areas, while coverage holes

and hot spots are covered by lower tier BSs. The lower tier BSs may be installed outdoor

or cover indoor environments. Pico BSs usually are meant to be installed outdoor and have

transmitting power in the range of 250 mW up to 2 W. Since the transmitting power is

considerably low compared to macro BSs, air conditioning the power amplifier at the pico

BSs is generally not required. In addition, as pico BSs are smaller in size and require smaller

antennas, they are economically efficient to employ. Femto BSs are considered for serving

indoor environments such as residential homes or a certain floor in an enterprise building [11].

As an example, a WiFi access point (AP) can be considered a femto BS [12]. However, in

the case of WiFi AP, a different air interface is used compared to the air interface of outdoor

BSs, and only authorized users may be served by the AP. Such femto BSs with restricted

access are referred to as closed femto BSs [12]. As femto BSs are already installed in homes
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Figure 1.2: A HetNet composed of macro, pico, and femto BSs and relay nodes

or enterprises, utilizing them leads to significant reduction in cost. In fact, economics of pico

and femto BSs have been the main driver of considering their deployment in cellular networks

[13]. Macro, pico, and femto BSs are usually connected to the core network through wire or

high speed optical fibre.

There are situations in which installing wired connection to the core network is not

feasible. In these cases, a relay node can be used to extend the coverage of macro BS.

Users under the coverage of a relay node communicate to the macro BS through the relay

node. Relay node may use the same spectrum as the one users utilize or may be allocated

dedicated spectrum to communicate to the macro BS. Re-using the spectrum for the BS to

relay communication is more common. In this case, the relay node is equivalent to a BS

from the user’s perspective, and the macro BS perceives the relay node as another user [14].

The relay-based communication is a special case of a broader topic known as cooperative

communication 1. In summary, to define HetNets more precisely, the collection of macro,

pico, femto, and relay BSs that can be connected to the core network through wired or

wireless backhaul is referred to as HetNet [15]. A simplified HetNet is illustrated in Fig. 1.2.

As a legacy from conventional cellular networks, the most popular cell association scheme

in wireless cellular networks is the maximum signal to interference plus noise ratio (SINR)

scheme. A cell association scheme is a set of rules that determines which BS serves a partic-

ular user. In cellular wireless networks, BSs are constantly transmitting known reference or

pilot signals to enable the users to measure some attributes of the downlink, including the

received SINR. In maximum SINR scheme, each user associates itself to the BS that provides

1A brief overview of the fundamentals of cooperative communication is provided in the next section.
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the best SINR. Following this scheme creates an imbalance in HetNets between macro BSs

and lower tier BSs. Macro BSs with their high power have large coverage areas and lower

tier BSs have boundaries that are relatively close to them. Moreover, BSs usually operate

in the same frequency bands to achieve frequency re-use gains (referred to as co-channel

deployment). Small coverage area of low tier BSs leads to underutilization of femto, pico,

and relay stations that results in not achieving the expected gains from HetNets. In fact,

the performance of co-channel deployment of multi-tier HetNets has been evaluated in early

research [16, 17]. It is concluded in [16, 17] that higher gains would be achievable in Het-

Nets, and the main reason that high gains are not reached is that the boundaries defined by

low tier BSs is very close to those BSs. In addition, macro BSs cause significant downlink

interference on the lower tier BSs that are located in the vicinity of macro BSs.

The small coverage area of low tier BSs causes an imbalance in the uplink interference at

macro and lower tier BSs, as well. Let us explain the uplink interference situation through

an example. Assume that a user is standing at a point where the downlink signal to noise

ratio (SNR) received from a macro BS with nominal power of 40 dBm is equal to the SNR

received from a femto BS with nominal power of 20 dBm. Assuming that only path loss

is considered in the channel model, we can conclude that upon transmission of the user,

the received power at the femto BS is 20 dB higher than the received power at the macro

BS. Further assume that this boundary user is served by the macro BS, and 5 dB of power

above the thermal noise is required by the macro BS to decode the user data correctly. This

results in an interference that is 25 dB above the thermal noise power at the femto BS. This

high level of interference corrupts the uplink connection of the users associated with the

femto BS severely. Interference management techniques in the scope of 3G cellular networks

is presented in [18] to handle the downlink and uplink interference scenarios in macro and

femto deployment of HetNets. In [18], carrier selection and power control by the femto

BS is proposed to handle the downlink interference scenarios, and adaptive attenuation of

unwanted signals from macro user at the femto BS is proposed to cope with the uplink

interference scenarios.

As the conventional maximum SINR cell association scheme creates the aforementioned

drawbacks in HetNets, cell association needs to be done in a more wisely fashion in which

the imbalance of load among BSs from different tiers and severe interference situations in

downlink and uplink are reduced. One simple and yet effective technique to achieve load

balancing in HetNets that has been envisioned by Third Generation Partnership Project

(3GPP) in the context of LTE-Advanced 2 is called cell range expansion [15]. In cell range

2LTE-Advanced is the most dominant standard defining 4G wireless systems. The key features of LTE
and LTE-Advanced are overviewed in Section 1.3.
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expansion, the signal power of lightly loaded BSs are biased so that their coverage area

increases and more users associate themselves with lightly loaded BSs. Intuitively, low tier

BSs are usually under-utilized and cell range expansion is towards offloading the users from

macro BSs to lower tier BSs. However, a negative bias value at low tier BSs can happen

which indicates that offloading the users to macro or other low tier BSs should occur.

In cases which the location of the low tier BS is in the vicinity of the macro BS, high

interference caused by the offloaded macro BS on the downlink of the low tier BS can cause

link failure. Therefore, inter-cell interference coordination (ICIC) is needed along with cell

range expansion to realize the offloading gains. In 4G standards, specifically LTE systems, a

new structure for resources is used that is suitable for designing flexible resource allocation

and ICIC schemes. The air interface of LTE standard is developed based on OFDMA.

OFDMA technology makes possible a structure in which the time-frequency spectrum is

divided into orthogonal resource blocks (RBs). The RB-based structure in LTE allows for

more flexible resource allocation schemes which result in higher spectral efficiency [19]. One

way of reducing interference among cells is to use resource partitioning in time, frequency,

or space domain [20, 21]. Resource partitioning involves using orthogonal resources in cells

that potentially interfere with each other. Through RB-based resources, BSs can coordinate

so that the interfering BS gives up using parts of resources on certain frequency bands and

during certain times so that the other BS can accomplish its communication with the user.

In the context of LTE, this ICIC technique is accomplished through almost blank subframes

(ABSs). Cell range expansion along with resource partitioning ICIC through ABS has shown

to achieve considerable load balancing and interference avoidance gains [22, 23].

1.2 Overview of cooperative communication

During the last decade, the focus of wireless communication has been diverging from only

voice applications towards applications such as wireless broadband Internet, online gaming,

video streaming and many other applications. The data rate hungry nature of new appli-

cations has been driving the researchers to work on improving the spectral efficiency of the

wireless communication links. MIMO systems are among the most successful technologies

allowing for increasing the data rate by increasing the number of antennas at the transmitter

and receiver sides. However, installing multiple antennas is not feasible at all the devices.

In order to achieve MIMO gains, antennas must be separated enough so that spatial diver-

sity through the reception or transmission of independent copies of the signal is realized.

In addition, antennas can be prohibitively bulky devices themselves. Therefore, installing
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multiple antennas on small devices such as cell phones and in applications such as sensor

networks can prove infeasible. In order to resolve the prohibitive size of MIMO systems,

cooperative communication came to the picture to harvest MIMO gains without installing

multiple antennas. In cooperative communication, users cooperate with each other as relays

to virtually create a MIMO system by transmitting a copy of each other’s signals to the

destination. The geographical separation of cooperative nodes creates enough spatial diver-

sity so that the received copies of the signal go through independent fadings. Removing the

extra antennas significantly reduces the cost of the system in cooperative communication.

The three-terminal cooperation model was first introduced by Van Der Meulen in [24].

The three-terminal cooperation model is composed of a source, a relay, and a destination,

and is the building block of cooperative and relay-based communication. Then, the infor-

mation theoretic aspects of the three-terminal model, including the calculation of Shannon

capacity, have been investigated in [25]. Most of the ideas that came along later on coop-

erative communication can be traced back to the work in [25]. The technical complexity of

the cooperative model at the time made it unattractive to the researches and it has been

abandoned for a while. Then, the evolution of wireless technology made possible the prac-

tical implementation of the model and it regained popularity. Cooperative communication

techniques are being used to improve coverage, enhance capacity and combat shadowing in

wireless communication networks such as cellular or mesh networks [26]. As it has been

mentioned before, cooperative communication also introduces spatial diversity by creating

copies of the signal that have gone through independent channel fadings [27, 28]. Coopera-

tive communication through multi-hop transmission can also contribute to energy efficient

communication by breaking the long point to point distance into several short distance hops

[29, 30]. In addition, low power relay nodes are being considered by 3GPP to be imple-

mented in LTE-Advanced for planning HetNets efficiently. Relay nodes extend the coverage

and capacity of HetNets at the cell boundaries without incurring high site acquisition and

backhaul costs [31].

Fig. 1.3 illustrates the procedure in the fundamental three-node cooperation model. In

order to avoid interference, the relay-based communication usually happens in two orthogonal

phases. The orthogonality can be in time domain through time division multiple access

(TDMA) or in frequency domain through frequency division multiple access (FDMA), while

TDMA is more popular. In the first phase, the source broadcasts its information signal and

both the relay and destination listen. In the second phase, the relay forwards the whole

or parts of the source message to the destination through one of the fundamental relaying

protocols or variants of them. The destination combines both copies of the received signal

to have a more reliable detection. In many cases, there is no line of sight (LOS) between the
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Figure 1.3: Simplified three-node cooperative model

source and destination. Therefore, the destination only relies on the message it has received

from the relay. In this case, the relay is merely used for coverage extension.

Two fundamental relaying methods have been defined in [27]: Amplify-and-forward (AF),

and decode-and-forward (DF). In AF protocol, the relay simply amplifies and forwards the

analog signal it has received from the source. The destination combines the two copies of

the signal, for instance using maximum ratio combining (MRC), to have a reliable detection.

Naturally, the noise introduced at the relay also gets amplified and sent to the destination

leading to higher noise level.

In DF protocol, the relay decodes the message it has received from the source, re-encodes

a new one, and then forwards it to the destination. The relay may perform the decode-and-

re-encode process in different fashions. For instance, the relay may decode the message fully

and re-encodes a new one, it may add incremental redundancy for better channel coding, or

it may decode it symbol by symbol knowing that the full decoding occurs at the destination.

This degree of freedom in decode-and-re-encode process at the relay allows for a trade-off

between performance and complexity [27]. In this thesis, only DF protocol is addressed.

1.3 Overview of 3GPP LTE standard

The first release of LTE, referred to as LTE Release-8, has been published in 2009 by 3GPP

for 4G cellular networks [32, 33]. LTE is fully designed on packet-based radio access struc-

ture; thus, LTE only supports radio access technologies that provide Internet protocol (IP)-

based functionalities. Compared to 3G standards such as 3GPP’s High Speed Packet Access

(HSPA), LTE allows for higher peak data rates by scaling the spectrum up to 20 MHz and

utilizing higher number of MIMO antennas. LTE Release-8 supports up to 300 Mb/s and 75
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Figure 1.4: RB-based structure of resources in LTE

Mb/s of data rate in downlink and uplink, respectively. In LTE Release-8, up to 4 transmit

and receive antennas are anticipated. The downlink of LTE is based on OFDM [5] technol-

ogy, and the uplink is based on single carrier-frequency division multiplexing (SC-FDM) [34].

OFDM is one of the most attractive techniques to combat frequency selectivity in wide band

channels. In OFDM, the wide band channel is divided into several narrow band flat faded

subchannels. OFDMA [35] is the multiple access variant of OFDM in which simultaneous

streams are possible by allocating each user a disjoint subset of available OFDM subchannels
3. The multiple access variant of SC-FDM is referred to as single carrier-frequency division

multiple access (SC-FDMA) [34]. SC-FDMA has a similar structure and complexity to those

of OFDMA. However, SC-FDMA results in low peak to average power ratio which is suitable

for mobile devices on which installing complex and high performance power amplifier is not

feasible. Performance comparison of OFDMA and SC-FDMA can be found in [36] and [37].

The macro BSs in LTE are referred to as evolved node B (eNB), while pico and femto

BSs are referred to as home eNB (HeNB). Relay stations are denoted by relay node (RN),

and the BS that serves the RN is denoted as the donor eNB (DeNB). Finally, the mobile

user is denoted by user equipment (UE). Furthermore, eNBs can directly talk and coordinate

with each other through an interface denoted by X2 interface [38, 39]. In previous standards

developed by 3GPP, a dedicated unit referred to as radio network controller (RNC) used to

perform the functionalities regarding coordination among BSs. In LTE, the RNC is removed

and its functionalities are transferred to eNBs which use X2 interface to exchange information

regarding load balancing and ICIC.

As mentioned before, in LTE, OFDMA technology is used in downlink, and a variation

of OFDMA called SC-FDMA is used in uplink. The channel bandwidth is divided into 15

3In this thesis, OFDM subchannel and OFDM subcarrier are used interchangeably.
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kHz OFDM subcarriers in both downlink and uplink. The number of subcarriers available at

each BS depends on the channel bandwidth that the BS has access to. In LTE, the channel

bandwidth is intended to be scalable, and can be for example 1.4, 3, 5, 10, 15, or 20 MHz.

The more the channel bandwidth, the higher number of OFDM subcarriers are available at

the BS. The smallest resource structure over which a modulation occurs is called a resource

element. A resource element spans over one OFDM subcarrier on the frequency axis, and one

OFDM symbol duration on the time axis. The aggregation of 12 adjacent OFDM subcarriers

and 6 or 7 OFDM symbols is referred to as an RB. Each RB spans over 180 kHz on the

frequency axis and 0.5 ms on the time axis. An RB is the smallest resource structure that

is given to a user for possible transmission [40]. The number of RBs allocated to each user

depends on the QoS that the user requires. For instance, if a user requires a high data rate,

the number of RBs allocated to that user is higher than a user requiring less data rate. The

RB-based structure of the resources in LTE is illustrated in Fig. 1.4.

In the downlink of LTE, each antenna port of each eNB constantly transmits a cell

specific reference (CSR) signal [41]. CSR signal is used by UEs for various purposes including

cell search and initial cell association, and downlink channel estimation for demodulation

and detection. The CRS symbols are spread over resource elements in a way that robust

estimation of time and frequency is possible at the UE.

Last but not least, 3GPP released LTE Release-10 in 2011. LTE Release-10 along with

later releases of LTE are also known as LTE-Advanced [33]. The last finalized release of

LTE-Advanced is LTE Release-11 which was closed in 2013. 3GPP is now working on LTE

Release-12. The peak data rate requirements in LTE-Advanced are 1 Gb/s and 500 Mb/s

in downlink and uplink, respectively. Among the key features that are different in LTE-

Advanced compared to the original LTE are supporting higher order of MIMO antennas (up

to 8 antennas for downlink and 4 antennas for uplink), introducing carrier aggregation [42],

introducing coordinated multi-point reception and transmission (CoMP) [43], enhancing the

ICIC for deployment of co-channel HetNets, and focusing on RN features [40]. Overall, these

advancements in LTE-Advanced result in a better user experience.

1.4 Scope, motivations, and objectives

This section is divided into two subsections. In the following subsection, the scope, mo-

tivations, and objectives behind the research contributions of this thesis in the context of

HetNets are provided. Subsection 1.4.2 is dedicated to the scope, motivations, and objectives

behind the research contributions of this thesis in the context of relay-based communication.

10



1.4. Scope, motivations, and objectives

1.4.1 Scope, motivations, and objectives in HetNets

HetNets are built upon conventional cellular networks; thus, the research problems in con-

ventional cellular networks such as cell association, ICIC, and resource allocation [15] need to

be re-addressed in the context of HetNets. Cell association problem, which is to be addressed

in this thesis, is involved with defining a set of rules to determine which BS serves a particu-

lar user. Most of the cell association schemes are designed based on the downlink maximum

SINR scheme [44]. In maximum SINR scheme, users estimate the downlink SINR from the

BSs in their range by listening to the BSs’ reference signals and associate themselves with

the best SINR providing BS. This scheme is not suitable for HetNets mainly because of two

reasons. The first reason is that macro BSs in HetNets have higher transmitting powers and

attract more users which leads to imbalance of load among the BSs. The resource budget of

overpopulated BSs is distributed among more users which translates into lower throughput

for those users. Therefore, load balancing should be achieved in the cell association phase

in the context of HetNets. The second reason that renders maximum SINR cell association

scheme unsuited for HetNets rises from the fact that there is an intrinsic asymmetry among

uplink and downlink SINR levels in HetNets [44]. The sources of interference in the downlink

are BSs with considerably high powers, while the sources of interference in the uplink are

the mobile nodes with low levels of power and different geographical distribution. Therefore,

an association rule designed for downlink is not necessarily suitable for the uplink, and vice

versa.

From another perspective, wireless operators are interested in distributed cell association

schemes where nodes decide based on their local measurements of the network, as opposed

to centralized schemes where one central node decides for all the other nodes. The required

message passing load in centralized algorithms renders them unappealing for practical im-

plementation. The technical simplicity of distributed algorithms motivates us to address

distributed cell association schemes in this thesis.

In cellular networks such as LTE, the BSs are constantly transmitting reference sig-

nals that enable the mobile users to measure some attributes of the downlink channel [41].

However, mobile users cannot measure the attributes of the uplink channel without com-

municating to the BS. Therefore, designing distributed cell association schemes is easier in

downlink, while it is a major challenge in uplink. It should also be mentioned that cell

association problem in downlink, although well-studied for conventional cellular networks,

has not been thoroughly addressed in the context of HetNets. These factors motivate us to

address distributed cell association schemes that can be whether downlink oriented, uplink

oriented, or jointly downlink and uplink aware.
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In newly emerged standards such as LTE-Advanced, the resources available in the down-

link and uplink are broken into smaller building blocks referred to as RBs. An RB occupies

a certain frequency range during a certain time interval. In LTE for instance, one RB spans

over 12 OFDM subcarriers and 6 or 7 OFDM symbols, i.e., 180 kHz of bandwidth and 0.5 ms

of time duration [33]. The number of available RBs at each BS in the downlink and uplink

is proportional to the available bandwidth and scheduling interval at that BS. The number

of RBs allocated to each user on the other hand, depends on the QoS that the user requires.

For instance, if the QoS is defined in terms of the data rate that a user requires, more RBs

are assigned to a user with higher rate requirement. Distributing the resources in terms of

RBs among users introduces additional degrees of freedom in designing resource allocation

schemes that results in higher spectral efficiency [19]. This motivates us to incorporate an

RB-based model for the resources in this thesis in the context of cell association in HetNets.

Cell association problem in HetNets has drawn plenty of attention recently. The cell

association problem has mostly been addressed in downlink [45–57], while the uplink, and

the joint downlink and uplink cell association [58] have been barely touched.

Formulating the cell association problem naturally falls into the scope of integer or mixed

integer programming since each user is to be mapped to a BS. There are several approaches

to cope with these integer programs to achieve load balancing in the cell association phase.

Solving the integer program directly by exploiting the structure of the problem [45, 46],

relaxing the association constraints and using Lagrange dual decomposition method [47–

49], Markov decision process frameworks [50, 51], game theoretic frameworks [52, 53], and

stochastic geometry frameworks [54–57] are examples of these approaches among others. In

the next two paragraphs, we focus on the first two approaches as they are more relevant to

the works presented in this thesis.

Authors of [45] focus on flow level downlink cell load balancing and association under

spatially inhomogeneous traffic distributions. A unified distributed and iterative algorithm

is proposed that adapts to traffic loads and converges to the optimal point. The objective

function of the defined optimization problem in [45] can be selected from a family of objec-

tive functions; each of which directs the solution towards a rate, throughput, delay, or load

balanced optimal point. In [46], an online algorithm is developed based on the idea of associ-

ating users with BSs that provide the best expected throughput instead of associating users

with the best SINR providing BS. Considerable interference avoidance and load balancing

gains are achieved through the online algorithm proposed in [46]. In these two works, the

association constraints are not relaxed and the proposed algorithms produce binary decision

variables.

In many cases, formulating the cell association problem leads to NP-hard assignment
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problems. Relaxing the association constraints and applying Lagrange dual decomposition

method is a popular method to cope with these cases. This is because relaxing the associa-

tion constraints usually converts the optimization problem into a convex or linear program

for which efficient algorithms exist. Additionally, dual decomposition methods usually lead

to distributed algorithms in which the nodes in the network decide based on their local

information, as opposed to centralized solutions which require global information access at

one central node or all the nodes. Examples of distributed cell association algorithms for

downlink can be found in [47, 48]. In these works, the resources at each BS is distributed

evenly among the users associated with that BS. In [47], it is proven that distributing the

resources equally among the users connected to a given BS is optimal for a logarithmic objec-

tive function. Based on this observation, a distributed algorithm is proposed that converges

to a near optimal point to improve the long term rate. The framework provided in [47] is

suitable for environments that undergo slow fading (low mobility environments). Cell range

expansion technique by biasing the SINR of lightly loaded BSs to make them more attractive

to the users is also incorporated in the distributed algorithm in [47]. Extending over [47],

in [48], the joint optimization of load balancing and enhanced intercell interference coordi-

nation (referred to as eICIC by 3GPP) via ABS is considered. Lastly, [49] is another work

in which a dynamic cell association and cell range expansion algorithm for load balancing

through relaxation of association constraints is proposed. The algorithm presented in [49] is

in a centralized fashion.

Authors of [51] adopt an approach based on Markov decision process to tackle the cell

association problem, and game theoretic approaches are considered in [52, 53]. Recently,

stochastic geometry has been introduced as a mean to analyze the downlink SINR distribu-

tion and devise cell association algorithms. It is assumed in such works that the low tier

BSs are distributed according to a point Poisson process, then the probability distribution of

downlink SINR is calculated over space. Examples of this approach can be found in [54–57].

Finally, a centralized algorithm has been proposed in [58] to jointly maximize the downlink

system capacity while minimizing the users’ uplink transmitting powers.

At least one of the following shortcomings has been identified in the research works

mentioned in this subsection:

• In most of the related works, providing QoS is not considered, and further it is assumed

in the system models that the BSs are distributing all the resources among the users.

In the case of having QoS constraints, once the users receive enough resources to satisfy

their QoS constraints, the need for expending more resources is eliminated. In addition,

allowing the users to use more resources than their QoS requirements translates into
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spending unnecessary power whether by the BS in downlink or user in the uplink.

Spending power for extra resources reduces the energy efficiency. Energy efficiency is

in particular important at the mobile user side, considering their limited battery life.

• All the cell association works mentioned above, including the maximum SINR scheme,

are downlink oriented. The only work in which one parameter of uplink is also consid-

ered is [58]. The considered parameter is uplink transmit power. The uplink load or

interference on the BS is not considered in [58]. As it has been mentioned earlier, a cell

association algorithm specifically designed for downlink does not show an acceptable

performance in the uplink.

• The distributed cell association schemes are not investigated completely in the liter-

ature. This is in particular the case for the uplink since users cannot measure the

attributes of uplink by listening to the BS reference signals.

• The RB-based structure of the resources is not explicitly considered in the system

models.

• In most of the related works, only low mobility environments suffering from slow fading

are considered in the system models for designing distributed algorithms. This is the

case since most researchers choose to work with data rate, for which only the long term

variation is measurable at the users by listening to the reference signals of BSs. Link

outage probability which is a venue to deal with fast fading environments has not been

incorporated in the context of cell association in HetNets.

The above shortcomings in the literature motivated us to pursue the following objectives

in the context of cell association in HetNets:

1. Designing distributed cell association schemes with QoS provisioning in the downlink

of a HetNet considering that BSs have finite number of RBs as their resource budget.

2. Designing distributed cell association schemes in the downlink of a HetNet, that are

suitable for fast fading environments as well as slow fading environments.

3. Designing distributed cell association schemes with QoS provisioning in a HetNet where

BSs have finite number of RBs as their resource budget in downlink and uplink, that

are jointly aware of downlink and uplink and yet are not complex and require low

amount of message passing.
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The contributions in Chapter 2 revolve around the first and second objectives, and the

third objective is addressed in Chapter 3. The contributions made regarding these objectives

are clarified in the beginning of each chapter.

1.4.2 Scope, motivations, and objectives in relay-based

communication

Introducing relays to wireless networks opens many interesting research problems. Among

these problems, analyzing the outage behavior of relay-based systems seems to be one of

the invariable concerns. Allocating relays to source-destination streams is also among these

topics, which can be tackled to satisfy different kinds of objectives such as minimizing the

global outage probability of the system. Authors of [27] first characterized the outage behav-

ior of fundamental relaying protocols, namely DF and AF protocols, in high SNR regimes.

Closed form solutions to the outage probability have been obtained in [59–61], for AF and DF

multi-hop communication systems assuming no direct link between source and destination.

In all the aforementioned works, it is assumed that the channel is suffering from Rayleigh

flat fading.

Data rate hungry applications have driven the wireless industry into using wider frequency

channels which undergo frequency selective fading. OFDM technology is among the best

candidates combating frequency selectivity by dividing the wide band channel into narrower

flat faded subchannels. In OFDM, the user is free to transmit on all the available subcarriers.

Therefore, only one source-destination link can be realized in a specific frequency band and

time slot. The multiple access variant of OFDM on the other hand, OFDMA, allows for

multiple simultaneous source-destination links to be realized by limiting the users to occupy

non-overlapping subsets of available subcarriers. Analyzing the outage event in OFDM and

OFDMA relay systems imposes another challenge upon researchers.

In the context of single stream OFDM cooperative communications with single or multiple

relays, most researchers assume that the event of outage occurs if one or more OFDM

subcarriers are in outage [62–64]. This assumption is the result of considering the case of

equal bit allocation (EBA) to all the OFDM subcarriers. However, this case may not capture

the general scenario where the nodes are free to allocate arbitrary number of bits to different

subcarriers in the modern wireless technologies. For instance, if a subset of subcarriers is

enjoying good channel gains, more bits with the same level of power can be assigned to them

so that they compensate for other subcarriers which are in deep fade. This motivates us to

consider the general case of arbitrary number of bit allocation to OFDM subcarriers in the

link outage analysis.
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Moreover, most of the analyses evaluating the outage performance rely on the assumption

that the subcarrier gains are independent and identically distributed (i.i.d) random variables

(RVs) [62–65]. It is well known that OFDM subcarrier gains in frequency domain are corre-

lated. This motivates us to consider the correlation between the OFDM subcarrier gains in

the link outage analysis.

The problem of analyzing the outage behavior of OFDM cooperative networks becomes

more challenging when simultaneous streams are allowed to coexist. Two scenarios are

possible in the case of multi-stream networks. The first case is when multiple users are

communicating through a single relay to the destination using OFDMA, and the second case

is when multiple relays exist in the network as well as multiple sources. In both of these

multi-stream cases, the link outage behavior does not capture the global outage behavior of

the network. Therefore, the global outage probability needs to be defined in some sense and

evaluated.

Regarding the OFDMA multi-user single-relay case, the simultaneous links are also sta-

tistically correlated. This is because all the streams are sharing the channel between the

relay and destination. Although these simultaneous streams are realized on disjoint subsets

of OFDM subcarriers, the OFDM subcarriers on the common relay-destination channel are

correlated with each other. Therefore, on the common relay-destination channel, there is

a statistical correlation not only between the subcarriers in each subset, but also among

subcarriers in different subsets. This causes the simultaneous links realized on these OFDM

subcarriers to be correlated. This also makes the global outage analysis more complex. To

the best of our knowledge, this correlation has not been detected and addressed in the litera-

ture; thus, there is motivation to consider this correlation in the outage analysis of OFDMA

relay-based networks with single relay and multiple users.

In the case of multiple users and multiple relays, assigning relays to individual source-

destination pairs becomes crucial, as well. Regarding the multi-stream scenarios, an immense

amount of research exists on uplink and downlink of cellular systems in which multiple nodes

are communicating with a single BS. For instance, in [66], cellular multi-user cooperative

networks under OFDM modulation are addressed, where a circular cell is divided into equal

area sectors, and one relay serves all the nodes in a each sector. The outage probability of this

system is also analyzed and used as the performance metric. Compared to cellular systems,

non-cellular systems, e.g., ad hoc and mesh topologies, in which simultaneous streams can

co-exist among multiple sources and destinations are less explored.

The above shortcomings in the literature motivates us to pursue the following objectives

in the context of outage analysis and relay allocation in DF OFDM and OFDMA relay-based

communication with Rayleigh frequency selective channels:
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1. Analyzing the outage behavior of a three-node DF OFDM cooperative model allowing

for arbitrary number of bits on OFDM subcarriers and correlated OFDM subcarriers.

2. Defining the global outage probability in the case of multi-stream DF OFDMA relay-

based communication.

3. Taking into account the correlation between simultaneous streams in the global outage

analysis in the case of multi-stream single-relay DF OFDMA cooperative model.

4. Evaluating the global outage probability and using it as an objective to be optimized

through relay allocation to source-destination streams in the case of multi-user multi-

relay DF OFDMA cooperative model.

The first objective is tackled in Chapter 4. The second and third objectives are addressed

in Chapter 5, and the last objective is the topic of Chapter 6. The contributions made

regarding these objectives are clarified in the beginning of each chapter.

1.5 Thesis outline

The rest of this thesis is organized as follows:

• Chapter 2 addresses the cell association problem in the downlink of a multi-tier HetNet

in which BSs have finite number of RBs available to distribute among their associated

users. Two problems are defined and treated in Chapter 2: Sum utility of long term

rate maximization with long term rate QoS constraints, and global outage probability

minimization with outage QoS constraints. The first problem is well-suited for low

mobility environments, while the second problem provides a framework to deal with

environments with fast fading. The defined optimization problems in Chapter 2 are

solved in two phases: Cell association phase followed by the optional RB distribution

phase. We show that the cell association phase of both problems have the same struc-

ture. Based on this similarity, we propose a unified distributed algorithm with low

levels of message passing for the cell association phase. This distributed algorithm is

derived by relaxing the association constraints and using Lagrange dual decomposition

method. In the RB distribution phase, the remaining RBs after the cell association

phase are distributed among the users. Simulation results show the superiority of our

distributed cell association scheme compared to schemes that are based on maximum

SINR.
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• Chapter 3 addresses the joint downlink and uplink aware cell association problem in a

multi-tier HetNet in which BSs have finite number of RBs to distribute among the users.

An optimization problem is defined to maximize the sum of weighted utility of long

term data rate in downlink and uplink through cell association and RB distribution,

while maintaining QoS. Separate outage QoS constraints are considered for downlink

and uplink of a user. Using outage QoS constraints renders the problem suitable for

fast fading environments. We propose a distributed scheme for the cell association

problem. As users cannot measure the uplink attributes by listening to the reference

signals of BSs, a limited amount of feedback is added to the reference signals of BSs to

inform the users of the uplink interference and make the distributed algorithm design

possible. Moreover, by assigning different weights to the downlink and uplink data

rates, the proposed scheme can be only downlink oriented, only uplink oriented, or

both downlink and uplink aware. Comparing the proposed scheme with the downlink

oriented SINR scheme, significant uplink rate gains are observed. This is while the

gains in downlink rates are also considerable. In the end, the remaining RBs after the

cell association phase are distributed among users separately in downlink and uplink

to further improve the rate.

It also should be mentioned that Chapter 3 is an extension to Chapter 2, in which uplink

is considered as well as downlink. Therefore, the downlink cell association problems

defined in Chapter 2 can be developed by shutting down the uplink in Chapter 3 and

applying necessary modifications in the objective functions and the QoS constraints.

However, since Chapter 2 is dedicated to cell association in downlink, more in depth

remarks and simulations on the behavior of the downlink problems are provided. On

the other hand, the remarks and simulation results in Chapter 3 are towards the

relationship between downlink and uplink.

• In Chapter 4, we investigate a DF two-hop relaying system consisting of one source,

one relay and one destination, in which OFDM is used. We present an outage prob-

ability analysis based on approximating the probability distribution function of the

total capacity by a Gaussian distribution. Tight approximations on the outage proba-

bility assuming correlated OFDM subchannels and arbitrary number of bits on OFDM

subcarriers are found. As a special case, i.i.d. OFDM subchannels are also addressed,

where a closed form solution to the variance of the total capacity is obtained, leading

us to even tighter approximations on the outage probability.

• In Chapter 5, we study a multi-user single-relay DF OFDMA system, where the channel
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model is Rayleigh frequency selective. We provide analytical approximations for the

global outage probability in the sense that the outage event occurs when at least

one link goes into outage. The main contribution of Chapter 5 is the consideration

of the statistical correlation between the link capacities which is created by the relay-

destination channel that is common to all the links. The analysis is carried out by fitting

the multi-variate normal distribution to the joint probability distribution function of

the link capacities.

• In Chapter 6, we study a clustered two-hop DF network consisting of a set of source-

destination pairs, and a cluster of relays. We consider the case in which channels

are Rayleigh frequency selective, OFDMA is employed, and there is no line of sight

(LOS) between source and destination clusters. Approximating the capacity of a single

source-relay-destination link by a Gaussian RV, the global outage probability of this

network is characterized allowing for correlated OFDM subcarrier gains and arbitrary

number of bits on each subcarrier. The obtained global probability of outage is used

as an objective function to formulate an optimization problem to allocate relays to

source-destination pairs. The outage probability minimization problem through relay

allocation then is converted to a standard assignment problem for which a low com-

plexity algorithm based on Hungarian method is proposed. The numerical results show

the precision and effectiveness of our analysis and proposed relay allocation technique.

• Conclusions and possible future research directions are discussed in Chapter 7.
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Chapter 2

Unified and Distributed QoS-Driven

Cell Association Algorithms in

HetNets

The accomplished works and research contributions in this chapter are briefly described in

the following.

This chapter addresses the cell association problem in the downlink of a multi-tier Het-

Net. It is assumed that BSs have finite number of RBs available to distribute among their

associated users. We investigate distributed algorithms where users and BSs decide based

on their local measurements of the wireless environment. We also focus on providing QoS

in terms of minimum achievable long term rate or maximum outage probability.

Two problems are defined and treated in this chapter: Sum utility of long term rate max-

imization with long term rate QoS constraints, and global outage probability minimization

with outage QoS constraints. The first problem is well-suited for low mobility environments,

and the second problem provides a framework to deal with environments with fast fading.

In defining the optimization problems in this chapter, we consider a general scenario where

unity frequency reuse factor and no interference coordination schemes are assumed. Both

problems are to be optimized through cell and RB association.

The defined optimization problems in this chapter are solved in two phases: Cell associa-

tion phase followed by the optional RB distribution phase. We show that the cell association

phase for both problems have the same structure. Based on this similar structure, we design

and propose a unified distributed algorithm with low levels of message passing and complex-

ity for the cell association phase. The distributed cell association algorithm is derived by

relaxing the association constraints and using Lagrange dual decomposition method. Our

distributed cell association algorithm is QoS-driven since users receive only enough number

of RBs to satisfy their QoS constraints while maximizing the sum utility of rate or mini-

mizing the global outage probability. Extensive simulation results that are brought in this

chapter show that our distributed cell association scheme outperforms the maximum SINR

scheme. For instance, rate gains of up to 2.4x have been observed in the simulations for the
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cell edge users in our distributed cell association algorithm over maximum SINR scheme.

In the RB distribution phase, the remaining RBs after the cell association phase are

distributed among the users for further improvement of the network performance. However,

the RB distribution phase is kept optional since once the users can satisfy their QoS require-

ments, expending more resources seems unnecessary. In addition, giving users resources

beyond their QoS requirements calls for spending more power which is not appealing from

energy saving perspectives. We show that the RB distribution phase for the rate problem

is a convex program. In fact, RB distribution to maximize the rate has a similar struc-

ture to that of the well-known water-filling problem. Therefore, the closed form solution of

this problem is obtained by writing the Karush-Kuhn-Tucker (KKT) conditions. However,

distributing the remaining RBs for the outage problem is a complex non-convex non-linear

problem. Therefore, we propose a sub-optimal greedy algorithm to allocate the remaining

RBs to minimize the global outage probability.

Before proceeding further into this chapter, it should be pointed out that in the next

chapter, a more general case of downlink and uplink cell association in HetNets is consid-

ered. Therefore, defined problems in this chapter can be considered as special case of the

general problem in Chapter 3 with different objective functions and QoS constraints. Nev-

ertheless, as this chapter is dedicated to downlink, the remarks and simulation results go in

depth regarding the behavior of HetNets in downlink, while in Chapter 3, the remarks and

simulation results are more towards realizing the differences in downlink and uplink.

The rest of the chapter is organized as follows: In the next section, the chosen system

model is described. The cell association problem with QoS constraints is formulated in

Section 2.2. Our distributed solution to the cell association problem is presented in Section

2.3. Section 2.4 will address distributing the remaining RBs after the cell association phase.

In Section 2.5, we examine the performance of our proposed algorithms through numerical

simulations.

2.1 System model

The focus of this chapter is on a downlink HetNet consisting of multiple tiers of BSs, where

different tiers represent different types of BSs. As an example, tier 1 BSs can be macro BSs

with high transmit power and large coverage areas. Tier 2 BSs (pico BSs) are regarded as

smaller BSs with lower powers compared to tier 1 BSs, but with higher deployment density.

Finally, tier 3 BSs (femto BSs) model indoor APs with very small transmit powers.

The set of all BSs is denoted by B = {1, . . . , NB}, and the set of all users is denoted by
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Table 2.1: List of key parameters in Chapter 2

U Set of users
B Set of BSs
i User i ∈ U
j BS j ∈ B
Nj Resource budget of BS j
nij # of RBs given to user i by BS j
Pj Transmitting power of BS j

Hij = GijFij Channel power gain between user i and BS j
Gij Large scale component of Hij

Fij Small scale component of Hij

λij = 1
Gij

Exponential parameter of Hij

SINRij Instantaneous SINR at user i from BS j

SINRij Long term SINR at user i from BS j
cij Instantaneous RB capacity at user i from BS j
c̄ij Long term RB capacity at user i from BS j
rij Instantaneous rate at user i from BS j
r̄ij Long term rate at user i from BS j
P out
ij Probability of outage when user i is served by BS j

γi Rate requirement of user i
Ti Outage probability requirement of user i
n̄Rij Minimum # of required RBs of user i

from BS j for rate QoS constraint
n̄Oij Minimum # of required RBs of user i

from BS j for outage QoS constraint
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U = {1, . . . , NU}. The cardinality of B is NB, and the cardinality of U is NU . Each BS j ∈ B
has a fixed power of Pj W available. All the BSs are assumed to be connected by a high speed

backhaul through which information exchange with negligible delay is possible. In order to

follow RB-based structure of resources in recent standard such as LTE and LTE-Advanced,

we asssume that each BS j ∈ B has access to Nj RBs to distribute among its associated

users. The resource budget of BS j in terms of Nj depends on the available bandwidth and

scheduling interval at BS j.

2.1.1 The channel model, instantaneous rate, long term rate and

outage probability

We denote the positive channel power gain between user i and BSs j by Hij, i.e., the received

power at user i from BS j is HijPj. Furthermore, Hij embodies the effects of path loss, log

normal shadowing and antenna gains as large scale fading component (denoted by Gij), and

multi-path Rayleigh fading as small scale fading component (denoted by Fij). By adopting

these notations we have

Hij = GijFij, ∀(i, j) ∈ U × B, (2.1)

where (·) × (·) denotes the Cartesian product. The large scale fading component Gij is as-

sumed to be constant during one association period, while the small scale fading component

Fij fluctuates fast enough so that a mobile user can average it out in its channel measure-

ments. Fijs are modelled by statistically independent exponentially distributed RVs with

unit variance. They are exponentially distributed since in Rayleigh fading, the envelope of

the signal is assumed to follow a Rayleigh distribution, and in turn the channel power is

exponentially distributed [67]. Fijs are statistically independent random variables since they

model geographically separated wireless channels which show independent multi-path fading

behaviours. Based on these assumptions, Hijs are statistically independent exponentially

distributed random variables with parameter λij, where

λij =
1

E[Hij]
=

1

Gij

, (2.2)

where E[·] denotes the expected value. As it is mentioned before, user i can measure Gij

(and equivalently λij) for all the BSs j ∈ B.
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In such a setting, the instantaneous SINR seen by user i ∈ U from BS j ∈ B is

SINRij =
PjHij∑

k∈B\{j} PkHik + ∆fN0

, (2.3)

and the long term SINR that is measured by user i ∈ U from BS j ∈ B [45, 47, 48] is

SINRij =
PjGij∑

k∈B\{j} PkGik + ∆fN0

. (2.4)

In equations (2.3) and (2.4), the constant ∆f denotes the bandwidth over which an RB is

realized, N0 denotes the thermal noise spectral power, and B\{j} is the set of all BSs except

BS j.

Accordingly, the instantaneous and long term spectral efficiency at user i, if it is served

by BS j, denoted by cij and c̄ij, respectively, can be written as

cij = log2(1 + SINRij), (2.5)

c̄ij = log2(1 + SINRij). (2.6)

Without loss of generality, cij and c̄ij can be regarded as achievable rate and long term

achievable rate on an RB. For example, if cij is multiplied by the RB bandwidth and time

duration and divided by the scheduling interval, it will be the achievable rate on one RB.

Given that nij RBs are given to user i by BS j, the instantaneous and long term data

rates seen by user i are

rij = nijcij, (2.7)

r̄ij = nij c̄ij. (2.8)

The above equations are valid if we assume flat fading on the bandwidth of BSs from users’

point of view. The flat fading assumption is made to preserve simplicity in the system model.

The study of the frequency selective scenario in which users see different channel gains on

different RBs (and in turn, different SINR levels and capacities on different RBs) is left for

future work.

We define the outage event of a single user i served by BS j to be the event where

the instantaneous rate seen by user i drops below a certain threshold γi. We denote the
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probability of this event by P out
ij and formally define it as

P out
ij = Pr{rij < γi} = Pr

{
nij log2

(
1 +

PjHij∑
k∈B\{j} PkHik + ∆fN0

)
≤ γi

}
, (2.9)

where Pr{·} denotes the probability of the input argument. This probability of outage is

derived in [68, 69] (an easy to read proof is available in [68]), which is

P out
ij = 1−

(
e
−λij∆fN0

Pj
Γij

) ∏

k∈B\{j}

(
λik
Pk

λij
Pj

Γij + λik
Pk

)
, (2.10)

where

Γij = 2
γi
nij − 1. (2.11)

Note that P out
ij is measurable by user i since users can measure λij for all the BSs j ∈ B .

Moreover, It can easily be verified that P out
ij is a strictly decreasing function of nij, i.e., more

RBs improves the outage behaviour.

2.1.2 Rate and outage QoS constraints

In this chapter, we define two QoS constraints, namely, long term rate QoS and outage

QoS constraints. We refer to the long term QoS constraint simply as rate QoS constraint

hereafter. In the case of rate QoS constraint, each user intends to keep its long term rate

above its requested rate threshold. In the beginning phase of cell association, each user i

requests a certain rate QoS class in terms of minimum required long term rate γi. Therefore,

if user i is associated with BS j, it is the duty of the BS to satisfy the following rate QoS

constraint

r̄ij ≥ γi. (2.12)

By substituting (2.8) in the above equation, we have

nij ≥
γi
c̄ij
. (2.13)
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We indicate the smallest integer greater than the right hand side of the above equation by

n̄Rij as follows

n̄Rij = d γi
c̄ij
e, (2.14)

where d·e represents the ceiling function. Inequalities (2.12) and (2.13) and equality (2.14)

indicate that if user i requires rate QoS class of minimum rate γi, BS j will be obliged to

allocate at least n̄Rij RBs to that user, i.e.,

nij ≥ n̄Rij. (2.15)

In the case of outage QoS constraint, each user intends to keep its instantaneous rate

above its requested rate threshold with a certain probability. In the beginning of cell associ-

ation phase, each user requests a certain outage QoS class. An outage QoS class is defined in

terms of user’s rate threshold γi, and probability of user’s rate dropping below that threshold

Ti. Therefore, if user i is associated with BS j, it is the duty of BS j to satisfy the following

constraint for that user

P out
ij = Pr{rij ≤ γi} ≤ Ti. (2.16)

The probability of outage is given in (2.10) as a function of nij. Since this probability is

a strictly decreasing function of nij, a lower bound on nij exists above which the outage

QoS constraint is satisfied. Since nijs can take only positive integer values, this lower bound

can easily be found numerically by setting nij = 1 in (2.10) and incrementing it until the

constraint is satisfied. We indicate the smallest integer for which (2.16) is satisfied by n̄Oij.

Therefore, if user i requires outage QoS class of rate threshold γi and probability of outage

Ti, BS j will be obliged to allocate at least n̄Oij RBs to that user, i.e.,

nij ≥ n̄Oij. (2.17)

The key parameters that are used in this chapter are listed in Table 2.1.

2.2 Problem formulation

Two optimization problems are considered in this chapter: Sum utility of long term rate

maximization with rate QoS constraints (referred to as P1), and global outage probability

minimization with outage QoS constraints (referred to as P2), both through cell association
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and RB allocation. We formulate these two problems in the rest of this section. Before

proceeding further, we define binary association indices xij ∈ {0, 1}, ∀(i, j) ∈ U × B, where

xij = 1 indicates that user i is associated with BS j, and xij = 0 indicates the opposite.

2.2.1 Sum utility of long term rate maximization with rate QoS

constraints

In this problem, the objective is to maximize a function of long term rate while satisfying

the rate QoS constraints. Since we are working with the notion of long term rate, this

framework is well-suited for environments with users with low mobility so that the channels

remain unchanged in one resource allocation period. We select the sum utility of users’ long

term rate to be our objective function. Utility of rate can be regarded as a measure of user’s

satisfaction with the rate it gets. A utility function, in general, is a strictly increasing and

concave function. For instance, logarithm function is a suitable candidate. However, in order

to preserve generality, the notion of U(·) is used as a general strictly increasing and concave

utility function. The sum utility of long term rate maximization problem with rate QoS

provisioning (P1) is

P1 : maximize
x,n

∑

i∈U

∑

i∈B

xijU(r̄ij) (2.18)

subject to (RC) :
∑

i∈U

xijnij ≤ Nj, ∀j ∈ B

(AC) :
∑

j∈B

xij ≤ 1, ∀i ∈ U
∑

j∈B

xij r̄ij ≥ γi, ∀i ∈ U (2.19)

xij ∈ {0, 1}, ∀(i, j) ∈ U × B (2.20)

nij ∈ {0, 1, . . . , Nj}, ∀(i, j) ∈ U × B. (2.21)

In the above optimization problem, x and n are matrices containing xij and nij elements.

Furthermore, the first constraint is referred to as the resource constraint (RC). This con-

straint ensures that the number of RBs given to the associated users does not exceed the

resource budget of that BS. The second constraint is referred to as association constraint

(AC). This constraint guarantees that each user is connected to at most one BS. The third

constraint (2.19) is the rate QoS constraint which is derived based on inequality (2.12). In

the end, constraints (2.20) and (2.21) indicate that the association indices are binary vari-

ables, and nijs can take integer values between zero and the maximum number of RBs at
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BS j.

2.2.2 Global outage probability minimization with outage QoS

constraints

The motivation behind formulating this problem is to take into account the stochastic be-

haviour of wireless channels without adding signalling overhead to the system. Guaranteeing

a constant instantaneous rate to users in wireless environments that suffer from fast fading is

not achievable. However, it is possible to guarantee a certain rate with a certain probability,

which suggests formulating the problem in the context of outage probability. In the context

of outage probability, the eventual goal is to associate the users with BSs and RBs such that

the global outage probability is minimized. In order to achieve this goal, the first step is to

define the global outage probability in some sense and evaluate it as a function of system

model parameters. We define the global outage event as the event where one or more users

experience outage, i.e., if at least one user experiences an instantaneous data rate below its

requested threshold, a global outage will be declared. The outage probability of a single

link is given in (2.10). Considering that the outage events for different users are statisti-

cally independent, it can be argued that the probability of no users experiencing outage is∏
i∈U
∏

j∈B
(
1− P out

ij

)xij . Therefore, the global outage probability indicated by P̂out is

P̂out = 1−
∏

i∈U

∏

j∈B

(
1− P out

ij

)xij . (2.22)

Now, we define the global outage probability minimization problem with outage QoS provi-

sioning (P2) as

P2 : minimize
x,n

1−
∏

i∈U

∏

j∈B

(
1− P out

ij

)xij (2.23)

subject to (RC), (AC), (2.20), (2.21),
∏

j∈B

Pr{nijcij ≤ γi}xij ≤ Ti, ∀i ∈ U . (2.24)

Comparing the constraints in P2 and P1, the only different constraint is the QoS constraint;

in P2 the outage QoS constraint has replaced the rate QoS constraint in P1 for each user.

Constraint (2.24) is derived based on inequality (2.16).
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2.3 Cell association phase

Optimization problems P1 and P2 are combinatorial problems in x and n which are involved

to solve. In order to make the problem tractable, we solve them in two steps. First, we fix

nijs and find association indices xijs. This step is equivalent to solving the association

problem. In the next step, given the association indices, we solve the optimization problem

with respect to nijs. In this section, we address the association problem, while optimizing

with respect to nijs is addressed in the next section. It should be noted that nijs can not be

fixed at arbitrary values since the QoS constraints need to be satisfied in the cell association

phase. Therefore, we replace the rate QoS constraints in P1 by nij = n̄Rij, and outage QoS

constraints in P2 by nij = n̄Oij, for all (i, j) ∈ U × B. According to inequalities (2.15) and

(2.17), n̄Rij and n̄Oij are the minimum number of RBs required by user i from BS j to satisfy

the rate QoS and outage QoS constraints, respectively.

From another perspective, if we replace nijs by constant 1 in (RC), it can be shown

that both problems become a two dimensional assignment problem with respect to xijs, and

algorithms such as Hungarian method solves them efficiently [70] in a centralized fashion.

However, optimizing over xijs is an NP-hard problem because of the (RC) constraint [71]. In

order to change the combinatorial nature of the problem into a continuous one, and hopefully

a convex program, we relax the constraints (2.20) in both optimization problems, i.e., we

replace constraints (2.20) by 0 ≤ xij ≤ 1 for all (i, j) ∈ U × B.

Next, we show that by fixing nijs, problems P1 and P2 become equivalent optimization

problems. After the aforementioned modifications, problem P1 transforms into problem

P1x as follows

P1x : maximize
x

∑

i∈U

∑

j∈B

xija
R
ij (2.25)

subject to (RC), (AC),

nij = n̄Rij, ∀(i, j) ∈ U × B, (2.26)

0 ≤ xij ≤ 1, ∀(i, j) ∈ U × B, (2.27)

where

aRij = U(r̄ij) = U(n̄Rij c̄ij).

aRij is treated as a constant since n̄Rij is a constant.

It seems that the objective function in P2 has a different structure compared to the ob-

jective function in P1. However, applying the following changes unifies these two objective

functions. Inspecting the objective function (2.23), it can be seen that the first term is a con-
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stant and can be removed. Moreover, removing the negative sign changes the minimization

to a maximization problem. Finally, taking the natural logarithm of the objective function

does not change the optimum argument and transforms multiplication to addition. After

these modifications, problem P2 transforms into problem P2x as follows

P2x : maximize
x

∑

i∈U

∑

j∈B

xija
O
ij (2.28)

subject to (RC), (AC),

nij = n̄Oij, ∀(i, j) ∈ U × B, (2.29)

0 ≤ xij ≤ 1, ∀(i, j) ∈ U × B, (2.30)

where

aOij = log
(
1− P out

ij

)
.

aOij is also treated as a constant since P out
ij is a function of nij which is set to n̄Oij.

By comparing P1x and P2x, it is trivial that these two optimization problems have the

same structure. Therefore, we remove the superscripts R and O from aRij, a
O
ij, n̄

R
ij, and n̄Oij

and replace them by aij and n̄ij to have the unified optimization problem Px as follows

Px : maximize
x

∑

i∈U

∑

j∈B

xijaij (2.31)

subject to
∑

i∈U

xijn̄ij ≤ Nj, ∀j ∈ B, (2.32)

∑

j∈B

xij ≤ 1, ∀i ∈ U , (2.33)

0 ≤ xij ≤ 1, ∀(i, j) ∈ U × B. (2.34)

The objective function of Px is a linear function in xijs, and all the constraints are linear

and affine in xijs. Therefore, Px is a convex optimization problem with respect to xijs [72].

2.3.1 Cell association solution

In order to devise a distributed solution to Px, we use a similar approach to the one suggested

in [47], that is employing the Lagrange dual decomposition method [73]. Note that the strong

duality property holds for Px, that is the optimum value of Px is equal to the optimum

value of its Lagrange dual function. According to Slater’s theorem, strong duality holds for

a convex optimization problem if Slater’s condition holds for the constraints of that problem.

Moreover, if the problem is convex and all the equality and inequality constraints are linear
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and affine, Slater’s condition reduces to feasibility condition [72]. As discussed in the previous

subsection, Px is a convex optimization problem with linear and affine constraints. Therefore,

if a set of xijs exists for which Px is feasible, then the strong duality holds. For instance,

xij = 0, for all (i, j) ∈ U × B is always a feasible point in Px, thus, strong duality always

holds for Px.

We define the Lagrangian of Px by taking the resource constraint (2.32) inside the ob-

jective function and indicate it by L(x, µ). The Lagrangian of Px is

L(x, µ) =
∑

i∈U

∑

j∈B

xijaij −
∑

j∈B

µj
(∑

i∈U

xijn̄ij −Nj

)
, (2.35)

where µjs are Lagrange multipliers associated with resource constraints at BSs. Then, the

Lagrange dual function represented by g(µ) is

g(µ) = sup
x

∑

i∈U

∑

j∈B

xij(aij − µjn̄ij) +
∑

j∈B

µjNj (2.36)

subject to 0 ≤ xij ≤ 1, ∀(i, j) ∈ U × B, (2.37)
∑

j∈B

xij ≤ 1, ∀i ∈ U . (2.38)

The strong duality holds, therefore, we can first maximize over x and then minimize over µ.

In order to find g(µ) for fixed µjs, we rewrite the Lagrange dual function as

g(µ) =
∑

i∈U

gi(µ) +
∑

j∈B

µjNj, (2.39)

where gi(µ) is defined for all i ∈ U as

gi(µ) = sup
xij ,j∈B

∑

j∈B

xij(aij − µjn̄ij) (2.40)

subject to 0 ≤ xij ≤ 1, j ∈ B
∑

j∈B

xij ≤ 1.

It can be seen that for fixed µjs, g(µ) is separable with respect to users i as in (2.40).

Therefore, each user i needs to solve the optimization problem (2.40). For a given user i,

the objective function in (2.40) is a weighted average of (aij − µjn̄ij), where the weights are

between 0 and 1 and they sum up to unity. Therefore, (2.40)’s unique solution is yielded by

keeping the maximum argument of (aij − µjn̄ij) over js and diminishing the contribution of
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other elements. We call the term (aij − µjn̄ij) the qualification index of BS j from user’s i

point of view and indicate it by QIij as follows

QIij = aij − µjn̄ij. (2.41)

Accordingly, (2.40)’s unique solution for each user i is

xij =





1 if j = j∗

0 if j 6= j∗
, ∀i ∈ U , (2.42)

where

j∗ = argmax
j∈B

(QIij), ∀i ∈ U . (2.43)

After finding xijs for fixed µjs, we update the vector µ by using gradient descent method

[72]. The partial derivative of the Lagrange dual function with respect to µj is

∂L(x, µ)

∂µj
= Nj −

∑

i∈U

xijn̄ij, ∀j ∈ B. (2.44)

Therefore, the updating rule for µ is

µj(t+ 1) =

[
µj(t)− β(t)

(
Nj −

∑

i∈U

xijn̄ij
)]+

,∀j ∈ B, (2.45)

where the operator [·]+ indicates the maximum of the argument of the operator and 0. We

applied the operator [·]+ on µjs because the Lagrange multipliers are non-negative parameters

[72]. Furthermore, β(t) is some step size that satisfies the following two conditions

lim
t→∞

β(t) = 0 , and
∞∑

t=1

β(t) =∞. (2.46)

According to proposition 6.3.4 in [74], if the step size β(t) satisfies the above conditions, the

convergence of the gradient descent method will be guaranteed assuming that the association

indices are continuous variables of the form 0 ≤ xij ≤ 1. These conditions do not guarantee

the convergence for the binary association indices. However, we have used β(t) = 0.5/t in our

simulations, and in all cases the distributed algorithm converged in less than 25 iterations;

most of the times the convergence was reached in less than 10 iterations.
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We iteratively update the association variables according to (2.42), and the Lagrange

multipliers according to (2.45), until the convergence is reached. Note that updating rule

for the association variables automatically generates binary values. Consequently, no further

approximations is required.

2.3.2 Feasibility problem and admission control

In the cell association procedure described in the previous subsection, the users find their

desired BS through (2.43). The users are not aware of how many other users are associat-

ing themselves with the desired BS and how much resources that BS has access to. As a

result, many users may associate themselves with a BS and exhaust its resources, leading to

violating the resource constraint (2.32). This condition not only affects the convergence of

the algorithm, but also takes the solution out of the feasible set. As it is described in [72],

the Lagrange dual function is an upper bound on the original maximization problem only if

we are in the feasible set of the problem defined by the constraints. Beyond the feasible set,

not only the Lagrange dual function may not be an upper bound on the original problem,

but also iterating with gradient descent method may divert the solution from the desired

optimal point. Therefore, once an iteration is out of the feasible set, it needs to be projected

back to the feasible set, i.e., gradient projection method [75] should be used.

In the context of cell association in HetNets, we use a heuristic to project the iteration

back to the feasible set once one or more BSs receive association requests from too many

users. First, we require all the users i ∈ U to sort the BSs in their range in descending order

based on their qualification index QIij given in (2.41), and send this sorted list to the BS they

want to connect to (BS j∗ in (2.43)). Let us say BS j receives too many association requests,

i.e., upon acceptance of all those requests the resource constraint at BS j is violated. Then,

BS j finds the users who are consuming the highest number of RBs (highest number of n̄ij),

and removes them until its resource constraint is satisfied. BS j sends those removed users’

requests to the second best BSs the users have requested. If the resource constraints are

satisfied at all BSs now, the projection is accomplished. Otherwise, this procedure continues

until the solution is back to the feasible set. As we have mentioned before, it is assumed

that BSs are connected through a high speed back-haul, and the message passing required

for projecting the solution back to the feasible set takes place in negligible time period.

Moreover, the admission control described here achieves load balancing in the network since

it avoids over populating the BSs.
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2.3.3 Distributed cell association protocol design

The proposed distributed algorithm of cell association described in previous sections is sum-

marized here:

Step 1: Initialization Each BSs j ∈ B initializes its associated Lagrange multiplier µj

and broadcasts it in the network.

Step 2: User request In this step, all users i ∈ U listen to the pilot signals broadcasted

by BSs and measure the SINR from each BS and channel gains between themselves and all

the BSs. Based on these measurements and the desired QoS, user i calculates the number

of RBs it needs from each BS. Then, user i calculates the QIij in equation (2.41) for all the

BSs in its range and sorts the BSs in descending order. A request containing this sorted list

along with the required number of RBs from the BSs in the list is sent to the BS with the

best QIij.

Step3: User admission BSs process the requests they have received. If BS j can

accommodate all the requests it has received, an admission message is sent to all those

that find BS j to be the best candidate. Otherwise, BS j forwards the requests from users

consuming the highest amount of resources to the next best BS the users have requested.

This procedure continues until the solution is feasible.

Step 4: BS Lagrange multiplier update After all the users are accommodated, BSs

update their Lagrange multipliers according to (2.45) and broadcast the new multipliers.

The algorithm continues by going back to step 2.

This algorithm solves the cell association problem in a distributed fashion for either

of the rate maximization with rate QoS constraints problem, or global outage probability

minimization with outage QoS constraints problem (P1x or P2x).

2.4 RB distribution phase

After the cell association phase is completed, some of the BSs may have extra RBs not

allocated to any users. In this section, in order to allocate the remaining RBs, given the

association indices xijs, we solve the optimization problems P1 and P2 for nijs. Before

addressing either of P1 and P2, we define Uj as the set of users associated with BS j

Uj = {i|xij = 1},∀j ∈ B. (2.47)
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2.4.1 Sum utility of rate maximization

Assuming fixed xijs, problem P1 is reduced to the following optimization problem at each

BS j

P1n,j : maximize
n
′
ij ,i∈Uj

∑

i∈Uj

U(nij c̄ij) (2.48)

subject to
∑

i∈Uj

nij = Nj, (2.49)

nij = n̄Rij + n
′

ij, ∀i ∈ Uj, (2.50)

where n̄Rij is the number of already allocated RBs to user i by BS j satisfying the rate QoS

constraint of user i, and n
′
ij is the share of user i from the remaining RBs available at BS j.

Moreover, It is implicitly assumed that n
′
ijs are integer values that satisfy n̄ij ≤ n

′
ij ≤ Nj. If

we assume that n
′
ij are continuous variables, it can be shown that problem P1n,j is a convex

optimization problem with strong duality property. In fact, P1n,j has a similar structure to

that of the water-filling problem [72]. Therefore, we solve P1n,j using KKT conditions [72].

Introducing the Lagrange multiplier ν for the resource constraint (2.49), the solution is

n
′

ij =

[
1

c̄ij
(U
′
)−1
( ν
c̄ij

)
− n̄Rij

]+

, ∀i ∈ Uj, (2.51)

where ν is the unique solution of the following equation

∑

i∈Uj

max

{
1

c̄ij
(U
′
)−1
( ν
c̄ij
,
)
, n̄Rij

}
= Nj. (2.52)

In addition, (U ′)−1(·) is the inverse of the derivative of U(·) with respect to nij. The solution

of the above equation is unique since U(·) is a concave and strictly increasing function,

hence, (U
′
)−1(·) is a strictly increasing (monotonic) function of ν. This equation can be

solved efficiently through a numerical search method. In the end, the optimal solution of

the P1n,j is rounded to the closest integer value since the procedure described here does not

necessarily produce integer values for nijs.

2.4.2 Global outage probability minimization

Assuming fixed xijs, removing the constant 1 in the objective function of P2, flipping the

negative sign to positive sign, and taking the logarithm of the remaining term, P2 reduces
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to the following optimization problem at each BS j

P2n,j : maximize
n
′
ij ,i∈Uj

∑

i∈Uj

log
(
1− P out

ij

)
(2.53)

subject to
∑

i∈Uj

nij = Nj, (2.54)

nij = n̄Oij + n
′

ij, ∀i ∈ Uj, (2.55)

where n̄Oij is the number of already allocated RBs to user i by BS j satisfying the outage

QoS constraint of user i, and n
′
ij is the share of user i from the remaining RBs available at

BS j. The optimization problem P2n,j is a non-convex problem, and finding the closed form

solution to it is involved. However, it can be shown that the objective function in P2n,j is

strictly increasing in nijs. In other words, increasing each of nijs or a subset of nijs increases

the objective function. As this problem is a monotonic combinatorial optimization problem,

applying a greedy algorithm is a natural approach to solving it [76]. We propose a greedy

algorithm where in each iteration one RB is given to the user that benefits the most in terms

of the outage probability (the user that has the highest decrement in P out
ij given in (2.10))

until the RBs at BS j are exhausted. At BS j, given that there are Kj = (Nj −
∑

i∈Uj n̄
O
ij)

RBs left, the algorithm terminates in Kj iterations.

2.5 Numerical simulation results

In this section, we evaluate the performance of our distributed cell association algorithm

and the effects of distributing the remaining RBs through numerical simulations. Three

tiers of BSs are considered to exist in the HetNet. The transmitting powers of macro, pico

and femto BSs are set to 46, 35 and 20 dBm, respectively. The macro BSs’ locations are

assumed to be fixed and for each macro BS, 5 micro BSs, 10 femto BSs, and 200 users are

randomly located in a square area of 1000 m×1000 m, unless stated otherwise. The macro

BSs are fixed at the center of each square cell. Regarding the channel model, large scale

path loss and small scale Rayleigh multi-paths fading are considered. The path loss between

the macro or pico BSs, and the users is modelled as L(d) = 34 + 40 log10(d), and the path

loss between femto BSs and users is L(d) = 37 + 30 log10(d), where d is the distance between

users and BSs in meters. The small scale fading is modelled by statistically independent

exponentially distributed RVs with unit variance. The noise power at all the receivers is set

to −111.45 dBm, which corresponds to thermal noise at room temperature and bandwidth

of 180 kHz (Bandwidth of an RB in LTE standard). The mobile users in their SINR and
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Figure 2.1: The CDFs of users’ long term rate for the rate problem in a static setting

channel gain measurements average out the Rayleigh multi-paths fading and see the effects of

large scale path loss, while their instantaneous rate depends on both the large scale and small

scale fading. The number of RBs available at macro, pico and femto BSs are Nmacro = 200,

Npico = 100, and Nfemto = 50. Without loss of generality, the scheduling interval of 1 second

is considered in the simulations.

2.5.1 Rate cumulative distribution functions

As mentioned in [44], when it comes to HetNets, the rate distribution is a more meaningful

metric compared to SINR or spectral efficiency distribution to compare different schemes.

This is because with rate distribution metric, the effect of BS load on the data rate the users

perceive is observable, while this is not the case with SINR or spectral efficiency distribution

metrics.

Fig. 2.1 shows the cumulative distribution function (CDF) of the long term rate for the

maximum SINR scheme (Maximum SINR scheme is referred to as Max SINR in the rest of
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Figure 2.2: The CDFs of users’ instantaneous rate for the rate problem in a stochastic setting

this chapter) and the distributed cell association algorithm for the rate problem in a static

simulation environment. The simulation environment is static in the sense that Rayleigh

multi-path fading is not considered, and only large scale path loss is taken into account.

Fig. 2.2 shows the CDFs of instantaneous rate for the Max SINR and the distributed cell

association algorithm for the rate problem in a stochastic setting where both large scale and

small scale fading are taken into account. In both figures, the results for the rate threshold

of γ = 1, 2, and 3 bits/s are shown. In the case of Max SINR scheme, some of the BSs may

get overloaded when users associated with a BS require more RBs than the BS budget; thus,

those users are needed to be scheduled in the next scheduling interval. The rate reduction

caused by the over-loaded BSs is taken into account in the simulations. As it can be seen

in Fig. 2.1, the long term rate of the users never drops below the rate threshold in the case

of the distributed algorithm, while Max SINR algorithm is not able to satisfy the rate QoS

constraints in a static setting. Furthermore, the rate CDFs of the distributed algorithm

always lie below the corresponding CDFs resulted by employing the Max SINR algorithm,
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Figure 2.3: The CDFs of users’ instantaneous rate for the outage problem and outage prob-
ability of T = 10% in a stochastic setting

especially for the cell edge users (worst 10% users). The rate gain for the cell edge users

obtained by using the distributed algorithm over the Max SINR algorithm increases by

increasing the rate threshold. To be more specific, rate gains of α = 2.4, 1.6, and 1.1 are

observed for minimum thresholds of γ = 3, 2, and 1 bits/s, respectively, in a static setting.

Likewise, in a stochastic setting, as it can be seen in Fig. 2.2, the rate CDFs of the distributed

algorithm always lie below the corresponding CDFs obtained by employing the Max SINR

algorithm. In this case, the rate gains for the cell edge users of α = 1.75, 1.3, and 1.08 are

observed for minimum thresholds of γ = 3, 2, and 1 bits/s. However, the instantaneous rate

seen by the users can go below the rate threshold since the users’ measurements are based

on the average channel gains, while the instantaneous rate is dictated by both the average

channel gain and the small scale Rayleigh fading. Since lower rates than the rate threshold

are also achievable, the average rates and the rate gain of the cell-edge users drop in the

stochastic setting compared to the static setting.
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Figure 2.4: The rate gain of the optimal linear program algorithm, the rounding algorithm,
and our distributed algorithm over maximum SINR algorithm for the rate problem in a
stochastic setting

The CDFs of the instantaneous rate for the Max SINR and the distributed cell association

algorithm for the outage problem is shown in Fig. 2.3. Only a stochastic setting is considered

for the outage problem since outage probability cannot be defined in a static setting. The

maximum outage probability is set to T = 10% for all the users. By zooming in this figure,

it can be seen that the outage probability for the distributed algorithm and the cases of

γ = 0.8, 1, and 1.2 bits/s is T = 7.9%, 8.4%, and 8.1%, respectively, which are less than the

required outage probability of T = 10%; thus, the outage constraints are always satisfied.

This is while the Max SINR algorithm does not necessarily satisfy the outage constraints.

Moreover, similar to the rate problem, the CDFs of rate resulted by the distributed algorithm

always lie below the CDFs of rate from the Max SINR algorithm. The rate gain for the cell

edge users is α = 1.4, 1.23, and 1.1 for minimum thresholds of γ = 1.2, 1, and 0.8 bits/s,

respectively.

Fig. 2.4 demonstrates the effectiveness of the distributed cell association algorithm for

40



2.5. Numerical simulation results

the rate problem in a stochastic setting. The cell association problem Px introduced in

Section 2.3 can be solved by three different methods. First one is solving the problem

directly as a linear program using the simplex method [77]. This method does not necessarily

produce binary values for the association indices, however, provides an upper bound to

all the other methods. We call this method the optimal method. The second method is

obtained by rounding the solution of the optimal linear program method to the closest

integer value, producing 0s and 1s for the association indices. We call this method the

rounding method. Finally, we have the distributed algorithm introduced in this chapter.

In Fig. 2.4, the rate gain αa = ra(Probability)
rMax SINR(Probability)

is plotted against the probability, where

a ∈ {Optimal,Rounding,Distributed}. For instance, at probability 0.2, α of the optimal

algorithm is the ratio of the rate for which 20% of the users experience rates below that

rate when the problem is solved by the optimal algorithm, over the rate for which 20% of

the users experience rates below that rate when the problem is solved by the Max SINR

algorithm. It can be seen that the rate gains for the optimal and rounding methods are

close, meaning that the solution of the optimal linear program is mostly composed of 0s

and 1s. Also, the rate gains of the distributed algorithm is close to the rounding algorithm,

which proves the effectiveness of our distributed algorithm. We have observed similar trends

for the rate problem in a static setting, and outage problem in a stochastic setting.

2.5.2 The effect of number of femto BSs

The effects of number of femto BSs per macro BS on the performance of the distributed

and Max SINR algorithms are demonstrated in Figures 2.5 and 2.6. In a stochastic setting,

Fig. 2.5 shows the average sum utility of instantaneous rate for the rate problem (problem

P1x) and rate thresholds of γ = 1, 2, and 3 bits/s, while Fig. 2.6 shows the logarithm of the

probability of no users experiencing outage, log10(1− P̂out), for the outage problem (problem

P2x) and rate thresholds of γ = 0.8, 1, and 1.2 bits/s and outage probability of T = 10%. It

can be seen that the distributed algorithm outperforms the Max SINR algorithm in all the

cases. It is also observed that the performance of the distributed algorithm slightly worsens

by increasing the number of femto BSs, which is attributed to introducing more interference

in the network.

Moreover, for the rate problem in Fig. 2.5, the performance of the Max SINR algorithm

first improves as the number of femto BSs increases, which is because more resources become

available per unit area and the likelihood of having overloaded BSs decreases. As the number

of femto BSs surpasses a threshold, the performance of Max SINR saturates then worsens,

similar to the distributed algorithm, since the effect of more interference dominates the more
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Figure 2.5: The average sum utility of instantaneous rate against number of femto BSs for
the rate problem in a stochastic setting

availability of resources. As for the outage problem in Fig. 2.6, the performance of the

Max SINR algorithm for the cases of γ = 1 and 1.2 bits/s shows a decreasing trend since

the effect of more available RBs never dominates the interference. However, in the case of

γ = 0.8 bits/s, first the interference worsens the performance and then the availability of

more resources boosts the performance.

2.5.3 The effect of number of users

The effects of number of users per macro BS on the performance of the distributed and Max

SINR algorithms are demonstrated in Figures 2.7 and 2.8. In a stochastic setting, Fig. 2.7

shows the average sum utility of instantaneous rate for the rate problem (problem P1x) and

rate thresholds of γ = 1, 2, and 3 bits/s, while Fig. 2.8 shows the logarithm of the probability

of no users experiencing outage, log10(1− P̂out), for the outage problem (problem P2x) and

threshold rates of γ = 0.8, 1, and 1.2 bits/s and outage probability of T = 10%. It can be
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Figure 2.6: The probability of no users being in outage against number of femto BSs for the
outage problem and outage probability of T = 10%

seen that the distributed algorithm outperforms the Max SINR algorithm in all the cases.

For the rate problem, as it can be seen in Fig. 2.7, the distributed algorithm keeps

the average sum utility around a constant value, which is because of the load balancing it

achieves. The distributed algorithm provides each user with only enough number of RBs to

satisfy the rate constraints. This is why the performance does not vary with the number

of users, and increases with increasing the rate threshold. As for the outage problem in

Fig. 2.8, log10(1− P̂out) decreases almost linearly. This trend occurs because the distributed

algorithm provides users with only enough number of RBs to keep the outage probability of

each link slightly below the required outage probability. Besides, more users translates into

more multiplicative terms in 1 − P̂out =
∏

i∈U
∏

j∈B
(
1 − P out

ij

)xij , causing the logarithm of

1 − P̂out to decrease almost linearly. In an intuitive fashion, when there are more users in

the system, the likelihood of at least one user going into outage increases. Therefore, the

probability of no users experiencing outage decreases.
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Figure 2.7: The average sum utility of instantaneous rate against number of users for the
rate problem in a stochastic setting

As for the performance of the Max SINR algorithm, increasing the number of users

leads to less availability of resources and decline of the performance in both rate and outage

problems.

2.5.4 The effect of distributing the remaining RBs

By far, in all our simulations we have considered only the distributed cell association algo-

rithm solving the optimization problem Px. The effect of distributing the remaining RBs

after the cell association phase for the rate (solving P1n,j on top of the cell association prob-

lem P1x) and outage (solving P2n,j on top of the cell association problem P2x) problems

is demonstrated in Figures 2.9 and 2.10, respectively. In Fig. 2.9, we can see the average

sum utility of instantaneous rate for the distributed algorithm solving the cell association

problem, and the distributed algorithm with the remaining RBs, against the rate threshold

in a stochastic setting. In Fig. 2.10, we can see the logarithm of the probability of no
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Figure 2.8: The probability of no users being in outage against number of users for the
outage problem and outage probability of T = 10%

users experiencing outage for the distributed algorithm , and the distributed algorithm with

the remaining RBs, against the rate threshold and link outage probability of T = 10%. In

both figures, the curves corresponding to 150 and 200 users per macro BS are plotted. The

first observation on these two figures is that the distributed algorithm with the remaining

RBs significantly outperforms the results obtained through the distributed cell association

algorithm only. Secondly, with lower number of users, the performance of the distributed

algorithm with the remaining RBs improves. This is because for a given rate threshold, the

cell association algorithm first provides users with only enough number of RBs to satisfy

the QoS constraints. Therefore, less users require less overall number of RBs to have their

QoS constraints satisfied, leaving more RBs unused. More unused RBs trivially translates

into a stronger boost in the performance after distributing them among the users. Finally,

by increasing the rate threshold, the performance of the distributed cell association only

algorithm gets close to the performance of the distributed algorithm with the remanning
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Figure 2.9: The average sum utility of instantaneous rate against minimum rate for the rate
problem showing the effect of distributing the remaining RBs in a stochastic setting

RBs. This trend is seen since more RBs are required to satisfy QoS constraints with higher

rate thresholds, leaving less overall unused RBs in the network. Distributing less unused

RBs among users leads to a less improvement over distributed cell association algorithm.
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Chapter 3

Joint Downlink and Uplink Aware

Cell Association in HetNets with QoS

Provisioning

The accomplished works and research contributions in this chapter are briefly described in

the following.

As an extension to Chapter 2, the main contribution of this chapter is considering both

uplink and downlink in the cell association problem. In this chapter, we address a joint

downlink and uplink cell association problem in a multi-tier HetNet in which BSs have finite

number of RBs to distribute among the users in the downlink and uplink.

An optimization problem is defined to maximize the sum of weighted utility of long

term data rates in downlink and uplink through cell association and RB allocation while

maintaining QoS for the users. Separate QoS constraints are considered for downlink and

uplink of a user. The QoS constraints are defined in the context of outage probability that

is keeping the instantaneous rate above a certain threshold with a certain probability. Using

outage QoS constraints renders the cell association scheme suitable for environments with

high mobility and fast fading.

The optimization problem is broken into two phases: Cell association phase followed by

distributing the rest of RBs phase. We are interested in providing a distributed scheme to the

downlink and uplink aware cell association phase of the problem, while the RB distribution

phase is kept optional for energy saving purposes. As users cannot measure the uplink

attributes such as the uplink interference by listening to the reference signals of BSs, a

limited amount of feedback is added to the reference signals of the BSs to inform the users

of the uplink interference and make the distributed algorithm design possible. The amount

of feedback introduced to the system is negligible compared to already existing reference

signals in standards such as LTE-Advanced. Moreover, by assigning different weights to

the downlink and uplink rates in the objective of the defined optimization problem, the

proposed distributed scheme can be modified to be only downlink oriented, only uplink

oriented, or both downlink and uplink aware. Comparing the proposed scheme with the
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3.1. System model

downlink oriented maximum SINR scheme, significant uplink rate gains are observed. Rate

gains in the downlink are also considerable.

In RB distribution phase, the remaining RBs are distributed among the users to increase

their rates. The RB distribution problem can be decoupled with respect to downlink and

uplink. Therefore, the RB distribution problem is broken into downlink and uplink RB

distribution sub-problems. Both of the sub-problems have a similar structure to that of the

water-filling problem. Therefore, their optimal solution is obtained through KKT conditions.

It should be mentioned that interference co-ordination, resource partitioning, as well as

frequency selectivity of wide channels are not considered to keep the system model as general

as possible.

The rest of the chapter is organized as follows: In the next section, the chosen system

model is described. Defining our optimization problem as well as outlining the solution

approach are brought in Section 3.2. A base line cell association solution is presented in

Section 3.3. The distributed cell association scheme and a solution to the RB distribution

problem are presented in Section 3.4. Finally, We examine the performance of our proposed

schemes in this chapter through numerical simulations in Section 3.5.

3.1 System model

The network of interest is a multi-tier HetNet composed of a set of BSs B = {1, 2, · · · , NB}
and a set of users U = {1, 2, · · · , NU}. An individual BS is indicated by j ∈ B and an

individual user is denoted by i ∈ U . All the BSs are connected through a high speed

backhaul and negotiate with each other with negligible time delay. Furthermore, all BSs

constantly transmit unique pilot signals from which users can estimate the average channel

power gains between themselves and all the BSs in their range.

The transmitting power of BS j is assumed to be the constant PBj W while user i is

capable of transmitting at P Ui W of power. Depending on the available bandwidth and

scheduling interval at BS j, BS j has NDL
j available RBs to distribute among its associated

users in the downlink and NUL
j available RBs to distribute among its associated users in the

uplink. nDL
ij indicates the number of RBs given to user i by BS j to be used in downlink

transmission, and nUL
ij represents the number of RBs given to user i by BS j for uplink

transmission. The number of RBs given to a user depends on the QoS level required by that

user; higher number of RBs improves QoS.
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3.1. System model

Table 3.1: List of key parameters in Chapter 3

U Set of users
B Set of BSs
i User i ∈ U
j BS j ∈ B

NDL
j / NUL

j Downlink/Uplink budget of BS j

#RBs given to user i
nDL
ij / nUL

ij from BS j in downlink/uplink

PBj Transmitting power of BS j

P Ui Transmitting power of user i
Hij = GijFij Channel power gain between user i and BS j

Gij Large scale component of Hij

Fij Small scale component of Hij

λij = 1
Gij

Exponential parameter of Hij

SINRDL
ij / Instantaneous SINR at user i

SINRUL
ij from BS j / at BS j from user i

SINR
DL

ij / Long term SINR at user i

SINR
UL

ij from BS j / at BS j from user i

Instantaneous RB capacity at user i
cDL
ij / cUL

ij from BS j / at BS j from user i

Long term RB capacity at user i
c̄DL
ij / c̄UL

ij from BS j / at BS j from user i

Instantaneous rate at user i
rDL
ij / rUL

ij from BS j / at BS j from user i

Long term rate at user i
r̄DL
ij / r̄UL

ij from BS j / at BS j from user i

Downlink/Uplink probability
PODL

ij / POUL
ij of outage on link i− j

γDL
i / γUL

i Downlink/Uplink rate requirement of user i
Downlink/Uplink outage probability

TDL
i / TUL

i requirement of user i
Minimum # of required RBs of user i

n̄DL
ij / n̄UL

ij from BS j in downlink/uplink

Worst case outage probability of user i

P̂O
UP

ij connected to BS j in the uplink

Minimum # of RBs to satisfy the worst
n̂UP
ij outage QoS constraint in uplink

r̂UP
ij Long term rate of user i associated with n̂UP

ij
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3.1. System model

The positive channel power gain between BS j and user i is represented by Hij as in

Hij = GijFij, ∀(i, j) ∈ U × B, (3.1)

where Gij is the large scale slow fading component of the channel capturing the effects of path

loss and shadowing, and Fij represents the small scale fast fading component of the channel.

In the above equation, ·× · denotes the Cartesian product of two sets. It is assumed that Gij

remains constant during one association period. To model the small scale Rayleigh fading,

it is assumed that Fij fluctuates fast during an association period following an exponential

probability distribution function with variance 1. According to these assumptions, Hij is an

exponentially distributed RV with expected value (E[Hij]) of Gij. In other words, Hij is an

exponentially distributed RV with parameter λij, where

λij =
1

E[Hij]
=

1

Gij

, ∀(i, j) ∈ U × B. (3.2)

User i can estimate the exponential parameter of the channel λij between itself and all the

BSs in its range by listening to the pilot signals the BSs transmit.

The instantaneous SINR seen by user i from BS j (downlink) and seen by BS j from user

i (uplink) are respectively defined as

SINRDL
ij =

PBj Hij∑
k∈B\{j} P

B
k Hik + ∆fN0

, (3.3)

SINRUL
ij =

P Ui Hij∑
k∈U\{i} P

U
k Hkj + ∆fN0

, (3.4)

where ∆f , without loss of generality, is the bandwidth of one RB, N0 is the noise spectral

power, and · \ · is the set minus operation.

The instantaneous achievable Shannon capacity is a logarithmic function of SINR. There-

fore, the instantaneous achievable Shannon capacities on a single RB in downlink and uplink

are

cDL
ij = log2(1 + SINRDL

ij ), (3.5)

cUL
ij = log2(1 + SINRUL

ij ), (3.6)

respectively.

Given that user i is connected to BS j, and BS j allocates nDL
ij and nUL

ij RBs to user i

for its downlink and uplink transmissions, respectively, the instantaneous rates seen by that
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3.1. System model

user on the downlink and uplink are

rDL
ij = nDL

ij c
DL
ij , (3.7)

rUL
ij = nUL

ij c
UL
ij . (3.8)

The above equations are valid if we assume flat fading on the bandwidth of BSs from the

users’ point of view. The flat fading assumption is made to preserve simplicity in the system

model. The study of the frequency selective fading scenario where users see different channel

gains on different RBs (and in turn, different SINR levels and capacities on different RBs)

is left for future work.

Associated with the instantaneous SINR, capacity, and rate, we define the long term

SINR, capacity, and rate where only the large scale component of the channel power gains

Gij is taken into account and the fast fading small scale component Fij is averaged out.

Indicating the long term SINR, capacity, and rate by SINR, c̄, and r̄, respectively, these

parameters for user i that is assumed to be connected to BS j in the downlink and uplink

are

SINR
DL

ij =
PBj Gij∑

k∈B\{j} P
B
k Gik + ∆fN0

, (3.9)

SINR
UL

ij =
P Ui Gij∑

k∈U\{i} P
U
k Gkj + ∆fN0

, (3.10)

c̄DL
ij = log(1 + SINR

DL

ij ), (3.11)

c̄UL
ij = log(1 + SINR

UL

ij ), (3.12)

r̄DL
ij = nDL

ij c̄
DL
ij , (3.13)

r̄UL
ij = nUL

ij c̄
UL
ij . (3.14)

The outage event for user i on its downlink is defined as the event where the instantaneous

downlink rate of that user drops below a certain threshold γDL
i . Likewise, the uplink outage

event is the event where the instantaneous uplink rate of user i drops below a threshold γUL
i .

We indicate the probability of outage on downlink by PODL
ij , while the probability of outage

on the uplink is indicated by POUL
ij , where

PODL
ij = Pr{rDL

ij ≤ γDL
i }, (3.15)

POUL
ij = Pr{rUL

ij ≤ γUL
i }. (3.16)

Given the exponential parameters of the channel power gains λij and the number of RBs
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given to user i by BS j, PODL
ij and POUL

ij can be calculated analytically using the following

formulas [68, 69]

PODL
ij = 1−

(
e

−λij∆fN0

PB
j

ΓDL
ij

) ∏

k∈B\{j}

( λik
PBk

λij
PBj

ΓDL
ij + λik

PBk

)
, (3.17)

POUL
ij = 1−

(
e
−λij∆fN0

PU
i

ΓUL
ij

) ∏

k∈U\{i}

( λkj
PUk

λij
PUi

ΓUL
ij +

λkj
PUk

)
, (3.18)

where

ΓDL
ij = 2

γDL
i
nDL
ij − 1, (3.19)

ΓUL
ij = 2

γUL
i
nUL
ij − 1. (3.20)

We refer the reader to [68] for an easy to read proof validating the results in (3.17) and

(3.18). Moreover, inspecting (3.17) and (3.18), it can be observed that PODL
ij and POUL

ij are

strictly decreasing functions of nDL
ij and nUL

ij , respectively; more RBs improves the outage

behaviour.

Each user requires a certain level of QoS on its downlink and a certain level of QoS on its

uplink. We define the QoS class required by user i on downlink to be the pair (γDL
i , TDL

i ),

where γDL
i > 0 is the rate threshold and 0 < TDL

i < 1 is the maximum outage probability

needed by user i. User i wants its instantaneous rate to drop below γDL
i no more than TDL

i

fraction of time. Likewise, The QoS class required by user i on the uplink is defined by

the pair (γUL
i , TUL

i ). The reason behind selecting the outage framework to define the QoS

constraints is to tackle the wireless environments with fast fading. It is well-established

in theory of communication that ensuring a minimum instantaneous rate to users is not

achievable in environments with high mobility and fast fluctuations in the channel gains.

However, it is possible to provide a certain rate level with a certain outage probability

depending on the average channel gains.

Assuming that user i is connected to BS j, and BS j has allocated nDL
ij and nUL

ij RBs

to user i to be used in downlink and uplink transmissions, respectively, the downlink and

uplink outage QoS constraints of user i are

PODL
ij = Pr{rDL

ij ≤ γDL
i } ≤ TDL

i , (3.21)

POUL
ij = Pr{rUL

ij ≤ γUL
i } ≤ TUL

i . (3.22)
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As it has been mentioned before, the PODL
ij and POUL

ij are strictly decreasing functions

of number of allocated RBs nDL
ij and nUL

ij , respectively. Therefore, there is a lower bound on

nDL
ij and a lower bound on nUL

ij above which the outage probability requirements of the user,

PODL
ij < TDL

i and POUL
ij < TUL

i , are satisfied. We indicate these two lower bounds by n̄DL
ij

and n̄UL
ij , respectively.

nDL
ij ≥ n̄DL

ij , (3.23)

nUL
ij ≥ n̄UL

ij . (3.24)

According to (3.23) and (3.24), if BS j is the serving BS of user i, BS j is obliged to allocate to

user i at least n̄DL
ij RBs for downlink transmission and n̄UL

ij RBs for uplink transmission. Since

nij can only assume natural numbers, finding these lower bounds can be done by incrementing

the number of RBs one by one and checking whether the outage QoS is satisfied.

In the next section, it will be apparent how the joint uplink and downlink cell association

problem is defined and formulated over the described system model in this section.

The key parameters that are used in this chapter are listed in Table 3.1.

3.2 Problem formulation

In order to define the cell association problem, we first introduce the NU ×NB binary asso-

ciation indices matrix x. xij ∈ {0, 1} is the element on ith row and jth column of matrix x.

If xij = 1, user i is associated with BS j, otherwise xij = 0. We also introduce the NU ×NB
matrices nDL and nUL. Matrices nDL and nUL contain nDL

ij and nUL
ij elements, respectively,

which are the number of RBs that BS j allocates to user i in downlink and uplink.

Next step is to define the objective of the problem. We select the weighted sum of the

utility of downlink and uplink long term data rates as the objective function to be maximized:

∑

i∈U

∑

j∈B

xij
(
wDL
i Ui(r̄

DL
ij ) + wUL

i Ui(r̄
UL
ij )
)
.

In the above equation, Ui(·) is an increasing and concave function that models the satisfaction

level of user i from the rate it gets, whether the rate is in the downlink or uplink. wDL
i is

the weight that user i assigns to its satisfaction from the rate it gets in downlink. Similarly,

wUL
i is the weight that user i assigns to its satisfaction from the uplink rate. Without loss

of generality, we can assume wDL
i > 0, wUL

i > 0, and wDL
i + wUL

i = 1. If the user is running

downlink rate hungry applications on its end such as video streaming applications, then it is
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reasonable to expect that the weight assigned to downlink wDL
i = 1, and in turn, wUL

i = 0.

On the other hand, in applications that crave for uplink rate such as uploading a large file,

wUL
i = 1. In the middle point of these two extremes, applications that require comparable

rates on both downlink and uplink lead the user to set wDL
i = wUL

i = 0.5.

Finally, considering the finite resource budget of the BSs and also the outage QoS con-

straints introduced in (3.21) and (3.22), the joint uplink and downlink cell association with

outage QoS provisioning problem (P) is

P : maximize
x,nDL,nUL

∑

i∈U

∑

j∈B

xij
(
wDL
i Ui(r̄

DL
ij ) + wUL

i Ui(r̄
UL
ij )
)

(3.25)

subject to C1 :
∑

i∈U

xijn
DL
ij ≤ NDL

j , ∀j ∈ B,

C2 :
∑

i∈U

xijn
UL
ij ≤ NUL

j , ∀j ∈ B,

C3 :
∑

j∈B

xij ≤ 1, ∀i ∈ U ,

C4 :
∏

j∈B

(
PODL

ij

)xij ≤ TDL
i , ∀i ∈ U ,

C5 :
∏

j∈B

(
POUL

ij

)xij ≤ TUL
i , ∀i ∈ U ,

xij ∈ {0, 1}, ∀(i, j) ∈ U × B, (3.26)

nDL
ij ∈ {0, 1, . . . , NDL

j },∀(i, j) ∈ U × B, (3.27)

nUL
ij ∈ {0, 1, . . . , NUL

j },∀(i, j) ∈ U × B. (3.28)

In optimization problem P, constraints C1 and C2 are resource budget constraints; they

assure the number of RBs given to users does not exceed the BS budget in the downlink and

uplink for all the BSs. The third constraint, C3, allows the users to be connected to at most

one BS at a given time. Constraints C4 and C5 are the outage QoS constraints in downlink

and uplink, respectively. These two constraints are obtained by manipulating inequalities

(3.21) and (3.22). Lastly, constraints (3.26), (3.27), and (3.28) keep the association indices

binary, and the number of RBs given to users integers within the BSs’ budgets.

Solving problem P optimally with low complexity is involved since it is a complicated

mixed integer and combinatorial optimization problem over three sets of variables x, nDL,

and nUL. In order to reduce the complexity, we approach the problem in two phases. First,

by fixing nDL and nUL elements we solve for x, i.e., solving the cell association phase. Note

that assigning nDL and nUL elements to arbitrary integers can violate the QoS constraints.

However, nDL and nUL elements need to be assigned to integers that satisfy inequalities (3.23)
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and (3.24). In the second phase, we set x to the result of the cell association phase and solve

for nDL and nUL, i.e., the RB distribution phase. In this chapter, we mostly address the cell

association phase and let the RB distribution phase to be optional.

In order to devise a base line solution to the cell association problem, we let nDL and

nUL to be the minimum number of required RBs by users to satisfy their QoS constraints,

i.e., nDL
ij = n̄DL

ij and nUL
ij = n̄UL

ij , ∀(i, j) ∈ U × B. Then, we solve for x. The centralized base

line cell association solution is presented in the next section.

Later in the chapter, we will make it clear how the ability of users to estimate their

minimum number of required RBs helps in devising a distributed cell association scheme.

As mentioned in Section 3.1, user i can estimate the average channel gains between itself

and all the BSs in its range by listening to the BSs’ pilot signals. Average channel gains

(Gij = 1/λij) and the QoS class that user i requires are enough for user i to be able

to calculate the minimum required number of RBs in downlink (n̄DL
ij ) for all the BSs in

its range using (3.17) and (3.21). However, n̄UL
ij cannot be estimated by user i given λij

between itself and all the BSs since the user cannot estimate the interference level created

by other users at a given BS. Only the BS can measure the uplink interference levels. In

order to devise a distributed scheme, we require the BSs to quantize the uplink interference

levels with few number of bits and broadcast it along with their other reference signals.

Low number of bits to represent the uplink interference level puts negligible message passing

overhead over already existing reference signals of BSs. From this reference signal, the user

conservatively estimates the minimum number of required uplink RBs to keep the worst case

QoS constraint satisfied, compensating for the quantization error. Introducing this limited

amount of feedback, we present a distributed cell association scheme in Section 3.4.

From another perspective, keeping the allocated number of RBs to users minimum helps

preserving energy by spending less power. Power efficiency is more valuable to the users

with their limited battery lives compared to the BSs. Also, reducing the consumed power

contributes to leaving behind less carbon footprint that is harmful to nature [30]. Power

saving concerns also motivates us to let the RB distribution phase (solving for nDL and nUL)

be optional. Moreover, it will be seen in Section 3.4 that after the cell association phase, the

RB distribution phase in downlink and uplink can be done separately using the technique

presented in Subsection 2.4.1 of this thesis.
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3.3. Base line cell association solution

3.3 Base line cell association solution

In this section, we provide a centralized solution to the cell association phase of problem P.

As mentioned in the previous section, we replace the downlink and uplink QoS constraints

in P (C4 and C5) by nDL
ij = n̄DL

ij and nUL
ij = n̄UL

ij , respectively, ∀(i, j) ∈ U × B. After

applying this change, an assignment problem that is NP-hard in x is resulted because of

the resource budget constraints C1 and C2 [71]. Therefore, we propose to relax the binary

constraint (3.26) to convert the integer program to a convex one. We replace (3.26) by

0 ≤ xij ≤ 1,∀(i, j) ∈ U ×B. We call the resulting problem the ideal cell association problem

and indicate it by Px as the following

Px : maximize
x

∑

i∈U

∑

j∈B

xijaij (3.29)

subject to
∑

i∈U

xijn̄
DL
ij ≤ NDL

j , ∀j ∈ B,
∑

i∈U

xijn̄
UL
ij ≤ NUL

j , ∀j ∈ B,
∑

j∈B

xij ≤ 1, ∀i ∈ U ,

0 ≤ xij ≤ 1, ∀(i, j) ∈ U × B, (3.30)

where

aij =
(
wDL
i Ui(r̄

DL
ij ) + wUL

i Ui(r̄
UL
ij )
)
.

The above problem is a linear program in x that can be solved efficiently using well-

established methods such as the simplex method [77]. We call the solution obtained by

solving the linear program the ideal solution. Note that the ideal solution may not result in

binary association indices. This can be problematic since it indicates some users are con-

nected partially to several BSs. In order to produce binary association indices, we round the

ideal solution to the closest integer. We call this solution the rounding solution. The value

of the objective function obtained by applying the rounding solution is upper bounded by

the value obtained by plugging in the ideal solution. The rounding solution is used as a base

line solution with which we compare our distributed solution presented in the next section.

Moreover, we have observed in our simulations that results of the ideal and rounding

solutions are very close. The rounding solution is always within 5% error margin of the ideal

solution, which indicates that the ideal solution is mostly composed of 0s and 1s.
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3.4 Distributed cell association solution

In this section, we present a distributed solution to the cell association phase of problem

P. As mentioned in Section 3.2, the ability of users to estimate the number of RBs to

satisfy downline and uplink outage QoS constraints greatly helps in devising a distributed

scheme. As for the downlink minimum required number of RBs, we have shown that the

users can estimate the average channel gain between themselves and all the BSs in the range

by listening to BSs’ unique pilot signals. By applying the average channel gains and the

required QoS class in the downlink determined by the pair (γDL
i , TDL

i ) in (3.17) and (3.21),

users can estimate n̄DL
ij . However, estimating n̄UL

ij is not possible at the user end, unless the

BSs inform the users of the uplink interference level seen by the BS. In the next subsection,

we require the BSs to quantize the uplink interference levels and broadcast them using few

number of bits. The users then can estimate the worst case interference level associated

with the broadcasted quantized interference level, and in turn, the minimum number of RBs

required to have the uplink QoS satisfied assuming the worst case interference level.

3.4.1 Worst case uplink outage probability and the associated

required number of RBs

We require the BSs to broadcast the quantized version of the measured uplink interference

levels along with their other reference signals. Note that the interference at each BS (uplink

interference) is created by the users that are in the vicinity of and not connected to the

investigated BS. Therefore, it can be assumed that the interference level for all the users

that are going to be connected to this BS is identical. Let the interference level at BS j be

IUL
j =

∑

k∈Uj

P Uk Hkj, (3.31)

where Uj is the set of interfering users at BS j. We also assume that there is a lower and

upper bound on the uplink interference level as the following

IUL
j ∈ [IUL

min, I
UL
max]. (3.32)

If BS j uses M bits to quantize the interference level, there are L = 2M different levels in

the interval [IUL
min, I

UL
max]. Then, if BS j measures the interference level to be IUL

j , it transmits
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lj ∈ {0, 1, · · · , L− 1} as the quantized interference level, where

lj =
⌊IUL

j − IUL
min

IUL
max−IUL

min

L

⌋
. (3.33)

In the above equation, b·c represents the floor function that rounds the argument to the

largest integer less than or equal to the argument.

Upon receiving the value of lj from BS j by a user, the user assumes that the highest

(worst) interference in the lthj level is happening. Indicating this interference level by ÎUL
j ,

we obtain

ÎUL
j = IUL

min + (lj + 1)(
IUL

max − IUL
min

L
). (3.34)

Replacing the term
∑

k∈B\i P
U
k Hkj by ÎUL

j in (3.4), and in turn, modifying (3.6), (3.8), (3.10),

(3.12) and (3.14), the worst case uplink outage probability that is indicated by ÔP
UL

ij can be

defined as

P̂O
UL

ij = Pr
{
nUL
ij log2

( P Ui Hij

ÎUL
j + ∆fN0

)
≤ γUL

i

}
. (3.35)

In the above definition, the only RV is Hij which is an exponentially distributed RV with

parameter λij that is measurable by the user. Therefore, the user can calculate the worst

case outage probability as

P̂O
UL

ij = 1− e−
λij

PU
i

(ΓUL
ij (ÎUL

ij +∆fN0))
, (3.36)

where ΓUL
ij is given in (3.20). Now, the new uplink outage QoS constraint determined by the

pair (γUL
i , TUL

i ) is

(
P̂O

UL

ij = Pr{rUL
ij ≤ γUL

i }
)
≤ TUL

i . (3.37)

By applying (3.36) in (3.37), user i can estimate the minimum number of required RBs to

satisfy the worst case uplink QoS constraint. Indicating this number by n̂UL
ij , we have

n̂UL
ij =

⌈ γUL
i

log2

(
1 +

PUi /λij

ÎUL
j +∆fN0

log( 1
1−Ti )

)
⌉
. (3.38)

In the above equation, d·e represents the ceiling function that rounds the argument to the
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smallest integer greater than or equal to the argument.

It should be noted that n̂UL
ij ≥ n̄UL

ij , since in the worst case, the user assumes a higher

level of uplink interference than what it actually is.

3.4.2 Cell association solution

As outlined in Section 3.2, we replace the downlink and uplink QoS constraints in P (C4

and C5) by nDL
ij = n̄DL

ij and nUL
ij = n̂UL

ij , respectively, ∀(i, j) ∈ U × B. n̄DL
ij and n̂UL

ij are the

minimum number of RBs that user i needs from BS j to have the downlink QoS and uplink

worst case QoS constraints satisfied while they are calculatable at the user end. Similar

to the previous section, we relax the association constraints in P by replacing (3.26) with

0 ≤ xij ≤ 1, ∀(i, j) ∈ U × B. We relax the association constraints so that the combinatorial

nature of the problem transforms into a continuous and convex one. Then the Lagrange dual

decomposition method can be applied to search for a distributed scheme solving the resulting

problem. The resulting cell association problem is indicated by P̂x as in the following

P̂x : maximize
x

∑

i∈U

∑

j∈B

xij âij (3.39)

subject to
∑

i∈U

xijn̄
DL
ij ≤ NDL

j , ∀j ∈ B, (3.40)

∑

i∈U

xijn̂
UL
ij ≤ NUL

j , ∀j ∈ B, (3.41)

∑

j∈B

xij ≤ 1, ∀i ∈ U , (3.42)

0 ≤ xij ≤ 1, ∀(i, j) ∈ U × B, (3.43)

where

âij =
(
wDL
i Ui(r̄

DL
ij ) + wUL

i Ui(r̂
UL
ij )
)
. (3.44)

In the above equation, r̂UL
ij is the long term uplink rate that user i receives assuming the

worst case uplink interference level ÎUL
ij and worst case minimum number of required uplink

RBs n̂UL
ij .

Similar to problem Px in the previous section, problem P̂x is a linear optimization prob-

lem; therefore, it is also convex [72]. Moreover, it can be shown that Slater’s condition holds

for P̂x. Slater’s condition is the necessary and sufficient condition for the strong duality

property to hold [72]. The strong duality property of Px implies that the optimum value
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of the Lagrange dual problem is identical to the optimum value of the original problem.

Because of the strong duality property of problem P̂x, and also in an attempt to devise

a distributed scheme, we choose to solve this problem using Lagrange dual decomposition

method [73].

The Lagrangian of P̂x is defined by keeping the constraints (3.42) and (3.43), and taking

constraints (3.40) and (3.41) into the objective function. We also introduce NB × 1 vectors

µDL and µUL that contain the Lagrange multipliers associated with the downlink and uplink

resource constraints of the BSs indicated by µDL
j and µUL

j . The Lagrangian of P̂x is given by

L(x,µDL, µUL) =
∑

i∈U

∑

j∈B

xij âij −
∑

j∈B

µDL
j

(∑

i∈U

xijn̄
DL
ij −NDL

j

)

+
∑

i∈U

∑

j∈B

xij âij −
∑

j∈B

µUL
j

(∑

i∈U

xijn̂
UL
ij −NDUL

j

)
. (3.45)

Then, the Lagrange dual function of P̂x is obtained from the Lagrangian as in the following

g(µDL, µUL) =sup
x

∑

i∈U

∑

j∈B

xij(âij − µDL
j n̄DL

ij − µUL
j n̂UL

ij )

+
∑

j∈B

µDL
j NDL

j +
∑

j∈B

µUL
j NUL

j (3.46)

subject to 0 ≤ xij ≤ 1, ∀(i, j) ∈ U × B, (3.47)
∑

j∈B

xij ≤ 1, ∀i ∈ U . (3.48)

The Lagrange dual function g(µDL, µUL) can be decoupled with respect to users; therefore,

it can be written in the following form

g(µDL, µUL) =
∑

i∈U

gi(µ
DL, µUL)

+
∑

j∈B

µDL
j NDL

j +
∑

j∈B

µUL
j NUL

j , (3.49)

where for all users i ∈ U we have

gi(µ
DL, µUL) = sup

xij ,j∈B

∑

j∈B

xijQIij (3.50)

subject to 0 ≤ xij ≤ 1, j ∈ B,
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∑

j∈B

xij ≤ 1.

In the above equation, QIij is called the qualification index of BS j from user i’s point of

view, and it is given by

QIij = âij − µDL
j n̄DL

ij − µUL
j n̂UL

ij , ∀(i, j) ∈ U × B. (3.51)

If we require the BSs to broadcast their Lagrange multipliers in uplink and downlink,

µDL and µUL, along with the quantized uplink interference level and other already existing

reference signals, user i can calculate all the terms in QIij. Then, gi(µ
DL, µUL) in (3.50) can

be solved at the user end. Accordingly, the unique solution to the user’s problem is

xij =





1 if j = j∗

0 if j 6= j∗
, ∀i ∈ U , (3.52)

where

j∗ = argmax
j∈B

(QIij), ∀i ∈ U . (3.53)

This procedure automatically produces binary association indices. Therefore, no additional

rounding is required.

As for the Lagrange multipliers, we use the gradient descent method [72]. Therefore, we

update the Lagrange multipliers for all BSs j ∈ B according to the following

µDL
j (t+ 1) =

[
µDL
j (t)− β(t)

(
NDL
j −

∑

i∈U

xijn̄
DL
ij

)]+

,

µUL
j (t+ 1) =

[
µUL
j (t)− β(t)

(
NUL
j −

∑

i∈U

xijn̂
UL
ij

)]+

, (3.54)

where the terms (NDL
j −

∑
i∈U xijn̄

DL
ij

)
and (NUL

j −
∑

i∈U xijn̂
UL
ij

)
are the partial derivatives of

the Lagrangian with respect to the downlink and uplink Lagrange multipliers, respectively.

In addition, the operator [·]+ returns the maximum of the argument in the operator and 0,

and β(t) is a step size that satisfies the following two conditions

lim
t→∞

β(t) = 0 , and
∞∑

t=1

β(t) =∞. (3.55)
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The above conditions assure the convergence of the gradient descent method if the association

indices are continuous variables of the form 0 ≤ xij ≤ 1, as indicated by proposition 6.3.4 in

[74]. Nevertheless, β(t) = 0.5/t is used in our simulations, and in all cases the distributed

scheme converged in less than 50 iterations; most of the times the convergence was reached

in less than 25 iterations.

3.4.3 Distributed cell association scheme design

In this subsection, we describe the designed cell association scheme based on the analysis in

the previous subsection.

Step 1: Initialization All BSs j ∈ B initialize their associated Lagrange multipliers, µDL
j

and µUL
j , and broadcast them in the network. The BSs also measure the uplink interference

levels and quantize them to obtain lj. Each BS j broadcasts lj along with µDL
j , µUL

j , and

other reference signals.

Step 2: User request All Users i ∈ U listen to BSs and acquire λij, µ
DL
j , µUL

j , and lj

for all BSs in their range. From these, users calculate n̄DL
ij , n̂UL

ij , and QIij for all the BSs in

their range. Then, each user i sends an association request to the BS with the best QIij (BS

j∗ in (3.53)). The association request contains the required number of RBs in downlink and

uplink, n̄DL
ij , n̂UL

ij .

Step3: User admission BSs receive the users’ requests. If BSs can accommodate all

the requests they receive without violating the resource budget constraints, an admission

message will be sent to the users. Now, the users are connected to their desired BSs.

Step 4: BS Lagrange multiplier update BSs update their Lagrange multipliers

according to (3.54). BSs also update the uplink interference level according to their new

measurements. Each BS j broadcasts the new µDL
j , µUL

j , and lj in the network. The scheme

continues by going to step 2.

Few remarks on the scheme are as follows:

Remark 1 By inspecting (3.44) and (3.51), it can be seen that each user tends to

send an association request to the BS that provides the best utility of rate with the lower

required number of RBs. Users also tend to associate with BSs that have lower Lagrange

multipliers (Lagrange multipliers can be interpreted as the price of connecting to a given

BS). By inspecting (3.54), it can be seen that BS j increases its price if the load on BS j

increases. As a result, users are guided towards less populated BSs in the network. These

mechanisms achieve some levels of load balancing.

Remark 2 In this scheme, users receive only enough number of RBs to have their QoS

constraints satisfied. This is in particular important in reducing the energy consumption.
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Remark 3 In step 3, some BSs may not have enough RBs to accommodate all their user

requests. This case is discussed in the next subsection.

3.4.4 Feasibility problem and admission control

In the distributed cell association scheme, the users determine the BS to which they want to

connect through (3.53). This is while the users do not have any information on how many

other users are requesting to connect to that BS, and how many available RBs are left for

the BS to allocate to its users. As a consequence, BSs may violate their resource constraints

in downlink or uplink (constraints (3.40) or (3.41)) upon admitting all the requests they

receive. In other words, the association indices x is infeasible under such conditions. Apart

from the fact that the infeasibility of the solution indicates a systematic problem, it also

affects the convergence of the gradient descent method from a mathematical point of view.

Therefore, at any instance where the solution is infeasible, it needs to be brought back to

the feasible set. This motivates us to use the gradient projection method [75] instead of the

gradient descent method.

In this chapter, we use a heuristic to project the association solution back to the feasible

set. We add this heuristic as an intermediate step in step 2 of the distributed scheme

described in the previous subsection. Firstly, we require the users to modify their request

messages that they send to the BS with the best qualification index QIij∗ , where j∗ is given

in (3.53). The users sort the BSs in their range according to their qualification index QIij

in descending order. The request that user i sends to BS j∗ contains this sorted list of BSs

according to their QIij. The request also contains the number of RBs in downlink and uplink

required from each BS in the list.

BSs process the requests received from the users. If BS j has enough RBs in the downlink

and uplink to accommodate all the user requests, those users will be admitted to BS j.

Otherwise, if the uplink resource budget is violated, BS j forwards the request of users that

consume the highest number of uplink RBs to the indicated second best BS in the lists

until the uplink resource constraint is satisfied. The second best BS checks whether it can

accommodate all the user requests it has received. If not, the second best BS forwards the

request of the users consuming the highest number of RBs to the next best BS according to

the list in the users’ requests. The procedure continues until all users are accommodated.

The same procedure is performed if the downlink resource budget is violated. If both resource

constraints in downlink and uplink are violated, the BS separately processes the downlink

and uplink and forwards the requests to the next best BS according to the lists provided in

the users’ requests.
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This intermediate step achieves further load balancing by avoiding some BSs to get

overpopulated.

In the next subsection, we briefly address distributing the rest of the RBs available at

the BSs.

3.4.5 RB distribution phase

The cell association phase of problem P has been addressed in Sections 3.3 and 3.4. In

this subsection, we use the association indices x from the distributed cell association phase

solution and solve for nDL and nUL to distribute the remaining RBs and further improve

the users’ rates. If we define Uj as the set of users connected to BS j, the RB distribution

problem at each BS j ∈ B, which is indicated by Pn,j, can be written as

Pn,j : maximize
ñDL
ij ,ñ

UL
ij ,i∈Uj

∑

i∈Uj

(
wDL
i Ui(n

DL
ij c̄

DL
ij ) + wUL

i Ui(n
UL
ij c̄

UL
ij )
)

(3.56)

subject to
∑

i∈Uj

nDL
ij ≤ NDL

j , (3.57)

∑

i∈Uj

nUL
ij ≤ NUL

j , (3.58)

nDL
ij = n̄DL

ij + ñDL
ij , ∀i ∈ Uj, (3.59)

nUL
ij = n̂UL

ij + ñUL
ij , ∀i ∈ Uj. (3.60)

In problem Pn,j, n̄
DL
ij and n̂UL

ij are the number of already allocated RBs by the distributed

cell association scheme in downlink and uplink, respectively. However, ñDL
ij and ñUL

ij are the

extra RBs that are allocated to the users connected to BS j through solving Pn,j. Moreover,

It is implicitly assumed that ñDL
ij and ñUL

ij are integer values that satisfy n̄DL
ij ≤ ñDL

ij ≤ NDL
j

and n̂UL
ij ≤ ñUL

ij ≤ NUL
j . It is also implicitly assumed that wDL

i and wUL
i are not zero. It can

be seen that problem Pn,j can be decoupled with respect to uplink and downlink. Therefore,

problem Pn,j is broken into two sub-problems for each BS j ∈ B: downlink RB distribution

problem (PDL
n,j), and uplink RB distribution problem (PUL

n,j):

PDL
n,j : maximize

ñDL
ij ,i∈Uj

∑

i∈Uj

wDL
i Ui(n

DL
ij c̄

DL
ij ) (3.61)

subject to
∑

i∈Uj

nDL
ij ≤ NDL

j , (3.62)

nDL
ij = n̄DL

ij + ñDL
ij , ∀i ∈ Uj, (3.63)
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PUL
n,j : maximize

ñUL
ij ,i∈Uj

∑

i∈Uj

wUL
i Ui(n

UL
ij c̄

UL
ij ) (3.64)

subject to
∑

i∈Uj

nUL
ij ≤ NUL

j , (3.65)

nUL
ij = n̂UL

ij + ñUL
ij , ∀i ∈ Uj. (3.66)

If we assume that ñDL
ij and ñUL

ij are continuous variables, it can be shown that both PDL
n,j

and PUL
n,j are convex optimization problems for which strong duality property holds since the

objective functions are composed of concave utility functions and the constraints are affine

[72]. In fact, both PDL
n,j and PUL

n,j have a similar structure to that of water-filling problem.

Therefore, ñDL
ij and ñUL

ij can be found using KKT conditions [72]. After writing the KKT

conditions for PDL
n,j , the number of extra RBs in downlink are

ñDL
ij =

[
1

c̄DL
ij

(U
′

i )
−1
( νDL

wDL
i c̄DL

ij

)
− n̄DL

ij

]+

, ∀i ∈ Uj, (3.67)

where νDL is the unique solution of the following equation

∑

i∈Uj

max

{
1

c̄DL
ij

(U
′

i )
−1
( νDL

wDL
i c̄DL

ij

)
, n̄DL

ij

}
= NDL

j . (3.68)

In addition, (U
′
i )
−1(·) is the inverse of the derivative of Ui(·) with respect to ñDL

ij . The solution

of the above equation is unique since Ui(·)s are concave and strictly increasing functions,

hence, (U
′
i )
−1(·) and its weighted sum is a strictly increasing (monotonic) function of νDL.

This equation can be solved efficiently using a numerical search method. The resulting ñDL
ij

is then rounded to the closest integer less than or equal to ñDL
ij in order to have integer

number of RBs.

The number of extra RBs for the uplink users at each BS can be obtained in a similar

manner.

3.5 Numerical simulation results

In this section, the joint uplink and downlink distributed cell association scheme described

in Section 3.4 is examined through numerical simulations. We consider three tires of BSs. In

1000 m×1000 m cells, we fix 1 macro BS at the centre of the cell and randomly locate 5 micro

BSs, 10 femto BSs, and 200 users in each cell, unless otherwise stated. The transmitting

power of macro BSs, micro BSs, femto BSs, and users are set to 46, 35, 20, and 20 dBm,
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respectively. The large scale path loss between users and macro BSs is modelled as PL(d) =

34 + 40 log10(d), where d is the distance in meters. The large scale path loss between users

and micro or femto BSs is PL(d) = 37 + 30 log10(d). Furthermore, shadowing effect comes

on top of the large scale path loss as a lognormal RV with 8 dB of standard deviation,

while exponentially distributed RVs with unit variance represent the Rayleigh small scale

fading. Considering that RBs in LTE standard are 180 kHz wide in frequency domain, the

thermal noise power is set to −111.45 dBm. The RB budget in both downlink and uplink is

400, 200, and 100 for macro, micro and femto BSs, respectively. Finally, we assume that a

proportionally fair scheduler is implemented at the BSs with scheduling interval of 1 second.

In the following, the developed schemes refer to the distributed and base line schemes, while

downlink oriented scheme refers to the developed schemes with wDL = 1 or the maximum

SINR scheme, and uplink oriented scheme refers to either of developed schemes with wUL = 1.

3.5.1 Rate cumulative distribution functions

As mentioned in [44], the rate distribution is a more meaningful metric compared to SINR

or spectral efficiency distribution to compare different schemes in HetNets. Therefore, we

show the cumulative distribution function (CDF) of the instantaneous rates in downlink and

uplink in Figures 3.1 and 3.2. In these two figures, the rate threshold and outage probability

requirement of all users in the downlink and uplink is set to γDL = 1.2 bits/s and γUL = 0.6

bits/s and T = 10%. Moreover, The number of uplink interference quantization bits is set

to M = 8.

In Figures 3.1 and 3.2, the downlink and uplink rate CDF is plotted for 7 cases. The

downlink and uplink rate CDF of the distributed and base line cell association schemes

with wDL, wUL = 1, 0.5, and 0 comprises 6 curves, and the downlink and uplink rate CDF

of the maximum SINR scheme is the seventh case. In the case of wDL = 0, we disregard

the downlink resource constraints to let the developed schemes focus only on the uplink.

Therefore, the downlink resource constraints can be violated for some BSs. Similarly, since

admission control is not considered in maximum SINR scheme, some BSs may allocate more

RBs than their budget to users in downlink and have the downlink resource constraints

violated. In these cases, the BS scheduler needs to schedule some users in the next scheduling

intervals, leading to some reduction in the perceived data rate by the users. This rate

reduction is taken into account in our simulations. The same arguments hold for uplink data

rates in the developed schemes with wUL = 0, and maximum SINR scheme.

As it can be seen in Fig. 3.1, the distributed and base line schemes with wDL = 1 and

0.5 result in downlink rate CDFs that lie below the curve resulted from maximum SINR
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Figure 3.1: Downlink rate CDFs for the developed schemes with various wDL and maximum
SINR scheme, where γDL = 1.2 bits/s, γUL = 0.6 bits/s, T = 10%, and M = 8

scheme. This implies that the developed schemes outperform maximum SINR scheme in

the downlink when wDL = 1 and 0.5. However, with wDL = 0, both distributed and base

line schemes perform worse than the maximum SINR since developed schemes in this case

are uplink oriented (wUL = 1 when wDL = 0), while maximum SINR is a downlink oriented

scheme. Furthermore, since the developed schemes are only downlink oriented with wDL = 1,

we observe a better downlink performance compared to the case of wDL = 0.5 in which the

developed schemes are both uplink and downlink aware. Another observation on this figure

is that the performance of the distributed and base line schemes in downlink is very close

with wDL = 1. As wDL = 1 results in identical optimization problems for the distributed and

base line schemes in downlink, the closeness of the curves obtained from the distributed and

base line schemes shows the precision. The performance obtained from distributed and base

line schemes in downlink for wDL = 0.5 are also close to each other since no quantization has

been introduced in the downlink.
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Figure 3.2: Uplink rate CDFs for the developed schemes with various wUL and maximum
SINR scheme, where γDL = 1.2 bits/s, γUL = 0.6 bits/s, T = 10%, and M = 8

In Fig. 3.2, we can see the uplink counterpart of Fig. 3.1. Similar to downlink, the

developed schemes with wUL = 1 show the best performance, which are followed by the

performance of the developed schemes with wUL = 0.5, while the worst uplink performance

belongs to maximum SINR scheme. Also, maximum SINR performs worse in uplink com-

pared to its downlink counterpart since this scheme is downlink oriented. The performance

of the distributed and base line schemes with wUL = 0 is somewhat the same as in maximum

SINR scheme. However, as opposed to the downlink case, the distributed scheme shows

higher rates than those of the base line scheme for the cases of wUL = 1 and 0.5. This is

because in the distributed scheme, the users see the worst case uplink interference resulted

from the quantization process. Assuming worst uplink interference, users request for more

RBs to satisfy the worst case uplink QoS constraints.

From another perspective, by zooming in at the left bottom corner of Figures 3.1 and

3.2, we can verify whether the outage QoS constraints are satisfied. We also can compare
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the rate of cell edge users. As for the QoS in downlink, the outage probabilities resulted

from the distributed and base line schemes with minimum rate of γDL = 1.2 bits/s are 9.3%

and 8.1% for the cases of wDL = 1 and 0.5, respectively, which are less than the required

outage probability of T = 10%. This is while the maximum SINR scheme cannot satisfy the

downlink QoS constraints. As for the QoS in uplink, the outage probabilities of 10%, 11% ,

12%, and 14% are observed for the schemes of distributed with wUL = 1 and 0.5, and base

line with wUL = 1 and 0.5, respectively, for γUL = 0.6 bits/s. The outage QoS constraints

are only satisfied for the uplink oriented distributed scheme. This is because the interference

level that is reported by the BSs in the uplink is for the time that the new users in the

network are not associated yet. After the association process, the uplink interference levels

change depending on the association pattern. The new pattern and resulting interference

levels change the outage probabilities which cannot be known beforehand at the user end.

However, the conservative nature of the distributed scheme leads users closer to satisfying

the QoS constraints. In fact, by studying Fig. 3.3, we will see that by decreasing the number

of quantization bits we can make the scheme more conservative and get closer to the required

QoS by the users at the expense of consuming more RBs. It is worth mentioning that the

uplink rates resulted from maximum SINR scheme drop below the required rate threshold

with probability of around 50%. We define the cell edge users as the users that experience

the lowest 10% rates. In the downlink, the rate gains of up to 1.5 is observed for γDL = 1.2

bits/s. In our simulations, we have observed that this rate gain increases by increasing the

minimum rate threshold γDL. In the uplink, on the other hand, the gain is more significant.

As it can be seen in Fig. 3.2, users experience rates below the minimum value of the rates set

in our the simulations (0.1 bits/s) with probability of more than 20%. Therefore, with the

current definition of cell edge users, very large uplink rate gains are resulted. If we modify

the definition of cell edge users to users with the worst 40% rates, the uplink rate gain is

around 7 for γUL = 0.6 bits/s. According to our simulations, this gain also increases by

increasing γUL.

Fig. 3.3 shows the effects of number of uplink quantization bits M and uplink minimum

rate threshold γUL on the uplink rate CDFs. CDF curves for M = 8, and 10, γUL = 0.5, and

0.7 bits/s, distributed, base line, and maximum SINR schemes, and wUL = 1 are demon-

strated. The depth of quantization M reduces the gap between base line and distributed

schemes performance, implying that reducing the number of quantization bits provides higher

rates to users at the expense of spending more RBs. Decreasing M also increases the like-

lihood of satisfying the uplink QoS constraints. Moreover, increasing minimum uplink rate

threshold γUL increases the gap between developed schemes and maximum SINR scheme,

implying that higher rates are provided to users by increasing γUL. This is while SINR
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Figure 3.3: Uplink rate CDFs for the distributed scheme with various M and γUL, and base
line and maximum SINR schemes with various γUL, where wUL = 1

scheme does not respond to minimum uplink rate threshold since maximum SINR does not

take into account γUL in finding the cell association pattern. We have observed through

simulations that minimum rate threshold plays a similar role in downlink rates for the devel-

oped schemes as well as the maximum SINR scheme. In downlink, maximum SINR scheme

responds to changing γDL since it is downlink oriented and γDL is considered. However, a

figure containing downlink CDF curves for various γDL is not included here.

3.5.2 The effect of number of femto BSs

Figures 3.4 and 3.5 show the effect of number of femto BSs on the sum utility of rates in

downlink and uplink, respectively. The logarithmic utility function of U(x) = log(1 + x) is

used in the simulations. In Fig. 3.4, the utility of rate curves in downlink are shown for the

schemes of distributed with wDL = 1, 0.5, and 0, base line with wDL = 1, 0.5, and 0.5, and

maximum SINR. Fig. 3.5 contains utility of rate curves in uplink for the same schemes as
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Figure 3.4: Downlink average utility of rate against number of femto BSs for the developed
schemes with various wDL and maximum SINR scheme, where γDL = 1.2 bits/s, γUL = 0.6
bits/s, T = 10%, and M = 10

in Fig. 3.4.

In Fig. 3.4, as expected from previous figures, the downlink oriented versions of the

developed schemes show the best performances, followed by the performances of developed

schemes with wDL = 0.5. Maximum SINR curve falls between the curves from the developed

schemes with wDL = 1 and 0.5, and the uplink oriented version of the developed schemes.

Moreover, increasing the number of femto BSs enhances the performance of maximum SINR

and developed schemes with wDL = 0, due to more availability of RBs in the network. The

downlink aware versions of the developed schemes also show a slightly worse performance

with increasing the number of BSs, which is due to introducing more interference in the

downlink by increasing the number of BSs. Similar trends are observed for uplink in Fig.

3.5, except that the uplink aware versions of the developed schemes keep the utility around

a constant. This is because increasing the number of BSs does not change the interference

levels in uplink. In addition, as expected, the distributed scheme outperforms the base line
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Figure 3.5: Uplink average utility of rate against number of femto BSs for the developed
schemes with various wUL and maximum SINR scheme, where γDL = 1.2 bits/s, γUL = 0.6
bits/s, T = 10%, and M = 10

scheme at the expense of consuming more RBs.

3.5.3 The effect of number of users

Figures 3.6 and 3.7 show the effect of number of users on the sum utility of rates in downlink

and uplink, respectively. The logarithmic utility function of U(x) = log(1 +x) is used in the

simulations. In Fig. 3.6, the utility of rate curves in downlink are shown for the schemes of

distributed with wDL = 1, 0.5, and 0, base line with wDL = 1, 0.5, and 0.5, and maximum

SINR. Fig. 3.6 contains utility of rate curves in uplink for the same schemes as in Fig. 3.7.

As expected, the developed schemes with proper weights outperform the maximum SINR

scheme in both downlink and uplink. However, increasing the number of users in the network

worsens the downlink performance of the developed schemes with wDL = 0, and maximum

SINR scheme. This is because more users require more RBs, which increases the likelihood
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Figure 3.6: Downlink average utility of rate against number of users for the developed
schemes with various wDL and maximum SINR scheme, where γDL = 1.2 bits/s, γUL = 0.6
bits/s, T = 10%, and M = 10

of having overloaded BSs in the downlink of developed schemes with wDL = 0 and maximum

SINR scheme. However, the downlink aware versions of the developed schemes keep the

utility in the downlink around a constant. In the uplink, the same trend is observed for

the developed schemes with wUL = 0 as well as the maximum SINR scheme. However, the

uplink aware versions of the developed schemes also show a slightly worse performance with

increasing the number of users, which is due to introducing more interference in the uplink

by increasing the number of users.

3.5.4 The effect of distributing the remaining RBs

By far, in all our simulations, we have considered only the base line and distributed cell asso-

ciation algorithms solving the optimization problems Px and P̂x. The effect of distributing

the remaining RBs after the cell association phase for downlink (solving PDL
n,j on top of the
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Figure 3.7: Uplink average utility of rate against number of users for the developed schemes
with various wUL and maximum SINR scheme, where γDL = 1.2 bits/s, γUL = 0.6 bits/s,
T = 10%, and M = 10

cell association problem Px or P̂x) and uplink (solving PUL
n,j on top of the cell association

problem Px or P̂x) problems is demonstrated in Figures 3.8 and 3.9, respectively. In Fig.

3.8, the downlink average utility of rate against minimum downlink rate threshold γDL for

the developed schemes with wDL = 1 and T = 10% are shown. In Fig. 3.9, the uplink

average utility of rate against minimum uplink rate threshold γUL for the developed schemes

with wUL = 1, T = 10%, and M = 10 are plotted. The first observation on these two figures

is that the developed algorithms with the remaining RBs significantly outperform the results

obtained through the base line and distributed cell association schemes. Furthermore, by in-

creasing the rate threshold, the performance of the base line and distributed cell association

schemes get close to the performance of these schemes with the remaining RBs. This trend

is seen since more RBs are required to satisfy QoS constraints with higher rate thresholds,

leaving less overall unused RBs in the network. Distributing less unused RBs among users

leads to a less improvement over cell association schemes.
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the developed schemes with wDL = 1 and T = 10%, showing the effect of distributing the
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Figure 3.9: Uplink average utility of rate against minimum uplink rate threshold for the
developed schemes with wUL = 1, T = 10%, M = 10, showing the effect of distributing the
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Chapter 4

Outage Capacity Analysis for OFDM

Decode-and-Forward Systems in

Frequency Selective Rayleigh Fading

Channels

In this chapter, we investigate a DF two-hop relaying system consisting of one source, one

relay and one destination, in which OFDM is used in Rayleigh frequency selective channels.

The contributions of this chapter are:

• We present an outage probability analysis based on approximating the probability

distribution function (PDF) of the total capacity by a Gaussian distribution.

• Tight approximations on the outage probability assuming correlated OFDM subcarriers

as well as arbitrary number of bits on each OFDM subcarrier are found.

• As a special case, i.i.d. OFDM subcarriers are also addressed where a closed form

solution to the variance of the total capacity is obtained, leading us to even tighter

approximations on the outage probability.

The following notations are used in this chapter. We use | · | to denote magnitude of

a complex argument, and δ(·) and U(·) to represent the unit impulse and step functions.

The Cartesian product of two sets is represented by (·) × (·), and defined as the set of all

ordered pairs whose first element is a member of the left argument, and the second element

is a member of the right argument. Moreover, ·̄ and E[·] indicate the expected value, var(·)
symbolizes the variance, cov(·, ·) indicates the covariance of the two arguments, while the

PDF of X is denoted by fX(·), and N (0, σ2) and CN (0, σ2) denote the normal, and complex

normal PDFs with zero mean and variance σ2. Vectors and matrices are represented by bold

letters, the ith element of vector V is denoted by V(i), diag(·) is a matrix with elements

on the main diagonal taken from the elements of the input vector and zeros elsewhere, and

trace(·) is a scalar obtained by adding up the elements on the main diagonal of the input

matrix.
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Figure 4.1: System model (a) First time slot (b) Second time slot

The rest of the chapter is organized as follows. In the next section, the used system model

is described. The outage probability analysis is presented in Section 4.2, and the simulation

results are provided in Section 4.3.

4.1 System model

In a wireless OFDM network operating on frequency selective channels, a source node (s)

wishes to transmit data to a destination node (d) using the help of a relay node (r), all

equipped with only one antenna. The total bandwidth is divided into Nsc frequency subcar-

riers such that each subcarrier has a frequency flat response. The power budget at source

is indicated by Ps, and similarly, Pr denotes the power budget available at relay. Assuming

equal power distribution among all the OFDM subcarriers, psn = Ps/Nsc, prn = Pr/Nsc,

where psn and prn represent the power on the nth subcarrier at (s) and (r), respectively. We

assume perfect time and frequency synchronization along with a cyclic prefix that is long

enough to overcome the channel delay spread. We adopt the two time slot protocol as in

[27], where source broadcasts in the first time slot to the relay and destination, and second

time slot is dedicated to the relay to transmit the source’s data it received in the previous

time slot. The system setup is illustrated in Fig. 4.1.

We define the channel impulse responses between the (s)→ (r), (r)→ (d), and (s)→ (d)
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as hsr(τ), hrd(τ), and hsd(τ), respectively. Representing the number of channel taps on

(s) → (r), (r) → (d), and (s) → (d) channels by Lsr, Lrd, and Lsd, these channels can be

mathematically modeled as

hsr(τ) =
Lsr−1∑

l=0

hsr(l)δ(τ − l · Tc),

hrd(τ) =

Lrd−1∑

l=0

hrd(l)δ(τ − l · Tc),

hsd(τ) =

Lds−1∑

l=0

hsd(l)δ(τ − l · Tc), (4.1)

where Tc indicates coherence time, and the channel tap coefficients are taken from the fol-

lowing Lsr, Lrd and Lsd element random vectors

hsr = [hsr(1) hsr(2) . . . hsr(Lsr)]
T ,

hrd = [hrd(1) hrd(2) . . . hrd(Lrd)]T ,

hsd = [hsd(1) hsd(2) . . . hsd(Lsd)]T . (4.2)

It is assumed that the channel taps on a particular physical channel are statistically indepen-

dent, zero mean, and complex normally distributed RVs. Therefore, channel tap coefiicent

vectors hsr, hrd, and hsd are modeled as complex normal vectors with covariance matrices

Γsr, Γrd, and Γsd, as follows

hsr ∼ CN (0,Γsr), hrd ∼ CN (0,Γrd), hsd ∼ CN (0,Γsd), (4.3)

where

Γsr = diag [var
(
hsr(1)

)
. . . var

(
hsr(Lsr)

)
],

Γrd = diag [var
(
hrd(1)

)
. . . var

(
hrd(Lrd)

)
],

Γsd = diag [var
(
hsd(1)

)
. . . var

(
hsd(Lsd)

)
]. (4.4)

Having defined the channels in time domain, the Rayleigh OFDM subcarrier gains in fre-

quency domain can be modeled as Nsc element vectors, which are obtained by performing

Nsc-point discrete Fourier transform (Nsc-DFT) on channel tap coefficient vectors,

Hsr = [Hsr(1) Hsr(2) . . . Hsr(Nsc)]
T = Nsc-DFT{hsr},
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Hrd = [Hrd(1) Hrd(2) . . . Hrd(Nsc)]
T = Nsc-DFT{hrd},

Hsd = [Hsd(1) Hsd(2) . . . Hsd(Nsc)]
T = Nsc-DFT{hsd}. (4.5)

The OFDM subcarrier power gain vectors on (s)→(r), (r)→(d), and (s)→(d) channels are

indicated by X, Y, and Z, respectively. These random vectors are formally defined by

X = [|Hsr(1)|2 . . . |Hsr(Nsc)|2],

Y = [|Hrd(1)|2 . . . |Hrd(Nsc)|2],

Z = [|Hsd(1)|2 . . . |Hsd(Nsc)|2]. (4.6)

Here, we can deduce that elements of X, Y, and Z are exponentially distributed RVs, since

the subcarrier gains in frequency domain are Rayleigh distributed [67]. Moreover, elements of

X are identical RVs, thus all associated with exponential parameter λsr. The same argument

holds for Y and Z and their corresponding exponential parameter λrd and λsd. Hence, the

elements of X, Y and Z are taken from the following exponential distributions

fX(n)(x) = λsre
−λsrx · U(x), ∀n ∈ {1, . . . , Nsc},

fY(n)(y) = λrde
−λrdx · U(x), ∀n ∈ {1, . . . , Nsc},

fZ(n)(z) = λsde
−λsdx · U(x), ∀n ∈ {1, . . . , Nsc}, (4.7)

where the parameters of these exponential RVs can be obtained as follows

λsr =
1

trace[Γsr]
, λrd =

1

trace[Γrd]
, λsd =

1

trace[Γsd]
· (4.8)

Furthermore, the covariances cov(X(n1),X(n2)), cov(Y(n1),Y(n2)), and cov(Z(n1),Z(n2)),

can be easily obtained to be [78–80]

cov(X(n1),X(n2)) =
∣∣∣
Lsr−1∑

l=0

var
(
hsr(l)

)
e−ĵ2πl

n1−n2
Nsc

∣∣∣
2

,

cov(Y(n1),Y(n2)) =
∣∣∣
Lrd−1∑

l=0

var
(
hrd(l)

)
e−ĵ2πl

n1−n2
Nsc

∣∣∣
2

,

cov(Z(n1),Z(n2)) =
∣∣∣
Lsd−1∑

l=0

var
(
hsd(l)

)
e−ĵ2πl

n1−n2
Nsc

∣∣∣
2

, (4.9)

where ĵ is the imaginary unit
√
−1. Furthermore, note that cov(X(n1),Y(n2)) = 0, since
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they are obtained from two independent events (One represents the (s)→(r) channel, and

the other represents the (r)→(d) channel.) The same results hold for cov(X(n1),Z(n2)), and

cov(Y(n1),Z(n2)).

Having defined all these parameters, the capacity on the nth OFDM subcarrier is [27]

C(n) =
1

2
log
(

1 + min
{
X(n)

Ps

Nscσ2
r

,Y(n)
Pr

Nscσ2
d

+ Z(n)
Ps

Nscσ2
d

})
, (4.10)

where σ2
r and σ2

d are noise variances at (r) and (d). Then, the total capacity is

C =
1

Nsc

Nsc∑

n=1

C(n). (4.11)

4.2 Outage probability analysis

In order to characterize the outage probability, the probability distribution of the total

capacity from (4.11) is needed. As it can be observed in equation (4.11), the total capacity

is a summation over subcarrier capacities (C(n)) which are identical, but correlated RVs (See

(4.9) and (4.10).) If these RVs were i.i.d., the central limit theorem would assert that the

total capacity follows a Gaussian distribution. However, although these RVs are correlated,

still approximating the total capacity by a Gaussian RV seems to be practical. As a matter

of fact, we have observed in our simulation results that Gaussian approximation indeed

represents the total capacity tightly, even with small number of OFDM subcarriers such as

Nsc = 8.

A Gaussian RV is completely characterized by its mean and variance, which are addressed

in the rest of this section. In order to proceed, let us define another set of RVs as

V(n) = min
{
X(n)

Ps

Nscσ2
r

,Y(n)
Pr

Nscσ2
d

+ Z(n)
Ps

Nscσ2
d

}
, ∀n ∈ {1, 2, . . . , Nsc}. (4.12)

Given the probability distribution functions (PDF) of X(n), Y(n), and Z(n) from (4.7), the

PDF of V(n) can be obtained to be

fV(n)(v) =

[
αsd

(αsr + αrd

αsd − αrd

)
e−(αsr+αrd)v − αrd

(αsr + αsd

αsd − αrd

)
e−(αsr+αsd)v

]
U(v), (4.13)

where

αsr =
λsr ·Nscσ

2
r

Ps

, αrd =
λrd ·Nscσ

2
d

Ps

, αsd =
λsd ·Nscσ

2
d

Ps

. (4.14)
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Note that fV(n)(v) cannot be evaluated from (4.13) if αrd = αsd, which happens rarely due

to the random nature of wireless fading channels. Besides this, by substituting (4.12) into

(4.10) we have

E[C] =
1

Nsc

Nsc∑

n=1

E[C(n)] = E[C(n)]⇒ E[C] =

∫ ∞

0

1

2
log(1 + v)fV(n)(v)dv. (4.15)

And finally, by calculating the above integral, the expected value of the total capacity is

E[C] =
1

2
log2(e)

[
e(αsr+αsd)

( αrd

αsd − αrd

)
Ei
(
− (αsr + αsd)

)

− e(αsr+αrd)
( αsd

αsd − αrd

)
Ei
(
− (αsr + αrd)

)
]
, (4.16)

in which Ei(·) is the exponential integral and defined as Ei(x) =
∫ x
−∞

exp(t)
t

dt [81].

The next step is calculating the variance of total capacity:

σ2
C = E[(C − C̄)2] = E[C2]− C̄2 =

1

N2
sc

Nsc∑

n1=1

Nsc∑

n2=1

E[C(n1)C(n2)]− C̄2. (4.17)

According to above equation, calculating E[C(n1)C(n2)] is crucial, however not quite straight-

forward, considering that the joint PDF of any two OFDM subcarrier gain in (s)→(r),

(r)→(d), or (s)→(d) link (e.g., |Hsr(n1)| and |Hsr(n2)|) follows a bivariate Rayleigh distri-

bution (joint PDF of two correlated Rayleigh RVs) obtained in [82, 83]. Therefore, we use

the Delta method [84] to approximate the variance of total capacity.

The Delta method, in summary, is a way to approximate the variance and covariance of

functions of RVs through using the Taylor series expansion up to the first degree around the

mean value of the RVs. To illustrate the concept, we use the Delta method to approximate

the variance of g which is a function of two random variables, t and u, with expected values

of µt and µu, respectively. The Taylor series expansion of g(t, u) up to the first degree around

the expected values of the arguments is

g(t, u) ≈ g(µt, µu) +
∂g

∂t
(t− µt) +

∂g

∂u
(u− µu), (4.18)

where ∂g
∂u

denotes the partial derivative of function g with respect to u. Taking the variance
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of both sides of the above equation yields

var
(
g(t, u)

)
≈
(∂g
∂t

)2

var(t) +
(∂g
∂u

)2

var(u) + 2
∂g

∂t

∂g

∂u
cov(t, u). (4.19)

Now, we apply the Delta method to approximate the variance of total capacity as follows

σ2
C ≈

Nsc∑

n1=1

Nsc∑

n2=1

[
∂C

∂X(n1)

∂C

∂X(N2)
cov(X(n1),X(n2)) (4.20)

+
∂C

∂Y(n1)

∂C

∂Y(N2)
cov(Y(n1),Y(n2)) +

∂C

∂Z(n1)

∂C

∂Z(N2)
cov(Z(n1),Z(n2))

]
,

where ∂C
∂X(n)

denotes the partial derivative of total capacity C from (4.11) and (4.10) with

respect to X(n). The derivatives are evaluated at E[X(n)], E[Y(n)], and E[Z(n)], and thus

given by

∂C

∂X(n)
= β





ax
1+axE[X(n)]

axE[X(n)] ≤ ayE[Y(n)] + azE[Z(n)]

0 otherwise
, (4.21)

∂C

∂Y(n)
= β





0 axE[X(n)] ≤ ayE[Y(n)] + azE[Z(n)]

ay
1+ayE[Y(n)]+azE[Z(n)]

otherwise
,

∂C

∂Z(n)
= β





0 axE[X(n)] ≤ ayE[Y(n)] + azE[Z(n)]

az
1+ayE[Y(n)]+azE[Z(n)]

otherwise
,

in which

β =
log2(e)

2Nsc

, ax =
Ps

Nscσ2
r

, ay =
Pr

Nscσ2
d

, az =
Ps

Nscσ2
d

. (4.22)

By substituting (4.9) and (4.21) into (4.20), the approximation of the variance is obtained.

Having obtained both the mean and variance of the total capacity in (4.16) and (4.20), the

total capacity now can be described as C ∼ N (C̄, σ2
C). Hence, the outage probability is

Pout = Pr[C < γ] = 1−Q
(
γ − C̄
σC

)
, (4.23)

where γ is the threshold rate, and Q(·) is the standard Q-function. Clearly, the ε outage

capacity (i.e. the maximum capacity that can be supported with probability of failure equal
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4.2. Outage probability analysis

to ε ) can be written as

Cε = σCQ
−1(1− ε) + C̄, (4.24)

where Q−1(·) is the inverse of Q-function.

4.2.1 Special case: i.i.d. OFDM subcarriers

In this subsection, we address the case where the OFDM subcarrier gains are independent as

well as identical. As one possibility, this case happens when channel taps have equal fading

powers, and the number of channel taps is equal to the number of OFDM subcarriers. Here,

the central limit theorem strictly applies, and we expect the capacity to be a Gaussian RV.

The mean does not change and it is given by equation (4.16). As for the variance, since

the C(n)s are independent (i.e. E[C(n1)C(n2)] = E[C(n1)]E[C(n2)],), manipulating (4.17)

results in

σ2
C = E[(C − C̄)2] =

1

Nsc

σ2
C(n) =

1

Nsc

(
E[C(n)2]− ¯C(n)

2)
(4.25)

Then, from equations (4.12) and (4.13) and (4.15)

σ2
C =

1

Nsc

∫ ∞

0

(1

2
log(1 + v)

)2
fV(n)(v)dv − C̄2

Nsc

. (4.26)

Calculating the above integral,

σ2
C =

(log2(e))2

2Nsc

[
AeaG3,0

2,3

(
αsr + αrd

∣∣∣∣
0, 0

−1,−1,−1

)
−BebG3,0

2,3

(
αsr + αsd

∣∣∣∣
0, 0

−1,−1,−1

)]
− C̄2

N

(4.27)

where G is Meijer G-function [81], and

A = αsd

(αsr + αrd

αsd − αrd

)
, a = αsr + αrd, B = αrd

(αsr + αsd

αsd − αrd

)
, b = αsr + αsd. (4.28)

After calculating the mean and variance of the total capacity, the probability of outage is

similarly given by (4.23).
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4.3 Numerical simulation results

We performed simulations to examine the accuracy of the analytical outage probability

obtained in the previous section. It is assumed that all the three nodes are on a straight

line where (r) node is located in the middle of (s) and (d) nodes. Furthermore, number

of channel taps on all the three channels is L, i.e., Lsr = Lrd = Lsd = L. Without loss of

generality, the (s)→(r) and (r)→(d) channel power delay profiles are normalized to 1, and all

the channel taps on these two channels are identical RVs, i.e., var(hsr) and var(hrd) are taken

from CN (0, 1
L

). Assuming path loss exponent of 4, the (s)→(d) channel taps are taken from

CN (0, 1
16·L). In addition, the threshold rate is assumed to be γ = 1 bit/s/Hz, the number of

OFDM subcarriers is Nsc = 32, noise variances σ2
r and σ2

d are set to 1, and the SNR is the

transmit SNR per OFDM subcarrier.

Fig. 4.2 and Fig. 4.3 show the analytical and simulated outage probability versus SNR

assuming equal power budgets at (s) and (r) (Pr = Ps), and reduced power budget at (r)

(Pr = 0.1 · Ps), respectively. Results for different number of channel taps are illustrated. As

it can be seen, the outage probability obtained by our analysis and simulation are almost

identical in all the cases, demonstrating the precision of our analysis. Moreover, in both

figures, the lowest curves correspond to the special case of i.i.d. OFDM subcarrier power

gains, where the numerically evaluated and analytical results precisely agree. This is because

the exact variance obtained in (4.27) is used to evaluate the outage probability. We also

observe that by increasing the number of channel taps the outage performance improves,

which is the result of a better frequency diversity. Another fact that stands out by comparing

Fig. 4.2 and Fig. 4.3 is that when the power budget at (r) node is reduced, the outage

performance drops. Intuitively, by reducing the power budget at (r), lower levels of overall

power are available, which translates into lower SNRs, and worse probabilities of outage.
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Figure 4.2: Outage probability against transmitted SNR when PR = PS for L = 4, 6, 8 and
i.i.d. subcarriers
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Figure 4.3: Outage probability against transmitted SNR when PR = 0.1 · PS for L = 4, 6, 8
and i.i.d. subcarriers
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Chapter 5

Outage Probability Analysis for

Multi-User Single-Relay OFDMA

Decode-and-Forward Networks in

Frequency Selective Rayleigh Fading

Channels

This chapter is an extension to Chapter 4. In this chapter, we study an uplink multi-

user single-relay DF OFDMA system, where a Rayleigh frequency selective channel model

is adopted. We provide analytical approximations for the global outage probability in the

sense that the outage event occurs when at least one link goes into outage.

In calculating the global outage probability of a multi-user single-relay OFDMA DF

network, the contributions of this chapter are:

• Realizing that the link capacities are correlated RVs. The statistical correlation be-

tween the link capacities is created by the relay-destination channel that is common

to all the links.

• Fitting a multi-variate normal distribution to the link capacities and characterizing

the parameters of the fitted distribution.

• Proposing a method to approximate the correlation among link capacities.

• Obtaining the global outage probability in which the correlation of the link capacities,

correlation between OFDM subcarriers, and arbitrary number of bits on each OFDM

subcarrier are considered.

Before proceeding further, the used notations in this chapter are clarified. We use | · |
to denote magnitude of a complex argument, and δ(·) to represent unit impulse function.

Vectors are represented by −→· and matrices by bold letters, the ith element of vector
−→
V
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subcarriers
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S1

Si

SNS

R D

�NS
with N�NS

subcarriers

Figure 5.1: System model (a) System configuration (b) OFDMA setup

is denoted by
−→
V (i), diag(−→· ) is a matrix with elements on the main diagonal taken from

the elements of the input vector and zeros elsewhere, and trace(·) is a scalar obtained by

adding up the elements on the main diagonal of the input matrix. Besides, E[·] symbolizes

the expected value, var(·) indicates the variance, cov(·, ·) indicates the covariance between

the two arguments, while N (−→µ ,Q) and CN (−→µ ,Q) denote the multi-variate normal, and

complex normal PDFs with mean vector −→µ and covariance matrix Q. Finally, G(−→γ ,−→µ ,Q)

represents the multi-variate normal CDF, which is the probability of a set of jointly normal

distributed RVs with mean vector −→µ and covariance matrix Q being less than the elements

of vector −→γ .

The rest of the chapter is organized as follows. The system model is described in the next

section. The global outage probability analysis is presented in Section 5.2. Simulation results

are provided in Section 5.3 to verify the validity of our proposed global outage analysis.

5.1 System model

In an uplink cooperative configuration, where the wireless channels suffer from Rayleigh

multi-path fading, NS sources (Si, i ∈ {1, . . . , NS}) are to communicate with one destination
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5.1. System model

(D) through a single relay (R). In order to combat multi-path fading, OFDMA arrangement

with Nsc available subcarriers is adopted, where these subcarriers are partitioned into NS

non-overlapping and not necessarily adjacent subcarrier subsets (φi, i ∈ {1, . . . , NS}), each

with Nφi subcarriers (i.e.,
∑NS

i=1Nφi = Nsc). Each subcarrier subset φi is assigned to a

single source Si, or equivalently to a single Si-R-D link, to establish NS links in frequency

domain. The R operates under the well-known two time slot DF scheme. In the 1st time slot,

sources Si broadcast on their assigned subcarrier subsets φi, each with a power budget of

PSi , spreading their budgets evenly among their available subcarriers (i.e., source Si allocates

PSi/Nφi to its available subcarriers). Then, the 2nd time slot follows where R decodes the

messages, re-encodes them, and forwards the messages of each source Si on its allocated

subcarrier subset φi. R also allocates its power budget equally among all the subcarriers,

putting PR/Nsc on each subcarrier. The system model and the OFDMA setup is illustrated

in Fig. 5.1. The line of sight between the source and destination is not shown in Fig. 5.1, not

to impair the readability of the figure. Also, as an illustrative example, assume that there

are 2 sources and 4 available OFDM subcarriers. Let us say subcarriers 1 and 3 are allocated

to S1, and subcarriers 2 and 4 are given to S2. In other words, φ1 = {1, 3}, and φ2 = {2, 4}.
In the 1st time slot, S1 transmits its OFDM symbols on 1st and 3rd subcarriers, while S2

transmits on 2nd and 4th, both distributing their powers equally among the two subcarriers

allocated to them. In the 2nd time slot, R decodes the information on 1st and 3rd subcarriers

as S1’s information, and re-encodes them and relays them on the same subcarriers in φ1.

The relay treats the information received from S2 in the same manner and forwards them

on φ2. The power allocated to all the 4 subcarriers at R are also equal.

Indicating by Tc the coherence time, the channel tap vectors on r-t channels by
−→
h rt,

and the number of channel taps in these vectors by Lrt, the Rayleigh faded channels in our

network are represented as

hSiR(τ) =

LSiR
−1∑

l=0

−→
h SiR(l)δ(τ − lTc), (5.1)

hRD(τ) =

LRD−1∑

l=0

−→
h RD(l)δ(τ − lTc), (5.2)

hSiD(τ) =

LSiD
−1∑

l=0

−→
h SiD(l)δ(τ − lTc). (5.3)

The channel tap vectors are modelled as zero mean complex normal vectors with covariance

matrices ΓSiR, ΓRD, and ΓSiD. ΓSiR, ΓRD, and ΓSiD have non-zero elements only on the main
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diagonal which indicates the statistical independence of the channel taps on each physical

channel:

−→
h SiR ∼ CN (0,ΓSiR),
−→
h RD ∼ CN (0,ΓRD),
−→
h SiD ∼ CN (0,ΓSiD), (5.4)

and

ΓSiR = diag [var
(−→
h SiR(1)

)
. . . var

(−→
h SiR(LSiR)

)
],

ΓRD = diag [var
(−→
h RD(1)

)
. . . var

(−→
h RD(LRD)

)
],

ΓSiD = diag [var
(−→
h SiD(1)

)
. . . var

(−→
h SiD(LSiD)

)
], (5.5)

The OFDM subcarrier gains in the frequency domain are related to time domain channel

tap vectors through Nsc point discrete Fourier transform (Nsc- DFT), thus we have

−→
H SiR = [

−→
H SiR(1), . . . ,

−→
H SiR(Nsc)] = Nsc- DFT{−→h SiR},

−→
HRD = [

−→
HRD(1), . . . ,

−→
HRD)] = Nsc- DFT{−→h RD},

−→
H SiD = [

−→
H SiD(1), . . . ,

−→
H SiD(Nsc)] = Nsc- DFT{−→h SiD}, (5.6)

and in turn, the Nsc element OFDM subcarrier power gain vectors on Si-R, R-D, and Si-D

physical channels are4

−→
X i = [|−→H SiR(1)|2, . . . , |−→H SiR(Nsc)|2],
−→
Y = [|−→HRD(1)|2, . . . , |−→HRD(Nsc)|2],
−→
Z i = [|−→H SiD(1)|2, . . . , |−→H SiD(Nsc)|2]. (5.7)

It can easily be shown that all the subcarrier power gains on a given physical channel (e.g.,
−→
X i(n), n ∈ {1, . . . , Nsc}) are identical exponentially distributed RVs. Thus, we associate all

the elements in
−→
X i with exponential distribution parameter λSiR, elements of

−→
Y with λRD,

4In this chapter, where not indicated, indices i can take any value in {1, . . . , NS}, indices n, n1, and n2

refer to OFDM subcarriers, and can take values in {1, . . . , Nsc}.
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and elements of
−→
Z i with λSiD. The exponential distribution parameters are calculated to be

λSiR =
1

trace[ΓSiR]
, λRD =

1

trace[ΓRD]
, λSiD =

1

trace[ΓSiD]
. (5.8)

We represent cov
(−→
X i(n1),

−→
X i(n2)

)
, cov

(−→
Y (n1),

−→
Y (n2)

)
, and cov

(−→
Z i(n1),

−→
Z i(n2)

)
, by

Θ−→
X i

(n1, n2),Θ−→
Y

(n1, n2), and Θ−→
Z i

(n1, n2), respectively. Due to the random nature of wireless

channels, OFDM subcarrier power gains on separate physical channels are statistically inde-

pendent (e.g., cov
(−→
X i(n1),

−→
Y (n2)

)
= 0, or cov

(−→
X i(n1),

−→
X j(n2)

)
= 0 for i 6= j). However,

the OFDM subcarrier gains on a specific physical channel are correlated as follows [78]

Θ−→
X i

(n1, n2) =
∣∣∣
LSiR

−1∑

l=0

var
(−→
h SiR(l)

)
e−ĵ2πl

n1−n2
Nsc

∣∣∣
2

,

Θ−→
Y

(n1, n2) =
∣∣∣
LRD−1∑

l=0

var
(−→
h RD(l)

)
e−ĵ2πl

n1−n2
Nsc

∣∣∣
2

,

Θ−→
Z i

(n1, n2) =
∣∣∣
LSiD

−1∑

l=0

var
(−→
h SiD(l)

)
e−ĵ2πl

n1−n2
Nsc

∣∣∣
2

, (5.9)

where ĵ is the imaginary unit
√
−1.

Furthermore, by requiring the relay to fully decode the messages, the capacity of the

Si-R-D link on the nth OFDM subcarrier, where n ∈ φi is [27]

Ci(n) =
1

2
log

(
1 + min

{−→
X i(n)

PSi

Nφiσ
2
R

,
−→
Y (n)

PR

Nscσ2
D

+
−→
Z i(n)

PSi

Nφiσ
2
D

})
, n ∈ φi, (5.10)

where σ2
R and σ2

D are the noise variances at R and D, respectively. The overall capacity of

Si-R-D is obtained by summing the capacities on the subcarriers in φi:

Ci =
1

Nφi

∑

n∈φi

Ci(n). (5.11)

Coming back to our illustrative example, C1 = 0.5[C1(1) + C1(3)], and C2 = 0.5[C2(2) +

C2(4)]. Note that C1 is a function of
−→
X 1(1),

−→
X 1(3),

−→
Z 1(1),

−→
Z 1(3),

−→
Y (1), and

−→
Y (3), while

C2 is a function of
−→
X 2(2),

−→
X 2(4),

−→
Z 2(2),

−→
Z 2(4),

−→
Y (2), and

−→
Y (4). According to the second

equation in (5.9),
−→
Y (1) and

−→
Y (3) are correlated with

−→
Y (2) and

−→
Y (4), thus C1 and C2 are

also correlated RVs.

We indicate the outage probability of a single link Si-R-D by Pout(i) and define it as the
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probability of the event where the capacity of the link drops below a certain threshold γi :

Pout(i) = Pr[Ci < γi]. (5.12)

Finally, the global outage event is defined as the case where at least one link goes into outage.

We indicate the probability of this event by P̂out and mathematically define it as

P̂out = Pr[C1 < γ1 or . . . Ci < γi or . . . CNS
< γNS

]. (5.13)

The purpose of this chapter is to characterize P̂out.

5.2 Global outage probability

In Chapter 4, a tight approximation for the Si-R-D link outage probability defined in (5.12)

is provided by fitting a normal probability distribution to the link capacity given in (5.11).

The approximation is based on the fact that the link capacity is a summation over OFDM

subcarrier capacities given in (5.10), which are identical but correlated RVs through (5.9). If

these RVs were also statistically independent, central limit theorem would readily yield the

Gaussian distribution to the link capacity. However, regardless of the existing correlation,

the central limit theorem has been applied and a tight approximation has been resulted.

On the other hand, if the link capacities were statistically independent, one could easily

show that

P̂out = 1−
NS∏

i=1

(
1− Pout(i)

)
. (5.14)

However, the link capacities are also correlated RVs through the correlation of the OFDM

subcarriers on the R-D channel. The information received at R from Sis on independent chan-

nels is transmitted on a common physical channel to D, and the nonzero cov
(−→
Y (n1),

−→
Y (n2)

)

makes Cis correlated. In order to tackle this issue, we approximate the joint probability dis-

tribution of Cis by a multi-variate normal distribution. To fully represent a multi-variate

normal distribution, obtaining the mean vector −→µ NS
and the covariance matrix QNS×NS

are

sufficient. The elements of −→µ NS
which are the mean values of link capacities are obtained in

Chapter 4 as follows

−→µ NS
(i) = E[Ci] =

1

2
log2(e)

[
e(αSiR

+αSiD
)
( αRD

αSiD − αRD

)
Ei
(
− (αSiR + αSiD)

)
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− e(αSiR
+αRD)

( αSiD

αSiD − αRD

)
Ei
(
− (αSiR + αRD)

)
]
, (5.15)

where Ei(·) is the exponential integral and defined as Ei(x) =
∫ x
−∞

exp(t)
t

dt [81], and

αSiR =
λSiRNφiσ

2
R

PSi

, αRD =
λRDNscσ

2
D

PR

, αSiD =
λSiDNφiσ

2
D

PSi

. (5.16)

The elements on the main diagonal of QNS×NS
which are the variances of Cis are also calcu-

lated in Chapter 4. The Delta method [84] is used to approximate the variance of the link

capacities, due to non-existence of closed form solution for the variances. After the necessary

modifications, the main diagonal elements of QNS×NS
are

QNS×NS
(i, i) = σ2

Ci
≈
∑

n1∈φi

∑

n2∈φi

[
∂Ci

∂
−→
X i(n1)

∂Ci

∂
−→
X i(n2)

Θ−→
X i

(n1, n2) (5.17)

+
∂Ci

∂
−→
Y (n1)

∂Ci

∂
−→
Y (n2)

Θ−→
Y

(n1, n2) (5.18)

+
∂Ci

∂
−→
Z i(n1)

∂Ci

∂
−→
Z i(n2)

Θ−→
Z i

(n1, n2)

]
, (5.19)

where ∂Ci
∂
−→
X i(n)

, ∂Ci
∂
−→
Y (n)

, and ∂Ci
∂
−→
Z i(n1)

denote the partial derivatives of the link capacity Ci from

(5.11) and (5.10) with respect to
−→
X i(n),

−→
Y (n) and

−→
Z i(n), respectively, and these derivatives

are evaluated at E[
−→
X i(n)], E[

−→
Y (n)], and E[

−→
Z i(n)] as the following

∂Ci

∂
−→
X i(n)

= β





ax,i

1+ax,iE[
−→
X i(n)]

ax,iE[
−→
X i(n)] ≤ ayE[

−→
Y (n)] + az,iE[

−→
Z i(n)]

0 otherwise
, (5.20)

∂Ci

∂
−→
Y (n)

= β





0 ax,iE[
−→
X i(n)] ≤ ayE[

−→
Y (n)] + az,iE[

−→
Z i(n)]

ay

1+ayE[
−→
Y (n)]+az,iE[

−→
Z i(n)]

otherwise
,

∂Ci

∂
−→
Z i(n)

= β





0 ax,iE[
−→
X i(n)] ≤ ayE[

−→
Y (n)] + az,iE[

−→
Z i(n)]

az,i

1+ayE[
−→
Y (n)]+az,iE[

−→
Z i(n)]

otherwise
,

and

β =
log2(e)

2Nφi

, ax,i =
PSi

Nφiσ
2
R

, ay =
PR

Nscσ2
D

, az,i =
PSi

Nφiσ
2
D

. (5.21)
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The rest of the elements of QNS×NS
which represent the covariance between Ci and Cj

for i 6= j are also challenging to calculate. Therefore, we again use the Delta method to

approximate these elements:

QNS×NS
(i, j) = E[(Ci−−→µ NS

(i))(Cj−−→µ NS
(j))] ≈

∑

n1∈φi

∑

n2∈φj

[
∂Ci

∂
−→
Y (n1)

∂Cj

∂
−→
Y (n2)

Θ−→
Y

(n1, n2)

]
.

(5.22)

Note that in (5.22), only the covariance between the R-D OFDM subcarriers are taken into

account, and in (5.17), all the channels are considered. This is because the correlation

between the link capacities is caused only by the common channel between R and D.

Now, defining the NS element threshold vector −→γ NS
as −→γ NS

= [γ1, . . . , γNS
], the global

probability of outage is

P̂out =
∑

i1

Pout(i1)−
∑

i1,i2,i1 6=i2

T2(i1, i2) + . . .

+ (−1)m+1
∑

i1,...,im,i1 6=i2 6=···6=im

Tm(i1, . . . , im) + . . .

+ (−1)NS+1G(−→γ NS
,−→µ NS

,QNS×NS
), (5.23)

where all the indices im can take values in {1, . . . , NS}, and

Tm(i1, . . . , im) = G
(−→γ m(i1, . . . , im),−→µ m(i1, . . . , im),Qm×m(i1, . . . , im)

)
. (5.24)

In the above equation, −→γ m(i1, . . . , im) and −→µ m(i1, . . . , im) are m element vectors obtained

by removing all the elements except the i1, . . . , im elements from −→γ NS
and −→µ NS

, respectively,

and Qm×m(i1, . . . , im) is an m×m element covariance matrix obtained by removing all the

rows and columns except the i1, . . . im rows and columns from QNS×NS
. As an example, for

the the case of NS = 2 we have

P̂out = Pout(1) + Pout(2)−G(−→γ 2,
−→µ 2,Q2×2). (5.25)

5.3 Numerical simulation results

In this section, we examine the accuracy of our global outage analysis against Monte Carlo

simulation. In our simulations, we have considered three cases of NS = 2, 3 and 4, under

equal power budgets at the sources and the relay, and a reduced power budget at the relay
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Figure 5.2: Global outage probability against transmitted SNR when PR = PS for NS =
2, 3, 4

by a factor of 10, in Fig. 5.2 and Fig. 5.3, respectively. The number of channel taps on

all the links is set to 4. It is assumed that the Si-R distances and the R-D distance are all

equal, and the variance of channel taps is set to 1/4 so that the channel powers on Si-R and

R-D channels are normalized to 1. The sources are uniformly located on 1/3 arc of a circle

with R at the center and radius of the R-D distance, farthest from the D. Assuming the path

loss exponent of 4, the Si-D channel powers are scaled by the ratio of Si-D distance to Si-R

distance to the power of 4. It is also assumed that each source is given 16 adjacent OFDM

subcarriers. The noise variances at R and D are set to 1.

As it can be seen in both figures, the analytical solution to the global outage probability

closely matches the simulated results in all cases. It can also be seen that increasing the

number of sources worsens the probability of outage. This is because the outage occurs

when at least one link goes into outage, and increasing the number of links increases the

likelihood of this event. By comparing Fig. 5.2 and Fig. 5.3, it is apparent that the outage
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Figure 5.3: Global outage probability against transmitted SNR when PR = 0.1 · PS for
NS = 2, 3, 4

performance is better when the power budgets at the sources and the relay are equal. This

trend is expected because reducing the power budget at the relay decreases the SNR levels

in the network, which in turn decreases the link capacities and increases the likelihood of

these capacities dropping below a threshold.
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Chapter 6

Outage Analysis and Relay Allocation

for Multi-Stream OFDMA

Decode-and-Forward Rayleigh Fading

Networks

In this chapter, we study a clustered OFDMA two-hop DF network consisting of a set of

source-destination pairs, and a cluster of relays. We consider the case of no LOS between

source cluster and the destination cluster, and it is assumed that individual source-relay and

relay-destination channels suffer from Rayleigh frequency selective fading. The contributions

of this chapter are summarized in the following:

• The global outage probability of described networks is approximated assuming corre-

lated OFDM subcarrier gains on individual source-relay and relay-destination channels

along with the freedom of allocating arbitrary number of bits to each OFDM subcar-

rier. The global outage event is defined as the event where at least one source-relay-

destination link goes into outage.

• It is also shown that the outage probability on a single source-relay-destination link

does not depend on the choice of OFDMA subcarrier subset as long as there is equal

number of subcarriers in each subset and a given subset is formed from contiguous

subcarriers in the frequency domain.

• The problem of relay allocation to minimizing the obtained global outage probability

is formulated and it is shown it can be converted to a standard assignment problem.

Then, a novel and low complexity centralized relay allocation scheme based on Hun-

garian method is proposed to minimize the global outage probability. The proposed

relay allocation scheme is based on knowing only some statistical characteristics of the

channel, as opposed to high complexity methods based on having access to full channel

state information.
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6.1. System model

Before proceeding further, some notations used in this chapter are clarified. We use | · |
to denote magnitude of a complex argument, and δ(·) and U(·) to represent the unit impulse

and step functions. The Cartesian product of two sets is represented by (·)× (·), and defined

as the set of all ordered pairs whose first element is a member of the left argument, and

the second element is a member of the right argument. Moreover, ·̄ and E[·] indicate the

expected value, var(·) symbolizes the variance, cov(·, ·) indicates the covariance of the two

arguments, while the PDF of X is denoted by fX(·), and N (0, σ2) and CN (0, σ2) denote the

normal, and complex normal PDFs with zero mean and variance σ2. Vectors and matrices

are represented by bold letters, the ith element of vector V is denoted by V(i), diag(·) is a

matrix with elements on the main diagonal taken from the elements of the input vector and

zeros elsewhere, and trace(·) is a scalar obtained by adding up the elements on the main

diagonal of the input matrix.

The rest of this chapter is organized as follows. In the following section, the system

model is defined. In Section 6.2, The outage probability of a single source-destination stream

through a relay is obtained. Then, in Section 6.3, we characterize the global probability of

outage and propose our relay allocation scheme. The performance of our proposed method

is examined through numerical simulations in Section 6.4.

6.1 System model

In a Rayleigh frequency selective wireless environment, Ns sources (si, i ∈ {1, . . . , Ns})
wish to communicate to their intended destinations (di, i ∈ {1, . . . , Ns}), establishing Ns

source-destination pairs, using the help of Nr relays (rj, j ∈ {1, . . . , Nr}) in between, as

shown in Fig. 6.1. Each relay can support only one si-di pair, i.e., at least Ns relays are

needed to support all si-di pairs. It is assumed that there is no LOS between sources and

destinations, and all the nodes are half-duplex, capable of only transmitting or receiving

data at a specific time and frequency band. Therefore, a two time slot OFDMA scheme

is employed. The frequency band consisting of Nsc flat faded OFDM subcarriers is divided

into M non-overlapping subsets of subcarriers {φ1, . . . , φM}, each formed from Nφ contiguous

OFDM subcarriers (i.e., M · Nφ = Nsc)
5. These OFDMA subcarrier subsets are allocated

to si-di pairs, one to each pair, in order to realize more than one si-di pair at a time. In

the first time slot, the sources transmit on their allocated OFDMA subset, and relays listen.

5In this chapter, all indices i refer to sources, and to be more precise, source-destination pairs, all indices
j refer to relays, and indices n, n1, and n2 refer to the OFDM subcarriers. Where not indicated, indices i
and j can take any value in {1, . . . , Ns} and {1, . . . , Nr}, respectively, while n, n1, and n2 can take values in
{1, . . . , Nsc}.
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Figure 6.1: System model (a) System configuration (b) OFDMA setup

Assuming that one relay is allocated to each source, in the second time slot, the relays

retransmit the information on the allocated OFDMA subset to the destinations under DF

protocol. We also assume perfect time and frequency synchronization along with a cyclic

prefix that is long enough to overcome the channel delay spread.

There are 2 · Ns · Nr physical channels in this system, Ns · Nr channels between sources

and relays, and Ns · Nr channels between relays and destinations, where all these channels

are statistically independent, due to the random nature of multi-paths fading in wireless

channels. Indicating by Lsirj and Lrjdi the number of channel taps on si-rj and rj-di channels,

respectively, the channel impulse responses are

hsirj(τ) =

Lsirj−1∑

l=0

hsirj(l)δ(τ − l · Tc),

hrjdi(τ) =

Lrjdi
−1∑

l=0

hrjdi(l)δ(τ − l · Tc), (6.1)

where Tc indicates the coherence time, and the channel tap coefficients are taken from the
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6.1. System model

following Lsirj and Lrjdi element random vectors

hsirj = [hsirj(1) hsirj(2) . . . hsirj(Lsirj)]
T ,

hrjdi = [hrjdi(1) hrjdi(2) . . . hrjdi(Lrjdi)]
T . (6.2)

It is assumed that the channel tap coefficients on a given physical channel are statistically

independent, zero mean, and complex normally distributed RVs. Therefore, channel tap

coefficient vectors, hsirj and hrjdi , are modelled as complex normal vectors with covariance

matrices Γsirj and Γrjdi , as follows

hsirj ∼ CN (0,Γsirj) , hrjdi ∼ CN (0,Γrjdi), (6.3)

where

Γsirj = diag [var
(
hsirj(1)

)
. . . var

(
hsirj(Lsirj)

)
],

Γrjdi = diag [var
(
hrjdi(1)

)
. . . var

(
hrjdi(Lrjdi)

)
]. (6.4)

Having defined the channels in time domain, the Rayleigh OFDM subcarrier gains can be

modelled as Nsc element vectors, which are obtained by performing Nsc-point Discrete Fourier

Transform (Nsc- DFT) on channel tap coefficient vectors,

Hsirj = [Hsirj(1), . . . ,Hsirj(Nsc)] = Nsc- DFT{hsirj},
Hrjdi = [Hrjdi(1), . . . ,Hrjdi(Nsc)] = Nsc- DFT{hrjdi}. (6.5)

The channel power gain vectors on si-rj and rj-di channels are represented by Xij and Yji,

respectively. These two Nsc element vectors are formally defined as

Xij = [|Hsirj(1)|2, . . . , |Hsirj(Nsc)|2],

Yji = [|Hrjdi(1)|2, . . . , |Hrjdi(Nsc)|2]. (6.6)

Here, we can deduce that the elements of Xij are exponentially distributed, since the channel

gains in frequency are Rayleigh distributed. Moreover, elements of Xij for a specific i and j

are identical RVs, thus all associated with exponential parameter λsirj . The same arguments

hold for Yji, its elements, and λrjdi . Hence, the elements of Xij and Yji are taken from the

following distributions

fXij(n)(x) = λsirje
−(λsirj )x · U(x), ∀n ∈ {1, . . . , Nsc},
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6.1. System model

fYij(n)(y) = λrjdie
−(λrjdi

)y · U(y), ∀n ∈ {1, . . . , Nsc}, (6.7)

where the exponential distribution parameters are obtained to be

λsirj =
1

trace[Γsirj ]
, λrjdi =

1

trace[Γrjdi ]
· (6.8)

Furthermore, denoting by ΘXsirj
(n1, n2) and ΘYrjdi

(n1, n2) the cov
(
Xij(n1),Xij(n2)

)
and

cov
(
Yji(n1),Yji(n2)

)
, respectively, they easily can be obtained to be [78]

ΘXsirj
(n1, n2) =

∣∣∣
Lsirj−1∑

l=0

var
(
hsirj(l)

)
e−ĵ2πl

n1−n2
Nsc

∣∣∣
2

,

ΘYrjdi
(n1, n2) =

∣∣∣
Lrjdi

−1∑

l=0

var
(
hrjdi(l)

)
e−ĵ2πl

n1−n2
Nsc

∣∣∣
2

, (6.9)

where ĵ is the imaginary unit
√
−1. It should be noted that cov

(
Xij(n1),Xíj́(n2)

)
= 0 if i 6= í

or j 6= j́, because in this case, the arguments of cov(., .) are obtained from two independent

events. Following the same reasoning, it is trivial that cov
(
Xij(n1),Yíj́(n2)

)
= 0 for all

(i, j) ∈ {1, . . . , Ns} × {1, . . . , Nr} and (́i, j́) ∈ {1, . . . , Ns} × {1, . . . , Nr}.
Now, let us assume that si with power budget of Psi wants to transmit its information to di

using the help of rj with power budget of Prj . Further, let us assume that this communication

is taking place through mth OFDMA subcarrier set, i.e., si and rj are allowed to use OFDM

subcarriers n ∈ φm. Also, si and rj equally distribute their power budget among their Nφ

available OFDM subcarriers, allocating
Psi

Nφ
and

Prj

Nφ
to each subcarrier in φm, respectively.

Having defined these parameters, the capacity of si-rj-di link on the nth OFDM subcarrier,

where n ∈ φm, is [27]

Cij(n) =
1

2
log

(
1 + min

{
Xij(n)

Psi

Nφσ2
r

,Yji(n)
Prj

Nφσ2
d

})
, n ∈ φm, (6.10)

where σ2
r and σ2

d are noise variances at relays and destinations, respectively. Finally, the

overall capacity of si-rj-di link through φm is

Cm
ij =

1

Nφ

mNφ∑

n=(m−1)Nφ+1

Cij(n). (6.11)

In this chapter, the eventual goal is to allocate relays to si-di pairs such that the global

outage probability of the system is minimized. Hence, obtaining the global outage probability
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6.2. Outage probability of a single source-relay-destination link

as the main objective function is one of the crucial steps. On the way to achieving this

purpose, evaluating the outage probability of a single si-rj-di link through φm is of higher

priority. We denote this probability by Pm
out(i, j), and analyze it in the next section. Then,

in Section 6.3, we formulate the overall outage probability minimization problem through

relay allocation and propose our solution.

6.2 Outage probability of a single

source-relay-destination link

In Chapter 4, we have presented an analysis to obtain the outage probability of an OFDM DF

relay system, consisting of one source, one relay, and one destination, in which LOS between

source and destination is also present. By modifying the system model in Chapter 4 by

removing the LOS and allowing the active nodes to use only a subset of available OFDM

subcarriers, Pm
out(i, j) can be characterized. The outline of deriving Pm

out(i, j) is described

here.

The event of outage on si-rj-di link occurs if the link’s capacity from (6.11) drops below

a certain threshold γi

Pm
out(i, j) = Pr[Cm

ij < γi]. (6.12)

In order to find Pr[Cm
ij < γi], the PDF of Cm

ij is required. According to (6.11) and (6.10),

the link capacity Cm
ij is a summation over identical RVs Cm

ij (n), where n ∈ φm. If these RVs

were statistically independent, the link capacity would be expected to follow a Gaussian PDF

according to the central limit theorem. But, although the RVs Cm
ij (n) are correlated through

(6.9), still the link’s capacity approximately follows the normal distribution. On the other

hand, to fully characterize a normal RV, calculating the mean and variance is adequate.

As for the mean of Cm
ij , we introduce the following set of RVs

Vij(n) = min
{

Xij(n)
Psi

Nφσ2
r

,Yji(n)
Prj

Nφσ2
d

}
,∀n ∈ φm. (6.13)

Given the PDFs of Xij(n) and Yji(n) in (6.7), the PDF of the above RVs is calculated to be

fVij(n)(v) = (αsirj + αsirj)e
−(αsirj+αrjsi )v · U(v), (6.14)
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where

αsirj =
λsirj ·Nφσ

2
r

Psi

, αrjdi =
λrjdi ·Nφσ

2
d

Prj

· (6.15)

By substituting (6.13) into (6.10) we have

E[Cm
ij ] =

1

Nφ

mNφ∑

n=(m−1)Nφ+1

E[Cij(n)] = E[Cij(n)] =

∫ ∞

0

1

2
log(1 + v)fVij(n)(v)dv. (6.16)

Finally, by calculating the above integral, the mean of Cm
ij is

E[Cm
ij ] =

− log2(e)

2
e(αsirj+αrjsi )Ei

(
− (αsirj + αrjsi)

)
, (6.17)

in which Ei(·) is the exponential integral and defined as Ei(x) =
∫ x
−∞

exp(t)
t

dt [81]. Note that

E[Cm
ij ] is independent of m and n, i.e., choice of φm does not change the mean of a link’s

capacity.

Considering that the joint PDF of any two OFDM subcarrier gains |Hsirj(n1)| and

|Hsirj(n2)|, or |Hrjdi(n1)| and |Hrjdi(n2)|, follows a bivariate Rayleigh distribution [82, 83],

obtaining a solution in closed form to the variance of Cm
ij is not straight-forward. Therefore,

we use the delta method [84] to estimate the variance as follows

σ2
Cmij
≈
∑

n1∈φm

∑

n2∈φm

[
∂Cm

ij

∂Xij(n1)

∂Cm
ij

∂Xij(n2)
ΘXij(n1, n2) +

∂Cm
ij

∂Yji(n1)

∂Cm
ij

∂Yji(n2)
ΘYji(n1, n2)

]
,

(6.18)

where
∂Cmij

∂Xij(n)
and

∂Cmij
∂Yji(n)

denote the partial derivatives of link’s capacity Cm
ij from (6.11) and

(6.10) with respect to Xij(n) and Yji(n). The derivatives are evaluated at E[Xij(n)] and

E[Yji(n)] as the following

∂Cm
ij

∂Xij(n)
= β





ax,i
1+ax,iE[Xij(n)]

ax,iE[Xij(n)] ≤ ay,jE[Yji(n)]

0 otherwise
, (6.19)

∂Cm
ij

∂Yji(n)
= β





0 ax,iE[Xij(n)] ≤ ay,jE[Yji(n)]

ay,j
1+ay,jE[Yji(n)]

otherwise
,
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and

β =
log2(e)

2Nφ

, ax,i =
Psi

Nφσ2
r

, ay,j =
Prj

Nφσ2
d

. (6.20)

Inspecting (6.18), it is observed that σ2
Cmij

is also independent of φm. This is because

according to (6.9), ΘXij(n1, n2) and ΘYji(n1, n2) are functions of OFDM subcarrier spacing

n1 − n2. In other words, as long as there is equal number of OFDM subcarriers in each

subset φm, and these subcarriers are contiguous, choice of φm does not change the mean

and variance of link’s capacity. Moreover, since the link’s capacity is modeled as a normal

RV which is fully represented by its mean and variance, choice of φm does not affect link’s

capacity Cm
ij , either. Therefore, we omit the index m from Cm

ij and Pm
out(i, j), and replace

them by Cij and Pout(i, j), respectively.

Having obtained the mean and variance of Cij in (6.17) and (6.18), the outage probability

on the si-rj-di link is

Pout(i, j) = Pr[Cij < γi] = 1−Q
(
γi − C̄ij
σCij

)
, (6.21)

in which Q(·) is the standard Q-function.

6.3 Problem formulation and proposed relay

allocation scheme

In this section, the problem of relay allocation for minimizing the global outage probability

is formally stated, and a solution based on Hungarian method is proposed. We say the

multi-stream system introduced in Section 6.1 is in outage if at least one of the Ns si-di

links is in outage. In order to obtain an expression for the global outage probability Pout,

we introduce relay assignment indices ρij ∈ {0, 1}. The relay j is assigned to si-di pair if

and only if ρij = 1. Moreover, ρij = 1 implies that ρíj́ = 0 if i 6= í or j 6= j́, because a relay

can help at most one si-di pair. Following this definition, and considering the fact that the

events of outage on single si-rj-di links are statistically independent, the probability that

none of the si-di pairs is in outage can be written in the form of

1− Pout =
Ns∏

i=1

Nr∏

j=1

(
1− Pout(i, j)

)ρij , (6.22)
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in which Pout(i, j) is the outage probability on a single si-rj-di link through any of the

M OFDMA subcarrier subsets φm, and this probability has been analyzed in Section 6.2.

Finally, we are seeking a solution for the following optimization problem

min

ρij
1−

Ns∏

i=1

Nr∏

j=1

(
1− Pout(i, j)

)ρij (6.23)

subject to (s.t.)
Ns∑

i=1

ρij ≤ 1, ∀j ∈ {1, . . . , Nr}, (6.24)

Nr∑

j=1

ρij ≤ 1, ∀i ∈ {1, . . . , Ns}, (6.25)

ρij ∈ {0, 1},∀(i, j) ∈ {1, . . . , Ns} × {1, . . . , Nr}. (6.26)

In this optimization problem, the objective function (6.23) is the global probability of outage,

and constraints (6.24), (6.25) and (6.26) guarantee that each relay is at most assigned to

one si-di pair. Further, by removing the constant term in (21) and taking the logarithm of

the right hand side, the optimization problem (6.23)-(6.26) is transformed into the following

optimization problem

max

ρij

Ns∑

i=1

Nr∑

j=1

ρij log
(
1− Pout(i, j)

)
(6.27)

s.t. (6.24), (6.25) and (6.26), (6.28)

The above optimization problem is a standard 2-dimensional assignment problem [85]. To

illustrate the nature of this problem, a gain matrix A is introduced, where the elements of

this matrix are

Aij = log
(
1− Pout(i, j)

)
, ∀(i, j) ∈ {1, . . . , Ns} × {1, . . . , Nr}. (6.29)

These elements are interpreted as the gain achieved by assigning rj to si-di pair. Now, the

problem of finding ρij such that (6.23) is minimized is reduced to selecting Ns elements from

A, such that only one element is selected from each row and column, and the summation

of these elements is maximized. In other words, if Aij is selected, then ρij = 1, and ρij = 0

otherwise. This problem can be solved optimally by adopting the Hungarian method [85]

with the complexity of O(max(Ns, Nr)
3). Forming the gain matrix A requires Ns × Nr

calculations, giving the complexity of O(Ns × Nr); thus, the complexity of our proposed

solution is dominated by the Hungarian method.
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The proposed algorithm of relay allocation for minimizing the global outage probability

is briefly described here. Given the statistical properties of the channel impulse responses

between sources and relays, and relays and destination, the outage probability of all si-rj-di

links can be evaluated through the procedure described in Section 6.2. It is also observed

in Section 6.2 that the outage probability of a specific link does not depend on the choice

of OFDMA subcarrier subset φm. Therefore, the need for allocating OFDMA subcarrier

subsets to si-di pairs is eliminated, leaving us only with relays to be allocated. In order

to allocate relays, the gain matrix in (6.29) is formed, and then performing the Hungarian

method on this matrix readily gives us the relay allocation pattern. Finally, the OFDMA

subcarrier subsets φm can be allocated randomly to the si-rj-di links, so that simultaneous

communication of si-di pairs is not corrupted. This algorithm is evaluated through numerical

simulation in the next section.

6.4 Numerical simulation results

In this section, the behavior of our system model and the performance of our proposed relay

allocation scheme is examined through numerical simulations. In simulations, it is assumed

that the number of channel taps on all the channels is equal, i.e., Lsirj = Lrjdi = L, and the

channel tap coefficients on a given channel have equal variance, while the variance of channel

taps on different channels are not necessarily equal, as the following

var
(
hsirj(1)

)
= · · · = var

(
hsirj(L)

)
= σ2

sirj
/L,

var
(
hrjsi(1)

)
= · · · = var

(
hrjsi(L)

)
= σ2

rjsi
/L. (6.30)

Furthermore, the total power of channels, σ2
sirj

and σ2
rjsi

, are taken from a uniformly dis-

tributed RV between 0 and 1

σ2
sirj
∼ U [0, 1] , σ2

rjsi
∼ U [0, 1]. (6.31)

Equal power budgets at all the source and relay nodes is also assumed (Psi = Prj = Ps = Pr),

and the threshold rate is set to 1 for all si-di pairs (γi = γ = 1 bit/s/Hz), and noise variances

at relays and destinations are σ2
s = σ2

r = 1. In addition, the users are allowed to use OFDMA

subcarrier groups of Nφ = 16, and the SNR is the transmit SNR per OFDM subcarrier.

In this section, all the demonstrated probabilities, whether analytical or simulated, are

probabilities averaged over 1000 samples of σ2
sirj

and σ2
rjsi

in (6.31). In case of analytical

results, the global outage probability is obtained using (6.23) for each sample of σ2
sirj

and
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Figure 6.2: Simulated global outage probability against SNR when Ns = Nr = 4 and Nφ =
16, for L = 4, 6, 8.

σ2
rjsi

, then the results are averaged. While regarding the simulated results, for each sample of

σ2
sirj

and σ2
rjsi

, 1000000 samples of source-relay and relay-destination channels are generated

according to (6.3) and (6.4), the number of outage events is counted, and the global outage

probability is calculated. Then the outage probabilities associated with samples of σ2
sirj

and

σ2
rjsi

are averaged.

In Fig 6.2., the simulated global outage probabilities at different SNRs are shown for

random relay allocation and our proposed relay allocation method. In this figure, keeping

the number of source-destination pairs and relays at Ns = Nr = 4, the number of channel

taps L is varied to study the effects of frequency diversity on the global outage probability.

As it can be seen, the proposed relay allocation scheme outperforms random relay allocation

significantly for all numbers of channel taps, which is due to the improved cooperative

diversity in our method. Moreover, increasing the number of channel taps results in better
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Figure 6.3: Simulated global outage probability against SNR when L = 4 and Nφ = 16, for
Ns = Nr = 4, 6, 8.

performance in both cases in terms of outage probability, which is due to the increased

frequency diversity.

The simulated global outage probabilities at different SNRs for constant L = 4 and

different numbers of source-destination pairs are demonstrated in Fig 6.3. Likewise, the

results for random relay allocation and our proposed relay allocation method are shown in

this figure, where our relay allocation algorithm beats the random allocation scheme with

a considerable margin. In addition, increasing the number of users worsens the outage

performance. This is because outage event happens even if only one source-destination pair

is in outage, which is more likely when more pairs are to be realized. We have observed

in our simulations that the analytical outage probabilities agree precisely with simulated

results for all the cases of random relay allocation and relay allocation based on Hungarian

method, which demonstrates the precision of our outage analysis. However, the analytical
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Figure 6.4: Simulated and analytical global outage probabilities against SNR when L = 4
and Ns = Nr = 4 for Nφ = 4, 16.

results are not depicted in Fig. 6.2 and Fig. 6.3 to avoid impairing the readability of the

figures. Analytical and simulated results can be compared in Fig. 6.4.

The effect of low number of subcarriers in OFDMA subsets is investigated in Fig. 6.4,

where we keep both the number of sources and channel taps constant and vary Nφ. In this

figure, the simulated and analytical outage probabilities with Nφ = 4 and Nφ = 16 are

shown where the relays are allocated according to our proposed method. As it is mentioned

in Chapter 4, approximating the capacity of a single si-rj-di link by a Gaussian RV results

in tight approximations of outage probability if the number of OFDM subcarriers is not

too low. It can be seen in Fig. 6.4 that the simulated and analytical results match when

Nφ = 16, while the analytical results slightly deviate from simulated results when Nφ = 4.

However, although the analytical approximated outage probability is not exact for Nφ = 4,

we can see that the simulated performance of the system is identical to the case of Nφ = 16.
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6.4. Numerical simulation results

We can deduce here that low number of subcarriers does not provide good approximations

for the outage probability, but it does not degrade the effectiveness of our relay allocation

method, either.
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Chapter 7

Conclusions and Future Research

Directions

7.1 Conclusions

In this thesis, we have addressed the cell association problem in HetNets, and performance

evaluation as well as relay allocation in relay-based cooperative networks. We have proposed

several cell association schemes in the context of HetNets, and characterized the outage

behavior of cooperative relay-based systems in a broader system model compared to existing

works in the literature. We also have proposed a relay allocation scheme based on our outage

analysis. In the following, the concluding remarks on the contributions made in this thesis

are brought.

First, in Chapter 2, we addressed the cell association problem in the downlink of a multi-

tier HetNet in which BSs have finite number of RBs available to distribute among their

associated users. We proposed a QoS-driven distributed cell association algorithm in which

users receive only enough number of RBs to satisfy their QoS constraints. The algorithms

are derived in two different frameworks. The first one is maximizing the sum utility of long

term rate with long term rate QoS constraints. The second framework is minimizing the

global outage probability with outage QoS constraints. The algorithm obtained in the first

framework is suitable for environments with slow fading and low mobility users. On the other

hand, the second framework is constructed in the context of outage to design cell association

algorithms suitable for fast fading environments. It was shown that the cell association

problem in both frameworks have the same structure. Therefore, a unified cell association

algorithm was proposed by applying Lagrange dual decomposition method. The option of

distributing the remaining RBs is also given to the BSs after the cell association phase.

Distributing the rest of RBs improves the rates seen by the users significantly at the expense

of consuming more energy and time and frequency resources. The derived algorithms are of

low complexity, and low levels of message passing are required to render them distributed.

Extensive simulation results that are brought in Chapter 2 show that our distributed cell

association scheme outperforms the maximum SINR scheme. For instance, rate gains of up
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to 2.4x have been observed in the simulations for the cell edge users in our distributed cell

association algorithm over maximum SINR scheme. Most importantly, we provided a general

framework for jointly associating users to BSs and RBs in LTE systems in which frequency

reuse factor of 1 and no interference coordination are assumed.

Second, in Chapter 3, we extended the work in Chapter 2 by considering uplink as well

as downlink. In Chapter 3 we addressed a joint downlink and uplink aware cell association

problem in a multi-tier HetNet in which BSs have finite number of RBs to distribute among

the users in the downlink and uplink. We proposed a distributed cell association scheme

to maximize the downlink and uplink rates while maintaining outage QoS. The QoS is pro-

vided in both downlink and uplink by considering separate outage requirements for the user

in downlink and uplink. Designing distributed and uplink aware cell association schemes

is a major challenge in cellular networks since users cannot measure the uplink attributes

including the uplink interference at their end. This is while users can measure some of the

downlink attributes by listening to the reference signals that BSs are constantly transmitting.

Therefore, we required the BSs to report the uplink interference using few number of bits.

Few number of bits incurs negligible load on the already existing reference signals of the BSs.

A low complexity distributed scheme is then proposed by introducing this limited amount of

feedback and applying Lagrange dual decomposition method. In the proposed scheme, the

users receive only enough number of RBs to satisfy their QoS constraints. Keeping the num-

ber of RBs minimum is in particular interesting from energy saving perspectives. Moreover,

by assigning different weights to the downlink and uplink rates, the proposed scheme can

be modified to be only downlink oriented, only uplink oriented, or both downlink and up-

link aware. By comparing the proposed scheme with the downlink oriented maximum SINR

scheme through simulations, significant uplink rate gains are observed. This is while the

gains in the downlink rates are also considerable. Furthermore, simulation results verify the

intrinsic asymmetries that exist between the attributes of downlink and uplink in HetNets.

We also have considered a general system model in designing the distributed downlink and

uplink aware cell association schemes, where frequency reuse factor of 1 and no interference

coordination are assumed.

Next, in Chapter 4, we addressed the the outage behavior of the fundamental three-

node cooperative model with one source, one relay, and one destination, in which OFDM

technology is used to combat the frequency selectivity of the channel. We analyzed the outage

probability and outage capacity of this OFDM DF network assuming Rayleigh frequency

selective channel model. In our analysis, the correlation between OFDM subchannels along

with arbitrary number of bits on each subchannel is considered. The analysis is carried out by

fitting a normal distribution to the total capacity of the system. The normal distribution is
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a suitable model for the total capacity of OFDM systems. This is because the total capacity

is a summation of capacities on individual OFDM subcarriers which are usually identical

random variables. The exact mean and approximated variance of the system capacity are

obtained that result in tight approximations on the outage probability of the described

systems. As a special case, the exact variance of the total capacity is derived for i.i.d. OFDM

subchannels that results in even tighter approximations on the outage probability. Finally,

the simulation results demonstrated the precession of our analysis even for low number of

OFDM subchannels.

As an extension to Chapter 4, in Chapter 5, we let multiple users to communicate to a

common destination through a single relay. The channel is assumed to be Rayleigh frequency

selective. OFDMA is used as the multiple access scheme to realize multiple source-destination

streams. We addressed the global outage behavior of this network in the sense that global

outage occurs if at least one source-destination stream goes into outage. It is observed

that the outage analysis for single source-relay-destination link is similar to the analysis

provided in Chapter 4 if correlated OFDM subchannels and arbitrary number of bits on each

subchannel are to be accounted for. However, it is observed that the capacity on different

links are correlated RVs that complicates the global outage analysis. The correlation is

created on the relay-destination channel that is common to all the steams. We proposed

to fit a multi-variate normal distribution to the link capacities. Then, we approximated

the covariance between the link capacities to characterize the global outage event. Monte

Carlo simulations verified the validity of this analysis for multi-user single-relay OFDMA

DF networks.

Finally, building upon Chapter 4, in Chapter 6, we investigated a clustered two-hop

DF network consisting of a set of source-destination pairs, and a cluster of relays. It is

assumed that there is no LOS between the source and destination clusters, and only one

relay can help a particular source-destination pair in their communication. The channels are

Rayleigh frequency selective on which OFDMA is employed to realize multiple simultaneous

source-relay-destination links. Given some statistical parameters of the channels, the event

of global outage is analyzed for the general case of correlated OFDM subcarrier gains, and

arbitrary number of bits on each subcarrier. The global outage is again defined as the event

where at least one source-destination pair experiences outage. The obtained global outage

probability is then used to formulate a relay allocation optimization problem for which a

low complexity solution based on Hungarian method is proposed. It is also shown that the

outage probability on a single source-relay-destination link does not depend on the choice of

OFDMA subcarrier subset if all the subsets consist of equal number of contiguous OFDM

subcarriers. This observation simplified the relay allocation problem by removing the need
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to allocate the OFDMA subcarrier subsets. In the end, the numerical results demonstrated

the precision of the outage analysis, and effectiveness of the relay allocation method.

7.2 Future research directions

In this section, we propose some possible research directions that can be followed from this

thesis:

• In our research on cell association problem in HetNets, we have not considered any

ICIC. This is while considering resource partitioning, ICIC, and interference avoidance

schemes can potentially enhance the overall user experience. Therefore, considering

the mentioned techniques on top of the proposed cell association schemes can be a

possible research venue.

• In the context of cell association in HetNets, we have assumed that the channel is

frequency flat on the bandwidth of the BSs, i.e., the channel gain is identical on all the

RBs of a BS at a certain time from user’s point of view. This assumption is made to

keep the system model simple and as general as possible. However, the BSs’ reference

signals are spread over time and frequency on the RBs so that a user can interpolate

the channel gains on all the RBs. Meanwhile, different channel gains on different RBs

highly complicates the analysis and designing distributed QoS-based cell association

schemes. As a possible future research direction, the frequency selectivity of channels

can be considered in the context of cell association in HetNets.

• In the context of cell association in HetNets, two admission control schemes are pro-

posed in Chapters 2 and 3. The proposed admission control schemes are used to project

a potential infeasible solution back to the feasible set. We have used heuristics to de-

sign these admission control schemes. Therefore, the dynamics of the optimization

problems in Chapters 2 and 3 need to be investigated in more depth in search for

optimal admission control schemes.

From another perspective, in the proposed admission control schemes, we have not

assumed any protocol for the communication of the BSs. However, in LTE-Advanced,

BSs exchange information regarding load balancing and ICIC through X2 interface.

Therefore, admission control schemes should be designed considering the protocol of

X2 interface as well as the limitations that this interface imposes on the communication

of BSs.
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• In our research on cell association problem in HetNets, we have assumed the Rayleigh

channel model. However, Rayleigh distribution captures only some characteristics of

the wireless channel. More comprehensive wireless channel models such as Nakagami-m

distribution should be considered. Also, the performance of the proposed cell associ-

ation schemes need to be investigated with empirical channel models through simu-

lations and experiments in order to modify these schemes to be suitable for practical

implementation.

• In the context of relay-based cooperative communication, we have analyzed the outage

behavior of OFDM DF relaying system in a Rayleigh fading environment in Chapters

4 and 5. However, Rayleigh distribution captures only some characteristics of the

wireless channel. More comprehensive wireless channel models such as Nakagami-m

distribution should be considered. The difficulty of considering statistical models such

as Nakagami-m is that the analysis required to characterize the distribution of the

total capacity becomes more complicated. In addition, OFDM cooperative systems

operating under different protocols such as AF can be analyzed in the same manner.

• In our research on the problem of relay allocation in an OFDMA DF multi-source

multi-destination scenario in Chapter 6, it is assumed that the number of OFDM sub-

carriers in all OFDMA subcarrier subsets is a constant, i.e., all users are allocated

equal number of OFDM subcarriers. This assumption along with the obligation of

choosing adjacent subcarriers in the spectrum for each subset result in independence

of the link’s capacity from the choice of OFDMA subset, which reduces one of the

problem’s dimensions. If the OFDMA subcarrier subsets are composed of varying

number of subcarriers, or non-contiguous OFDM transmission takes place in the sys-

tem, the choice of subcarrier subset will become one of the factors influencing the global

outage probability. Adding the choice of OFDMA subcarrier subset to allocating re-

lays to source-destination streams converts the two dimensional assignment problem

we have encountered in Chapter 6 to a three dimensional assignment problem which

is NP-hard in general [85]. Therefore, devising simplified low-complexity schemes to

solve this complex problem for multi-stream OFDMA relayed systems can be another

possible research direction.

• In general, in the context of OFDM cooperative communications, employing OFDM

translates into sending information on parallel subcarriers, where the behavior of each

subcarrier is an RV, and all the subcarriers show an identical behavior, meaning that

the RVs associated with these subcarriers are identical. Since channel capacity or bit
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rate is an additive parameter, the total capacity or bit rate is always obtained by

adding up the capacities or rates on parallel OFDM subcarriers, resulting in Gaussian

RVs according to central limit theorem. Devising a unified scheme to approximate

the mean and variance of the resulting capacity or bit rate under any OFDM protocol

considering general channel distributions is another research venue. As the next step,

using the analysis for general distributions, designing distributed algorithms to allocate

relays to source-destination pairs in multi-user scenarios can be considered.
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