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Abstract 

There is currently a disagreement between the hips that today’s	  screening techniques identify as 

likely to fracture and those that actually fracture. Specimen-specific finite element (FE) analysis 

based on computed tomography (CT) data has been presented as a more sensitive technique 

than standard screening based on bone mineral density (BMD) to screen for and identify hips 

predisposed to fracture. However, published studies using this technique have applied loading 

scenarios that do not sufficiently resemble the falls that typically lead to fracture. In particular, 

the effects of dynamics and strain rate stiffening have been neglected in all relevant FE studies. 

It is my objective to explore here these previously neglected aspects. This thesis is divided into 

three sections focusing respectively on: 1) the effect of material stiffness and mapping 

techniques on a simplified quasi-static model; 2) the feasibility, accuracy, and model sensitivity 

of explicit dynamic FE analysis to simulate a fall impact on the femur; and 3) the feasibility of a 

novel multi-scale FE technique to analyse femoral bone behaviour at specific sites with a level of 

detail that resolves the trabecular structure. All models are compared against experimental data 

obtained from mechanical tests of femurs at appropriate loading rates. 

Results demonstrate that both dynamic and multi-scale modelling are feasible techniques that 

can be developed into powerful tools. Both quasi-static and dynamic FE models demonstrated 

sensitivity to material modulus-density relationship, with further work required to estimate the 

increased stiffness of bone during impact loading. For dynamic models, surface strain patterns 

matched fracture locations observed from high-speed video. The multi-scale technique 

demonstrated its value by identifying a potential stress concentration around a vascular hole 

that was otherwise hidden. 

This study demonstrates that explicit dynamic FE analysis is a feasible technique for modelling 

the altered bone behaviour observed during femoral impacts, yet further research is required to 

design material models appropriate for impact rates. It is also demonstrated that nested multi-

scale FE modelling is not only feasible but also potentially useful to identify microstructural 

features of bone that might make it prone to fracture even in the setting of relatively high BMD. 
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1  Introduction 

1.1 Motivation 

Every year, there are more than 1.6 million hip fractures worldwide [1], more than 23 000 of 

them occurring in Canada [2]. This type of fracture not only has a very negative effect on a 

person’s	  mobility	  and	  quality	  of	  life,	  but	  it	  is	  also	  related	  to	  high	  levels	  of	  mortality, with 20% of 

people dying within one year after suffering a hip fracture [3]. The financial burden of care 

associated with hip fractures has also been estimated around $650 million per year in Canada 

[4]. All of these numbers are expected to increase over time, as baby boomers are reaching old 

age and worldwide life expectancy is rising, leading to higher proportions of elderly people 

prone to hip fracture [5]. 

Much of the current biomechanical research on the femur is geared toward improved fixation or 

bone replacement after a femoral fracture has occurred. While this research is necessary, it is 

always preferable to prevent a fracture in the first place. While there are some existing 

preventive	  methods,	  an	  accurate	  screening	  procedure	  is	  necessary	  to	  determine	  a	  person’s	  

relative risk of fracture in order to efficiently administer the appropriate treatment. Currently, a 

person’s	  risk	  is	  most often estimated according to their bone mineral density (BMD), as 

measured through dual-energy X-ray absorptiometry (DXA) [6]. While it has been shown that 

low BMD is associated with elevated hip fracture risk [7], studies have also found that there is a 

large overlap between the BMD of people who suffer a fracture and the BMD of people with 

matching age and gender who do not [8]. While it has been shown that BMD is a good predictor 

of	  hip	  fracture	  risk	  at	  a	  population	  level,	  an	  individual’s	  BMD	  is	  not sufficient to determine his or 

her risk. The results of these previous studies hint at the existence of factors beyond BMD that 

significantly contribute to an	  individual’s	  hip fracture risk [9]. 

It has been suggested that architecture, i.e. the general orientation and position of load-bearing 

trabecular paths, plays a significant role in the ability of a femur to avoid fracture in a fall [10]. 

Given the variability of femoral architecture among the population, patient-specific finite 

element (FE) models have been proposed to provide more sensitive predictions of hip fracture 

locations and the loads at which fracture initiation occurs [11]–[14]. These models are generally 

developed from quantitative computed tomography (QCT) scans, allowing heterogeneous 

representation of the internal geometry and density of the bone. This technique has the 

advantage of allowing parametric representation of the material and geometric complexity of 
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femurs – a complexity that is difficult to model using other techniques. Similarly, unlike 

experimental techniques, the parametric representation gives researchers and clinicians the 

ability to subject a particular bone to fracture under multiple loading conditions or property 

distributions [11]. 

1.2 Anatomy of the proximal femur 

The femur is the longest, largest, and strongest bone in the human body [15]. It spans from the 

hip joint, where it articulates with the pelvis, to the knee joint, where it articulates with the tibia 

and patella. The femur broadly consists of proximal and distal extremities joined by an almost 

cylindrical shaft. For hip fracture research purposes, we are mainly interested in the proximal 

femur, encompassing the proximal (superior) extremity and the top portion of the shaft. 

The most proximal portion of the femur is the femoral head (Figure 1-1), a spheroidal section of 

bone covered with cartilage that slides against the acetabulum in the pelvis. The femoral neck is 

a longitudinally concave cylinder that connects the femoral head to the shaft [16]. The greater 

trochanter (GT) is a large protuberance that forms the most lateral and palpable portion of the 

femur. It serves as the point of attachment for several muscles that connect the femur to the 

pelvic bone. The lesser trochanter is a smaller feature protruding from the posteromedial shaft, 

just inferior to the GT. It provides attachment to large muscles connected to the iliac crest of the 

pelvic bone and to the transverse processes of the lumbar vertebrae. The two trochanters are 

connected anteriorly by the intertrochanteric line and posteriorly by the intertrochanteric crest. 

The circle created by the two trochanters and two intertrochanteric ridges provide attachment 

for a number of ligaments that connect to several locations in the pelvic bone, including those 

that form the hip joint capsule. 
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Internally, the proximal femur is composed mainly of trabecular bone surrounded by a thin layer 

of cortical bone. Cortical bone thickens inferiorly on the proximal end of the shaft, while 

trabecular bone becomes sparser in the same region. Gradually, the internal structure of the 

shaft turns into a thick cylinder of cortical bone mainly filled with marrow in the medullary 

cavity. The trabeculae at the head are arranged in such a way that they form a dense central 

wedge supported mainly against the upper and lower profiles of the neck [15]. The typical 

vertical loads applied when bearing the body weight are thus passed from the femoral head 

through the central wedge and toward the junction of the neck and shaft. On patients with low 

bone density, both the thickness of the cortical shell and the density of the internal trabecular 

structure are affected [17] (Figure 1-2). 

Figure 1-1: Proximal femur location and anatomy from anterior (middle) and posterior 
(right) views. Overview image on the left adapted from BodyParts3D, © The Database 

Center for Life Science, licensed under CC Attribution-Share Alike 2.1 Japan 
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1.3 Mechanics of hip fracture  

Hip fractures are fractures of the femur around the hip joint area. They are generally classified 

according to their relative position on the femur (Figure 1-3). When the fracture occurs in the 

femoral neck region, between the trochanters and the femoral head, it is referred to as a femoral 

neck fracture [18]. It can also be referred to as an intracapsular fracture, as this area is inside of 

the articular capsule of the hip joint. If the fracture is located more distally, in the area between 

the greater and lesser trochanters, it is referred to as an intertrochanteric fracture. A fracture 

located even farther distally is referred to as a subtrochanteric fracture. About 37% of hip 

fractures are in the femoral neck, 49% are intertrochanteric, and about 14% are subtrochanteric 

[19]. Femoral neck and intertrochanteric fractures are often the result of falls from standing 

height on the greater trochanter, particularly for elderly patients. Subtrochanteric fractures, on 

the other hand, are typically the result of high energy impacts such as motor vehicle accidents 

and falls from a height [20] 

Figure 1-2: CT-derived coronal section of proximal femur showing the internal structure of 
a bone with normal density (left) and of one classified as osteoporotic (right) 
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The three different types of fractures have different challenges and treatments associated with 

them. Femoral neck fractures are likely to disrupt the blood supply to the femoral head, possibly 

leading to necrosis of this area. For this reason, femoral neck fractures often require hip 

replacement surgery, in which the proximal femur – sometimes together with the acetabulum – 

is removed and replaced with an artificial implant. Intertrochanteric fractures are less likely to 

disrupt blood supply, but the position of tendons and ligaments around the fractures makes the 

broken pieces more likely to become displaced and to have healing complications. 

Subtrochanteric fractures tend to heal more slowly than intertrochanteric fractures because the 

blood supply to the subtrochanteric region is not as good as that in the intertrochanteric region 

[18]. 

While some hip fractures occur spontaneously because of a sudden or excessive muscle 

contraction [21], [22], clinical studies have suggested that most hip fractures are the result of 

sideways falls from standing [23]. It is important to note, however, that only around 5% of falls 

Figure 1-3: Relative incidence and approximate location of the different types of hip 
fracture. Adapted from local Baltimore data collected by Michelson [19], which is consistent 

with estimates found by other authors [18]. 
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in the elderly result in fracture [24]. It has been shown that bone loss in the elderly femur occurs 

preferentially at the superior aspect of the neck [25], and this same region has been observed to 

be a site of neck fracture initiation during ex-vivo experiments under sideways fall loading [26]. 

This fragility has been commonly explained by noting that the superior femoral neck only 

experiences light tensile stresses during	  regular	  standing	  and	  walking;	  thus,	  following	  Wolff’s	  

Law, bone in this region tends to weaken over time if alternative loading is not regularly 

experienced. During a sideways fall impact to the greater trochanter, however, the same area is 

heavily loaded in compression (Figure 1-4). The weakened structure is often unable to support 

the sudden increased load, leading to higher likelihood of fracture [27]. 

 

The specific mechanism that leads to fracture initiation in the superior femoral neck under 

compression is a subject of debate. Mayhew [28] suggested that local buckling of the thinning 

cortical shell may play an important role during fractures, given that this area of the neck often 

becomes thinner with age. Turner [27], however, countered the argument by noting that shell 

buckling is unlikely given the reinforcing effects of trabecular bone and bone marrow. While 

fractures have been observed to initiate in areas that are subjected to compression during 

sideways falls and where thinning cortical bone is common [26], a finding that potentially 

supports the buckling hypothesis, to the best of our knowledge a buckling fracture has not been 

directly observed in any published study to date. 

Figure 1-4: Stress reversal on the femoral neck occurring during sideways falls compared 
to regular upright loading. Adapted from Turner [27] with permission. 
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1.4 Mechanical testing of femurs 

A number of studies have performed mechanical testing of human femurs to analyse its 

behaviour under load configurations representative of both standing and falling [21], [26], [29]–

[34]. Studies have used mechanical testing techniques to establish the importance of loading 

direction on fracture load during a fall [35], [36]. An increase in femoral strength and stiffness 

with increasing loading rate has been similarly demonstrated [30], [37]. 

Researchers have almost exclusively used materials testing machines to apply the loads on the 

femur specimens. These machines allow strict control over the displacement rate or forces 

throughout a test, a feature that is of great use for determining the material properties of a 

viscoelastic material like bone. However, materials testing machines also have limitations when 

experimentally simulating falls. First, many hydraulic machines – which are the most common 

type – can generally achieve maximum displacement rates around 0.1 m/s [37], far from the 

estimated impact speed of 3.0 m/s during a sideways fall [38], [39]. Second, when testing to 

fracture, the machine has access to an infinite amount of energy to transfer to the bone; this 

scenario is not equivalent to a sideways fall, where energy is limited by the fall height and 

fracture is not prescribed – to reiterate, only about 5% of falls in the elderly result in fracture 

[24]. Finally, during a sideways fall, the displacement rate is not constant but is dependent – 

among other things – on the stiffness of the femur itself. Since femoral stiffness is also dependent 

on loading rate [30], [37], a recursive process is present, which makes it virtually impossible to 

perform a biofidelic simulation of a fall using a materials testing machine. 

Alternative methods to simulate sideways falls impacting the femur can be found in 

Robinovitch’s	  studies	  on	  hip	  protectors	  using an inverted pendulum [40] and in	  our	  lab’s	  own	  

hip fracture research using a drop tower setup [41]. These experimental, inertia-driven devices 

overcome all the shortcomings of materials testing machines listed above at the expense of 

losing precise control over the loading conditions after the start of a test. The experimental data 

used throughout this thesis – collected and described by Gilchrist in the above citation – comes 

from experiments performed using the drop tower setup. 

1.5 Explicit and implicit finite element methods 

The finite element method is a numerical technique used to obtain approximate solutions to 

differential equations. This technique, which was developed gradually by mathematicians and 

engineers over a period of more than a hundred years [42], is used in various fields of science 

and engineering to model physical problems. The process starts by dividing a large and complex 
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system into collections of a finite, though often large, number of simple elements. The simple 

elements are assembled together systematically and according to the equations that govern the 

physical problem before boundary conditions are applied. An approximate answer to the 

problem is then obtained by solving – almost always with the aid of powerful computers – the 

resulting set of system equations [43]. 

In solid mechanics, the problem generally involves either finding the displacement of a complex 

structure under a given load or finding the load generated when a given displacement is applied. 

In either case, the structure is first divided, or meshed, into elements that can be assumed to 

have a simple mechanical response – e.g. beams, struts, cables, or small solid pieces. The points 

of connection between multiple elements and between the structure and its surroundings – i.e. 

the nodes – are also noted at this stage. Material models that describe the constitutive 

relationship between internal forces and displacements on each element are assigned. The 

elements are then assembled, usually in an automated fashion, using equations that ensure that 

the physical requirements of displacement compatibility (no two portions of the structure 

occupy the same space) and equilibrium (internal forces add up to zero at all points) are 

maintained. The result here is a set of equations describing the relationships between nodal 

displacements and any external forces on the structure. The final step is applying boundary 

conditions, i.e. assigning external forces and displacement constraints. The system can then be 

solved to obtain the desired forces or displacements. If nonlinearities are present in the system 

because of complex materials, large rotations or deformations, or contact between detached 

elements, then the solution must be computed in steps. Since this subject is relevant for this 

thesis, the rest of this section describes the difference between the two main stepwise methods 

used to solve nonlinear systems. 

FE modelling of solids involves finding the solution to the equation, Ku = F, where F represents 

the external forces on the solid, u represents displacements, and K is the stiffness matrix of the 

system. On linear problems the stiffness of the system is constant, allowing the solution to be 

found in a single step. On nonlinear and dynamic problems, on the other hand, K and F can be 

functions of u and its time derivatives �̇� and �̈�. These problems require the solution of the 

stiffness equation in a series of time steps. The stiffness matrix, K, must be updated on each time 

step to account for deformed geometries, material changes, contact changes, or any other type of 

nonlinearity present in the system. There are two main methods used to perform this stepwise 

approximation; they are referred to as implicit and explicit FE analyses [44]. 
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Explicit methods of analysis obtain the solution for each time step by using information from the 

previous time step. In other words, the solution for time t + Δt is only dependent on the solution 

at time t. The explicit methodology allows straightforward computation of the stiffness matrix at 

each step, but it does not strictly enforce equilibrium, as internal forces are balanced using the 

displacements at the previous time step and not at the current one. It is imperative that the 

length of time steps is kept short to keep this force imbalance small. Explicit methods are said to 

be conditionally stable; that is, the error introduced on each step is only bounded as long as the 

length of the time step, Δt, remains below a given value. For solid dynamic analysis, this 

maximum value of Δt	  is 2/ω, where ω	  is the natural frequency of the element with the shortest 

side length [45]. 

Implicit methods are the most commonly used type of nonlinear FE analysis. They differ from 

the explicit methodology in that equilibrium is strictly enforced on each time step. This is done 

by calculating the difference between internal and external forces on the current time step, 

generally called the residual, and solving the equation that reduces this residual to a specified 

tolerance [46]. With this procedure, however, the solution for time t + Δt becomes dependent 

not only on the solution at time t but also on the solution at time t + Δt (i.e. itself). For this 

reason, the governing equation must generally be obtained iteratively, most commonly through 

the use of the Newton-Raphson method. The advantage of implicit methods is that they are 

unconditionally stable, allowing the use of much longer time steps – and thus fewer steps in total 

– than explicit methods. The disadvantage is that the complexity of solving each time step is 

greatly increased, leading to longer computation time for each step and the possibility of non-

convergence on large deformations. 

The choice between explicit and implicit methods depends on the type of simulation being 

performed. Implicit methods are better suited for the analysis of systems with static or slowly 

increasing loads, as using explicit methods on them tends to require an unreasonably large 

number of short time steps to maintain stability. In this case, the ability of implicit methods to 

use large steps easily overcomes the increased complexity of each step. However, in many cases 

where an FE model simulates an impact event with relatively compliant elements, explicit 

methods may be more appropriate. The short duration of an impact event keeps the overall 

number of steps small. Additionally, since natural frequency is proportional to 𝑘 𝑚 – where k 

is stiffness and m is mass, high compliance (i.e. low stiffness) leads to low natural frequencies 

and thus large time steps allowed for explicit stability. Furthermore, explicit methods more 
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easily overcome the convergence problems associated with large sudden deformations. Explicit 

methods have been successfully used on car, train, and airplane collisions, as well as metal 

stamping and extrusion [45], and even human joint mechanics [47]. All of these applications 

showcase the suitability of explicit analysis on the computation of transient dynamic loads. 

1.6 Finite element analysis of hip fracture 

The finite element method has been used on the analysis of the femur since at least the 1970s 

[48], focusing over time on the analysis of prosthetic implants [49]. The use of FE modelling to 

specifically investigate hip fracture risk of the intact proximal femur started in the early 1990s 

with the investigation by Lotz, Cheal, and Hayes. They used data from quantitative computed 

tomography (QCT) images to create models of the proximal femur and load them in both single-

leg stance and sideways fall configurations using both a linear-elastic model [11] and a second 

model with asymmetric nonlinear material properties applied on the most highly strained 

regions [50]. While their results demonstrated differences of up to 56% in force and up to 550% 

in surface strains compared to experimental measurements, the feasibility of the method was 

demonstrated, providing a platform for further research. 

Over the past 20 years, a number of studies have created specimen-specific, QCT-based FE 

models in single-leg stance [12]–[14], [51]–[57] and sideways fall [12], [52], [54], [58]–[60] 

loading configurations. These studies have generally used heterogeneous material properties on 

increasingly denser femur meshes, validating the models against ex-vivo mechanical tests. All 

published studies we have reviewed have used static techniques and assumptions to virtually 

load the bones, matching the relatively low loading rates used experimentally for model 

validation. This is despite the fact that sideways falls are viewed and analysed as dynamic events 

outside of FE-based research [39], [61] and that dynamic effects have been identified as a 

significant limitation of existing FE models [62]. Perhaps this lack of dynamic simulations is 

related to the difficulties of modelling dynamic effects with traditional implicit methods. To the 

best of our knowledge, there are currently no published studies that use explicit FE for hip 

fracture research, with the exception of our own work currently in review [63]. 

The main variation found among existing FE studies of femoral fracture relates to the materials 

used in the simulations. Most studies have used linear isotropic material models [11], [12], [14], 

[51], [53], [55], [57]–[59], [64], and some of them have found very good correlations with 

empirical measurements using carefully derived properties [55], [57], [59]. Several researchers 

have obtained improved results against in-vitro experiments while using nonlinear properties in 
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the form of elastoplastic models [13], [62], or with the inclusion of strain softening or damage 

[52], [65]. While bone is known to be anisotropic in nature, almost all FE studies have used 

simplified isotropic material properties. It is unclear to what degree the addition of anisotropy 

would affect FE results, as published investigations of the relative effect of orthotropic vs. 

isotropic material properties on FE models of the femur have produced conflicting results [66]–

[68]. 

In an attempt to obtain the material properties that best work with FE models of the femur, 

some published studies have adjusted material property parameters to fit experimental results. 

This has	  usually	  been	  done	  by	  dividing	  the	  specimens	  tested	  mechanically	  into	  “training”	  and	  

“testing”	  groups	  [51], [58]. While this technique is helpful to find an initial range for material 

parameters, it carries the risk of narrowing the applicability of developed material models, as 

any change in experimental conditions necessitates a new training group and new parameters. 

FE models must ultimately be developed using material data collected independently and 

systematically from bone cores to provide a proper base for validation against mechanical 

experiments. Furthermore, the process from CT data to FE model results should ideally be as 

automated as possible [69]; this is not only to provide a basis for future clinical implementation 

of FE models but also to ensure a fair comparison by making the specimen the only variable. 

1.7 Multi-scale nested FE modelling 

As described in section 1.2, the internal proximal femur consists mainly of a trabecular bone 

lattice-like structure with marrow filling the intertrabecular pores. Structurally, the trabeculae 

act as beams and struts to bear load and provide bracing for the load-carrying cortical bone. The 

density and orientations of the trabeculae are not random but instead specifically arranged to 

carry the regular local loading applied to them – a	  relationship	  commonly	  known	  as	  Wolff’s	  Law.	  

Thus, when taken as a whole, trabecular bone has a wide range of possible mechanical 

properties (e.g. stiffness or yield strength) and varying degrees of anisotropy with variable 

principal directions. The thickness of cortical bone also varies greatly with location; compare, 

for example, the difference in cortical thickness between the inferior-medial neck and the 

superior-lateral head in Figure 1-2. These three features – irregular trabecular density, irregular 

anisotropy properties, and irregular cortical thickness – create significant obstacles to biofidelic 

computer modelling of bone. 

Researchers have used two competing modelling methodologies to negotiate these obstacles on 

FE models of bone. The first and most common method uses relatively large elements (with 
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sides around 1 mm or larger) and applies heterogeneous density-based material properties to 

them. The second method uses much smaller elements (with sides typically smaller than 

100 µm) and simplified, homogeneous material properties. In essence, there is a trade-off 

between the levels of detail used to model the material and geometry of bone. 

In the first method, QCT data of the specimen is typically collected at clinical resolution (around 

0.6 mm). Images at this resolution do not capture much of the detail in trabecular structure or 

thin layers of cortical bone; however, it has been shown that the grey-level voxel values in QCT 

are linearly related to the ash density of bone [70], [71]. Several studies have probed the 

mechanical properties, particularly the stiffness, of trabecular bone of varying ash densities [57], 

[71]–[74]; allowing the conversion from CT value to ash density and from ash density to local 

stiffness. Almost all the FE models described in section 1.6 were created by averaging local 

stiffnesses over the volume of each element. Note, however, that using this technique, material 

properties inside each element are typically homogeneous and isotropic. Some groups have 

studied the use of anisotropic properties, but the problem of finding the principal directions and 

degree of anisotropy appropriate for each element is far from trivial [67], [68]. Furthermore, this 

technique	  suffers	  from	  partial	  volume	  artifacts,	  where	  boundary	  voxels	  “dissolve”	  thin layers of 

cortical bone in the surrounding fluid (typically water or air, depending on the technique used to 

scan the bone), artificially weakening the virtual structure [75]. Finally, this type of model is 

insensitive to small defects like holes or surface irregularities on the bone, making it possible to 

miss stress concentrations during FE analysis. 

In the second method, QCT data is collected at much higher resolutions (with voxels as small as 

40 µm or even less),	  obtaining	  a	  detailed	  map	  of	  the	  specimen’s	  trabecular	  structure.	  Voxels	  can	  

then be categorized as either bone or not bone through the use of a threshold CT value. Bone 

voxels are directly converted to prismatic elements of the same size, and these elements are 

assigned equal homogeneous material properties independent of CT value. It is assumed here 

that, at this level of detail, real bone material is also homogeneous and isotropic. FE models that 

use this technique typically contain millions of elements, requiring highly specialized solvers 

and powerful supercomputers [76]. Some researchers have chosen to model small regions of 

bone in order to decrease the number of elements and the processing time required. However, 

the process of virtually isolating these small regions generally requires slicing the inside of a 

bone, and here it becomes very difficult to determine what boundary conditions are appropriate 

for biofidelic loading. 
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Our lab is currently testing the idea of combining both approaches described above. The idea 

relies on using two types of	  model:	  an	  “organ-level”	  model	  that	  follows	  the	  first	  method	  with	  

large elements and density-based properties to model the entire proximal femur, and one or 

more	  “micro-level”	  models	  that	  follow the second approach to model only small regions of 

interest in the bone. Specimen data for both models can be collected as a high-resolution CT scan 

that can be downsized to clinical resolution for the organ-level model. The problem of internal 

boundary conditions in the micro-level models is resolved by applying the solved nodal 

displacements of the organ-level model as boundary conditions on the micro-level models. The 

advantage of this technique is that one could use the organ-level model to identify regions where 

high strains develop, and then model these regions with micro-level models to determine 

whether any stress concentrations would make a fracture likely to be initiated.  

1.8 Objectives 

The overall objective of this investigation is to explore the use of FE analysis to simulate a femur 

under sideways fall loading. The specific aim is to model some features of sideways fall loading – 

particularly the effects of a dynamic loading rate – that have not been considered in previous FE 

studies of the subject. One final objective is to probe the feasibility of multi-scale nested FE 

modelling, a novel technique designed to simulate the behaviour of bone at a scale that resolves 

its trabecular structure without incurring the great computational expense of high-resolution FE 

modelling of an entire proximal femur. 

The investigation is divided in three parts corresponding to the main chapters of this thesis. 

Each chapter follows a manuscript format, intended for later publication as a standalone article. 

x In chapter 2, I use quasi-static linear FE modelling, with the intention of determining the 

appropriateness of several model components and establishing the capabilities of our 

simulation technique in a relatively simple loading scenario similar to that used by 

others in the research community. 

x In chapter 3, I use explicit dynamic nonlinear FE modelling, a technique that is novel for 

hip fracture research, to develop a model of the femur under the loading rates and 

conditions observed in sideways falls. 

x In chapter 4, I present a preliminary investigation of multi-scale nested FE modelling. 
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All three chapters include results comparisons to measurements from appropriate mechanical 

tests of human femurs. 

1.9 Scope 

This thesis presents a portion of a larger investigation on hip fractures performed 

collaboratively by a team of researchers at the University of British Columbia (UBC) and the 

Swiss Federal Institute of Technology (ETH) Zurich. Some components of this investigation are 

necessary for the clear presentation and validation of this research, yet a detailed analysis of all 

aspects of the collaborative project is not within the scope of this thesis. The FE results 

presented here are compared against data from empirical ex-vivo fall simulations and 

mechanical testing of human femurs. The validity of the results for clinical hip fractures is 

therefore dependent on the validity of the empirical data itself. However, the validation of these 

data against clinical hip fractures falls outside the scope of this thesis. 

For further information on the experimental side	  of	  our	  group’s	  research,	  please	  refer	  to	  

Gilchrist’s	  PhD	  thesis [77].
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2 Quasi-static linear simulation 

2.1 Introduction 

Osteoporosis is characterized by a loss of bone density and is known to result in elevated 

fracture risk of the hip, spine and forearm, with hip fractures resulting in the most severe 

consequences. Epidemiologic evidence supports the contention that low areal bone mineral 

density (aBMD) is associated with increased population-based risk of fracture [7], [78]. 

However, there is considerable overlap of aBMD values between fracture and non-fracture 

patients, indicating that the method is not sensitive enough to identify many of the individuals 

likely to suffer a fracture [8], [9]. 

Subject-specific finite element (FE) models based on quantitative computed tomography (QCT) 

have been created in a number of studies to analyse femoral behaviour in single-leg stance [12]–

[14], [51]–[57] and sideways fall [12], [52], [54], [58]–[60] loading configurations. Most of these 

models have been validated against ex-vivo mechanical tests and some have been found to yield 

better predictions than aBMD [51], [58], underscoring that these models could be ideal for 

identifying individuals at high risk. Despite these positive advances, no agreement on a 

consistent FE methodology has emerged in the hip fracture biomechanics community. Published 

models have used a variety of modulus-density relationships to estimate heterogeneous 

material properties from QCT-derived density data. Models have also used a variety of methods 

to define bone and element geometry, with some researchers using voxel models that directly 

match the QCT voxel grid [12], [51], [52], [54] and others using irregular tetrahedral or 

hexahedral isoparametric elements meshed over a smoothed solid geometry [13], [14], [53], 

[55]–[60]. Smooth-geometry models further differ in the strategies used to distribute – or map – 

material properties from a regular grid of QCT voxel values to an irregular mesh of elements. 

Given the lack of agreement on the appropriate materials and methodologies required for 

femoral FE modelling, each research group has generally developed its own technique and 

determined the material properties that best work with its models, validating them against 

experimental data from mechanical tests. 

A few published studies have produced FE results using multiple material-density relationships 

and compared them against mechanically derived data from a few femoral specimens [55], [57], 

[64]. Limited comparisons of material mapping methods [79] and meshing techniques [80] have 

also been published. All of these comparative studies lack validation against a sizeable number 
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of independent specimens. It is our objective to perform a systematic comparison of material 

relationships and modelling methods using validation data from a wide variety of mechanically 

tested specimens. We use a semi-automated and modular FE modelling system that allows the 

isolation and switching of specific portions of our methodology. The automation in this scheme 

allows us to easily build and run equivalent FE models for a range of specimens, while the 

modularity gives us the ability to analyse the effect of changes in isolated portions of the model. 

The resulting comparisons should allow us to separate the effects of modelling methodology 

from those of inter-specimen variability. We intend to use this strategy, validated with data from 

sixteen mechanically tested specimens, to compare the results of multiple material mapping 

strategies and modulus-density relationships. 

For our work, we choose to work with sideways fall loading instead of single-leg stance loading. 

We choose this because the majority (>90%) of hip fractures are associated with a low trauma 

fall [81], and falls to the side have a high fracture rate [23]. The aim of our hip fracture FE 

simulations is to recreate virtually the conditions of a sideways fall. While we believe that the 

role of dynamic behaviour on the femur response to a fall impact needs to be investigated, and it 

is covered in the next chapter of this thesis, we need to first isolate the mechanical response of 

femurs in a simplified scenario. An FE model of the femur loaded quasi-statically and validated 

against data from slow mechanical tests allows us to investigate the basic material properties of 

the femur without the additional complexity of dynamics. 

We choose to work with FE meshes using smoothed solid geometry, since these types of meshes 

have been shown to produce more accurate results than voxel-type meshes at similar densities 

[80]. However, smoothed geometries require mapping of heterogeneous material properties 

from a regular grid of QCT voxel to an irregular mesh. The most common mapping strategy is to 

average CT-derived values over the volume of each element. This strategy, specifically averaging 

voxel-based Young’s	  moduli,	  is	  used	  by	  the popular BoneMat V3 software [79]. An alternative 

strategy is to use trilinear interpolation on the CT values to find appropriate material properties 

at each mesh node, creating in effect a varying field of nodal properties [82]. One final mapping 

strategy found in published studies uses higher order (p-method) elements, allowing the 

application of element properties as continuous spatial functions [83]. This last strategy, 

however, is excluded from our current comparison, since it requires the use of specialized 

meshes and solvers. 
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For material models, we reviewed published modulus-density relationships developed and 

validated using mechanical test data and chose those that have received special attention. One 

relationship in particular, was developed by Morgan, Bayraktar and Keaveny [72] using a very 

robust experimental protocol. This relationship has been used by other research groups who 

have found it to produce superior surface strain predictions in a single-leg stance [55] and 

sideways fall [59] loading configurations. However, it has also been found to systematically 

overestimate femoral stiffness under sideways fall despite a good predictive correlation [58]. 

Another relationship, presented by Keyak et al [12], combined two previous relationships for 

human trabecular bone over a wide density range. Studies using this relationship in single-leg 

stance loading have produced contrasting results, with one reporting accurate stiffness 

predictions and somewhat overestimated strains [13] and another reporting very good strain 

agreement and overestimated stiffness [56]. Further research by Wille, Rank, and Yosibash [57] 

also found very good agreement for surface strains using the Keyak relationship. This last paper 

also developed a novel stochastic modulus-density relationship derived from pooled femoral 

bone data from a variety of studies. The accompanying deterministic relationship performed 

well on our preliminary femoral FE modelling tests, encouraging us to investigate it further. The 

three relationships described above: Morgan [72], Keyak [12], and Wille [57], are compared in 

this chapter. 

The investigation described below was performed as a collaborative project between the 

Orthopaedic and Injury Biomechanics Group at the University of British Columbia (OIBG-UBC) 

and the Institute for Biomechanics at the Swiss Federal Institute of Technology in Zurich 

(IfB-ETHZ). The contribution of Dr. Benedikt Helgason from IfB was particularly instrumental to 

the development of this investigation, as he not only supervised my work while writing the FE 

models but also helped run them and summarize the resulting data. 

2.2 Methodology 

Sixteen proximal femurs were mechanically tested non-destructively on a materials testing 

machine. Specimen-specific finite element (FE) models were created and solved using an 

implicit solver in ANSYS Mechanical APDL (v14.0). Stiffness and surface strains on the anterior 

neck resulting from the FE model were compared to the values measured experimentally. 
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2.2.1 Experimental setup 

The methodology used to collect the experimental data for this project is described by Gilchrist 

[41] as validation for digital image correlation. This section provides a brief overview of 

Gilchrist’s	  experimental	  setup. 

Sixteen fresh frozen proximal femurs were evaluated (Table 2-1). The specimens were specified 

to have no reported history of musculoskeletal or metabolic disease. The bones, which had their 

soft tissues removed, were scanned using dual energy X-ray absorptiometry (DXA) (QDR 

4500W, Hologic, Bedford, MA) and high resolution (41 µm) peripheral quantitative computed 

tomography (XtremeCT, SCANCO Medical AG, Brüttisellen, Switzerland). 

Table 2-1: General data for femoral specimens 

Specimen Age/Gender 
(years/-) 

Height/Weight 
(m/kg) 

Femoral Neck 
aBMD (g/cm2) 

Total 
aBMD 

(g/cm2) 
T-score WHO 

classification 

H1167L 50/F 1.68/54 0.658 0.841 -0.8 Normal 
H1168R 73/M 1.70/77 0.650 0.813 -1.1 Osteopenic 
H1268L 82/F NA/NA 0.536 0.698 -2.0 Osteopenic 
H1365R 71/F 1.52/45 0.504 0.638 -2.5 Osteoporotic 
H1366R 73/F NA/45 0.740 0.839 -0.8 Normal 
H1368R 70/F 1.65/57 0.500 0.606 -2.8 Osteoporotic 
H1369L 69/F 1.73/68 0.498 0.601 -2.8 Osteoporotic 
H1372R 79/F 1.68/113 0.638 0.793 -1.2 Osteopenic 
H1373R 76/F 1.52/63 0.773 0.833 -0.9 Normal 
H1374R 78/F 1.45/66 0.486 0.621 -2.6 Osteoporotic 
H1375L 83/F 1.52/90 0.633 0.782 -1.3 Osteopenic 
H1376L 79/F 1.63/64 0.552 0.683 -2.1 Osteopenic 
H1377R 80/F 1.65/64 0.503 0.627 -2.6 Osteoporotic 
H1380R 71/F NA/NA 0.695 0.834 -0.9 Normal 
H1381R 92/F 1.63/51 0.392 0.545 -3.3 Osteoporotic 
H1382L 96/F 1.52/61 0.441 0.546 -3.2 Osteoporotic 

 

Each bone was tested mechanically on a materials testing machine (8874, Instron, Norwood, 

MA). The general arrangement during mechanical testing is shown in Figure 2-1. The distal end 

of each femur was potted in an aluminum cylinder using poly(methyl methacrylate) (PMMA). 

The cylinder and its positioning fixture were designed to only allow rotation around a distal 

anterior-posterior axis. The positioning fixture held the bone in a position that mimics the 

position thought to occur during a sideways fall [38], [39]. The femoral head was constrained 

medially, but allowed to displace in the sagittal plane using a steel plate supported on free-

sliding bearing plates. The greater trochanter was loaded in a lateral to medial direction. Forces 
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at both the head and the greater trochanter were distributed over the surfaces using PMMA 

pads, approximately 4 cm in diameter, to prevent local crushing. The pads were moulded to both 

bone and plate surfaces but not glued to them. 

 

A single strain rosette (FRA-2-11-3LT, Tokyo Sokki Kenkyujo Co., Tokyo, Japan) was attached to 

the anterior-superior surface of the femoral neck. This area was selected for monitoring because 

it was a common site of fracture initiation on earlier research performed in our lab [26]. After 

placing the bone in the positioning fixture, an Optotrak Certus motion capture system (Northern 

Digital Inc, Waterloo, ON, Canada, accuracy < 0.1 mm) was used to record the 3D locations of a 

number of points on the surface of the bone and several areas of the positioning fixture. These 

digitized data were used to accurately reproduce loading directions and constraint locations on 

the computer models, as described in section 2.2.4. 

Each bone was loaded at quasi-static loading rates (~ 0.5 mm/s) up to half of its fracture load, as 

predicted from the DXA-based areal bone mineral density (aBMD) [29]. Forces and 

displacements measured by the materials testing machine were recorded using LabView (v2010 

SP1, National Instruments, Austin, TX). Surface strains were measured locally at the anterior-

superior neck by the strain rosette described above. 

Figure 2-1: Sample femur placed in positioning fixture 
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2.2.2 FE model geometry 

The high-resolution peripheral QCT data was calibrated using a standard hydroxyapatite (HA) 

phantom and filtered using a morphological filter to isolate the bone from intertrabecular pores. 

This step was necessary to avoid artificially stiffening the model by using a bone modulus-

density relationship on the noisy data present in marrow-filled pores. The images were then 

reduced from their original 41 µm resolution to clinical resolution of 0.615 mm in Matlab 

(v R2012b, The Mathworks, Natick, MA, US). In order to maintain a constant amount of bone 

during the downsizing process, the average intensity of each voxel was kept constant. The 

reduced images were segmented using ITK-SNAP (v2.2.0) [84], with the resulting data 

converted to a NURBS-based solid in SolidWorks (2011, Dassault Systems, Concord, MA). 

One of the bones was selected arbitrarily to generate a series of 2nd order tetrahedral meshes 

from the NURBS data using Ansys Workbench (v.14.0, Altair Engineering Inc., Troy, MI, USA). 

These meshes were tested with the FE analysis described below to determine the	  model’s	  

sensitivity to mesh size. The test, which compared resultant forces and stiffnesses from meshes 

with 1.5, 2.0, 3.0, and 4.0 mm mean edge length, concluded that a model with average element 

edge length around 2.0 mm yields converged results in a reasonable computation time. 

All bones were then meshed using similarly-sized elements. Summary mesh data is presented on 

Table 2-2. On each of the meshes, a node was placed at the location of the strain gauge according 

to the points digitized with the motion capture system. 

Table 2-2: Mesh characteristics for each bone 

Bone Volume (cm3) Elements Nodes 

H1167L 129.5 133 450 192 385 
H1168R 168.5 170 777 244 504 
H1268L 119.9 124 709 180 308 
H1365R 105.6 108 935 157 757 
H1366R 143.7 146 567 211 012 
H1368R 147.1 149 390 214 701 
H1369L 171.6 171 631 245 697 
H1372R 121.1 212 195 296 728 
H1373R 154.1 155 939 223 925 
H1374R 126.4 131 452 189 801 
H1375L 132.0 134 675 193 909 
H1376L 119.3 122 806 177 454 
H1377R 142.5 249 667 348 407 
H1380R 124.8 128 428 185 447 
H1381R 162.0 164 833 236 347 
H1382L 147.1 149 726 214 932 
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2.2.3 Heterogeneous material stiffness mapping 

The voxel values from the reduced images, which represent hydroxyapatite (HA) content, were 

converted to ash density values by the following relationship: 

 𝜌 = 𝜌 + 0.09 /1.14 (2-1) 

where ρash represents the ash density of the bone voxel in g/cm3, and ρQCT represents the 

corrected QCT voxel intensity in g HA/cm3. Apparent density was then calculated from the 

resulting voxel ash densities using the relationship 

 = 0.60 (2-2) 

Both of these density relationships are based on the investigation of Schileo et al [85]. 

Dr. Benedikt Helgason, a main collaborator in the present investigation and my co-supervisor in 

ETH Zurich, previously examined the suitability of eight bone density-stiffness relationships 

presented in published studies on FE models of the proximal femur. From this early 

investigation, three relationships were selected for the present study (Table 2-3 and Figure 2-2). 

Each relationship was used to calculate the stiffness value of each CT voxel. 

Table 2-3: Selected modulus-density relationships 

Short Name Modulus-Density Relationships 
(MPa) 

Densito-metric 
range 

Source 
material 

Morgan 49.18506 appE U  Whole Range [72] 

Wille 45.100012 ashE U  Whole Range [57] 

Keyak 

20.290033 ashE U  

4693075 � ashE U  
01.220010 ashE U  

27.0dashU  

60.027.0 �� ashU  

ashUd6.0  

[12] 
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Surface voxels, which are at the boundary between bone tissue and the surrounding 

environment, were likely to suffer from partial volume artifacts: reduced properties due to the 

voxel volume being filled only partially with bone. One method that can be used to correct this is 

to	  “peel” the outermost layer of bone voxels. The values of these voxels can then be replaced 

with those from the next inner layer if these were higher, in effect extruding the last layer of 

voxels that contain only bone. To test the influence of the peeling step, each bone was assigned 

properties with and without peeling. 

Having	  corrected	  Young’s	  moduli	  assigned	  to	  each	  CT	  voxel,	  the	  stiffness	  at	  each	  node	  in	  the	  

mesh was then calculated by 3D linear interpolation. These nodal stiffnesses could be applied 

directly	  to	  the	  FE	  model	  using	  Helgason’s	  nodal	  interpolation (NI) technique [82], or they could 

be distributed to nearby elements to obtain more traditional element stiffnesses. Both 

techniques were tested as described below. Nodal stiffnesses were distributed to element 

stiffnesses using weighted averages with nodal weight factors that were inversely proportional 

to the distance from node to element centroid. 

The following three material mapping methods were selected for testing: 

Figure 2-2: Comparison of modulus-density relationships over bone density range 
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x Method 1: Element stiffnesses and no peeling correction. This case was selected for its 

similarity to BoneMat V3 used by other researchers [79]. 

x Method 2: Element stiffnesses with peeling correction. This is an intermediate case that 

can be easily implemented in almost any FE software. 

x Method 3: Nodal stiffnesses with peeling correction. This case tests the influence of 

Helgason’s	  NI	  method [82]. 

Each of the three cases was tested with each of the three modulus-density relationships. All 

simulations used linear elastic material properties. 

2.2.4 Boundary conditions 

The positions, constraints, and loading directions of Gilchrist’s	  physical loading test (described 

in section 2.2.1) were closely mimicked digitally using the points digitized with the motion 

capture system. The digitized points included arbitrary locations over the surface of the femur 

and specific locations in the supporting and loading devices (Figure 2-3). The points in the bone 

surface together with surface nodes in the CT-derived mesh were run through an iterative 

closest point algorithm [86] in Matlab to register the conversion between the CT coordinates 

used by the mesh and the digitizer coordinates used to record boundary condition data. The rest 

of the digitized points were then used to calculate the locations and directions of boundary 

conditions to match the experimental setup. 

 

Figure 2-3: Example of digitized points used for registration (The registered CT-
derived mesh and calculated geometry are shown for clarity) 
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The distal (inferior) end of the model was constrained in such a way that the bone could only 

rotate around a distal hinge on the frontal (coronal) plane. This was accomplished by 

constraining a node at the midpoint of the distal hinge. This hinge node was connected to the 

distal end of the solid femur model using beam elements that emulate the axial and bending 

stiffness of the PMMA-filled aluminum cylinder with which the real femoral shaft was potted. To 

simulate reality as closely as possible, three beams were used in series: The most proximal beam 

used dense bone properties and circular tube geometry to simulate the distal portion of the 

femoral shaft that was outside the CT scanner range and thus could not be modelled as a solid. 

The middle beam was given composite properties corresponding to a PMMA-filled aluminum 

cylinder, emulating the potted portion of the cylinder. The most distal beam used the properties 

of a hollow aluminum cylinder to simulate the portion beyond the potting. 

In order to simulate the experiment, the femoral head required a constraint that prevented 

medial movement without hindering its ability to rotate in any direction or translate in the other 

two axes. It was decided that the most appropriate method was to model a PMMA support pad, 

constrain its medial end, and apply a frictionless contact between it and the femoral head. The 

pad used the same 2nd order tetrahedral elements used in the femur, elastic material properties 

with E = 3.1 GPa, and a geometry that matched the femoral head at the contact surface. 

Finally, the greater trochanter was loaded medially through a PMMA loading pad model. 

Similarly to the head constraint, a frictionless contact was set up between PMMA and bone. The 

lateral end of the loading pad was loaded using a rigid plate over the PMMA pad and applying a 

downward displacement of 1.0 mm (Figure 2-4). 

The use of PMMA pads for constraints closely matched the experimental setup, which had 

detachable moulded PMMA pads at the same two locations. 
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2.2.5 Comparison criteria 

The comparison of FE to experimental results was done using two main parameters: overall 

bone stiffness – measured as the displacement of the greater trochanter in the loading direction 

– and principal surface strains at the strain gauge location. 

Overall	  stiffness	  was	  calculated	  experimentally	  from	  the	  linear	  portion	  of	  each	  bone’s	  force-

displacement curve. Force was measured by the load cell in the materials testing machine and 

filtered in Matlab using a 2nd order Butterworth filter in forward and reverse directions with a 

500Hz cut-off. Displacement was similarly measured by the machine and corrected for both the 

deformation due to machine compliance – which Gilchrist measured directly on a separate test – 

and the deformation of the cartilage layer around the femoral head – based on an independent 

cartilage model developed by Helgason. On the numerical side, overall FE stiffness was 

calculated from the reaction force at the head support and the displacement applied at the 

greater trochanter. 

Surface strains were measured experimentally using the strain rosette. On the FE model, a node 

was placed at the digitized strain gauge location of every mesh. For the comparison to strain 

gauge measurements, FE strains were averaged among all surface corner nodes within 0.9 mm 

of this location. This radius accounted for the actual size of the strain gauge. 

Figure 2-4: Sample FE model and boundary conditions 
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2.3 Results 

All nine simulations – for three material mapping methods and three modulus-density 

relationships – were successfully run on each of the sixteen bones. The results from these 

simulations were compared to experimental values, resulting in correlation coefficients between 

0.71 and 0.79 for stiffness and between 0.90 and 0.92 for strains. 

 

Figure 2-6 shows the validation results for stiffness, while Figure 2-7 shows the results for 

surface strains at the strain gauge location. 

When comparing overall bone stiffness (as defined in Figure 2-5),	  the	  Keyak	  relationship’s	  

results produced regression slopes closest to unity and the lowest root-mean-squared error 

ratio among the three relationships, making this relationship the most accurate among the three 

for overall stiffness. All sets of stiffness results produced R2 values between 0.7 and 0.8. 

When comparing strains, the	  Morgan	  relationship’s	  results	  produced	  regression	  slopes	  closest	  

to unity and the lowest root-mean-squared error ratio among the three relationships, making 

this relationship the most accurate among the three for surface strains. All sets of strain results 

produced R2 values greater than 0.9. This finding agrees with the results of Schileo [55], who 

determined that surface strains were best predicted using the Morgan relationship. Note, 

however,	  that	  Schileo’s	  study	  investigated	  femurs	  under	  single-leg stance rather than the 

sideways fall loading configuration of the present study. 

Figure 2-5:	  Definition	  of	  femoral	  stiffness.	  F	  represents	  the	  applied	  force	  and	  Δ	  the	  
displacement of the greater trochanter 
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Figure 2-6: Comparison of experimental to FE stiffness results for each modulus-density 
relationship and material mapping method 
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2.4 Discussion 

The aim of the present study was to validate FE-models of the proximal femur in a sideways fall 

configuration against experimental test results for a broad range of specimens. The validation 

was performed in terms of overall specimen stiffness as well as measurements from strain 

gauges mounted at critical locations on the femoral neck. 
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Figure 2-7: Comparison of experimental to FE strain results for each modulus-
density relationship and material mapping method 
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Two key portions of the FE model formed the focus of our comparison: 1) modulus-density 

relationship and 2) material mapping method. The comparison between the three modulus-

density relationships – here simply referred to as Morgan, Wille, and Keyak – is discussed first. 

Over almost all of the bone density range, Morgan is the stiffest relationship and Keyak the most 

compliant (Figure 2-2).	  Since	  models	  were	  developed	  from	  the	  same	  CT	  values,	  Young’s	  moduli	  

were generally higher in the Morgan simulations and lower in the Keyak simulations, with 

Wille’s	  values	  somewhere	  in	  between.	  As	  should	  be	  expected,	  this	  difference	  between	  moduli	  at	  

the local level produced similar differences in overall bone stiffness, with the Keyak relationship 

producing the lowest overall stiffness and the other two relationships producing higher – and 

overestimated – stiffness results. 

The relative comparison slopes obtained for surface strains from the different material 

relationships can also be traced to the general differences in stiffness. The Morgan relationship 

produced the lowest strains, as would be expected from the stiffest material model, and thus the 

lowest slope. The other two relationships, being more compliant, produced higher maximum 

(more positive) and minimum (more negative) principal strains. It follows that the slopes of the 

experimental-to-FE comparison are higher for these two relationships.  

Our R2 values ranged from 0.71 to 0.92, which are similar to those obtained by other authors in 

comparable studies – e.g. 0.91 by Grassi et al [59], 0.87 by Dragomir-Daescu et al [58]. Our study 

used a sizeable sample of specimens (bones from 16 individuals) but few strain measurements 

per specimen (two strains at a single location for each bone). This is in contrast to other 

investigations that have compared FE and experimental strains, like Grassi et al [59] 

(16 locations in 3 bones) or Trabelsi et al [56] (5 locations on 6 bone pairs). Our approach 

produces statistical results with generally less power than the alternative, but it ensures 

independence between measurements. 

Perhaps more telling than the correlation coefficients are the root-mean-squared errors 

(RMSEs) reported as a percentage of the maximum experimental measurement. In our results, 

these vary between 11.2 and 56.0%, showing the relative accuracy of different model types. This 

metric shows more clearly the ability of the model to predict strains using the Morgan material 

relationship and stiffness using Keyak. The Wille relationship is also shown to be a compromise 

for both stiffness and strain prediction. 
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Comparing the different material mapping methods on both stiffness and strain results did not 

produce enough variation in results to deem any of the methods superior to the rest. The 

difference between mapping methods is clearly overshadowed by the difference between 

modulus-density relationships. Any difference between the accuracy of the three methods likely 

requires a larger sample to be resolved. 

The studies by Grassi et al [59] and the pioneering work of Lotz et al [11] are the only other 

published research we found that include local strain validation of a FE femoral model under 

sideways fall loading. Grassi et al used FE models similar to the present model with the Morgan 

relationship and material mapping method 1. Their investigation, which explored surface strain 

predictions on three bones using 16 strain measurement locations and 12 loading 

configurations, found very good correlation and low errors between strain measurements and 

predictions. Lotz et al, who similarly instrumented two bones with nine strain gauges each, 

found a rather poor correlation between FE strains and those measured from strain gauges. 

On the stiffness side, Dragomir-Daescu et al [58], using data from 18 femurs, also found that the 

Morgan relationship leads to an overestimation of overall bone stiffness. The lower degree of 

overestimation found in the results here presented (regression slope around 1.5, compared to 

their 2.0) may be explained by the differences in FE boundary conditions, which in our model 

were purposely set to allow free rotation of the femoral head. Our results indicate that the Keyak 

material relationship leads to the best predictions of overall stiffness under sideways fall 

loading. To the best of our knowledge, no previous studies have found a better predictor of bone 

stiffness under sideways fall loading than that shown here. 

The ultimate goal of femoral FE research is, in general, to develop a modelling methodology that 

can be implemented clinically for accurate fracture risk assessment. Successful validation 

against cohort data is essential for further advancement toward this goal. We have found, 

however, that previous studies that include this validation often use voxel-based FE modelling, a 

technique that has been shown to be less accurate than smoothed-solid modelling [80]. 

Furthermore, previous studies have sometimes not given enough emphasis to boundary 

conditions. During our investigation, we found that, under a fall configuration, a femoral FE 

model can be easily overconstrained. Two boundary condition features in particular 

demonstrated surprising importance for our models: 1) ensuring rotational freedom for the 

femoral head through a sliding surface contact, and 2) proper representation of the bending and 

torsional stiffnesses of the distal support mechanism. Failure to account for either of these can 
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lead to displacement errors of perhaps several hundredths of a millimetre, which could 

significantly alter the resulting stiffness and strains in the model. 

We found that the Wille modulus-density relationship, while inferior to Morgan for surface 

strain predictions and inferior to Keyak for overall stiffness predictions, produces reasonable 

estimates of both stiffness and strains. For this reason, this relationship is recommended for 

further study and use in FE simulations of the proximal femur. It is important to note, however, 

that the experimental strains are likely to have better accuracy than the experimental 

deformations – which required several estimated corrections – and thus the overall stiffnesses. 

For this reason, the stiffness results carry somewhat less weight than the strains. The Morgan 

relationship should also be considered where appropriate. As far as we are aware, the present 

study is the first to apply the Wille relationship on a sideways fall scenario. 

In our results, the most compliant modulus-density relationship (Keyak) produced the most 

accurate overall stiffness, yet the stiffest relationship (Morgan) produced the most accurate 

surface strains. These results may point toward the need to model a stiffer layer of cortical bone. 

It can be reasoned that a stiffer cortical bone would yield lower and more accurate surface 

strains; while more compliant trabecular bone may reduce the overall stiffness of the bone, 

yielding more accurate results. The differentiation between trabecular and cortical models is 

supported by recent findings that suggest that cortical bone and trabecular bone perform 

distinct roles in the mechanical behaviour of the femur. While cortical bone typically carries the 

majority of the load in both standing [34] and fall [87] configurations, trabecular tissue appears 

to provide the structural support necessary to engage the cortex during a fall [88]. 

There are a number of limitations to this investigation. Given the small number of specimens, it 

is possible and perhaps even likely that the tested bones are not representative of the overall 

population. Similarly, the fact that surface strains were compared using a single strain rosette 

for each bone makes it likely to miss strain patterns and features present in the surface of the 

neck. Future studies would benefit from testing more specimens and comparing more locations 

for strain. This could be done with more strain gauges or, as our lab is already investigating, 

through the use of digital image correlation to measure strains from video data [41]. The 

measurement of overall stiffness has limitations as well, since it is based on deformation data 

that requires a number of estimations to account for the compliance of the head cartilage and 

non-rigid support and loading structures. While we found these corrections to be important, 

they could add small inaccuracies to the displacements and thus to the stiffness too. 
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Additionally, there are some limitations to the presented methodology, including the lack of 

specific validation data for the properties used for the distal beams. Similarly, only isotropic 

properties were used for the bone material – a simplification used by most comparable studies 

[12], [55], [57]–[59] – despite the well-known anisotropic behaviour of bone. 

In summary, the presented methodology supports the use of the Wille and Morgan relationships 

on femoral FE models under a sideways fall configuration. Not enough differences were noted 

from the three presented material mapping methods to recommend any particular one. Finally, 

we recommend that particular attention be paid to the boundary conditions of femoral FE 

models to avoid overconstraining the model. 
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3 Dynamic nonlinear simulation 

3.1 Introduction 

It is estimated that each year over 1.6 million people suffer a hip fracture worldwide [1]. Beyond 

its devastating effects on mobility and quality of life [89]–[93], this type of injury has been 

associated with increased risk of death [94], [95]. There is ample evidence showing that the 

majority (>90%) of hip fractures are associated with a short, low trauma fall, and while falls in 

elderly adults are common [96], only 1-5% of falls result in a fracture [24], [97], [98], with falls 

to the side having a much higher fracture rate [23]. 

The biomechanics of hip fractures associated with a sideways fall have been empirically studied, 

most often by applying forces using materials testing machines [12], [26], [52], [58], [99]. Two 

aspects of this method limit its capacity to represent a sideways fall. First, loading rates of 

0.1 m/s or lower have been generally used, while the impact speed associated with a sideways 

fall from standing is around 3.0 m/s [39]; this rate is beyond the reach of most current materials 

testing machines. Loading rate is important, as it has been shown that the mechanical properties 

of bone are strain rate dependent [100], [101]. The second limitation is that load has generally 

been made to increase monotonically until fracture occurs using a materials testing machine. In 

contrast to the limited energy available during in sideways fall, a machine like this delivers any 

amount of energy necessary to fracture the bone – i.e. infinite energy is available to produce the 

fracture. This represents failure in an overload condition, where the load at which the bone 

fractures may greatly exceed the load related to a physiological fall from standing height. In 

other words, this method probes the load carrying capacity of a femur on its side rather than set 

a scenario equivalent to a sideways fall. Furthermore, given the heterogeneity and rate 

dependence associated with the mechanical properties of bone, loading paths could be quite 

different in the dynamic and quasi-static cases. 

In addition to utilizing these experimental methods, many investigators have studied the 

mechanics of the proximal femur using subject-specific finite element models based on X-ray 

computed tomography (CT) [11]–[13], [51]–[53], [55], [57]–[59], [65], [83], [85]. These models 

have been tested with a variety of material modelling methods and loading configurations. 

However, they have almost invariably followed a quasi-static structural approach and been 

validated against quasi-static in-vitro models. While this simplified approach has certainly led to 

improved understanding of femoral behaviour under normal and abnormal loading, there are 
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significant limitations to neglecting the influence of body inertia, soft-tissue damping, rate 

dependent material response, and other dynamic effects present in-vivo during a fall [61]. 

Given the parameters available during a quasi-static investigation of the proximal femur, 

researchers have most often chosen to regard hip fracture risk as a function of only femoral 

strength – i.e. the experimentally or numerically-derived loading capacity of the bone [13], [65], 

[102]. In a literature review, Hayes, Piazza, and Zysset [103] demonstrated a viable method for 

fracture risk prediction from static strength data and also underscored the difficulties associated 

with it. A different approach would calculate the energy available before a mechanical test – e.g. 

using a free-falling mass in a drop tower setup – then account for energy spent until the point of 

fracture initiation; with this information and multiple tests, it would be possible to estimate the 

amount of energy a particular femur can absorb before it fractures (see Appendix for details). 

Such an approach could improve understanding and prediction of fracture risk. This approach 

would incorporate the ability of a femur to absorb and dissipate energy through elastic and 

plastic deformation before suffering total collapse. Only dynamic modelling can provide the 

necessary data to test the viability of such an approach. Unfortunately, dynamic modelling is, to 

the best of our knowledge, currently missing in hip fracture literature. 

To address the current limitations in experimental and computational simulations of sideways 

falls on the hip we propose to use the drop tower methodology developed by Gilchrist [41] to 

apply loads at speeds matching those of actual falls and to model the same scenarios using 

strain-rate dependent explicit FE simulations. The results are compared in terms of overall 

stiffness, ultimate force and energy absorbed. 

3.2 Methodology 

Fifteen proximal femurs were destructively tested by Gilchrist in a fall simulator. These bones 

were the same set previously tested non-destructively (Chapter 2), excluding data from H1268L. 

During impact testing of this bone, there was an accidental contact that rendered that test 

invalid. We normally expect that only 1-5% of falls result in a fracture [24], [97], [98], however, 

for the purpose of methodological development, the specimens tested in the present study were 

subjected to input energies that would almost surely fracture them in order to verify whether 

the drop tower setup could induce clinically relevant fracture patterns. 

Specimen-specific finite element models were created and solved using the explicit LS-DYNA 

solver in ANSYS Mechanical APDL (v14.0). Overall stiffness, maximum force, absorbed energy, 

and surface strains patterns were compared to the values measured experimentally. 
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3.2.1 Experimental setup 

The methodology used to collect the experimental data for this project was described in detail 

by Gilchrist [41]. This section provides a brief overview of his experimental setup. 

Fifteen fresh frozen proximal femurs were evaluated (Table 3-1). The specimens were specified 

to have no reported history of musculoskeletal or metabolic disease. The bones, which had their 

soft tissues removed, were scanned using dual energy X-ray absorptiometry (DXA) (QDR 

4500W, Hologic, Bedford, MA) and high-resolution (41 µm) peripheral quantitative computed 

tomography (XtremeCT, SCANCO Medical AG, Brüttisellen, Switzerland).  

Table 3-1: General data for femoral specimens 

Specimen Age/Gender 
(years/-) 

Height/Weight 
(m/kg) 

Femoral Neck 
aBMD (g/cm2) 

Total 
aBMD 

(g/cm2) 

T-
score 

WHO 
classification 

H1167L 50/F 1.68/54 0.658 0.841 -0.8 Normal 
H1168R 73/M 1.70/77 0.650 0.813 -1.1 Osteopenic 
H1365R 71/F 1.52/45 0.504 0.638 -2.5 Osteoporotic 
H1366R 73/F NA/45 0.740 0.839 -0.8 Normal 
H1368R 70/F 1.65/57 0.500 0.606 -2.8 Osteoporotic 
H1369L 69/F 1.73/68 0.498 0.601 -2.8 Osteoporotic 
H1372R 79/F 1.68/113 0.638 0.793 -1.2 Osteopenic 
H1373R 76/F 1.52/63 0.773 0.833 -0.9 Normal 
H1374R 78/F 1.45/66 0.486 0.621 -2.6 Osteoporotic 
H1375L 83/F 1.52/90 0.633 0.782 -1.3 Osteopenic 
H1376L 79/F 1.63/64 0.552 0.683 -2.1 Osteopenic 
H1377R 80/F 1.65/64 0.503 0.627 -2.6 Osteoporotic 
H1380R 71/F NA/NA 0.695 0.834 -0.9 Normal 
H1381R 92/F 1.63/51 0.392 0.545 -3.3 Osteoporotic 
H1382L 96/F 1.52/61 0.441 0.546 -3.2 Osteoporotic 

 

Each bone was distally potted in a polyvinyl chloride (PVC) tube using PMMA. The potted bone 

and tube were then locked in an aluminum cylinder, part of a positioning fixture – the same used 

during quasi-static testing – that held the bone in a position that mimics the loading during a 

sideways fall [38], [39]. The cylinder and its positioning fixture were designed to only allow 

rotation around a distal quasi-anterior-posterior axis. 

After undergoing mechanical non-destructive testing for our quasi-static investigation 

(Chapter 2), each bone was destructively tested in a custom drop tower fall simulator [41]. This 

simulator, pictured in Figure 3-1, worked by guiding the drop of a mass on the greater 

trochanter (GT). The femoral head was constrained medially, but allowed to displace in the 



3 – Dynamic nonlinear simulation 

36 

sagittal plane using a steel plate supported on free-sliding bearing plates. The GT was loaded in a 

lateral to medial direction. Forces at both the head and the GT were distributed over the 

surfaces using PMMA pads, approximately 4 cm in diameter, to prevent local crushing. The pads 

were moulded to both bone and plate surfaces but not glued to them. 

 

 

Several pieces initially rested over the bone and represented different structures at play during 

a sideways fall. First, a PMMA pad lay directly over the GT, as described above. A 19 mm-thick 

closed-cell polyethylene foam (Evazote, Zotefoams plc, Croydon, England) rested over the PMMA 

and represented soft tissues. The foam supported a 51 x 51 x 19 mm aluminum impactor block 

and a six-axis load cell (Denton 4366J, Humanetics, Plymouth, MI) above it. Finally, a coil spring 

with a stiffness of 50 N/mm lay above the load cell and simulated the compliance of the pelvic 

bone during a fall [61]. The spring was directly impacted and compressed by the falling mass, in 

effect distributing the impact force over time.  

The 32 kg mass, selected based on the work of Robinovitch [104], was dropped from a height 

that, according to previously recorded calibration measurements, would produce an impact 

speed of 3.0 m/s. This speed was chosen from data presented by Feldman and Robinovitch [39]. 

Figure 3-1: Overview (left) and detail (right) of fall simulator and test setup. The 
white straps shown in the overview picture, meant to prevent prolonged foam 

compression, were removed before testing. 
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Two falling masses, adding up to 1.98 kg and representing the mass of a portion of the pelvic 

bone, were allowed to bypass the pelvis spring. These bypassing masses created an initial force 

spike seen in previous studies of sideways falls [105], [106]. 

After placing the bone in its positioning fixture, an Optotrak Certus motion capture system 

(Northern Digital Inc, Waterloo, ON, Canada, accuracy < 0.1 mm) was used to record the 3D 

locations of a number of points on the surface of the bone and several areas of the positioning 

fixture. These digitized data would later help to accurately reproduce loading directions and 

constraint locations on the computer models (see section 2.2.4). 

The six-axis load cell placed between the pelvis spring and the soft tissue foam measured forces 

during the impact event. These forces were recorded at 20 kHz using LabView (v2010 SP1, 

National Instruments, Austin, TX) and subsequently filtered using a Butterworth filter in 

forward and reverse directions with a 500 Hz cut-off. High-speed video of the impact event was 

recorded using four cameras at frequencies between 6 000 and 10 000 fps. Two Phantom V12 

cameras (Vision Research, Wayne, NJ) observed the superior anterior femoral neck, one 

Phantom V9 camera observed the posterior femur, and one final Phantom V9 camera observed 

the impact surface at the GT from a superior perspective. This final camera observed a frame 

that included the PMMA-GT interface and the aluminum impactor block, allowing the 

subsequent digital tracking of displacement over time. The impactor block carried a high-

contrast tracking marker to simplify this task. 

3.2.2 Geometry and material mapping 

The high-resolution peripheral QCT data was calibrated using a standard hydroxyapatite (HA) 

phantom and filtered using a morphological filter to isolate the bone from intertrabecular pores. 

This step was necessary to avoid artificially stiffening the model by using a bone modulus-

density relationship on the noisy data present in marrow-filled pores. The images were then 

reduced from their original 41 µm resolution to clinical resolution of 0.615 mm in Matlab 

(v R2012b, The Mathworks, Natick, MA, US), ensuring that the average intensity of each voxel 

was maintained. The reduced images were segmented using ITK-SNAP (v2.2.0) [84], with the 

resulting data converted to a NURBS-based solid in SolidWorks (2011, Dassault Systems, 

Concord, MA). 

One of the bones was selected arbitrarily to generate a series of 2nd order tetrahedral meshes 

from the NURBS data using Ansys Workbench (v.14.0, Altair Engineering Inc., Troy, MI, USA). 

These	  meshes	  were	  tested	  with	  the	  FE	  analysis	  described	  below	  to	  determine	  the	  model’s	  
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sensitivity to mesh size. The test, which compared resultant forces and stiffnesses, concluded 

that a model with average element edge length around 3.0 mm yields similar results to those 

from denser meshes with a reasonable computation time. 

All bones were then meshed using similarly-sized elements. Summary mesh data is presented on 

Table 3-2. 

Table 3-2: Mesh characteristics for each bone 

3.2.3 Material properties 

The voxel values from the reduced CT images were first corrected for partial volume artifacts. 

Surface voxels, which are at the boundary between bone tissue and the surrounding 

environment, were likely to suffer from partial volume artifacts: reduced properties due to the 

voxel volume being filled only partially with bone. To correct this, the outermost layer of bone 

voxels – calculated from the mesh surface – was replaced with the values from the next inner 

layer where these were higher.	  This	  technique,	  which	  our	  group	  refers	  to	  as	  “peeling”, in effect 

extruded the last layer of voxels that contain only bone.  

The voxel values from the corrected CT images, representing hydroxyapatite (HA) content, were 

converted to ash density values by the following relationship: 

 𝜌 = 𝜌 + 0.09 /1.14 (3-1) 

where ρash represents the ash density of the bone voxel in g/cm3, and ρQCT represents the 

corrected QCT voxel intensity in g HA/cm3. Apparent density was then calculated from the 

resulting voxel ash densities using the relationship 

Bone Volume (cm3) Elements Nodes 

H1167L 130.0 41 682 62 095 
H1168R 169.2 53 359 78 626 
H1365R 105.8 34 375 51 455 
H1366R 144.0 45 457 67 513 
H1368R 147.4 46 658 69 113 
H1369L 171.9 53 373 78 676 
H1372R 121.3 38 901 58 012 
H1373R 154.4 48 518 71 820 
H1374R 126.4 40 909 61 016 
H1375L 132.6 41 746 62 037 
H1376L 119.4 38 405 57 264 
H1377R 142.8 74 000 105 546 
H1380R 125.1 40 935 60 987 
H1381R 162.8 51 548 76 148 
H1382L 147.2 46 206 68 419 



3 – Dynamic nonlinear simulation 

39 

 = 0.60 (3-2) 

Both of these density relationships are based on the investigation of Schileo et al [85]. Stiffness 

was calculated for each CT voxel according to its apparent density, based on research performed 

by Morgan [72]: 

 𝐸 = 6  850𝜌 .  (3-3) 

where ρapp is apparent density in g/cm3 and E is	  the	  material	  Young’s	  modulus	  in	  MPa. Despite, 

the good results we had using the Wille relationship in our quasi-static study (chapter 2), we 

chose to use the Morgan relationship in the dynamic models for its superior strain accuracy. The 

resulting	  Young’s	  modulus	  was used as the base parameter for the nonlinear material models 

that	  were	  applied	  on	  the	  model’s	  elements. 

Having	  corrected	  Young’s	  moduli	  assigned	  to	  each	  CT	  voxel,	  the	  stiffness	  at	  each	  node	  in	  the	  

mesh was then calculated by 3D linear interpolation. These nodal stiffnesses were then 

distributed to nearby elements to obtain more traditional element stiffnesses. The distribution 

algorithm used weighted averages with nodal weight factors that were inversely proportional to 

the distance from node to element centroid. 

Since nonlinear properties were required, a piecewise linear plasticity model (#24 in LS-DYNA) 

was used for all elements in the femur. This model accepts a stress-strain curve defined by a 

series of points and it can also model strain rate-based hardening. 

Stress-strain	  curves	  were	  created	  based	  on	  the	  Young’s	  modulus	  calculated	  from	  Morgan’s	  

modulus-density relationship. All materials had tension-compression symmetry. Two hundred 

materials were created between the softest and stiffest elements, assigning to each element the 

material with the closest modulus to its own. The initial (low-strain) response of each material 

was based on four points: the origin (0,0), a proportionality limit (εp,σp), a yield point (εy,σy), and 

an ultimate point (εult,σult) (Figure 3-2). εy and εu were set to 1.04% and 2% strains, respectively, 

independently from tissue density [107]. σy was calculated using a 0.2% offset rule, as follows: 

 𝜎 = 𝐸 ∙ (𝜀 − 0.2%) (3-4) 

where E is	  the	  Young’s	  modulus	  calculated	  from	  equation (3-3). The proportionality limit was 

set at 80% of σy, while the ultimate stress was set to 110% of σy [108]. 

The behaviour of bone at high compressive strains is not well understood, as it has received 

limited attention in previously published studies. However, preliminary testing suggested that 

some elements could have to withstand strains well beyond ultimate. To account for this, the 
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material stress-strain curve was extended to an extreme range that includes bone softening and 

densification. The curves presented by Hayes and Carter [109] were used as basis for the shape 

and strain values of the final material models, however, the stresses shown in these curves do 

not fit the Morgan model that was used for the low-strain part of the material, so they were 

scaled to Morgan levels to allow a qualitative adaptation of the behaviour, as described next. 

The softening and densification behaviour (Figure 3-2) was based on three points beyond the 

ultimate strain (εu). First, the stress-strain curve decreased linearly from the ultimate point (εu, 

σu) to the first minimum (εmin1, σmin) then remained at a constant stress until the second 

minimum (εmin2,σmin) and finally grew as a parabola until the maximum (εmax, σmax). The position 

of these points was calculated using bone volume fraction (BV/TV) as a parameter, assuming a 

BV/TV of 1.8 g/cm3 corresponds to BV/TV = 1. The equations relating BV/TV to stresses and 

strains are below: 

ε = c ∙ 1 − + ε   

ε = + ( / ) + ε   

σ = 1 − (1 − BV/TV) ∙ σ   

ε = 1 − BV/TV + ε  (3-5) 

 
Figure 3-2: Overview of nonlinear material properties 
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The parameters a, b, c, and d control the shape of the softening and densification curve and were 

set to emulate the material curves by Hayes and Carter mentioned above. The value of σmin was 

limited to a minimum of 0.8 σult. The value of σmax was set to the ultimate stress of dense bone, 

calculated as described above. 

Finally, strain rate-based hardening was applied as a factor modifying the stress values of each 

point calculated above. The factor was calculated using the following relationship: 

 𝑅 = ̇
.

.
 (3-6) 

where R is the strain rate factor and 𝜀̇ is the current strain rate. This equation is based on the 

work of Carter and Hayes [101], using the strain rate (1/s) that was used in the testing protocol 

of Morgan et al. [72]. This relationship was applied on the FE model via the strain rate-based 

hardening option in the piecewise linear plasticity material model. Ten strain rate-based 

material curves, dividing the range between 𝜀̇ = 1𝑥10 /𝑠   and 𝜀̇ = 1/𝑠 using logarithmically 

spaced values, were fed into the model for each of the 200 materials, allowing the program to 

interpolate between them. 

3.2.4 Boundary conditions 

The femur was constrained at two points: the shaft and the femoral head. It was also loaded at 

the greater trochanter using solid models for the PMMA, foam, and impactor block. All boundary 

conditions were generated using points that were digitized on the experimental setup, as 

described in section 2.2.4. Figure 3-3 shows an overview of the applied boundary conditions. 
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The distal (inferior) shaft was constrained in such a way that the bone could only rotate around 

a distal hinge on the frontal (coronal) plane. This was accomplished by connecting the distal 

surface of the shaft to a hinge node via beam elements in a similar fashion to what was done in 

the quasi-static model, as described in section 2.2.4. The beam elements were modelled to 

emulate the axial and bending stiffness as well as the mass of the PMMA-filled aluminum 

cylinder where the real femoral shaft was potted (Figure 3-1). To simulate reality as closely as 

possible, three types of beams were used in series: The most proximal beam type used dense 

bone properties and circular tube geometry to simulate the distal portion of the femoral shaft 

that was outside the CT scanner range. The middle beam type was given composite properties 

corresponding to a PMMA-filled aluminum cylinder, emulating the potted portion of the 

cylinder. The most distal beam type used the properties of a hollow aluminum cylinder to 

simulate the portion beyond the potting. This last beam type connected to the hinge node and 

continued a short distance beyond to represent the short section of aluminum cylinder that 

extended beyond the hinge. All dimensions accurately represented the mechanical parts used in 

the fall simulator. 

Load distribution at the femoral head and greater trochanter was achieved using solid models 

representing the PMMA support and loading pads. The pads were modelled as cylinders 

Figure 3-3: FE boundary conditions 
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moulded to the bone surface and meshed with the rest of the bone model, ensuring that the 

elements in the bone and pads were similarly sized and had matching meshes at their contact 

surfaces.	  The	  material	  model	  representing	  PMMA	  was	  linear	  elastic	  with	  a	  Young’s	  modulus	  of	  

3.1 GPa. The interaction between femoral head and PMMA was simulated using a sliding 

frictionless contact defined through the Automatic Single Surface Contact algorithm in LS-DYNA. 

The use of support pads and sliding contact allowed the bone to displace and rotate freely at its 

support and loading points, closely emulating the true experimental constraints. 

A solid block model was used to represent the soft-tissue foam above the loading pad at the 

greater trochanter. This block was modelled with regular hexahedral elements and a low-

density foam material model. The foam material model used a stress-strain curve derived from 

force-displacement data from the foam used in the fall simulator. Force data came from the six-

axis load cell and foam deformation data from the difference in tracked displacements between 

the impactor block and the PMMA-femur interface in the high-speed video. Using these high-

speed measurements meant that the foam behaviour did not need further adjustment due to 

loading rate. An average foam material curve was used for all models. 

While the support pad at the femoral head simply had its bottom (medial) nodes constrained in 

the medial-lateral axis, load application at the greater trochanter required some additional 

complexity. A rigid plate was created above the soft-tissue foam, and this plate was assigned a 

velocity-time curve calculated from video tracking of the impactor block (Figure 3-4). This 

tracked displacement was corrected for the compliance of the drop tower according to a simple 

dynamic lumped-mass model that used the measured stiffness of the support structure. No 

corrections for the compliance of cartilage were made, assuming that the thin cartilage 

displacements are very small at the high loading rates of this experiment [110]. Velocity was 

used instead of displacement to avoid the creation of infinite accelerations in the dynamic 

model. Both the rigid plate and the topmost nodes of the foam were fixed in the sagittal plane, 

allowing only medial-lateral displacements. 
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3.2.5 Comparison criteria 

The comparison of FE to experimental results was done according to initial overall stiffness, 

peak force, and energy absorbed, as explained below. Additionally, a qualitative comparison of 

the FE areas of high strain against fracture locations was performed. 

Experimental forces were measured using the six-axis load cell, filtered in forward and reverse 

directions using a 4th-order Butterworth filter. Experimental displacements were obtained from 

the high-speed video (Figure 3-4) using automated tracking of the bone-PMMA interface at the 

greater trochanter (TEMA Automotive v3.0, Image Systems, North Hollywood,CA). The tracked 

GT displacement was corrected for machine compliance by subtracting the support deformation 

estimated using a single-degree-of-freedom model; the machine stiffness used for this model 

was measured independently. 

FE forces were measured as the contact forces between the rigid loading plate and the soft-

tissue foam. FE displacements were calculated as the average displacements of all surface nodes 

in the greater trochanter that were in contact with the PMMA loading pad. 

Figure 3-4: Sample frames from displacement tracking video showing the superior 
surface of the neck. The arrows mark the approximate tracked position of the impactor 

block (red, pointing left) and PMMA-femur interface (green, pointing right) 
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Overall stiffness was calculated for both ex-vivo and FE models from the initial linear portion of 

each	  bone’s	  force-displacement curve. The linear range was selected by visual inspection of each 

curve. Force was measured by the six-axis load cell and GT displacement was measured  

Peak force was measured experimentally as the first large peak in the load-cell data. The first 

peak was used – even when this was not the largest peak observed before collapse – because any 

bone damage caused during the first peak would be present in later peaks. Given the limited 

ability of the FE model to simulate bone damage, it was reasoned that using the first peak to 

avoid damaged bone would be the most reasonable course. On the FE side, however, there was 

generally no peak force, since the model was not programmed to detect fracture or damage 

beyond some level of post-yield softening. Thus, the FE peak force was compared at two points: 

at the same time as the experimental force peak (time matching) and at the same GT 

displacement as the experimental force-peak (displacement matching). These two points were 

generally not the same, since it was the displacement of the impactor and not of the GT that was 

applied as a boundary condition; the GT displacement in the FE model was thus a resulting value 

that depended on the stiffness of the bone and foam. 

The energy absorbed by the bone was calculated as the area under the force-GT displacement 

curves for both experimental and FE results. Similarly to the force calculation, FE energy results 

were calculated up to the experimental peak using both time-matching and displacement-

matching. 

Finally, strain comparison was achieved by comparing the plots of principal compressive and 

tensile strains in the neck and intertrochanteric regions from the FE model to the fracture 

locations seen in high-speed videos. 



3 – Dynamic nonlinear simulation 

46 

 

3.2.6 Parameters tested for sensitivity 

The model presented above was tested for sensitivity against several of the parameters and 

features it includes. The form of the model already described in the previous sections was 

treated	  for	  comparison	  purposes	  as	  a	  “standard	  model.”	  Four bones (H1365R, H1369L, H1372R, 

and H1373R) that demonstrated varied behaviours in their results from the standard model (see 

section 3.3.1) were used in the sensitivity analysis. The use of four bones was intended to 

account for inter-specimen variability. Unless otherwise noted, only one aspect of the standard 

model described in the previous sections was changed for each test. 

The sensitivity of the following features was tested: 

Foam behaviour: The standard FE model’s foam material used the mean force-displacement 

behaviour of the foam pads measured during the fall-simulator tests. To test the sensitivity to 

this behaviour, two more force-displacement relationships were used for the foam. These 

relationships	  are	  described	  as	  “stiff”	  and	  “compliant”	  according	  to	  their	  respective	  behaviour	  at	  

high strains. Figure 3-6 shows a comparison of the stiff, standard, and compliant foam force-

displacement relationships. One further model was created eliminating the foam completely. In 

this last model, the video-tracked displacement of the greater trochanter – not the impact block 

– was applied to the rigid plate. The PMMA pad over the greater trochanter was still present to 

allow free sliding and rotation, but it was made fully rigid. 

Figure 3-5: Energy comparison from FE data using time and displacement 
matching. Experimental results are in black, FE results in blue 
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Nonlinear material behaviour of bone: Two aspects of the material nonlinearity were 

investigated. The first aspect, strain rate dependence, was tested using a rate independent 

model. This model used a strain rate factor R – see equation (3-6) – equal to 1 at all strain rates. 

The second aspect, post-yield behaviour, was tested by eliminating the softening and 

densification portions from all material curves, leaving perfectly plastic deformation beyond εult 

– see Figure 3-2. One further model used material properties with disabled strain rate 

dependence and disabled post-yield behaviour. 

Material modulus-density relationship: As shown in chapter 2, the Morgan relationship used 

in the standard model is relatively stiff compared to other published relationships. To test the 

influence of this parameter, a model that used the more compliant Keyak-Keller relationship 

[12] was tested. 

3.3 Results 

3.3.1 Ex-vivo fall simulations 

The fifteen femurs were successfully tested and the measurements recorded. A thorough 

analysis can be found in Gilchrist’s	  thesis and results papers [77], [111]. The time to peak force 

Figure 3-6: Comparison between stiff, mean, and compliant foam behaviour 
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ranged from 13.7 to 19.0 ms (x̄: 16.2 ms,	  σ: 1.19 ms), while the total impact duration ranged 

from 20.7 to 79.3 ms (x̄: 38.7 ms,	  σ: 19.5 ms). These numbers demonstrate shorter impacts than 

those recommended by Robinovitch et al [61]. Each of the tested bones was examined by an 

orthopaedic surgeon who deemed their fractures clinically relevant. 

Force-time results for all fifteen tests showed similar features, including one or more small and 

short peaks – likely due to the impact of the bypass masses – followed by a steep rise in force up 

to the peak value. Each specimen roughly followed one of three behaviours (Figure 3-7): 1) Four 

bones (H1365R, H1366R, H1369L, and H1382L) collapsed soon after the force peak, 

immediately showing a rapid decrease in force. 2) For nine bones (H1167L, H1168R, H1368R, 

H1372R, H1374R, H1375L, H1376L, H1377R, and H1381R), there was an elongated period 

following the first force peak before finally collapsing with a rapid decrease in force. 3) The final 

two bones (H1373R and H1380R) completed the drop without total collapse, thus showing a 

very long period of sustained, somewhat oscillating force beyond the first peak. Both bones 

exhibited trochanteric crushing, with H1380R suffering a much higher degree of damage than 

H1373R. In fact, this last bone appeared at first glance to have withstood the drop unscathed; it 

was only during examination of the high-speed video that the trochanteric damaged was 

discovered.  

 

Figure 3-7: Samples of three behaviours observed experimentally. The dashed 
lines represent the time at peak force 
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3.3.2 Force, displacement, and time relationships 

This section describes the relationships between three variables: force, GT displacement, and 

time. Force and displacement were measured experimentally and calculated from the FE model 

as described in section 3.2.5. Time was used as the common frame of reference between the ex-

vivo and FE models, since this ensured the comparison was done with equal impactor 

displacement on both models. 

It is important to reiterate here that the GT displacement was not an input in the standard FE 

model. Instead, the velocity of the impactor block measured from high-speed video (Figure 3-4) 

was used to load the rigid impact plate in the FE model. The GT displacement was a result value 

compared between experimental and FEA. It was not only controlled by the movement of the 

impact plate, but also by the stiffness of the bone, foam, and PMMA. 

The force-time plots (Figure 3-8) show similar relationships between the experimental and FE 

data, with the force rising at similar rates and at somewhat similar times. There is a clear time 

delay, however, in the FE model force rise for most bones, compared to their experimental 

curves. The experimental curves show a short early force peak attributed to the impact of the 

bypass masses; none of the FE curves displays this behaviour, however. It is also apparent that 

the FE curves do not all show a force peak, but instead almost all continue growing in force at a 

decreased rate. This monotonic behaviour could be attributed to the limited simulation of 

element damage in the FE model. As elements are strained, they can only develop some degree 

of softening; they never break or collapse, even if when subjected to extreme tensile strains. 

The force-GT displacement plots (Figure 3-9) are shown as an attempt to separate the response 

of the bone from that of the compliant structures (foam and PMMA). The force is, however, the 

same force described for the force-time plots above, so it does include any inertial forces that 

could potentially develop above the bone. Both experimental and FE results generally show a 

period of relative linearity followed by gradual yielding. After yielding, most experimental 

curves peak, showing reduced reaction force for additional deformation. Most FE curves, on the 

other hand, do not peak but only flatten into what appears to be a force asymptote, with 

constant force for increased deformation. 

The initial behaviour of H1167L and H1168R is noticeably different from that of the other bones 

(Figure 3-9). H1167L shows an early force rise under little deformation and also a very short 

post-yield peak. H1168R shows a decrease in deformation beyond its force peak and signs of 

hysteresis on the rebound. The corresponding high-speed videos show that the bones resisted 
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the first compressive wave largely unscathed, failing only after a slight but visible rebounding of 

the impactor block. This small bounce is likely the reason behind the force behaviour, as the 

displayed curves mainly show the effects of the first wave. The FE curves for both of these bones 

show similar features, supporting the idea that it is the rebound of the impact block – which was 

directly used as input for the FE model – that leads to this behaviour. 

Displacement-time plots (Figure 3-10) are included to give an idea of how the previous two sets 

of plots are related. The dashed line included shows the displacement of the impactor block, 

which is by design equal for experimental and FE models. Note that for most of the bones GT 

displacement was underestimated when compared at equal times. 
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Figure 3-8: Force-time comparison between experimental and FE results  
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Figure 3-9: Force-displacement comparison between experimental and FE results 
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Figure 3-10: Displacement-time comparison between experimental and FE results 
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3.3.3 Stiffness, peak force, and energy regressions 

Figure 3-11 shows the comparison between ex-vivo and FE stiffness. These values were derived 

from the most linear portion of the respective force-displacement curves, as shown in Figure 

3-9. The regression curve shows relatively good estimation of stiffness for the lower end of the 

scale, but clear underestimation for the stiffest bones. The correlation coefficient, R2, and root 

mean square error are both moderate values. 

 

 

Figure 3-12 shows the comparison between experimental peak forces and the FE forces 

corresponding to the same times and displacements. While the time-based comparison resulted 

in somewhat better slope and correlation, both approaches led to similar mean errors. 

Generally, the current model appears to be a rather poor force predictor. 
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Figure 3-11: Stiffness results regression 
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Figure 3-13 shows the comparison between experimental and FE strain energy absorbed by the 

bone. As briefly described in section 3.2.5, both energy values were calculated for each bone by 

integrating the measured force with respect to GT displacement. The integration was done from 

the start of the impact event to either the time (time-matching) or GT displacement 

(displacement-matching) corresponding to the experimental peak force. The results from both 

methods show a moderate predictive ability of the model, with slopes closer to unity and slightly 

higher correlation coefficients than the stiffness and force regressions. It should be noted, 

however, that the correlation values, most notably with displacement matching, seem to be 

enhanced by the results from two bones – H1375L and H1376L – with the other results 

demonstrating a more scattered and less linear pattern. Mean error values are moderate, 

similarly to the other regressions’. 
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Figure 3-12: Peak force results regression based on time-matching (left) and 
displacement matching (right) 
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3.3.4 High strains and fracture locations 

Table 3-3 compares the experimental locations of initial fracture for each bone, manually 

identified in a qualitative fashion by Gilchrist from the high-speed videos, with the minimum 

(compressive) principal surface strains results from the FE model. Only fractures that developed 

within 5 ms of the first fracture are shown on the figure. The FE model is shown at the same GT 

displacement as the experimental peak force. It was determined with a simple qualitative visual 

check that the locations matched well for seven of the bones (H1167L, H1168R, H1369L, 

H1374R, H1375L, H1377R, and H1381R), matched partially for seven more (H1365R, H1366R, 

H1368R, H1372R, H1376L, H1380R, and H1382L), and failed to match for only one bone 

(H1373R). This last bone was the least damaged out of all tested bones, suffering only very 

minor damage that was only visible during examination of the high-speed video and not during 

examination of the tested specimen. 

Given the variability of resulting forces and deformations shown in the previous sections, it is 

not surprising to find that some bones have higher strain magnitudes than others at the GT 

displacement corresponding to peak force. Most bones in the figure are shown with a colour 

scale that assigns yellow to strains of 2% (corresponding to the ultimate point in the material 

model Figure 3-2); however, some bone models with large portions of their surface showing 
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Figure 3-13: Energy of deformation regression based on time-matching (left) and 
displacement matching (right) 
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high strains were coloured with a scale up to 5% strain for clarity. Those bones are marked in 

the figure with an asterisk. 

Minimum (compressive) principal strains are shown, as it has been shown that fractures 

typically initiate in areas loaded in compression during a sideways fall [26]. For completeness, 

however, a similar figure with maximum (tensile) principal strains is included as an appendix. 

Table 3-3: Comparison of initial experimental fracture locations – as marked by Gilchrist – 
against compressive principal FE strain patterns (continued) 

Bone 
Experimental Fractures FE Principal Strains 

Anterior View Posterior View Anterior View Posterior View 

H1
16

7L
 

    

H1
16

8R
 

    

H1
36

5R
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Table 3-3: Comparison of initial experimental fracture locations – as marked by Gilchrist – 
against compressive principal FE strain patterns (continued) 

Bone 
Experimental Fractures FE Principal Strains 

Anterior View Posterior View Anterior View Posterior View 

H1
36

6R
 

    

H1
36

8R
 

    

H1
36

9L
 

    

H1
37

2R
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Table 3-3: Comparison of initial experimental fracture locations – as marked by Gilchrist – 
against compressive principal FE strain patterns (continued) 

Bone 
Experimental Fractures FE Principal Strains 

Anterior View Posterior View Anterior View Posterior View 

H1
37

3R
 

    

H1
37

4R
 

    

H1
37

5L
* 

    

H1
37

6L
* 
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Table 3-3: Comparison of initial experimental fracture locations – as marked by Gilchrist – 
against compressive principal FE strain patterns (continued) 

Bone 
Experimental Fractures FE Principal Strains 

Anterior View Posterior View Anterior View Posterior View 

H1
37

7R
 

    

H1
38

0R
 

    

H1
38

1R
* 
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Table 3-3: Comparison of initial experimental fracture locations – as marked by Gilchrist – 
against compressive principal FE strain patterns (continued) 

Bone 
Experimental Fractures FE Principal Strains 

Anterior View Posterior View Anterior View Posterior View 

H1
38

2L
 

    

Standard FE colour scale: 

 
FE colour scale for bones marked with an asterisk (*): 

 

3.3.5 Sensitivity analyses 

Figure 3-14 shows the force-displacement results using the different foam models. In general, 

the	  stiff	  foam	  produced	  very	  similar	  results	  to	  the	  standard	  model’s	  mean	  foam,	  while	  the	  

compliant foam led to visibly stiffer results overall. The model that uses no foam – which applies 

the	  tracked	  displacement	  of	  the	  GT	  instead	  of	  the	  impactor	  block’s – shows results that are fairly 

similar to those from the stiff and mean foam models. This result hints at the possibility of 

eliminating the foam from the standard dynamic model in the future, thus eliminating the 

variability due to it. 
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Figure 3-15 compares the sensitivity of results using different nonlinear properties for the bone 

material. All the curves behave similarly under low levels of displacement; this is expected, as 

linear elastic behaviour tends to control this portion of the curves. On the opposite end, the 

curves diverge at high displacements in a somewhat predictable fashion, with the plastic curve – 

which does not suffer from post-yield softening – showing the highest forces and the rate 

independent curve – which does not benefit from strain-rate hardening – showing the lowest. 

The standard and combination (plastic & rate independent) models combine a hardening effect 

with a softening effect, resulting in forces in between the two extremes. It can be seen, however, 

that rate dependence is the more powerful factor, dividing the curves earlier and further 

compared to the difference created by the two post-yield behaviours.  

Figure 3-14: Comparison of sensitivity to foam properties 
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Figure 3-16 compares the force-displacement curves from two modulus-density relationships: 

the Morgan relationship used in the standard simulation and the Keyak-Keller relationship 

described in chapter 2. As expected, the Keyak relationship results in visibly decreased stiffness 

and lower forces overall. The modulus-density relationship appears to play an important role in 

determining the magnitudes of forces, stiffness, and energy 

Figure 3-15: Comparison of sensitivity to nonlinear material behaviour 
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3.4 Discussion 

The current investigation presents, to the best of our knowledge, the first published study using 

explicit dynamic FE modelling to simulate the behaviour of a femur under the high-speed 

loading associated with a sideways fall. This type of FE model was chosen because it allows a 

straightforward implementation of nonlinear properties of bone, in particular its strain-rate 

hardening, and because it is capable of simulating the dynamics involved in an impact. 

Our group is currently investigating the use of deformation energy for fracture prediction (see 

Appendix). It is important for this investigation that a dynamic FE model is capable of predicting 

the deformation energy of a bone during impact. While the current model does not yet simulate 

local damage or cracking reliably enough to predict energy at the final collapse, the results 

shown for energy at first fracture are an encouraging first step. The results suggest that 

deformation energy can be modelled using dynamic FE simulations. Even though peak forces 

derived from the model do not match the experimental values well, the energy of deformation – 

which is derived in part from force values – does show a moderate match. 

Figure 3-16: Comparison of results using two modulus-density relationships 
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Stiffness results on this dynamic model show an important pattern when compared to the quasi-

static results presented in section 2.3: Even though the dynamic model used the Morgan 

modulus-density relationship, which was shown to overestimate stiffness in the quasi-static 

models (Figure 2-6), and that the model was further stiffened through the use of a strain rate 

factor (equation (3-6)), the dynamic results show a general underestimation of stiffness for the 

stiffest bones (Figure 3-11). This means that our specimens, or at least the stiffest among them, 

demonstrated a higher increase in stiffness going from quasi-static to dynamic loading than our 

FE models anticipated. While the dynamic model is complex, and there could be a number of 

confounding factors in it, this pattern potentially points toward a larger influence of dynamics 

and strain-rate hardening on bone mechanics than previously thought. It certainly points toward 

the need for further investigation of impact loading on the femur. 

Out of the results presented, perhaps the one with the closest concordance is the comparison 

between high principal strains and fracture locations. Despite the differences in force and 

stiffness magnitudes on each of the bones, the high-strain locations predicted where the initial 

surface fracture would develop in most of the bones. These results point to the ability of the 

model to detect the most vulnerable portions of bone given a particular loading scenario. A 

quantifiable test of this ability would compare the surface strains seen in the ex-vivo tests to 

those from the FE model. Our group is planning to perform this test in the near future using 

stereo digital image correlation (DIC) to measure strains from the images recorded by two of the 

high-speed cameras. 

The sensitivity comparisons reported here are meant to provide guidance on which aspects of 

the FE model deserve the most attention for future improvements. The results show, first of all, 

that the foam behaviour is only an important factor if the foam itself is highly compliant. It is 

indeed expected that having two structures with widely differing stiffnesses loaded in series, the 

compliant structure will largely dictate the behaviour of the system. Increasing the foam 

stiffness brings the two stiffnesses closer together, allowing the bone to have a larger role in the 

overall behaviour and diminishing the effect of further foam stiffness increases. The test that 

completely eliminated the foam yielded similar results to the standard model while eliminating 

an important source of variability; it is thus recommended that future models also eliminate the 

foam and rely on the GT displacement tracked from high-speed videos. 

It is necessary here to temper the above recommendation by pointing out that it is not always 

beneficial to simplify the boundary conditions on this type of model. During development, we 
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tested the influence of other boundary conditions and found that including more detail – in 

particular, adding the sliding PMMA support pad and the distal beam models – generally 

improved the match between experimental and FE results. It is, therefore, important in our 

opinion to model the boundary conditions in as much detail as is reasonable and then test 

whether a simplification is still valid, as was done here. 

The modulus-density relationship demonstrated a sizeable effect at all points in the simulation, 

while strain-rate hardening and post-yield material properties have a more prominent effect 

after some bone damage has accumulated.  It is thus important that modulus-density 

relationships are thoroughly investigated to find what relationship is most appropriate for an 

explicit-dynamic FE model. 

Comparing the effects of strain-rate hardening and post-yield material properties, it appears 

that it is the strain-rate effect that is most prominent in the current model. There are other 

models, aside from that presented by Carter and Hayes [101] and used for our standard model, 

that incorporate the effect of strain rate on cortical and trabecular bone properties [112]–[115]. 

Few studies, however, have focused an experimental investigation on the post-yield behaviour 

of bone reaching extreme strains greater than 10%. It seems unlikely, given the sensitivity 

results presented, that adjustments to these two aspects of bone material behaviour will account 

for the observed differences between ex-vivo and FE results. 

Similarly to the quasi-static analysis presented in Chapter 2, it is likely that the estimate of the 

femur deformation introduces a level of error in the results. The compliance of surrounding 

structures, like PMMA or foam, makes it challenging to determine precisely what portion of the 

overall displacement belongs to the femur. In the standard FE model, we included models for the 

foam and PMMA pads to account for their deformation; while in the sensitivity model without 

foam, we applied the video-tracked displacement of the greater trochanter directly. In the four 

bones where the sensitivity models were run, the results of the two methods were quite similar, 

which is an encouraging sign. However, both methods are very likely to carry significant errors 

that would affect our results. While it is clearly very challenging to accurately measure the femur 

deformation during the ex-vivo impact, it is highly recommended that this area of the empirical 

research is analysed and improved for future investigations. 

There are a few other aspects that were not explored in the current investigation, but which 

warrant further study. The first is the role of bone marrow in the dynamic behaviour of bone. 

Our FE models produced overall stiffnesses spanning a visibly narrower range than the ex-vivo 
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models’	  results. It seems likely that there is a mechanism that is not currently being modelled 

that could account for the additional stiffness variability shown in the experimental results. One 

possible source of this variability is the bone marrow, which, as a fluid, has mechanical 

properties that are dependent on loading rate, the level of confinement provided by the cortical 

bone,	  and	  the	  marrow’s	  ability	  to	  flow	  through	  this	  confinement	  [116]. 

Another aspect that was not included in this study and would likely have a significant effect on 

the results is compression/tension asymmetry. The FE models in the current investigation 

applied the same material properties in both tension and compression, despite the use of a 

softening and densification model that could only be applicable to compressive behaviour. Bone 

is highly asymmetric, particularly in its failure modes [117], [118]. Application of asymmetry 

could range from the simple use of element death once ultimate tensile strain is reached to a full 

implementation of differing material curves and strain-rate behaviour for tension and 

compression. Other aspects left unexplored in our research include the role of muscles, 

ligaments, and synovial fluid as sources of both confinement and additional loading on the bone; 

and the possibility that small features like vascular canals could create stress concentrations. 

In summary, this investigation demonstrated how explicit dynamic FE modelling can be used to 

simulate femurs under sideways fall impact loading. The presented data show the current 

abilities of this type of model and also where improvements are necessary. This thesis takes the 

first steps toward a novel methodology for using FE modelling to understand and simulate the 

behaviour of femurs during a sideways fall. 
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4 Multi-scale nested simulation 

4.1 Introduction 

Finite element modelling of femurs relies on the appropriate simplification of a very complex 

structure. The actual proximal femur is largely composed of highly porous trabecular bone. 

Structural support for the bone is provided by a thin layer of cortical bone together with the 

thousands of thin struts and beams (i.e. the trabeculae) that form the solid phase of trabecular 

bone. This makes the femur a highly heterogeneous environment. To model the behaviour of the 

entire organ using the FE method, researchers must	  assume	  that	  each	  element’s	  volume	  can	  be	  

approximated with a homogeneous material. There are two ways to do this: either to use 

elements small enough to represent the geometry of individual trabeculae, or to use larger 

elements that cover both trabeculae and pores and apply a material that approximates the 

homogenized properties of the porous volume. 

Given the small size of trabeculae, a model of the whole proximal femur using the former 

method requires an enormous number of elements, massive computing resources, specialized 

solvers, and relatively simple material properties; nonetheless, the technique has been used 

[76]. Unsurprisingly, the majority of research on FE models of the femur have followed the latter 

method [11], [54], [55]. However, high-resolution FE investigations modelling the trabecular 

structure have been shown to produce accurate results in models of small trabecular bone 

samples [119], [120]. High-resolution FE models are also likely to have a role in fracture 

prediction, as small stress concentrations could be generated at small scales in trabeculae and 

around cortical bone defects. 

In an effort to obtain the benefits of high-resolution FE modelling without incurring the extreme 

computational costs associated with them, our team is developing a methodology that allows the 

creation of high-resolution models of small bone pieces while applying whole-bone boundary 

conditions. The process is done in two stages: one solid model of the entire proximal femur 

using relatively large, internally homogenized elements; and one high-resolution porous model 

of a location of particular interest. By using the deformation results of the first stage as the 

boundary conditions of the second, a nested multi-scale model can be formed. The relatively 

small size of these models allows the application of nonlinear material properties and dynamic 

effects at the trabecular level without incurring the extreme computing costs of whole-bone 

high-resolution models. 



4 – Multi-scale nested simulation 

69 

On this chapter, the feasibility of this methodology is explored by comparing the results of a 

nested model to measurements of a femoral bone tested under simulated sideways fall 

conditions. The data here presented is currently in review for publication as part of a larger 

investigation [63]. 

4.2 Methodology 

One fresh-frozen proximal femur was tested dynamically on an early version of the fall simulator 

described in section 3.2.1. High-resolution QCT images previously collected were reduced to 

clinical resolution to create an FE model of the entire proximal femur, here referred to as the 

organ-level model. Data collected from high-speed video taken during the ex-vivo fall simulation 

and from the organ-level FE model were used to identify three volumes of interest (VOIs) that 

would become the micro-level models. These smaller, more detailed models were created using 

geometry data from the full resolution CT images and boundary conditions derived from the 

organ-level displacement results. The organ-level model and all three micro-level models were 

processed using the explicit LS-DYNA solver in ANSYS Mechanical APDL (v14.0). 

4.2.1 Ex-vivo and organ-level models 

The experimental setup used for this chapter	  formed	  an	  early	  part	  of	  Gilchrist’s	  investigation	  

and was executed by Jason Chak. The fall simulator was similar to the one described in section 

3.2.1, but with several important differences: 

x The drop mass was only 16.5 kg 

x There was no hip compliance spring, bypass masses, or soft tissue foam. The drop mass, 

which included both the six-axis load cell and an impactor plate, fell directly on the 

PMMA pad placed over the greater trochanter. 

x Instead of a PMMA pad, a tennis ball cut in half was used under the femoral head to 

distribute the reaction force. The rubber in the tennis ball formed a somewhat more 

compliant support than PMMA. 

Similarly, the organ level FE model mostly followed the description in sections 3.2.2 to 3.2.4, but 

with several differences: 
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x The frictionless support pad under the femoral head was made very stiff. The compliance 

of the tennis ball was instead taken into account by estimating its displacement from an 

isolated mechanical test and subtracting from the input displacement. 

x The frictionless pad at the greater trochanter was also made very stiff. The compliance of 

the PMMA pad present in the ex-vivo test did not require modelling, as the input 

displacement applied on the GT was taken directly from tracking of the PMMA-GT 

interface in the high-speed video. 

x Since there was no soft tissue foam in the ex-vivo model, there was also no foam block in 

the FE model. The rigid impact plate directly contacted the stiff pad at the GT. 

4.2.2 Micro geometry and material properties 

Three VOIs, each forming a cube with 5 mm sides, were chosen as follows (Figure 4-1): 

x VOI A: Location of the first crack appearing in the femoral neck region, according to high-

speed video. 

x VOI B: Location of a crack appearing on the anterior surface of the femur about 1 ms 

after the crack above, according to high-speed video. 

x VOI C: Location of highest surface strains on the neck region, according to the organ level 

FE model. 
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The VOIs were located in the full 41-μm resolution QCT images. The filtered CT values in these 

volumes were used to calculate	  Young’s	  moduli	  using	  Morgan’s	  modulus-density relationship 

(see section 3.2.3). Every voxel with a modulus of 10 MPa or higher was treated as bone. 

Unconnected groups of voxels were removed using a component labelling function in Matlab 

(v R2012b, The Mathworks, Natick, MA, US). Then, the largest group of bone voxels was directly 

turned into an FE model – referred to as the micro-level model – with cubic elements. 

Each element was directly assigned the modulus of the corresponding CT voxel. Post-yield 

behaviour and strain-rate dependence were derived in the same way as described in section 

3.2.3 and applied using a piecewise linear plasticity model. 

4.2.3 Boundary conditions 

The results from the organ-level model were used as input for the micro-level model. First, all of 

the organ-level elements covering each VOI were isolated, obtaining the resultant velocities of 

each node in those elements. The organ nodal velocities were treated as a field of values in order 

to interpolate velocities to micro-level nodes. Prescribed velocities were applied only on micro-

level nodes located on the exterior surface of the bounding cube – i.e. only nodes forming part of 

the cut faces. 

Figure 4-1: Location of VOIs on organ-level model 
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4.2.4 Comparison criteria 

The purpose of the organ-level model in this short investigation was to provide a platform for 

the application of boundary conditions on the micro-level models. For this reason, only the 

model’s	  deformations	  were of interest. Experimentally, Gilchrist calculated surface strains fields 

using digital image correlation (DIC) of the high-speed video. The DIC algorithm compared 

portions of each video frame to calculate the motion and deformation of the bone surface. This 

information could be used to estimate surface strains that could be compared to those from the 

organ-level FE model. Before the ex-vivo test, the femoral neck was covered with a layer of white 

paint and a black speckle pattern intended to enhance tracking for DIC. In this early version of 

the methodology only one high-speed camera was used, and thus only 2D DIC could be 

performed. For this reason, only regions approximately parallel to the video frame could be 

taken into account. 

Comparison of the micro-level models to experimental data is rather difficult, as there is no 

reasonable way to measure forces or stresses during the impact. Each VOI was instead 

compared to post-fracture video frames to determine whether the deformation of the small 

volumes reflected the large deformations that resulted in fracture of the actual bone. 

4.3 Results 

4.3.1 Ex-vivo fall simulation 

The high-speed video showed that the bone first fractured at the superior end of the greater 

trochanter 4.88 ms after contact. The main fracture leading to total collapse was first seen at the 

superior femoral neck 6.99 ms after contact. Other fractures developed at later times until 

catastrophic failure was seen at t = 8.21 ms. For modelling purposes, fracture time was defined 

at 6.99 ms. 

Calculating strains through DIC was somewhat difficult, as the impact caused saline solution – 

which had been regularly sprayed on the specimen to maintain its moisture – to splash between 

the bone and the camera. The occlusions created by the flying fluid affected the strain calculation 

in some areas of the neck. Nevertheless, surface strains were successfully calculated in most of 

the	  neck’s	  anterior	  surface,	  reaching	  principal	  compressive	  strains	  up	  to	  7.1%	  on	  the	  superior	  

neck. 
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4.3.2 Organ-level model 

Figure 4-2 compares the surface compressive principal strains from the organ-level FE model to 

those obtained by DIC at three points in time. The FE strains are generally of higher magnitude 

than the experimental measurements. Their distribution, however, resembles that obtained 

from DIC, with areas of high strain on either side of the intertrochanteric line. 

The maximum principal compressive strain developed on the organ-level FE on the anterior 

neck area was 24.5%. 

 

4.3.3 Micro-level models 

Given that applied velocities were directly imported from the organ-level model, which models 

the displacements of the entire bone, the micro-level models all showed a sizeable amount of 

whole body displacement. Only the differences in velocities between nodes produced 

deformation in these models. 

The large displacements developed on the organ-level model resulted in convergence difficulties 

on the micro-level models, so none of the three micro models was able to reach the fracture time 

Figure 4-2: Comparison of organ-level surface strains to DIC-based strains 
calculated by Gilchrist  
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of 6.99 ms. Figure 4-3 shows the micro-level results at three different time points. The rightmost 

figure	  for	  each	  VOI	  represents	  the	  model’s	  state	  at	  the	  maximum	  available time. 

The results from VOI A show a general direction of high-strain that is consistent with the 

fracture of the superior GT seen in the high-speed video at 4.88 ms. Similarly, VOI B showed a 

pattern of high strains coming from its superior-lateral edge, consistent with the main fracture 

line passing through it. The model for VOI B also revealed the presence of a 1-2 mm wide 

vascular hole. This hole had not been discovered in the specimen due to its small size and the 

layer of paint covering it. Thick walls surround the hole except for its inferior side. This 

configuration appears to be effective leading physiological loads – which run mostly in the 

inferior-superior direction – away from the hole, but it is likely not as effective spreading the 

medial-lateral loads of a sideways fall. This finding points toward vascularity playing a larger 

role during sideways falls than anticipated. 

VOI C was different than the other two volumes because it was selected based on the results 

from the organ-level FE model instead of the ex-vivo results. The micro-level results show a 

clear line of high strains developing in the middle of this volume and the bone surface folding 

over it. Comparison of these strains to the high-speed video showed that, while the main 

fracture line does not directly cross VOI C, there is a secondary fracture that becomes visible 

after the main fracture and just superior to it. The high-strain line of the VOI C model conforms 

to the path of the secondary fracture line. It is possible that the secondary fracture developed 

under the surface, covered by the layer of paint, and only became visible at a later time point. 
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4.4 Discussion 

The purpose of this short investigation was to test the viability of multi-scale nested FE 

modelling of the femur. The results demonstrate that the technique is feasible and potentially 

useful for identifying the kind of bone features that lead to the creation of fractures during 

sideways falls. 

Three VOIs were analysed, with the first two being empirical points of fracture initiation and the 

last one being a point of strain concentration in the full-bone organ-level FE model. The FE 

models for all three volumes showed deformation and strain patterns consistent with those seen 

on the ex-vivo model. Even though the strain magnitudes reported by the FE models did not 

match those measured experimentally from DIC, the similarity shown by the patterns and 

locations of high strain demonstrates that the technique already captures the general behaviour 

Figure 4-3: Comparison of minimum principal strains and deformations resulting 
from micro-level FE models to fracture locations from high-speed video 
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of the actual bone. Further advances in the modelling of bone material on FE models, 

particularly of its nonlinear behaviour and tension-compression asymmetry, and further 

improvements in the measurement of strains through DIC will likely bring the magnitudes closer 

together. 

The results from VOI B are of particular interest, as the micro modelling of this volume brought 

to our attention the presence of a vascular hole where the fracture line first became visible. This 

region appeared to be structurally sound in the organ-level model and from visual inspection of 

the bone. While it is important to keep in mind that this was a single specimen, the structural 

weakness discovered in this bone warrants further investigation of any defects around the 

locations where fractures initiate during sideways fall loading. 

There are many limitations to the presented implementation of multi-scale FE modelling. 

Starting on the experimental protocol, this pilot test lacked modelling of soft tissues or hip 

compliance, resulting in an impact much shorter than what has been described in published 

studies as appropriate for sideways falls [61]. The presented DIC technique also requires 

refinement, as here its accuracy is limited to surfaces approximately perpendicular to the 

camera view. Future	  iterations	  of	  our	  group’s	  experimental	  model	  will	  use two cameras to 

perform stereo-DIC. Furthermore, there is a need to reduce the amount of liquid splashing in 

order to reduce tracking artifacts. This could be done by thoroughly wiping excess liquid from 

the bone and support surfaces before testing. 

On the FE side, there is a need for better modelling of bone material properties. In particular, it 

is important to implement tension-compression asymmetry; the current implementation 

contains post-yield softening and densification regions in tension, where they clearly do not 

apply. Anisotropy was similarly neglected in the current models. There is further need for 

validation of post-yield and rate-dependent behaviours of bone material for dynamic FE 

modelling. 

In summary, this investigation demonstrates the current state of our multi-scale nested dynamic 

FE modelling technique. While this early version of the technique clearly requires improvements 

in multiple areas of modelling, it is here shown that the method is feasible and that it has the 

potential to yield valuable data on the physical characteristics of bone at fracture initiation 

points. 



 

77 

5 Conclusions 

This investigation focused on the development of an innovative methodology to generate finite 

element models of the proximal femur under conditions present during sideways falls. Several 

novel features – most significantly the use of an explicit dynamic FE solver, the modelling of 

materials at very high loading rates, the comparison to experimental data from dynamic impact 

testing of femurs, and the development of a multi-scale modelling technique – were 

implemented and tested. This thesis documents the first steps on the development of a 

promising new approach to numerical modelling of hip fractures; an approach that 

complements the work done by Gilchrist for in-vitro mechanical testing of femurs. 

In chapter 2, a semi-automated and modular technique was developed and used to generate 

implicit quasi-static FE models of 16 bones. Stiffness and strain results from these models were 

compared against quasi-static data collected experimentally in a materials testing machine. 

Results were further compared using three modulus-density relationships and three techniques 

for mapping of heterogeneous material properties. Modulus-density relationships demonstrated 

to have an important role in FE results, with the stiffest relationship producing the best 

predictions of surface strains and the most compliant relationship producing the most accurate 

predictions of overall femoral stiffness. Material mapping techniques had a comparatively weak 

effect on FE results. Boundary conditions proved to be of great importance during model 

development. In particular, we found that neglecting to model a contact-based sliding support at 

the head or a bendable distal support at the shaft easily led to overconstrained models. 

Chapter 3 expanded the technique to generate explicit dynamic FE models for 15 of the bones 

tested in the previous chapter. The FE results for stiffness, peak force, and strain energy at peak 

force were compared against dynamic data collected experimentally using a drop tower device. 

Even though the stiffest modulus-density relationship from chapter 2 was used, and that models 

were further stiffened through a strain-rate factor, the dynamic results showed a general 

underestimation of stiffness for the stiffest specimens. FE surface strains were found to match 

experimental fracture patterns observed in high-speed videos. The sensitivity of the model was 

also tested by varying the stiffness of the foam (used experimentally to represent soft tissues), 

the nonlinear behaviour of the bone material, and the modulus-density relationship of the bone. 

The results suggest that the foam could be eliminated from the modelling methodology, while 

the effects of strain-rate hardening and the modulus-density relationship should be studied 
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further. In general, the results support the feasibility of explicit FE modelling and the need for 

further investigation of impact loading on the femur. 

Chapter 4 explored the feasibility of multi-scale nested FE modelling. A preliminary version of 

this technique was presented, demonstrating that the technique is not only feasible but also 

potentially useful to identify microstructural features of bone that might make it prone to 

fracture. Further research is definitely required to make compelling conclusions about the 

validity of this modelling technique, but the results so far certainly encourage further work.
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Appendix  A  –  Energy  balance  during  a  drop  tower  test 

The idea of calculating the energy balance during in-vitro dynamic testing and investigating the 

relationship between the amount of work done on the bone and its ability to withstand fracture 

was developed by Dr. Benedikt Helgason at ETH. Part of this idea is presented in one of our 

earlier studies currently under review for publication [63]. 

We are motivated to look at energy because of the current difficulty identifying what constitutes 

a femur at risk. Most researchers studying hip fracture using numerical models have focused on 

determining the maximum force that can be applied on a particular femur before fracture. It is, 

however, very difficult to work out the amount of force that a femur has to withstand in-vivo 

during a fall, since this force varies greatly according to body weight, the amount of soft tissue, 

impact direction, etc. So, while it becomes possible with FE models to compare which bone is 

weaker or stronger relative to other bones, the problem remains that one cannot identify who is 

at risk of fracture and who is not. Looking at energies instead of forces simplifies the task of 

characterizing a fall from standing, as the total energy available during a fall is bounded by 

potential	  energy	  of	  a	  person’s	  body	  mass elevated his or her centre of gravity while standing, a 

figure that is easily estimated. The effects of pelvic compliance and soft-tissue damping – which 

dissipate and absorb energy, hence lowering the work on the femur – are also more easily 

calculated in terms of energies than with forces. In theory, working with energy would greatly 

simplify the calculation	  of	  a	  person’s	  risk	  of	  fracture. 

We hypothesize that there is a maximum amount of energy that a bone can absorb during 

impact, and that fracture occurs when more energy than this maximum is delivered. We can 

investigate this energy connection because of the feasibility of calculating the amount of work 

applied on the femur during an impact test in our fall simulator apparatus (described in section 

3.2.1 and by Gilchrist [41]). Numerically, we can also easily calculate the deformation energy in a 

simulated bone using finite element analysis. 

During a mechanical test in our fall simulator, at any time t after the initial impactor contact but 

before the femur fractures or stops the falling mass, the energy in the system Etot is given by: 

 𝐸 = ∫𝑓 𝑢 𝑑𝑢 + ∫𝑓 (𝑢 )𝑑𝑢 + 𝑚𝑣 +𝑊  (A-1) 

where: 

ff(uf): force-displacement relationship at the greater trochanter 



Appendix A – Energy balance during a drop tower test 

88 

fs(us): force displacement-relationship at the femoral head support 

uf: femur deformation 

us: deformation of the femoral head support 

m: the dropped mass 

v: instantaneous speed of the greater trochanter  

Wres: residual energy such as the kinetic energy gained by the femur, heat, noise, deformation of 

the drop tower, damping and friction. 

uf, us, ff, fs, v, and Wres all vary with time t. 

It is also possible to calculate Etot before the impact, as this is simply the kinetic and potential 

energies carried by the falling mass: 

 𝐸 = 𝑚𝑣 +𝑚𝑔 𝑢 + 𝑢  (A-2) 

where: 

vi: speed of the impactor right before impact 

g: acceleration due to gravity (9.81 m/s2) 

Note that uf and us are functions of time t, as the potential energy is here calculated using a 

moving datum. Using this definition, Etot is thus also a function of time but always equal to the 

expression in equation A-1. 

Theoretically, one could use a simpler energy expression for Etot by calculating the potential 

energy of the drop mass at its maximum height, before it is dropped; however, we found that a 

large portion of this potential energy is lost before impact due to friction in the drop tower. 

Using load cells at the greater trochanter and head support, together with tracked displacement 

data from high-speed video, we have experimental measurements for all variables in equations 

A-1 and A-2, except for Wres, which we assume to be small. We can use these data to investigate 

whether there is a specimen-specific value for ∫𝑓 𝑢 𝑑𝑢 that separates fracture and non-

fracture events. If this turned out to be the case, then predicting a fracture using FE models 

would be a straightforward work calculation. However, we must first determine the accuracy of 

FE-based predictions of the amount of work done on a femur during a fall; hence the emphasis 

placed on energy results in chapter 3 of this thesis. 
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Appendix  B  –  Maximum  principal  strains  from  dynamic  model  
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