# Highly Efficient Thermo-Optic Switches on Silicon-On-Insulator 

by<br>Kyle Murray<br>B. Eng., McMaster University, 2013<br>A THESIS SUBMITTED IN PARTIAL FULFILLMENT OF THE REQUIREMENTS FOR THE DEGREE OF<br>Master of Applied Science<br>in<br>THE FACULTY OF GRADUATE AND POSTDOCTORAL STUDIES<br>(Electrical and Computer Engineering)<br>The University of British Columbia<br>(Vancouver)<br>August 2015<br>(c) Kyle Murray, 2015

## Abstract

We analyze and demonstrate the performance of dense dissimilar waveguide routing as a method for increasing the efficiency of thermo-optic phase shifters on a silicon-on-insulator platform. Optical, mechanical, and thermal models of the phase shifters are developed and used to propose metrics for evaluating device performance. The lack of cross-coupling between dissimilar waveguides allows highly dense waveguide routing under heating elements and a corresponding increase in efficiency. We demonstrate a device with highly dense routing of 9 waveguides under a $10 \mu \mathrm{~m}$ wide heater and, by thermally isolating the phase shifter by removal of the silicon substrate, achieve a low switching power of $95 \mu \mathrm{~W}$, extinction ratio greater than 20 dB , and less than 0.1 dB ripple in the through spectrum. The device has a footprint of less than $800 \mu \mathrm{~m} \times 180 \mu \mathrm{~m}$. The increase in waveguide density achieved by using dissimilar waveguide routing is found not to negatively impact the switch response time.
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## Chapter 1

## Introduction

### 1.1 Current State of Silicon Photonic Switches

Silicon photonics has recently generated a great deal of interest for telecommunications applications. Due to the compatibility of silicon-on-insulator (SOI) platforms with mature complimentary metal-oxide-semiconductor (CMOS) electronics fabrication technologies, silicon photonics offers the potential for inexpensive integration with the electronics needed for their operation. Numerous types of devices have been implemented on SOI including filters [4-6], switches [7], modulators [8, 9], detectors [10-12], sensors [13, 14], and polarization splitters and/or rotators [15, 16]. Several companies have invested into silicon photonics research, including IBM, who have demonstrated monlithic integration of $8 \times 8$ silicon photonic switches with CMOS control [17], and Intel, who have demonstrated a 4 -channel silicon photonics wavelength division multiplexing (WDM) links with integrated electronics [18]. Despite the recent interest in developing large systems, it is still important to improve performance at the device level.

Early demonstrations of thermo-optic switches on SOI required large power consumption due to the inefficiency of the phase shifters used [19]. As the number of switches in a network is increased, the power consumption of each individual switch will become more important as the waste heat produced requires increasingly complex thermal management [20].

Switches on an soi platform can be implemented using a number of interfer-
ometric structures, including Mach Zehnder interferometers (MZIs) [19, 21, 22], Michelson interferometers [23], and micro-ring resonators [24, 25]. These types of switches typically require the use of optical phase shifters to implement the switching action. Phase shifters find fundamental applications in many silicon photonic devices including switches [26, 27], modulators [28, 29], and tunable filters [30]. Two common ways of implementing a phase shifter rely on the plasma dispersion effect [31], in which a change in the density of charge carriers affects the refractive index of silicon, and the thermo-optic effect [32], in which a temperature change affects the refractive index. Plasma dispersion-based phase shifters, while offering fast operation, often require large footprints or high operating voltages and have an optical loss modulation associated with the phase shift [31]. Thermo-optic phase shifters can achieve large phase shifts in small footprints with low operating voltages and without introducing optical loss modulation. However, they have slower response times and typically require more power for switching [33, 34].

As an alternative to interferometry-based switches, micro-electro-mechanical systems (MEMS), in which switching is achieved by electrically modulating the motion of waveguides, have been proposed as potential alternatives to interferometric switching requiring phase shifters. Both experimental and theoretical analysis of MEMS-based switches have been presented [35, 36]. MEMS-based switches offer both low switching power and high switching speed. However, they require moving parts and so are generally expected to have shorter lifetimes than devices with no moving parts [37]. MEMS-based switches using various operating principles have been demonstrated. For example, the modulation of the distance between parallel waveguides has been used to modulate the amount of evanescent coupling, and thus the total cross-coupling, in a directional coupler switch [35, 38]. Alternatively, modulation of the air gap between concatenated waveguides has been used to modulate the amount of transmission between the waveguides [39]. MEMS-based switches have been used to create $50 \times 50$ switch networks [40].

The focus of this thesis is on interferometry-based switches, and in particular, on the design of highly efficient thermo-optic phase shifters.


Figure 1.1: a) Cross-section of a phase shifter with a metal heater. b) Crosssection of a phase shifter with a doped silicon heater.

### 1.2 Literature Review

The heating element in thermo-optic phase shifters has been implemented in multiple ways. Figures 1.1 a) and b) show schematic cross-sections of heaters implemented using metallic heaters, and using doped silicon heaters, respectively. Most demonstrations of thermo-optic switches have utilized metallic heaters. These heaters are typically positioned several microns above a waveguide to be heated, in order to prevent absorption of light by the heater. Since the rate of heat loss to convection at the cladding surface is typically smaller than the rate of heat loss to conduction to the silicon substrate, due to the large thermal conductivity of silicon, the need for the metal heater to be kept away from the waveguide does not dramatically decrease efficiency. A drawback of using such metal heaters is that, due to fabrication limits, the heater must usually be significantly wider than the waveguides. This results in the heating of a large volume of cladding oxide that does not contribute to a phase shift. Heaters formed by doped silicon have the advantage of heating the silicon directly. However, a silicon slab is needed to make electrical contact to the doped silicon. The conduction of heat away from the waveguide along the slab region results in a degraded thermal efficiency. Additionally, the need to dope the silicon results in an increase in optical loss. Phase shifters utilizing doped heaters have been demonstrated in [41, 42].

Thermo-optic phase shifters on SOI have shown orders of magnitude reduction in switching power over the last decade [2]. This has been a result of a number of methods for increasing the efficiency of thermo-optic phase shifters being proposed. The most effective of these methods include improving thermal isolation by the removing the material surrounding the phase shifters [43-45], and folding a waveguide many times under a heater to increase the optical interaction length with the heated region $[7,46]$. When folding a waveguide under a heater, the waveguide spacing between each fold is limited by the evanescent coupling of light between adjacent waveguides. When adjacent waveguides are identical, the coupling of power between them is resonant, and a complete transfer of power occurs over a characteristic coupling length [47]. The coupling length is strongly dependent on the waveguide spacing, and so the spacing must be chosen such that the power coupling over the length of the device is sufficiently small for a desired application.

This need for a sufficiently large spacing limits the achievable density of waveguide routing and, therefore, limits the number of times a waveguide can be folded under a heater and its power efficiency. In this work we propose utilizing different waveguide widths in each fold of a phase shifter to overcome this limit. The evanescent coupling between dissimilar waveguides does not achieve phase matching. Therefore, the power coupling between waveguides is not complete [48]. For a given waveguide spacing, if the mismatch between adjacent waveguide widths is sufficiently large, then the power coupling can be made negligibly small over any coupling length. Without the need to have a large spacing, the density of waveguide folding under a heating element can be increased dramatically, and the efficiency of thermal heaters can be correspondingly improved.

Prior to this work, the use of dissimilar waveguides to increase waveguide routing density in photonic circuits was proposed [3, 49], and an in depth analysis in this context has been performed [50]. More recently, dissimilar waveguide routing has also been proposed for dense mode division multiplexing, with gaps between adjacent waveguides as small as 100 nm [51]. After the submission of [, 1] Mrejen et al. demonstrated control of the coupling between two waveguides by controlling the refractive index of an intermediate dissimilar waveguide [52]. We have recently demonstrated a Michelson interferometer using dissimilar waveguide routing, showing that the technique suggested herein can be extended to other switching architectures to achieve extremely low switching power [2].

### 1.3 Objective of this Thesis

In this thesis, the use of dense dissimilar waveguide routing in folded waveguide thermo-optic phase shifters is proposed, with the objective of reducing the power consumption required for switching. The optical properties of such folded waveguide structures are modelled to assess their feasibility, to identify important considerations in their design, and to provide metrics for evaluating their performance. Thermal and mechanical models of the structure are also developed in order to optimize the structure's performance, and to provide predictions against which experimental results can be compared.

### 1.4 Overview

This thesis consists of four chapters. In this chapter, an introduction to the uses of silicon photonic switches, as well as an overview of the state of the art and current challenges in implementing these switches, with particular attention made to thermo-optic phase shifters, is presented. A review of the literature is also presented, and the objectives of this thesis are outlined. In Chapter 2, models of the optical, mechanical, and thermal properties of the phase shifters designed in this work are developed. In Chapter 3, the design of the switches that were fabricated are described in detail, and the results of experiments are presented. The experimental results are compared against those of previous works. In Chapter 4, conclusions are drawn and suggestions for future work are made.

## Chapter 2

## Theoretical Device Analysis

### 2.1 General Switch Structure

Figure 2.1 a) shows a schematic of an ideal $2 \times 2 \mathrm{MZI}$. The MZI consists of a $50-50$ beam splitter, two phase arms, and a second $50-50$ beam splitter. The electric fields at the upper and lower ports of the input coupler are denoted by $E_{\mathrm{In} 1}$ and $E_{\mathrm{In} 2}$, respectively, while the electric fields at the output coupler are similarly denoted by $E_{\text {Out1 }}$ and $E_{\text {Out } 2}$. Figure 2.1 b) shows a schematic of the $50-50$ beam splitter. The electric fields at the upper and lower ports of the input are denoted by $E_{A}$ and $E_{B}$, respectively, while the electric fields at the two output ports are denoted by $E_{C}$ and $E_{D}$. The relationship between the input and output fields of the coupler depends on the particular design of the coupler. For the adiabatic coupler used in this work, the fields are related as [53]

$$
\left[\begin{array}{c}
E_{C}  \tag{2.1}\\
E_{D}
\end{array}\right]=\frac{1}{\sqrt{2}}\left[\begin{array}{cc}
1 & 1 \\
-1 & 1
\end{array}\right]\left[\begin{array}{c}
E_{A} \\
E_{B}
\end{array}\right] \equiv T_{50-50}\left[\begin{array}{c}
E_{A} \\
E_{B}
\end{array}\right] .
$$

Supposing that light with unit electric field amplitude is input into the upper port of the input coupler of the MZI, the fields at the MZI output are then given by

$$
\left[\begin{array}{c}
E_{\mathrm{Out1}}  \tag{2.2}\\
E_{\mathrm{Out} 2}
\end{array}\right]=T_{50-50}^{-1}\left[\begin{array}{cc}
e^{i \phi_{1}} & 0 \\
0 & e^{i \phi_{2}}
\end{array}\right] T_{50-50}\left[\begin{array}{l}
1 \\
0
\end{array}\right] \equiv T_{\mathrm{MZI}}\left[\begin{array}{l}
1 \\
0
\end{array}\right],
$$

## Input

## Output


(a)

(b)

Figure 2.1: a) A schematic of an MZI. b) A 50-50 Splitter
where $\phi_{1}$ and $\phi_{2}$ are the phases acquired along the upper and lower arms of the MZI, respectively. The fields at the output then satisfy

$$
\begin{equation*}
\left|E_{\text {Out } 1}\right|^{2}=\cos ^{2}\left(\frac{\phi_{1}-\phi_{2}}{2}\right) \tag{2.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|E_{\text {Out }}\right|^{2}=\sin ^{2}\left(\frac{\phi_{1}-\phi_{2}}{2}\right) . \tag{2.4}
\end{equation*}
$$

Thus, if the phase difference between the arms can be changed from 0 to $\pi$, then the intensity at an output arm can be changed from a maximum to a minimum value, or vice versa. This effect can be used to make switches, but also provides
a straightforward way to characterize the performance of a phase shifter. The following sections consist of an analysis of a particular implementation of a phase shifter.

### 2.2 Optical Modelling

In many applications a switch is, ideally, expected to simply change which direction light exits the switch without modifying any of its other properties. For example, an ideal switch should not introduce light reflection at the switch input, introduce additional loss, or introduce dispersion. In this section we introduce two models of light propagation in the folded waveguide structure that forms the interferometer arms of the switches discussed in Section 2.1. The first model, based on coupled mode theory gives an analytical expression of the transmission and dispersion of the folded waveguide structure. However, this model does not provide any intuitive explanation of the behaviour of light in the structure. The second model developed, based on a formal path integral approach provides this intuitive explanation, although it is computationally infeasible to implement in the general case. Together, the models provide both quantitative descriptions of the folded waveguide structure's optical properties and a useful way of thinking about the structure.

### 2.2.1 Coupled Mode Theory of Dissimilar Waveguides

In this section we compute the crosstalk between a pair of dissimilar waveguides. To achieve this, we define a notion of the power in a waveguide by projecting the optical field of the two-waveguide system onto the field of a single waveguide mode. We perform a change of basis from the two-waveguide eigenmode basis, in which the propagation is simple to describe, to a basis in which the power in each waveguide is simple to compute. In this basis the propagation is more complicated due to the appearance of coupling between modes.

Consider two parallel waveguides, denoted as waveguides A and B , of thickness $t$ and widths $w_{\mathrm{A}}$ and $w_{\mathrm{B}}$ separated by a gap, $g$, as shown in Fig. 2.2. The two waveguide system has transverse electric (TE) eigenmodes $|1\rangle$ and $|2\rangle$, each normalized to unit power, with propagation constants $k_{1}$ and $k_{2}$ respectively. Waveguides A and B considered in isolation have eigenmodes $\left|A_{0}\right\rangle$ and $\left|B_{0}\right\rangle$, respectively.


Figure 2.2: Dissimilar waveguide structure and horizontal electric field profile of its modes. Modes $|1\rangle$ and $|2\rangle$ are the modes of the two-waveguide structure. Modes $\left|A_{0}\right\rangle$ and $\left|B_{0}\right\rangle$ are the modes when only waveguide A or waveguide B are present, respectively. ©Optical Society of America, 2015, by permission.

With the inner product [48]:

$$
\begin{equation*}
\left\langle\psi_{1} \mid \psi_{2}\right\rangle=\frac{1}{4}\left[\int \mathbf{E}_{1} \times \mathbf{H}_{2}^{*} \cdot \mathrm{~d} \mathbf{S}+\int \mathbf{E}_{2}^{*} \times \mathbf{H}_{1} \cdot \mathrm{~d} \mathbf{S}\right], \tag{2.5}
\end{equation*}
$$

where $\mathbf{E}_{i}$ and $\mathbf{H}_{i}, i=1,2$, are the transverse electric and magnetic field profiles of any two modes $\left|\psi_{i}\right\rangle$ and $\mathbf{S}$ is the plane normal to the propagation direction, we can decompose the single waveguide state $\left|A_{0}\right\rangle$ in terms of the two-waveguide eigenmodes:

$$
\begin{equation*}
|A\rangle=\left\langle 1 \mid A_{0}\right\rangle|1\rangle+\left\langle 2 \mid A_{0}\right\rangle|2\rangle . \tag{2.6}
\end{equation*}
$$

The difference between $|A\rangle$ and $\left|A_{0}\right\rangle$ is due to not including the complete set of radiation modes in the mode decomposition. Define the power normalized state

$$
\begin{equation*}
|\bar{A}\rangle=\frac{|A\rangle}{\sqrt{\langle A \mid A\rangle}} \tag{2.7}
\end{equation*}
$$

and $|\bar{B}\rangle$ similarly. A general superposition in the $|1\rangle,|2\rangle$ basis is then denoted as a
vector with components $a$ and $b$ :

$$
\mathbf{V}=\left[\begin{array}{l}
a  \tag{2.8}\\
b
\end{array}\right]=a|1\rangle+b|2\rangle .
$$

Evolution along the propagation direction, $z$, is given by:

$$
\frac{\mathrm{d} \mathbf{V}}{\mathrm{~d} z}=i\left[\begin{array}{cc}
k_{1} & 0  \tag{2.9}\\
0 & k_{2}
\end{array}\right] \mathbf{V} \equiv i P \mathbf{V}
$$

Performing a change to the $|\bar{A}\rangle,|\bar{B}\rangle$ basis with components $c$ and $d$,

$$
\begin{gather*}
\overline{\mathbf{V}}=\left[\begin{array}{c}
c \\
d
\end{array}\right]=c|\bar{A}\rangle+d|\bar{B}\rangle  \tag{2.10}\\
\mathbf{V}=\left[\begin{array}{cc}
\frac{\left\langle 1 \mid A_{0}\right\rangle}{\sqrt{\langle A \mid A\rangle}} & \frac{\left\langle 1 \mid B_{0}\right\rangle}{\sqrt{\langle B \mid B\rangle}} \\
\frac{\left\langle 2 \mid A_{0}\right\rangle}{\sqrt{|A| A \mid} \mid} & \frac{\left\langle 2 B_{0}\right\rangle}{\sqrt{\langle B \mid B\rangle}}
\end{array}\right] \overline{\mathbf{V}} \equiv M \overline{\mathbf{V}}, \tag{2.11}
\end{gather*}
$$

the new evolution follows:

$$
\begin{equation*}
\frac{\mathrm{d} \overline{\mathbf{V}}}{\mathrm{~d} z}=i M^{-1} P M \overline{\mathbf{V}} \equiv i \bar{P} \overline{\mathbf{V}} . \tag{2.12}
\end{equation*}
$$

It should be noted that since in general $M$ is not unitary the inner product is

$$
\begin{equation*}
\mathbf{V}^{\dagger} \mathbf{V}=\overline{\mathbf{V}}^{\dagger} M^{\dagger} M \overline{\mathbf{V}} \neq \overline{\mathbf{V}}^{\dagger} \overline{\mathbf{V}}, \tag{2.13}
\end{equation*}
$$

where $\dagger$ indicates the conjugate transpose operation, so the sum of the squares of the norms of the components of $\overline{\mathbf{V}}$ is not in general a conserved quantity. Nevertheless, we will identify the squares of the norms of the components of $\overline{\mathbf{V}}$ with the informal notion of the power contained in each waveguide. More precisely, the square of the norm of the first component of $\overline{\mathbf{V}}$ is the power that would be transmitted in to waveguide A if waveguide $B$ were abruptly terminated and the squared norm of the second component has a similar interpretation.

If we consider a situation where at $z=0$ the waveguide system is excited in the state $|\bar{A}\rangle$, then one can consider the power coupled to waveguide B over some
length $L$ as the squared norm of the amplitude of $|\bar{B}\rangle$ at $z=L$. In the special case where waveguides A and B are identical, the power is transferred completely from waveguide A to waveguide B over a characteristic length, $L_{c}=\pi /\left(k_{1}-k_{2}\right)$, depending on the dimensions of the waveguides and their separation [48]. Thus, if one wishes to limit the crosstalk between the waveguides over their length, then the separation between the waveguides must be made large enough such that $L_{c} \gg L$.

If the two waveguides are not identical, then the power is still periodically coupled between the waveguides, but the transfer of power is incomplete [48]. The maximum crosstalk, CT, can then be computed as the maximum value of the squared norm of the second component of $\overline{\mathbf{V}}$ in the solution to Eq. (2.12):

$$
\begin{gather*}
\overline{\mathbf{V}}(z)=M^{-1} e^{i P z} M \overline{\mathbf{V}}(0)=M^{-1} e^{i P z} M\left[\begin{array}{l}
1 \\
0
\end{array}\right]  \tag{2.14}\\
\mathrm{CT}=\max _{z}\left(\left|\left[\begin{array}{ll}
0 & 1
\end{array}\right] \overline{\mathbf{V}}(z)\right|^{2}\right)=\max _{z}\left(\left|\left[\begin{array}{ll}
0 & 1
\end{array}\right] M^{-1} e^{i P z} M\left[\begin{array}{l}
1 \\
0
\end{array}\right]\right|^{2}\right)  \tag{2.15}\\
=4 \cdot \frac{\langle B \mid B\rangle}{\langle A \mid A\rangle} \cdot \frac{\left|\left\langle 1 \mid A_{0}\right\rangle\left\langle 2 \mid A_{0}\right\rangle\right|^{2}}{\left|\left\langle 1 \mid A_{0}\right\rangle\left\langle 2 \mid B_{0}\right\rangle-\left\langle 1 \mid B_{0}\right\rangle\left\langle 2 \mid A_{0}\right\rangle\right|^{2}}
\end{gather*}
$$

Figure 2.3 shows the computed maximum crosstalk for waveguides with a fixed center to center separation of $1 \mu \mathrm{~m}$ and thickness 220 nm as the widths of the waveguides are varied for a wavelength of 1550 nm [3]. The modes and propagation constants were computed using a numerical mode solver. It can be seen that by making the waveguide widths sufficiently different the crosstalk can be limited for small separations regardless of the length of the coupler. The asymmetry of the crosstalk under interchange of waveguide $A$ and $B$ is due the difference between first exciting state $|A\rangle$, then later measuring state $|B\rangle$, and first exciting state $|B\rangle$, then later measuring state $|A\rangle$. This difference is due to the non-orthogonality of $|A\rangle$ and $|B\rangle$ for dissimilar waveguides.


Figure 2.3: Maximum crosstalk between 220 nm thick waveguides with $1 \mu \mathrm{~m}$ pitch. © Optical Society of America, 2015, by permission.

### 2.2.2 Folded Waveguide Structures

## A Coupled Mode Approach

Figure 2.4 shows a schematic of the folded waveguide structure consisting of a waveguide folded $N$ times, with widths $w_{m}, m=1,2, . . N$. Light is injected into waveguide 1 and the transmitted light is measured at waveguide $N$. We consider only an odd number of waveguides so that the input and transmitted light are travelling in the same direction. To model the propagation, we utilize a tight-binding coupled mode model where we consider coupling only between nearest neighbour waveguides. The propagation is described by the differential equations:

$$
\begin{gather*}
\frac{\mathrm{d} \bar{V}_{m}^{+}}{\mathrm{d} z}=a_{m} \bar{V}_{m}^{+}+b_{m} \bar{V}_{m-1}^{+}+c_{m} \bar{V}_{m+1}^{+}  \tag{2.16}\\
\frac{\mathrm{d} \bar{V}_{m}^{-}}{\mathrm{d} z}=-a_{m} \bar{V}_{m}^{-}-b_{m} \bar{V}_{m-1}^{-}-c_{m} \bar{V}_{m+1}^{-}, \tag{2.17}
\end{gather*}
$$

where $\bar{V}_{m}^{+}$and $\bar{V}_{m}^{-}, m=1,2, \ldots N$, are the amplitudes of the modes in waveguide $m$ travelling in the positive and negative $z$ directions, respectively. Here $a_{m}, b_{m}$,


Figure 2.4: Schematic diagram of folded waveguide structure. ©()Optical Society of America, 2015, by permission.
and $c_{m}$ are the pairwise self and cross coupling coefficients computed as described in equation (2.12). Specifically, $a_{m}$ are the self coupling coefficients found as the diagonal elements of $i \bar{P}$, and $b_{m}$ and $c_{m}$ are the cross-coupling coefficients found as the off-diagonal elements of $i \bar{P}$. Further, the system adheres to the boundary conditions:

$$
\begin{align*}
& \bar{V}_{0}^{+}(0)=1  \tag{2.18}\\
& \bar{V}_{N}^{-}(L)=0  \tag{2.19}\\
& \left.\begin{array}{c}
\bar{V}_{m}^{-}(L)=\bar{V}_{i-1}^{+}(L) e^{i \phi_{m-1}} \\
\bar{V}_{m}^{+}(L)=\bar{V}_{m-1}^{-}(L) e^{-i \phi_{m-1}}
\end{array}\right\} \text { for } m \text { even }  \tag{2.20}\\
& \left.\begin{array}{c}
\bar{V}_{m}^{-}(0)=\bar{V}_{m-1}^{+}(0) e^{i \phi_{m-1}} \\
\bar{V}_{m}^{+}(0)=\bar{V}_{m-1}^{-}(0) e^{-i \phi_{m-1}}
\end{array}\right\} \text { for } m \text { odd, } m>1, \tag{2.21}
\end{align*}
$$

where $\phi_{m}$ is the phase associated with the bend connecting waveguide $m$ with waveguide $m+1$. To solve the boundary value problem described by equations 2.16 and 2.17, subject to the boundary conditions of equations 2.18 -2.21, we construct vectors $\overline{\mathbf{V}}^{+}$and $\overline{\mathbf{V}}^{-}$with components $\bar{V}_{m}^{+}$and $\bar{V}_{m}^{-}$, respectively. Equations 2.16 and 2.17 can then be written in matrix form as

$$
\begin{gather*}
\frac{\mathrm{d} \overline{\mathbf{V}}^{+}}{\mathrm{d} z}=S \overline{\mathbf{V}}^{+}  \tag{2.22}\\
\frac{\mathrm{d} \overline{\mathbf{V}}^{-}}{\mathrm{d} z}=-S \overline{\mathbf{v}}^{-} \tag{2.23}
\end{gather*}
$$

where the propagation matrix, $S$, is

$$
S=\left[\begin{array}{cccccc}
a_{1} & c_{1} & 0 & 0 & \ldots & 0  \tag{2.24}\\
b_{2} & a_{2} & c_{2} & 0 & \ldots & 0 \\
0 & b_{3} & a_{3} & c_{3} & \ldots & 0 \\
\cdot & \cdot & & & & \\
\cdot & & \cdot & & & \\
\cdot & & & \cdot & & \\
0 & 0 & \ldots & 0 & b_{N} & a_{N}
\end{array}\right] .
$$

Equations 2.16 and 2.17 have general solutions

$$
\begin{gather*}
\overline{\mathbf{V}}^{+}(z)=e^{S z} \overline{\mathbf{V}}^{+}(0)  \tag{2.25}\\
\overline{\mathbf{V}}^{-}(z)=e^{-S z} \overline{\mathbf{V}}^{-}(0) . \tag{2.26}
\end{gather*}
$$

Evaluating these equations at $z=0$ and $z=L$, the boundary conditions given by equations $2.18 \cdot 2.21$ constitute a set of $2 N$ coupled linear equations for the initial values of the components of $\overline{\mathbf{V}}^{+}(0)$ and $\overline{\mathbf{V}}^{-}(0)$, which are readily solved by a matrix inversion. The field reflection and transmission are then $\bar{V}_{1}^{-}(0)$ and $\bar{V}_{N}^{+}(L)$, respectively.

The system of equations (2.16, 2.17) was numerically solved for $N=9, L=90 \mu \mathrm{~m}$, and identical waveguides with a thickness of 220 nm , a width of 500 nm , and gaps between the waveguides of $g=500 \mathrm{~nm}, 750 \mathrm{~nm}$, and $1 \mu \mathrm{~m}$. Additionally, the
system of equations was solved for a system consisting of alternating waveguides with 500 nm and 600 nm widths separated by a gap of 500 nm for $N=9$, and $L=90 \mu \mathrm{~m}$. The phases $\phi_{m}$ from the bends were all set to zero for simplicity. The results as a function of wavelength are presented in Figure 2.5 a). It is clear that in the case of identical waveguides there is already significant ripple in the spectrum for a gap of 750 nm , and that a stop band appears for a gap of 500 nm . With the dissimilar waveguides, however, the ripple in the spectrum for a gap of 500 nm is less than that for the identical waveguides at a gap of $1 \mu \mathrm{~m}$. The shape of the spectrum depends strongly on the phases $\phi_{j}$, however, the degree of ripple in the spectrum does not. This would generally hold true for more realistic, wavelength dependent, phases associated with the bends as well. The degree of ripple was characterized by computing the minimum transmission of the folded waveguide structure as the gap between the waveguides was varied. The results are presented in Fig. 2.5 b). It can be seen that for identical waveguides, the ripple in the spectrum causes the transmission to rapidly fall off for waveguide separations less than $1 \mu \mathrm{~m}$. On the other hand, the reduction in crosstalk between the dissimilar waveguides effectively keeps the spectrum from developing significant ripple until the waveguide separation is less than 500 nm .

Figure 2.6 shows the calculated intensity of the forward and backward travelling light along the length of a device, following the waveguides without crosscoupling, for a folded waveguide structure with 9 identical waveguides. The waveguides have a width of 500 nm , and a gap between them of 500 nm . The transmission of this structure is shown in Figure 2.5 a), which shows that the transmission is high for some wavelengths, which will be called the On state, and low for some wavelengths, which will be called the Off state. In Figure 2.6, it can be seen that in the Off state the amount of forward travelling light decays quickly along the length of the structure as the light cross-couples into a backward travelling mode. In contrast, in the On state the behaviour is much more interesting. First, perhaps contrary to expectation, the backward travelling mode has significant intensity over most of the structure, only decaying to zero in the first and last waveguides. Secondly, there is a resonant buildup of intensity in the forward travelling mode over the entire structure, excepting the input and output. Supposing that the resonant buildup of intensity relies on a ring resonator-like closed path for light in the struc-


Figure 2.5: a) Calculated spectra of the folded waveguide structure for 9 identical waveguides with gaps $g_{I}=500 \mathrm{~nm}, 750 \mathrm{~nm}$, and 1000 nm , and alternating dissimilar waveguides with widths of 500 nm and 600 nm with gap $g_{D}=500 \mathrm{~nm}$, b) Minimum transmission of the folded waveguide structure for similar (solid) and dissimilar (dashed) waveguides. (c)Optical Society of America, 2015, by permission.


Figure 2.6: Intensity of forward and backward travelling modes as a function of position along the folded waveguide structure, measured as the distance along the path with no cross-coupling. The 9 waveguides are all of 500 nm width, $90 \mu \mathrm{~m}$ length, and the gap is 500 nm . The On state is at 1553.16 nm and the Off state is at 1556 nm .
ture, like in an example that is discussed below, this observation can help explain the observation about the backward travelling mode. This is because, as it is simple to convince oneself of, any closed path in the structure necessarily requires some portion of the path laying in a backward travelling mode. These results show that a structure as simple as a folded waveguide can exhibit rich and non-obvious behaviour.

A simple argument shows that the neglect of next-to-nearest neighbour coupling, and more generally any coupling across an even number of waveguides, does not effect the degree of ripple in the through spectrum for lossless waveguides. To see this, consider a hypothetical system where nearest-neighbour coupling is negligible but coupling to next-to-nearest neighbour waveguides is not, which can be approximately implemented with waveguides of alternating widths. In this case, due to the geometry of the folded waveguides, no amount of coupling can result in light propagating backwards. Thus, there can be no reflected signal. Due to con-
servation of energy, one can conclude that at all wavelengths the transmission must be unity. In the case where nearest-neighbour coupling is also present, the effect of next-to-nearest neighbour coupling would be to change the wavelengths where constructive and destructive interference occur, but not the degree of interference.

## A toy model of next-to-nearest waveguide coupling in lossy waveguides

Here, a toy model of next-to-nearest neighbour coupling in lossy waveguides is presented to explore its effects.

Consider a folded waveguide structure with $N=3$, where the first and third waveguides are identical and the second waveguide is dissimilar from the other two. Coupling can then be assumed to occur only between the first and third waveguides. Figure 2.7 a) shows a schematic of the structure. Let the phase acquired along each of the two identical waveguides be $\phi_{C}$, and the phase acquired along the bends and the intermediate wavguide be $\phi_{R}$. Furthermore, assume that the intermediate waveguide is lossy, with a forward field amplitude transmission $a$. Lastly, let the field through and cross-coupling coefficients of the coupler formed by the identical waveguides be $t$ and $\kappa$, respectively. The field at the output, $E_{o}$, for unit input can then be written as

$$
\begin{equation*}
E_{O}=i \kappa e^{i \phi_{C}}+t^{2} a e^{i\left(2 \phi_{C}+\phi_{R}\right)} \sum_{j=0}^{\infty}\left(i \kappa a e^{i\left(\phi_{C}+\phi_{R}\right)}\right)^{j}, \tag{2.27}
\end{equation*}
$$

where first term represents the light that immediately crosses to the output along the blue arrow in Figure 2.7 a), and the $j^{\text {th }}$ term in the sum represents the light that crosses through the red arrow in Figure 2.7 a) $j$ times. Summing the geometric series and simplifying using coupler power conservation, $\kappa^{2}+t^{2}=1$, gives

$$
\begin{equation*}
E_{o}=e^{i \phi_{C}} \frac{i \kappa+a e^{i\left(\phi_{C}+\phi_{R}\right)}}{1-i \kappa a e^{i\left(\phi_{C}+\phi_{R}\right)}} . \tag{2.28}
\end{equation*}
$$

This transmission function is of the same form as a that of a first order racetrack resonator with the through coupling and cross-coupling coefficients interchanged [54]. This could also have been seen by identifying the schematic in Figure 2.7 a) with the schematic of such a racetrack resonator in Figure 2.7 b ), where equivalent


Figure 2.7: a) Folded waveguide structure with next-to-nearest neighbour coupling. b) An equivalent racetrack resonator.
paths in each device are coloured the same to help see the equivalence.
From equation 2.28, one can see that if $\kappa \approx a$, then at the resonance condition, $\phi_{C}+\phi_{R}=3 \pi / 2+2 m \pi$ for integer $m$, the transmission can be expected to drop to near zero, in stark contrast to the prediction above for the lossless case. Thus, if one wants to prevent significant ripple in the through spectrum due to resonant next-to-nearest neighbour coupling, then the coupling coefficient must be made to be much smaller than $a$. Since for reasonably short and low loss waveguides $a \approx 1$, this is not a stringent requirement.

## A Path Integral Approach

Path integral formulations of physical theories are often used in the context of quantum theory. Although non-relativistic quantum mechanics can be formulated in terms of path integrals [55, 56], most elementary presentations do not take this approach [57, 58]. On the other hand, in quantum field theory (QFT) the path integral approach is ubiquitous, and is a convenient starting point for perturbation theory [59-61]. The path integral approach, remarkably, has even been applied to the classical mechanics of particles [62], and has shown a deep relationship between quantum mechanics and statistical mechanics [63]. Feynman diagrams, introduced as a shorthand for writing down transition amplitudes in perturbative QFT as developed through the path integral approach [64], have become the basis for popular intuitive descriptions of quantum mechanical phenomenon. For example, Figure 2.8 shows a Feynman diagram for electron-electron scattering, which gives rise to the popular description of the Coulomb force as being the result of the exchange of virtual photons. In this section, it is the usefulness of the path integral approach for providing intuition that will be exploited, with ray-like paths through the folded waveguide structure playing a role analogous to that of Feynman diagrams in QFT.

Here we develop a formal path integral model of the folded waveguide structure which, while not computationally feasible to implement, provides a useful heuristic for thinking about how light propagates in the structure. Again, for simplicity we consider only nearest neighbour coupling.

Consider breaking the folded waveguide structure with $N$ identical waveguides into $M$ equal length subsections, as shown in Figure 2.9, where in propagating


Figure 2.8: A Feynman diagram representing one term in an infinite sum describing electron-electron scattering through the electromagnetic field. The electrons, $e^{-}$, interact via the exchange of a virtual photon, $\gamma$.


Figure 2.9: Folded waveguide structure divided into $M$ subsections.


Figure 2.10: a) An example of a typical path through the structure, b) a path that has a large contribution for high coupling, and $c$ ) a path that has a large contribution for low coupling.
across each section the light acquires a phase, $\phi(M)$, has a field transmission coefficient, $t(M)$, and field cross-coupling coefficient, $\kappa(M)$, to the same waveguide and to each of its adjacent waveguides, respectively. One can imagine inputting light into the structure, after which it can take many paths to get to the output, some of which are illustrated for the case $N=5$ in Figure 2.10. Since the only paths that end at the output waveguide are those that cross-couple an even number of times, these are the only paths that need to be considered. The field at the output, $E_{o}$, for a unit input field, can be expressed as a weighted sum over all paths,

$$
\begin{gather*}
E_{o}=t^{M} e^{i M \phi}+\left(i^{2}\right) \kappa^{2} \sum_{s \in \mathbb{P}(M, 2)} t^{\eta(s)} e^{i(\eta(s)+2) \phi}+\left(i^{4}\right) \kappa^{4} \sum_{s \in \mathbb{P}(M, 4)} t^{\eta(s)} e^{i(\eta(s)+4) \phi}+\ldots  \tag{2.30}\\
E_{o}=\sum_{l=0}^{\infty} \sum_{s \in \mathbb{P}(M, 2 l)}\left[\left(-\kappa^{2} e^{2 i \phi}\right)^{l} t^{\eta(s)} e^{i \eta(s) \phi}\right] \tag{2.29}
\end{gather*}
$$

where $\mathbb{P}(M, 2 l)$ is the set of paths through the folded structure discretized into $M$ segments with $l$ pairs of cross-couplings, and $\eta(s)$ is the number of segments that the light is transmitted through while propagating through the path $s$. Formally taking the limit as $M$ tends to infinity would give the true transmission of the structure, and the two sums in equation 2.30 would become an integral over all paths. The reflected field can be expressed in a similar manner as a sum over all paths with an odd number of cross-couplings. As an illuminating example, the path integral approach for a simple directional coupler is derived in Appendix A and is shown to give the correct result.

Analysing equation 2.30 in full generality is unlikely to provide any more insight into the problem than the computationally simple coupled mode model discussed above. In the limiting cases of high and low coupling, however, a picture of which paths are important can be gleaned.

For the case of high coupling, that is when $\kappa$ is 'large' and $t$ is 'small', the most important consideration that determines the strength of the contribution of a path is the number of segments through which the light is transmitted, since the $t^{\eta(s)}$ term exponentially damps the contribution of paths as this number is increased. For a fixed $l$, this means that paths are exponentially damped with increasing path length. From this, one can conclude that the most important terms in the sum will


Figure 2.11: Calculated group delay of the folded waveguide structure for 9 identical waveguides with gaps $g_{I}=500 \mathrm{~nm}, 750 \mathrm{~nm}$, and 1000 nm , and alternating dissimilar waveguides with widths of 500 nm and 600 nm with gap $g_{D}=500 \mathrm{~nm}$.
be those for which coupling occurs at almost every segment, like that shown in Figure 2.10 b). In the case of low coupling, that is when $\kappa$ is 'small' and $t$ is 'large', then the contributions of paths are exponentially damped by the number of cross-couplings. Thus, to an approximation the sum over $l$ can be truncated after the first few terms. An example of a significant path for low coupling is shown in Figure 2.10 c ). Of course, as $M$ goes to infinity and the segment length approaches zero the coupling coefficient must approach 0 and the transmission coefficient must approach 1. 'Small' and 'large' coupling coefficients then refer to the rate at which these coefficients change with increasing $M$.

Figure 2.11 shows the group delay, $\frac{\mathrm{d} \phi}{\mathrm{d} \omega}$, where $\phi$ is the phase at the output of the structure and $\omega$ is the optical angular frequency, for the structures whose transmission were calculated in Figure 2.5. For low coupling one can see that the group delay is constant, which can be interpreted as the light following the path with no cross coupling and thus having a constant propagation time through the
structure given by $t=N L n / c$, where $n$ is the average refractive index and $c$ is the speed of light in vacuum. Here we have neglected the wavelength dependence of $n$ for simplicity. For high coupling, however, it can be seen that there are some wavelengths for which the group delay is less than the low coupling group delay, and some wavelengths for which the group delay is larger than that for the low coupling case. This can be interpreted by there being certain wavelengths where the light takes paths like those in 2.10 b ) that are shorter than the low coupling path, and wavelengths where light takes paths containing closed loops, like those discussed in the toy model of a 3 waveguide system discussed above, that make the path longer than the low coupling path, respectively.

## The Geometrical Limit

If we consider paths that are close to each other, that is paths that are related by a small deformation, and have the same amplitude in the sum, that is have the same number of cross-couplings and transmissions, then one can discuss the geometrical optics limit of the structure. An example of a set of paths that are close together is shown in Figure 2.12, for which the deformation is parameterized by a small distance, $\delta$. If for small $\delta$ the phase acquired along each of these paths, relative to the path with $\delta=0$, is proportional to $k \delta$ then for $k L \gg 2 \pi$ the sum over these paths for all $\delta$ will be an infinite sum of complex numbers with the same amplitude and phase uniformly distributed over $[0,2 \pi]$, and will sum to zero. That is to say that any path with this property can be ignored in the sum. Thus, the only paths that contribute to the sum are those for which the phase acquired is stationary with respect to small deformations in the path. This is a precise statement of Fermat's principle [65], which more loosely says that a ray of light will follow the path of shortest optical length. Applied to this structure, we can then express the wave optics solution, 2.30, as stating that the light follows all geometrically allowed paths and interferes at the structure output.

A closer look at the propagation in the structure reveals that, since transmission and cross-coupling commute (ie. $t \kappa=\kappa t$ ), the phase is stationary to small deformations for all paths. Thus, every path is geometrically allowed and Fermat's principle does not offer any simplification to equation 2.30. From this observa-


Figure 2.12: A set of paths that are related by a small deformation described by the parameter $\delta$.
tion we can conclude that, for non-zero coupling, propagation through the folded waveguide structure is intrinsically wave-like and its transmission cannot be well described in the language of ray optics. That is, there is no meaningful way to describe any one path that light follows through the structure. Although describing these types of devices in terms of the paths that light takes is conceptually helpful, one should be careful to not take explanations using this type of language too seriously.

The ability to discuss the propagation of light in waveguides in terms of path integrals, a technique most often encountered in quantum mechanics, is not a coincidence. The correspondence between the two types of systems is made clear by noting that equation 2.9 is of the form of the Schrödinger equation when position is interchanged with time, and the momentum operator, $P$, is interchanged with the Hamiltonian operator, $H$, in natural units $(\hbar=1)$ [57]. Due to this correspondence, a number of authors have made analogies between light propagation in $N$ coupled waveguides to the time evolution of a particle in a system with $N$ energy eigenstates [52, 66, 67]. Under this analogy, what is the quantum system corresponding to the folded waveguide structure? In the folded waveguide struc-
ture the light propagates in both the forward and backward directions. The most straightforward way to map this to a quantum system is to consider two particles in $N$ level atoms, where one of the particles is evolving backwards in time. The boundary conditions imposed on the waveguides, equations 2.18.2.21, would then represent conditions relating the state of both particles at some intitial and final times. Clearly, this is not a physically relevant system. An alternative way to map from the waveguide picture to the quantum mechanical picture is to suppose that there are two particles, both evolving forward in time, in $N$ level atoms where one of the particles has negative energy states (ie. is bound) and the other particle has positive energy states (ie. is free), where the energy eigenvalues of both systems have the same magnitude. Like in the previous example, the boundary conditions do not have an obvious physical implementation. Thus, it does not seem likely that the analogy to quantum mechanics will prove to be insightful in this case.

### 2.3 Mechanical Model

The underetching of the silicon substrate to form a suspended structure raises concerns for the mechanical stability of the phase shifter arms. During processing using liquid reactants (eg., etching, cleaning, etc.) large surface tension forces can arise that may put damaging stresses on the suspended structure, or lead to stiction between the suspended structure and nearby surfaces [37]. Further, in practical applications the structure may be subject to vibrations or large accelerations. Vibrations in particular could cause time-varying stress-induced refractive index changes [68] in the waveguides that could lead to increased noise in data switching applications. In this section we investigate a simple model of the structure where the stresses induced by a uniform acceleration are calculated. While this model does not explore all types of possible mechanical modes of failure or noise generation, it gives an indication that with appropriate design these issues can likely be overcome.

Here we consider the suspended glass structures shown in Figures 2.13 a) and b). The suspended structures have a length, $L$, a $12 \mu \mathrm{~m}$ width, and thickness of $6 \mu \mathrm{~m}$. The structure is fixed at both ends. A finite element mechanical simulation was performed assuming that the structure was undergoing a uniform acceleration,


Figure 2.13: Top-down view of suspended glass structure a) without support bridges, and $b$ ) with two pairs of support bridges undergoing an acceleration, $a$, oriented out of the page.
$a$, in the direction normal to the chip surface. The acceleration was modelled by a uniform pressure, $P=m a / A$, distributed over the upper surface of the structure, where $m$ is the mass of the suspended glass, and $A=L \times 12 \mu \mathrm{~m}$ is the area of the upper surface. We also considered structures where glass support bridges with a $6 \mu \mathrm{~m}$ width, $8 \mu \mathrm{~m}$ length, and fixed ends are used to support the structure along its length. The support bridges are assumed to be equally spaced along the length of the structure.

Figures 2.14 a) and 2.14 b) show the calculated von Mises stress distributions for a structure with $L=90 \mu \mathrm{~m}$ and $a=g$ with no support bridges, where $g=9.8 \mathrm{~ms}^{-2}$ is the local acceleration due to gravity, and a structure with $L=290 \mu \mathrm{~m}$ and two pairs of support bridges for the same acceleration, respec-

(b)

Figure 2.14: Stress distribution in a suspended heater structure under uniform $1 g$ acceleration along the direction normal to the chip for a) a $90 \mu \mathrm{~m}$ long structure with no support bridges, and b) a $290 \mu \mathrm{~m}$ long structure with two pairs of support bridges.
tively.
The maximum von Mises stress was calculated for the suspended structures described above as their length was varied, and the results are shown in Figure 2.15 for an acceleration of 1 g . It is clear that adding more support bridges reduces the maximum stress, and thus will allow for a more robust structure. However, as will be shown in Section 2.4, this comes at the cost reduced thermal isolation, and thus a decrease in device efficiency. The simulations suggest that even for a $300 \mu \mathrm{~m}$ long device with no bridges, assuming even a modest yield strength of


Figure 2.15: Maximum von Mises stress in suspended structure.

20 MPa for glass [69], the structure could withstand an acceleration of $10^{5} g$ before failing, while having a maximum displacement due to deformation of only 300 nm . This strongly suggests that for reasonably sized devices structural stability will not pose an issue.

### 2.4 Thermal Model

The phase shift in thermally actuated switches is achieved through the thermooptic effect, which is the phenomenon in which the refractive index of a material is dependent on the temperature, $T$, of the material. The thermo-optic coefficient of silicon is sufficiently large that small temperature changes can be used to cause large phase shifts over relatively small lengths [43]. In order to maximize the thermo-optic phase shift in a device for a given power it is important to consider the thermal properties of a design. Specifically, to maximize the thermo-optic phase shift in a device one must minimize the rate of heat transfer from the device to its surroundings and ensure that the heated region is localized to the region in which the light is propagating. This latter concern is to ensure that power is not wasted
heating a region that does not contribute to a phase shift. Since in some applications switching times may be important in addition to the phase shifter efficiency, the effect of the methods used to optimize efficiency on respone times should also be predicted.

In this section, the results of finite element simulations of suspended structures on SOI are presented. The dependence of the thermal properties on the geometry of the structure are described, and the performance of switches utilizing a suspended structure are predicted. Figures of merit for a device's tradeoff between switching power and response time are also proposed.

The structure that was simulated consists of a glass structure of length, $L$, width, $w$, and $6 \mu \mathrm{~m}$ thickness containing $N$ silicon waveguides and a metal heater of $10 \mu \mathrm{~m}$ width inside it. The glass structure is fixed at its ends, where it is in thermal contact with the silicon substrate. The structure may also be supported along its length from below by the silicon substrate, or underetched to remove the substrate and become suspended. Further, the glass structure may have pairs of support bridges of $8 \mu \mathrm{~m}$ length, $6 \mu \mathrm{~m}$ width, and $6 \mu \mathrm{~m}$ thickness, like those considered in Section 2.3. The heater supplies a power of $P=1 \mathrm{~mW}$ uniformly over its volume. The bottom of the substrate and the edges of the chip are assumed to be at $20^{\circ} \mathrm{C}$, and all other surfaces are assumed to lose heat by convection. For simplicity, the convection coefficient was approximated as that due to free convection at the surface of a $1 \mathrm{~cm} \times 1 \mathrm{~cm}$ horizontal plate. That is, the convection coefficient at each surface is approximated as being the same as that which would occur over the surface of an unpatterned chip. The effect of thermal radiation was neglected because the temperature changes needed for a $\pi$ phase shift were small due to the long lengths of the waveguides used. The thickness of the substrate and distance to the chip edge in the simulation were determined through convergence testing. The devices that were fabricated, as described in Table 3.1, will be frequently used here as examples.

The power required for switching is determined as the power that results in a phase change of $\pi$ over the length of the folded waveguides. Specifically,

$$
\begin{equation*}
\pi=\frac{2 \pi}{\lambda} \frac{\mathrm{~d} n_{\text {eff }}}{\mathrm{d} T} \frac{\mathrm{~d} T}{\mathrm{~d} P} P N L \tag{2.31}
\end{equation*}
$$

$$
\begin{equation*}
P=\frac{\lambda}{2 N L} \frac{1}{\mathrm{~d} n_{\mathrm{eff}} / \mathrm{d} T} \frac{1}{\mathrm{~d} T / \mathrm{d} P} \tag{2.32}
\end{equation*}
$$

where $n_{\text {eff }}$ is the effective index of the waveguides. Numerical simulations determined that $\frac{\mathrm{d} n_{\text {eff }}}{\mathrm{d} T} \approx 1.93 \times 10^{-4} \mathrm{~K}^{-1}$ for all of the waveguide widths used in this study.

First, the effect of the length of the suspended region was investigated. Figure 2.16 shows the simulated switching power, as a function of length, for a $12 \mu \mathrm{~m}$ wide suspended structure with 9 waveguides and various numbers of pairs of support bridges. It is clear that as the length of the device increases the switching power decreases dramatically. This is as expected since the rate of heat transfer via conduction along the suspended bridge is proportional to the gradient in temperature at its ends [70]. Therefore, if the characteristic length of the structure increases, then a larger change in temperature is required to dissipate the supplied power. Additionally, it can be seen that increasing the number of support bridges increases the required switching power. This is expected because the support bridges represent additional paths through which heat can be conducted away from the device.

Figure 2.17 shows the simulated switching power, as the width is varied, for example devices consisting of a $90 \mu \mathrm{~m}$ long device with no support bridges, and a $290 \mu \mathrm{~m}$ long device with two pairs of support bridges. For each width simulated, the number of waveguides was set to be the maximum number of waveguides that could be fit in the width with a $1 \mu \mathrm{~m}$ pitch, while keeping the waveguides at least $1 \mu \mathrm{~m}$ away from the edges of the suspended structure. To better visualize the trends for both examples simultaneously, the switching powers for each device are normalized to the switching power for that device with a $12 \mu \mathrm{~m}$ width.

For the case of the device with no bridges, it can be seen that there is only a very modest increase in switching power with increasing width. A simple argument suggests why this is the case. If heat loss is assumed to be dominated by conduction along the length of the suspended structure, rather than through convection to the air, then the rate of heat loss at a given temperature change is proportional to the cross-sectional area of the suspended structure, and in turn to the width. Thus the power required to get a given temperature change increases linearly with width. However, the number of waveguides that can fit in the structure also increases


Figure 2.16: Switching power required for devices with 9 waveguides and varying number of support bridges.
linearly with width. Thus, equation 2.32 predicts that the switching power should be independent of width in this case.

On the the other hand, for the device with 2 pairs of support bridges there is a significant decrease of the switching power with width. This can be understood in much the same way as the decrease in switching power observed with increasing device length above, but applied to the heat lost due to conduction along the support bridges. As the width is increased, the average distance for heat to travel along to reach the support bridges is increased. Therefore, for a given temperature change, the rate of heat loss due to conduction along the support bridges is decreased. This observation shows that if support bridges are used, then a decrease in switching power can be achieved by increasing the suspended structure width. However, this comes at the expense of an increase in device footprint. In fact, a doubling of the structure width gives only a $25 \%$ reduction in switching power, so this trade-off is quite severe.

Figures 2.18 and 2.19 shows the temperature distributions for the $90 \mu \mathrm{~m}$ and $290 \mu \mathrm{~m}$ long devices, respectively. The normalized temperature change at a point


Figure 2.17: Normalized switching power required for devices as the width is varied. The number of waveguides for each width is the maximum number of waveguides that can fit within the structure with a $1 \mu \mathrm{~m}$ pitch.
is defined as the ratio of the temperature change at that point to the maximum temperature change in the structure.

To study the effect of underetching the silicon substrate, further simulations were performed for devices with the substrate not etched. First, the switching powers of the underetched and unetched versions of two example devices were calculated. For a $90 \mu \mathrm{~m}$ long, $12 \mu \mathrm{~m}$ wide device with 5 waveguides and no support bridges the simulated switching powers for the underetched and unetched versions were 6.1 mW an 0.26 mW , respectively. For a $290 \mu \mathrm{~m}$ long, $12 \mu \mathrm{~m}$ wide device with 5 waveguides and two pairs of support bridges, the simulated switching powers for the underetched and unetched versions were 3.4 mW and 0.14 mW , respectively. It is evident that the underetching results in a dramatic reduction in required switching power. This is due to the removal of the very efficient conduction path to the substrate with both a large area and short length.

Secondly, time domain simulations were carried out. The entire simulation vol-


Figure 2.18: Temperature distribution in $90 \mu \mathrm{~m}$ long, $12 \mu \mathrm{~m}$ wide, suspended structure. a) overhead view, and b) cross-sectional view. Note the different scale in b). The black rectangles indicate the positions of the silicon waveguides.
ume was set to be the same temperature as an initial condition. The power supplied to the heater was then set to be 1 mW and the temperature change, averaged over the volume of the waveguides, was recorded as a function of time, $t$. The results for the unetched and underetched devices are presented in Figures 2.20 a) and b), respectively.

The difference in rise time between the long and short devices is much smaller for the unetched devices than for the underetched devices. To explain this observation it is helpful to explore the dynamics of heating and cooling. Provided that the


Figure 2.19: Temperature distribution in $290 \mu \mathrm{~m}$ long suspended structure with two pairs of support bridges. a) overhead view, and b) crosssectional view in the center of one of the pairs of support bridges. The black rectangles indicate the positions of the silicon waveguides.
heat loss to conduction dominates over that due to convection, the rate of change of average temperature satisfies Newton's law of cooling [70],

$$
\begin{equation*}
C \frac{\mathrm{~d} T}{\mathrm{~d} t}=P-\dot{Q}, \tag{2.33}
\end{equation*}
$$

where $C$ is the heat capacity of the structure, and $\dot{Q}$ is the rate of heat transfer away from the device. The heat capacity is proportional to the device volume, and thus to its length. $\dot{Q}$ is proportional to the temperature, relative to that of


Figure 2.20: Finite element simulated time domain response of a) unetched and b) underetched heaters of different lengths. The $90 \mu \mathrm{~m}$ long device has no support bridges, and the $90 \mu \mathrm{~m}$ long device has two pairs of support bridges. A power of 1 mW is continuously supplied beginning at time 0 .
the structure's surroundings, the cross-sectional area of the conduction pathways, $A_{c}$, and inversely proportional to the characteristic length, $L_{c}$, of the conduction pathways [70]. Thus, with appropriate proportionality parameters $a$ and $b$, which are material and geometry dependent, equation 2.33 can be written as

$$
\begin{equation*}
\frac{\mathrm{d} T}{\mathrm{~d} t}=\frac{a}{L}\left(P-b A_{c} T / L_{c}\right) . \tag{2.34}
\end{equation*}
$$

To investigate the rise time, the rate of temperature change must be normalized to the maximum temperature reached, $T_{\max }$. Inspection of equation 2.34 gives $T_{\text {max }}=P L_{c} / b A_{c}$, and in turn

$$
\begin{equation*}
\frac{1}{T_{\max }} \frac{\mathrm{d} T}{\mathrm{~d} t}=\frac{P a}{L T_{\max }}\left(1-T / T_{\max }\right) . \tag{2.35}
\end{equation*}
$$

Solving equation 2.35 for an initial temperature of $T=0$, relative to the temperature of the surroundings, gives the solution

$$
\begin{gather*}
\frac{T}{T_{\max }}=1-e^{-t / \tau_{c}}  \tag{2.36}\\
\tau_{c}=\frac{L L_{c}}{a b A_{c}}, \tag{2.37}
\end{gather*}
$$

where $\tau_{c}$ is the characteristic rise time of the structure, giving the time required for the temperature change to reach $1-1 / e \approx 63 \%$ of its maximum.

Using equation 2.36, one can explain the observations made above about the results in Figures 2.20 a) and b). For the case of the unetched devices the primary conduction path for heat transfer is expected to be directly to the substrate through the botttom of the glass structure. Thus we can identify the area of this surface with $A_{c}$, and find that it is proportional to the structure length. As for the characteristic length for this conduction pathway, it can be identified with the thickness of the glass structure, which is independent of the device length. Combining these observations, and equation 2.4, one can see that the rise time can be expected to be independent of the device length. This is consistent with the simulation results. For the underetched devices, however, the dominant conduction pathways are expected to be through the ends of the suspended structure and along the support
bridges, if present. The characteristic area $A_{c}$ can then be associated with the sum of cross-sectional areas of the glass structure and of the support bridges, if present. The characteristic length would then be expected to be proportional to the physical length of the structure. Thus, the rise time would be expected to scale proportionally to $L^{2} / A_{c} b$. Since the $b$ parameters for the geometries where bridges are and are not present are unknown, this cannot be used to evaluate a predicted ratio for the rise times to compare with the simulation. However, it does make the useful prediction that for underetched devices the rise time can be expected to scale with the square of length.

Substituting the expression for $T_{\max }$ into equation 2.32, in combination with the scaling arguments presented above for the underetched and unetched devices, gives predictions for the scaling behaviour of the switching power. Specifically, the switching power of unetched devices is predicted to be independent of length, and the switching power of underetched devices is predicted to scale as $L^{-2}$. A power law fit to the simulated switching power results for the underetched device with no bridges in Figure 2.16 as a function of length gives good agreement with a $L^{-1.7}$ dependence. The discrepancy between this result and the predicted $L^{-2}$ dependence is most likely due to the neglect of the effects of convection in equation 2.32 because the influence of convection, relative to that of conduction, can be expected to increase with device length.

With the above predicted scaling behaviour of the rise time and switching power of unetched and underetched devices we can define a figure of merit for comparing the performance of devices when both speed and efficiency are concerns. Considering the product of rise times and switching powers, the above analysis gives that this quantity is predicted to be independent of length for both unetched and underetched devices. Based on this, the proposed figure of merit, FOM is defined as

$$
\begin{equation*}
\mathrm{FOM}=\tau_{c} P_{\pi} \tag{2.38}
\end{equation*}
$$

where $P_{\pi}$ is the switching power. This is the same figure of merit used in [34]. Of course, convection is neglected in the analysis above so the predicted scaling behaviour will not be exact. Therefore the figures of merit should be taken as a rough comparison metric and not as a definitive predictor of relative performance.

### 2.5 Chapter Summary and Conclusions

In this chapter an overview of the structure and operating principle of an MZIbased switch was first presented. The remainder of the chapter was devoted to the development of models of the optical, mechanical, and thermal properties of suspended folded waveguide structures.

An optical model based on coupled mode theory was used to predict the transmission through folded waveguide structures with either identical or dissimilar waveguides. The ripple in the through spectrum of the structure was shown to be an appropriate metric for evaluating the extent of crosstalk present, and it was predicted that a higher waveguide density could be achieved, while maintaining low crosstalk, with dissimilar waveguides than with identical waveguides. A path integral model of the folded waveguide structure was also developed, which provides an intuitive picture for discussing and visualizing how light propagates in a folded waveguide structure when coupling is present. The analogy between the folded waveguide structure and quantum mechanical systems was discussed, and it was determined that the analagous systems are not physically relevant.

A mechanical model of the structure was used to simulate the stress distribution in a suspended waveguide structure under a uniform acceleration. It was found that, for devices with reasonable cross-sectional dimensions, the suspended structure likely only needs to be supported at its ends (ie., it does not need support bridges) for lengths up to $300 \mu \mathrm{~m}$. The addition of support bridges further increases the mechanical stability as expected.

A thermal model of the folded waveguide structure was used to predict the switching power and switching speed for devices using different designs, both for unetched and underetched devices. In addition to simulations, simple theoretical considerations were used to predict the scaling behaviour of the switching power and switching speed with variations of the width or length of the structure. The predicted scaling dependencies were used to propose a figure of merit, which quantifies the tradeoff between switching power and switching speed, for both unetched and underetched devices. It was found that to minimize the switching power, one should design an underetched device that is long and has no support bridges.

## Chapter 3

## Device Design and Experimental Investigation

### 3.1 Device Design

### 3.1.1 A $\mathbf{2} \times 2$ Switch

Figure 3.1 a) shows a schematic diagram of the fabricated devices. Input light is split by a 50-50 adiabatic splitter [53] and the light traveling along one of the MZI arms passes $N$ times through the thermal phase shifter before recombining with the light from the other arm at the device output. Figures 3.1 c ) and d) show the cross-section of the phase shifter region for unetched and underetched devices, respectively. Each of the $N$ waveguides has a thickness of 220 nm , a width, $w_{i}$, $i=1,2, \ldots, N$, and all waveguides are separated by a common gap, $g$. A $10 \mu \mathrm{~m}$ wide heater of length $L$ is used to apply a temperature change to the waveguides to induce a thermo-optic phase shift. In the case of the underetched devices, the silicon substrate has been removed to form a $12 \mu \mathrm{~m}$ wide suspended bridge to increase thermal isolation. The devices were fabricated using 248 nm optical lithography at the Institute of Microelectronics (IME), Singapore. The unetched and underetched versions of the device were measured from different wafers. Figure 3.1 b) shows an optical image of a fabricated device.

(b)


Figure 3.1: a) Schematic of thermally tunable mzI switch. Black traces: WGs, Red: Oxide openings define underetched region, Purple: Routing metal, and Green: Heater metal. Inset: Waveguide taper region. b) An optical micrograph of a fabricated device. c) Thermal phase shifter cross-section before underetching. d) Thermal phase shifter cross-section after underetching. In c) and d), silicon dioxide is blue, silicon is tan, the metal heater is grey, and air is white. (C)Optical Society of America, 2015, by permission.

Table 3.1: Device parameters

|  | Device 1 | Device 2 | Device 3 | Device 4 | Device 5 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $N$ | 3 | 5 | 5 | 9 | 9 |
|  | 500,500 | 500,400 | 500,400 | $500,600,400$ | $500,600,400$ |
| $w_{i}(\mathrm{~nm})$ | 500 | 550,650 | 550,650 | $550,650,450$ | $550,650,450$ |
|  |  | 500 | 500 | $600,400,500$ | $600,400,500$ |
| $g(\mu \mathrm{~m})$ | 3.0 | 1.0 | 1.0 | 0.5 | 0.5 |
| $L(\mu \mathrm{~m})$ | 120 | 90 | 290 | 90 | 290 |

Five different devices were fabricated to study the effect of dense dissimilar waveguide routing on the tuning efficiency of MZI switches. Device 1 was used as a baseline device using identical waveguides and a gap of $3 \mu \mathrm{~m}$ to ensure no degradation of the spectrum due to crosstalk. Devices 2 and 3 used dissimilar waveguide routing with a gap of $1 \mu \mathrm{~m}$, and devices 4 and 5 used dissimilar waveguides with a gap of $0.5 \mu \mathrm{~m}$ for the most dense routing. Devices 3 and 5 included two pairs of support bridges with a $6 \mu \mathrm{~m}$ width and $8 \mu \mathrm{~m}$ length. Table 3.1 summarizes the parameters of each device. The widths of the waveguides were picked such that adjacent waveguides have a width difference of at least 100 nm and next-to-adjacent waveguides have a width difference of at least 50 nm to protect against any effect of non-nearest neighbour coupling that was not considered in the theoretical analysis [50]. Device 1 was fabricated only in an unetched configuration while devices 2-5 were fabricated in both unetched and underetched configurations. The footprints of device 1 , devices 2 and 4 , and devices 3 and 4 were approximately $650 \mu \mathrm{~m} \times$ $180 \mu \mathrm{~m}, 600 \mu \mathrm{~m} \times 180 \mu \mathrm{~m}$, and $800 \mu \mathrm{~m} \times 180 \mu \mathrm{~m}$, respectively.

### 3.1.2 A $4 \times 4$ Switch

Figure 3.2 shows a schematic of a $4 \times 4$ switch composed of the switch elements described above. The switch architecture is the non-blocking switch described in [71]. In addition to the switching elements, the waveguide crossings described in


Figure 3.2: A schematic of a $4 \times 4$ switch. The $2 \times 2$ switches I through VI route light from the inputs $\mathrm{A}, \mathrm{B}, \mathrm{C}$, and D to the outputs $1,2,3$, and 4 .
[72] are utilized during routing waveguides between the switches. Due to space constraints, only one $4 \times 4$ switch could be fabricated and so the underetched version of device 5 was used to create the switching elements. Device 5 was chosen to achieve the lowest switching power. By thermally actuating the switches I through VI it is possible to route light from any of the input ports, labelled by the letters A-D, to any of the output ports, labelled by the numbers 1-4. Table 3.2 gives the tuning states required of each of the switches for each routing state. The tuning states given are examples only, as the tuning states of the switches are in general not unique.

### 3.2 Experimental Procedure

A schematic of the experimental test setup is shown in Figure 3.3. A tunable laser source was used to inject 0 dBm of light through an optical fiber into the chip through TE grating couplers [73]. After passing through a device the light exited the chip through a second fiber grating coupler and the transmitted light was passed to a photodetector. The wavelength of the input light was swept from 1530 nm to 1580 nm in 0.1 nm steps and the transmission spectrum of the device was recorded.

Table 3.2: Switch routing states

| In $\backslash$ Out | 1 | 2 | 3 | 4 |
| :---: | :---: | :---: | :---: | :---: |
| A | 10X1XX | XXX0XX | X10101 | XX111X |
| B | 0XXXXX | 1XX10X | 1XXX11 | 11100 X |
| C | 111 X00 | XX111X | XX1X01 | XX0XXX |
| D | 11 XXX1 | X00111 | XXXXX0 | X01XX1 |

The characters represent the tuning state of switches I through VI in order. 0 is the through state, 1 is the cross state, and X indicates that the state of a switch does not matter.


Figure 3.3: A schematic diagram of the experimental setup. Solid and dashed lines indicate optical and electrical connections, respectively.

This procedure was repeated while applying several different current levels to the phase shifter heaters and recording the power supplied. Additionally, the adiabatic splitters used to form the interferometers were characterized by injecting light into one of their input ports and simultaneously measuring the transmission to their output ports through TE grating couplers.

### 3.3 Results and Discussion

Figure 3.4 a) shows a schematic of the adiabatic splitter used to form the MZI, and 3.4 b) shows the measured transmission through the structure. It can be readily


Figure 3.4: a) A schematic of the adiabatic splitter. The $\tan$ is 200 nm thick silicon, and the orange is 90 nm thick silicon slab. b) Measured transmission through an adiabatic splitter.


Figure 3.5: Transmission to the two output ports of an implementation of device 2 in the through and cross states. The numbers 1 and 2 indicate the upper and lower arms, respectively, of the switch input and output.
seen that the splitting ratio is both far from 50-50 and strongly wavelength dependent. Since the measured splitting ratio in [53] was good for the same design, this suggests that there may have been a significant fabrication error in producing the splitter. Similar performance was measured on several chips.

Despite the poor splitting ratio measured, the transmission of a switch was investigated to determine if the efficiency of the phase shifters could still be extracted. Figure 3.5 shows the transmission of an implementation of device 2. The through state is defined as the state of the switch where the power supplied to the phase shifter is such that when light is injected into the upper arm of the input splitter, the transmission to the upper arm of the output splitter, $S_{11}$, is maximized. Similarly, the cross state is the state where the power supplied to the phase shifter is such that the transmission from the upper arm of the input splitter to the lower arm of the output splitter, $S_{21}$, is maximized. It can be seen that the extinction ratio for through operation, $S_{11}$ (Through) $/ S_{11}$ (Cross), is much less than the extinction ratio for cross operation, $S_{21}($ Cross $) / S_{21}$ (Through). Similar behaviour was observed in
all devices tested. The poor performance in through operation is most likely due to the unequal splitting by the adiabatic splitters. Thus, for all subsequent testing the switches were tested for cross operation and the on state refers to the cross state, while the off state refers to the through state.

In all cases the extinction ratio of the switch was measured to be greater than 20 dB . Figures 3.6 a) and 3.6 b ) show example optical spectra of the underetched versions of devices 3 and 5, respectively, in the on and off state. It can be seen that even for the longest devices tested the more aggressive waveguide routing density of device 5 compared to device 3 has not had a negative effect on either the extinction ratio of the switch or the ripple in the transmission spectrum, which is maintained at below 0.1 dB peak to peak. This suggests that the dissimilar waveguides have successfully prevented cross-coupling of power in the dense routing regions of the switch. The insertion losses of the switches were estimated to be -0.9 dB , $-1 \mathrm{~dB},-2.5 \mathrm{~dB},-1.2 \mathrm{~dB}$, and -2.9 dB for devices $1-5$, respectively. The difference in insertion loss is due to the difference in propagation loss for the different arm path lengths. The insertion loss was found not to depend on whether or not the device was underetched. The envelope of the transmission spectrum in the on state is due to the wavelength-dependent coupling efficiency of the grating couplers used [73]. The wavelength dependence of the extinction ratio is due to an optical length mismatch between the two arms, which is likely due to variations in the thickness of the silicon layer across the wafer [74], as well as due to the wavelength dependence of the splitter splitting ratio. The period of the variations in extinction ratio could be extended to create a more broadband device by designing a switch such that the average distance between its arms is smaller, at the expense of an increased thermal crosstalk between the arms.

Figure 3.7 show the normalized transmission functions of the unetched and underetched versions of devices 2-5 as functions of the power applied to the thermal phase shifter, along with sinusoidal fits to the data. The wavelength of operation was 1550 nm . It can be seen that in all cases the devices with more dense waveguide routing give higher phase shifter efficiency. The measured efficiencies are given in Table 3.3, along with the efficiencies simulated as described in Section 2.4. It can be seen that the relative improvement in phase shifter efficiency when increasing waveguide routing density is greater for short devices than for long de-


Figure 3.6: Measured spectra of the underetched versions of a) device 3 and b) device 5. (C)Optical Society of America, 2015, by permission.

Table 3.3: Tuning efficiency of MZI switches ( $\mathrm{mW} / \pi$ )

|  | Device 1 | Device 2 | Device 3 | Device 4 | Device 5 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Measured Unetched | 14 | 8.7 | 5.9 | 3.8 | 4.2 |
| Measured Underetched | N/A | 0.68 | 0.16 | 0.20 | 0.095 |
| Simulated Unetched | 10 | 6.1 | 5.9 | 3.4 | 3.3 |
| Simulated Underetched | N/A | 0.26 | 0.09 | 0.14 | 0.048 |

vices, and that the ratio of efficiencies approaches the ratio of waveguide densities for the long devices. Further, the relative change in efficiency when increasing waveguide routing density is similar for both the unetched and underetched devices. The highest efficiency achieved, $95 \mu \mathrm{~W} / \pi$, is to the best of our knowledge the highest efficiency reported to date for thermally actuated MZI switches. It can be seen that the simulated efficiencies generally agree with the measured values more closely for the unetched devices than for the underetched devices. The trends in the measured data, however, are well captured despite a consistent underestimation of the efficiencies. One possible explanation of this observation is that the simple model of convection used is not sufficient to accurately describe the heat loss to the air, which is expected to be more important for underetched devices than for unetched devices. The fact that the model correctly predicts the relative performance of the different devices suggests that the results of the simulation can nevertheless be a useful tool to make predictions about the relative performance of potential future designs.

Figure 3.8 shows the temporal response of the MZI switches when the heaters were driven with a square pulse. The temporal response was found not to depend significantly on the waveguide routing density, but only on the heater length and whether or not the device was underetched. This suggests that the increase in device efficiency with increasing waveguide density does not come at the expense of a slower response time. The measured response times are summarized in Table 3.4, along with the rise times simulated as described in Section 2.4 . Simulated fall times are not included, as they are expected to be the same as the rise times due to the linearity of the thermal model used. It is clear that the increases in efficiency

(a)

(b)


Figure 3.7: Normalized transmission functions of the a) short (devices 2 and 4) unetched, b) long (devices 3 and 5) unetched, c) short underetched, and d) long underetched mZI switches. (C)Optical Society of America, 2015, by permission.

Table 3.4: $10-90$ Response times of MZI switches $(\mu \mathrm{s})$

|  | Unetched <br> Device 3 | Unetched <br> Device 5 | Etched <br> Device 3 | Etched <br> Device 5 |
| :---: | :---: | :---: | :---: | :---: |
| Measured Rising | 40 | 60 | 550 | 750 |
| Measured Falling | 45 | 65 | 550 | 1200 |
| Simulated Rising | 35 | 45 | 930 | 2400 |

when underetching devices or increasing device length come with an increase in the response time due to the improved thermal isolation of the heated region from its environment. Further, it can be seen that the simulated response times give agreement with the measured data similar to the agreement achieved between the simulated and measured phase shifter efficiencies in Table 3.3. Like in Table 3.3, the agreement between measurement and simulation is better for the undetched devices than for the underetched devices. Again, we suggest that this may be due to the simple model of convection used and point out that the relative performance of the devices can be accurately predicted through simulation. The observed difference between the observed rise and fall times in the experimental results cannot be explained by the linear thermal model in Section 2.4 . One possible explanation of the difference observed is that the change in intensity is not proportional to the change in device temperature due to the non-linear change in the transmission of an MZI when a phase shift is introduced. Thus, for large phase shifts one can expect to see deviations from the linear model in Section 2.4. This, of course, can also explain some of the discrepancy between the simulated rise times and the experimental values.

Table 3.5 shows the calculated and simulated figures of merit for the unetched and underetched versions of a short and a long device. For both the long and short devices, the device with higher waveguide density was chosen to evaluate the figure of merit because, having lower switching power and similar response times as compared to the less dense waveguide versions, they are expected to have lower figures of merit. Two observations about the data should be noted. The first is that the agreement between the simulated values and the predicted values


Figure 3.8: Temporal response of a) unetched, and b) underetched mZi switches. (C)Optical Society of America, 2015, by permission.

Table 3.5: Figures of merit of MZI switches (nJ)

|  | Unetched <br> Device 3 | Unetched <br> Device 5 | Etched <br> Device 3 | Etched <br> Device 5 |
| :---: | :---: | :---: | :---: | :---: |
| Measured FOM | 102 | 110 | 41 | 30 |
| Simulated FOM | 90 | 65 | 37 | 50 |

for the underetched devices is generally better than said agreement for either the switching powers or response times individually. This is because the underestimate in simulated switching power was counteracted by an overestimate in response time. Secondly, it can also be seen that the agreement between the simulated and measured values is generally better for the short devices than for the long devices. This observation is consistent with the hypothesis that conduction is being poorly modelled because, since convection is expected to contribute more to the heat loss relative to conduction as the device length is increased, this inaccuracy should be expected to cause a greater discrepancy for longer devices.

Figures 3.9 a), b), and c) show comparisons of the performance of the underetched version of device 5 , in terms of switching power, $P_{\pi}$, characteristic rise time, $\tau_{c}$, and the figure of merit $P_{\pi} \tau_{c}$, respectively, with previously reported experimental results [2]. When only $10-90$ rise times were given, the characteristic rise time was estimated using the single pole temporal response described by equation 2.36. It can be seen in Figure 3.9 a) that the two results related to this thesis, [1] and [2], have, by utilizing dissimilar waveguides, achieved significantly lower switching powers than previously reported results. The result in [2] was achieved by utilizing a similar phase shifter design to that of the underetched version of device 5 in this thesis in a Michelson interferometer, similarly to the device in [23]. In a Michelson interferometer, the light passes through a phase shifter twice, and therefore requires half the switching power as compared to an MZI utilizing the same phase shifter. Despite achieving such low switching powers, these devices have response times that are lower than some devices with significantly higher switching powers, as is shown in Figure 3.9 b). This observation suggests that the devices in this work demonstrate a good tradeoff between switching power and response time. This is

(a)

(b)

(c)

Figure 3.9: Comparisons of the a) switching powers, b) characteristic rise times, and c) figures of merit of thermo-optic switches over the past decade. The asterisk markers represent works related to this thesis.
supported by the results in Figure 3.9 c), which show that the figure of merit of the device in this work is competitive with the lowest figures of merit of recent results. Given the derivations in Section 2.4 showing that the figure of merit is independent of length, what is the source of the large difference between the figures of merit in the literature? The efficiency of heating, in terms of the amount of power that goes towards heating the waveguides as compared to the amount of power that heats their surroundings, is the main differentiator. For example, for the devices utilizing folded waveguides in a suspended structure, the volume of the waveguides as compared to the total volume of the suspended structure is greater by approximately a factor of the number of waveguides when compared to a suspended structure of the same size using only one waveguide. This observation can be used to compute an estimated lower bound on the figure of merit for silicon waveguides as described in Appendix B. This lower bound is plotted in Figure 3.9 c) for comparison. The fact that all of the observed values are much greater than the lower bound suggests
that there is room for improvement. The primary way to improve the design of the structure in this regard would be to reduce the thickness of the glass in the suspended structure so that less heat is wasted heating the glass. Reduction in the thickness of the glass is, however, limited by the need for the metal heater to be sufficiently far away from the waveguides.

When measuring the $4 \times 4$ switch shown in Figure 3.2, the currents supplied to the relevant $2 \times 2$ switches for each routing state, as detailed in Table 3.2, were varied to obtain either the maximum or the minimum transmission. Due to the poor performance of the $2 \times 2$ switches in through operation as described above, the extinction ratios between the on and the off state were as low as 5 dB for routing between some ports. This very poor performance lead to not further investigating the performance of the $4 \times 4$ switch. Due to space constraints during fabrication, only one $4 \times 4$ switch could be fabricated, and therefore there were no switches fabricated utilizing different types of 3 dB splitters, such as multimode interferometer splitters [75], which may have given superior performance.

### 3.4 Chapter Summary and Conclusions

In this chapter, the designs of fabricated switches were described, the experimental procedure used for testing was outlined, and the experimental results were presented, compared to results predicted through simulation, and discussed.

Five $2 \times 2$ switch designs were fabricated in both unetched and underetched configurations to evaluate the impact of waveguide density and thermal isolation on the performance of the devices. All of the switches utilized adiabatic 3 dB splitters to form an MZI for testing purposes. The 3 dB splitters were found to have a poor splitting ratio, and so the interferometers only performed well in switching light intensity at one of their output arms.

It was experimentally shown that the increase in waveguide routing density near a heating element achievable by using dissimilar waveguides can be an effective way to improve the efficiency of thermal phase shifters for both undetched and underetched devices. The switching power was found to be greatly reduced both by underetching to form suspended structures and by increasing the density of waveguides in the heated region. Although the dramatic reduction in switch-
ing power with underetching came with a correspondingly large increase in switch response time, there was no such tradeoff observed by increasing the waveguide density. All of the $2 \times 2$ switches fabricated exhibited extinction ratios greater than 20 dB , and ripple in the through spectrum of less than 0.1 dB , showing that routing with dissimilar waveguides can effectively suppress crosstalk for even highly agressive waveguide densities.

The agreement of the simulated switching powers and times of the devices with the measured values was better for the unetched devices than for the underetched devices, but the simulations correctly predicted the trends in the data and the relative performance of the devices.

The highest efficiency phase shifter fabricated, the underetched version of device 5 , was found to require 4 times less switching power than the highest efficiency thermo-optic MZI switch reported to date. Further, this phase shifter demonstrated a figure of merit competitive with previously reported results, indicating that the device achieves a good tradeoff between switching power and response time.

A $4 \times 4$ switch was also analysed and fabricated. Due to the poor splitting ratio of the 3 dB splitters used, however, the $4 \times 4$ switch's performance was poor and was not characterized in depth.

## Chapter 4

## Conclusions and Suggestions for Future Work

### 4.1 Summary and Conclusions

Theoretical models and finite element simulations were used to predict the performance of thermo-optic switches based on folded waveguide structures utilizing dense dissimilar waveguides. The dependence of the performance, as characterized by amount of crosstalk, switching power, switching time, and mechanical stability, on key device parameters was evaluated. The amount of ripple in a switch's through spectrum was proposed as an appropriate measure of switch crosstalk, and a figure of merit for quantifying the tradeoff between switching power and switching speed was proposed. The limitations of the figure of merit for device comparisons were discussed. It was experimentally shown that the increase in waveguide routing density near a heating element achievable by using dissimilar waveguides can be an effective way to improve the efficiency of thermal phase shifters for both unetched and underetched devices. Since the increase in device efficiency comes at the expense of a slower response, in applications requiring faster operation it is not desirable to achieve the highest efficiency possible at the expense of speed. In large switch networks, however, the power required for switching scales with the number of switches in the network while the switching speed is independent of the number of switches since the switches can be switched simultaneously. Thus,
as the size of switch networks increases it becomes increasingly important to design devices to be no faster than required so as to minimize power consumption. The thermal models developed here can be used to guide the design of switches in this regard. Utilizing highly dense routing of 9 waveguides under a $10 \mu \mathrm{~m}$ wide heater allowed us to fabricate an MZI switch with ultra-low switching power of $95 \mu \mathrm{~W}$, while maintaining an extinction ratio greater than 20 dB and ripple in the through response of less than 0.1 dB . The waveguide routing density was found to not impact the switch response time, and the switch demonstrated a good tradeoff between switching power and response time, competitive with the performance of previously reported devices. The device footprint was less than $800 \mu \mathrm{~m} \times 180$ $\mu \mathrm{m}$.

### 4.2 Suggestions for Future Work

Theoretical considerations suggest some techniques that could be used to further increase the efficiency of the phase shifters designed in this work. First, the mechanical simulations in Section 2.3 suggested that, for devices as big as $300 \mu \mathrm{~m}$ long, support bridges are not necessary for mechanical stability. Future work could consist of verifying this prediction, and determining the maximum device length required under various conditions, through mechanical stress testing. Provided that the $300 \mu \mathrm{~m}$ long suspended structures are stable without support bridges, the thermal simulations summarized in Figure 2.16 predict that by removing the support bridges from device 5 , its switching power could be reduced by a factor of 2.7. This alone would give a predicted switching power of $35 \mu \mathrm{~W}$, with no increase in device footprint. Of course, this would come at the expense of switching times even longer than the switching times of the already slow device 5 . Reducing the length of the heater relative to the length of the suspended region is another method of decreasing the switching power that could be explored. Using this method, the heater would only be present in a smaller region in the center of the suspended structure, routed to by a metal that is thicker to ensure low resistance. By increasing the average distance from the heater to the heat sink formed by the substrate, the thermal isolation would be expected to be improved.

The performance of the phase shifters in large switches, like the $4 \times 4$ switch
discussed in Chapter 3, should be investigated. Considerations that would be important here include thermal crosstalk between adjacent switches and the effects of any small backscattering introduced by the folded waveguides. A theoretical study of the limits on the optical crosstalk-induced spectral ripple and backscattering for various switch specifications could be useful for determining the maximum waveguide density that can be used for a given application.

For the switches used in this work, the purpose of the optical modelling in Section 2.2 was to guide the design of the folded waveguide structure to achieve the highest waveguide density possible while suppressing crosstalk. Successful design, in this context, results in no coupling of the light between the waveguides and no interesting behaviour in the propagation of the light. The toy model implementing next-to-nearest neighbour coupling for a 3 waveguide structure, however, demonstrated that non-trivial behaviour can be produced using folded waveguides. When more waveguides are present and/or more types of coupling are allowed, for example having both nearest and next-to-nearest neighbour coupling, the behaviour becomes much more complex. A study to search for potential applications of these more complex folded waveguide structures could prove to be worthwhile.
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## Appendix A

## Path Integral Approach for a Directional Coupler

Consider a directional coupler composed of two identical, parallel waveguides that are sufficiently small so as the directional coupler supports only two eigenmodes, $|1\rangle$ and $|2\rangle$ with propagation constants $k_{1}$ and $k_{2}$, respectively, as in Section 2.2 . Define the single waveguide modes $|\bar{A}\rangle$ and $|\bar{B}\rangle$ in the same manner as in Section 2.2. If the waveguides are weakly coupled then modal expansion gives [3]

$$
\begin{equation*}
|\bar{A}\rangle=(|1\rangle+|2\rangle) / \sqrt{2} \tag{A.1}
\end{equation*}
$$

and

$$
\begin{equation*}
|\bar{B}\rangle=(|1\rangle-|2\rangle) / \sqrt{2} . \tag{A.2}
\end{equation*}
$$

Suppose that such a directional coupler, of length $L$, is initially excited in the state $|\bar{A}\rangle$ and the field amplitude of mode $|\bar{A}\rangle$ at the directional coupler output is measured. That is, we are interested in the quantity

$$
\begin{equation*}
\langle\bar{A}| e^{i P L}|\bar{A}\rangle, \tag{A.3}
\end{equation*}
$$

where here the momentum operator $P$ is defined in the basis-independent way

$$
\begin{equation*}
\frac{\mathrm{d}|\psi\rangle}{\mathrm{d} z}=i P|\psi\rangle, \tag{A.4}
\end{equation*}
$$

where $z$ is the propagation distance and $|\psi\rangle$ is any state. Rewriting the exponential in the expression A. 3

$$
\begin{equation*}
\langle\bar{A}| e^{i P L / M} \ldots e^{i P L / M}|\bar{A}\rangle \tag{A.5}
\end{equation*}
$$

where there are $M$ products of the exponential, can be interpreted as successively propagating over the directional coupler broken down into $M$ subsections. Assuming that the structure is lossless, the radiation modes can be ignored and the set $\{|\bar{A}\rangle,|\bar{B}\rangle\}$ is a complete, orthonormal set. Thus, the unit operator can be written as the following projection operator:

$$
\begin{equation*}
1=\sum_{n=\bar{A}, \bar{B}}|n\rangle\langle n| . \tag{A.6}
\end{equation*}
$$

Introducing the unit operator $M+1$ times into the expression A. 5 gives the following expression:

$$
\begin{equation*}
\sum_{n_{1}, n_{2}, \ldots n_{M+1}=\bar{A}, \bar{B}}\left\langle\bar{A} \mid n_{M+1}\right\rangle\left\langle n_{M+1}\right| e^{i P L / M}\left|n_{M}\right\rangle\left\langle n_{M}\right| \ldots\left|n_{2}\right\rangle\left\langle n_{2}\right| e^{i P L / M}\left|n_{1}\right\rangle\left\langle n_{1} \mid \bar{A}\right\rangle \tag{A.7}
\end{equation*}
$$

The expression A. 7 is the path integral approach for a directional coupler. For each set of the dummy indices, $\left\{n_{1}, n_{2}, \ldots n_{m}\right\}$, the term in the expression A. 7 contains the product of $M$ through or cross-coupling coefficients, $\left\langle n_{j+1}\right| e^{i P L / M}\left|n_{j}\right\rangle$, giving a path through the directional coupler. The coefficient is a through coupling coefficient if $n_{j+1}=n_{j}$ and a cross-coupling coefficient otherwise. Further, the sum is over all sets of dummy indices, so every possible path contributes to the transmission amplitude. Since the expression A. 7 is equivalent to the expression A. 3 for arbitrary $M$, the limit as $M \rightarrow \infty$ exists and is equal to A.3.

One can convert the expression A. 7 to the coupled mode formalism to show that they are equivalent by noting that the set $\{|1\rangle,|2\rangle\}$ is also an orthonormal set that can be used to write down the unit operator. Rewriting the expression A. 7 using this unit operator gives

$$
\begin{equation*}
\sum_{n_{1}, n_{2}, \ldots n_{M+1}=1,2}\left\langle\bar{A} \mid n_{M+1}\right\rangle\left\langle n_{M+1}\right| e^{i P L / M}\left|n_{M}\right\rangle\left\langle n_{M}\right| \ldots\left|n_{2}\right\rangle\left\langle n_{2}\right| e^{i P L / M}\left|n_{1}\right\rangle\left\langle n_{1} \mid \bar{A}\right\rangle . \tag{A.8}
\end{equation*}
$$

Using the fact that $|1\rangle$ and $|2\rangle$ are the eigenmodes of the momentum operator with
eigenvalues $k_{1}$ and $k_{2}$, and that they are orthonormal simplifies expression A. 8 considerably.

$$
\begin{equation*}
\sum_{n_{1}=1,2}\left\langle\bar{A} \mid n_{1}\right\rangle e^{i k_{n_{1}} L}\left\langle n_{1} \mid \bar{A}\right\rangle \tag{A.9}
\end{equation*}
$$

That is, the amplitude of mode $|\bar{A}\rangle$ at the output can be obtained by decomposing the input mode into a sum of the two eigenmodes, propagating the eigenmodes independently, and then projecting onto $|\bar{A}\rangle$. Utilizing the mode decomposition equation A. 1 gives

$$
\begin{equation*}
\frac{1}{2}\left(e^{i k_{1} L}+e^{i k_{2} L}\right) \tag{A.10}
\end{equation*}
$$

The normalized transmission is then given as

$$
\begin{equation*}
\left|\frac{1}{2}\left(e^{i k_{1} L}+e^{i k_{2} L}\right)\right|^{2}=\frac{1}{2}\left(1+\cos \left[\left(k_{1}-k_{2}\right) L\right]\right) . \tag{A.11}
\end{equation*}
$$

This is, of course, the usual result [3].

## Appendix B

## A Lower Bound for Switch Figure of Merit

To compute a lower bound on a silicon switch figure of merit, here we compute the figure of merit for a silicon wire waveguide phase shifter suspended only by its ends in vacuum and uniformly heated with a total power $P$. Since all of the power supplied to the phase shifter goes towards heating the silicon, this geometry represents a maximum heating efficiency and should result in a lower bound on the figure of merit.

Consider a straight silicon waveguide with cross-sectional area, $A$, length, $L$, specific heat, $c$, density, $\rho$, and thermal conductivity, $K$. Furthermore, assume that the waveguide is long enough such that the temperature change corresponding to a $\pi$ phase shift is small enough to ignore thermal radiation losses. Denoting the power supplied per unit volume as $Q=P / A L$, the temperature distribution, $T$, satisfies the heat equation with a source [70]

$$
\begin{equation*}
\frac{\partial T}{\partial t}=\frac{K}{c \rho} \frac{\partial^{2} T}{\partial x^{2}}+\frac{Q}{c \rho} . \tag{B.1}
\end{equation*}
$$

Considering the steady state solution, $\frac{\partial T}{\partial t}=0$, and imposing the condition that the temperature at the ends of the waveguide, $x= \pm L / 2$, is 0 , we get the solution

$$
\begin{equation*}
T=\frac{Q}{2 K}\left(L^{2} / 4-x^{2}\right), \tag{B.2}
\end{equation*}
$$

and the average temperature change

$$
\begin{equation*}
\bar{T}=\frac{P L}{12 A K} . \tag{B.3}
\end{equation*}
$$

Thus, by equation 2.32 , the switching power is

$$
\begin{equation*}
P_{\pi}=\frac{6 A K \lambda}{L^{2} \mathrm{~d} n_{\mathrm{eff}} / \mathrm{d} T} . \tag{B.4}
\end{equation*}
$$

To calculate the characteristic response time of the device we can solve the time dependent source free heat equation and determine the fall time constant. The heat equation then reads

$$
\begin{equation*}
\frac{\partial T}{\partial t}=\frac{K}{c \rho} \frac{\partial^{2} T}{\partial x^{2}} . \tag{B.5}
\end{equation*}
$$

Assuming that the solution is separable, $T(x, t)=X(x) A(t)$, we get

$$
\begin{equation*}
\frac{X^{\prime \prime}}{X}=\frac{c \rho}{K} \frac{A^{\prime}}{A}=-\gamma, \tag{B.6}
\end{equation*}
$$

where $\gamma$ is a constant of separation. The lowest order non-zero solution satisfying the boundary conditions $X( \pm L / 2)=0$ has $\gamma=\pi^{2} / L^{2}$ and so

$$
\begin{equation*}
\frac{A^{\prime}}{A}=-\frac{K \pi^{2}}{c \rho L^{2}}, \tag{B.7}
\end{equation*}
$$

corresponding to a time constant of $\tau_{c}=c \rho L^{2} / \pi^{2} K$. Finally, we have an expression for the phase shifter figure of merit

$$
\begin{equation*}
P_{\pi} \tau_{c}=\frac{6 A c \rho \lambda}{\pi^{2} \mathrm{~d} n_{\mathrm{eff}} / \mathrm{d} T} . \tag{B.8}
\end{equation*}
$$

For a silicon waveguide with cross-section $500 \mathrm{~nm} \times 220 \mathrm{~nm}$ this gives a figure of merit of approximately 0.88 nJ at 1550 nm .

