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Abstract

Computing posterior distributions over variables linked by deterministic constraints is a recurrent problem in Bayesian analysis. Such problems can arise due to censoring, identifiability issues, or other considerations. It is well-known that standard implementations of Monte Carlo inference strategies break down in the presence of these deterministic relationships. Although several alternative Monte Carlo approaches have been recently developed, few are applicable to deterministic relationships on continuous random variables. In this thesis, I propose Deterministic relationship Sequential Monte Carlo (DrSMC), a new Monte Carlo method for continuous variables possessing deterministic constraints. My exposition focuses on developing a DrSMC algorithm for computing the posterior distribution of a continuous random vector given its sum. I derive optimal settings for this algorithm and compare its performance to that of alternative approaches in the literature.
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Chapter 1

Introduction

Monte Carlo methods provide a rich class of probabilistic inference tools for problems arising in statistics and machine learning. Methods such as Importance Sampling ([21]), Sequential Monte Carlo (SMC), and Markov Chain Monte Carlo (MCMC) ([21]) have fuelled significant advancements in the realm of statistical computation. This is especially true in the realm of Bayesian statistics; Monte Carlo methods are standard for approximating posterior distributions for complex models. This thesis introduces Deterministic Relationship Sequential Monte Carlo (DrSMC), a Monte Carlo method for continuous random variables which are deterministically related.

Deterministic relationships arise in a variety of modelling situations, such as linkage analysis [14], transportation [16], and medical diagnosis [27]. An instance where determinism arises naturally is described by [20], in which a mobile operator wants to simulate the lengths of a sequence of $k$ individual phone calls given that their aggregated length is $s$. In other cases, deterministic relationships are artificially introduced for practical reasons. For example, when inferring the rate matrix of a continuous time Markov chain, it is common to restrict the space of rate matrices to those in which the expected number of jumps is one per unit of time in order to maintain model identifiability (e.g. [13]).

It is well-known that standard implementations of Monte Carlo methods are not directly applicable in the presence of deterministic relationships ([5 31]). In such situations, approximation bounds become arbitrarily large and MCMC mixing
rates become arbitrarily slow. To avoid this, [5] recommend transforming the network to remove the deterministic dependencies. However, these transformations can render a network intractably large and be computationally infeasible to carry out [20]. For this reason, there has been a multitude of recent work proposing alternative inference procedures to deal with deterministic relationships. Almost all of this work focuses on discrete variables (e.g. [12, 15, 18]) or other complicated combinatorial variables (such as graphs [3], [30]). The literature for the case of continuous variables is much more sparse, with the applicability of the proposed methods being limited in scope (e.g. deterministic sums with independent and easily sampled marginals [20], unit vectors and the unit simplex [29]).

To address the deficiency in the literature, I introduce DrSMC, a new SMC sampler [9] whose scope consists of sampling problems in which the deterministic relationship can be expressed as $f(X) = s$, where, $X = (X_1, \ldots, X_k)$ is a vector of continuous random variables, $f$ is a continuous almost everywhere function of $X$, and $s$ is a deterministic value in the range of $f$. DrSMC involves a gradual enforcement of the constraint $f(X) = s$ using Markov Kernels to move through a series of intermediate distributions in a sequential sampling procedure.

In high-dimensional problems in which $f$ is differentiable, it is useful to employ Hamiltonian Monte Carlo (HMC [22]) when developing the Markov Kernel proposals. HMC’s use of the gradient information avoids the dimensionality problems associated with random walks, thereby expediting the rate at which proposed moves satisfy the deterministic relationship.

Despite being developed independently, the general DrSMC algorithm shares many similarities with a special instance of a recently proposed family of samplers called Sequentially Constrained Monte Carlo (SCMC [17]) samplers. Deterministic relationships fall within a broad class of problems to which SCMC is applicable. However, a key difference between DrSMC and SCMC is the functional form used to gradually enforce the constraint. A consequence of this is that, unlike DrSMC, SCMC is unable to utilize HMC kernels. I further elaborate on the differences between DrSMC and SCMC for deterministic problems in Chapter 3.

The remainder of this thesis is organized as follows. Chapter 2 provides relevant background information on importance sampling, SMC, SMC samplers, and Hamiltonian Monte Carlo. Section 3 introduces the general DrSMC procedure,
discusses implementation using both Metropolis Hastings (MH) and HMC kernels. Emphasis is placed on a specialized proposal kernel which facilitates tuning DrSMC for deterministic sums. Chapter 4 illustrates DrSMC for deterministic sums on a synthetic problem, comparing its performance to that of DYSC [20] and SCMC [17]. Chapter 5 makes some concluding remarks. The appendix contains some mathematical details that are too lengthy for the main text.
Chapter 2

Background

Deterministic relationship Sequential Monte Carlo algorithm (DrSMC) falls within a broad class of sampling algorithms referred to as Sequential Monte Carlo samplers ([9] SMCS). As a result, exposition and correctness of this algorithm relies heavily on results and insights from the SMCS framework. Section 2.1 reviews importance sampling (IS), sequential importance sampling (SIS), and sequential Monte Carlo (SMC), the foundations of the SMCS framework. Section 2.2 presents the SMCS framework, and highlights its connections with SMC.

Following the discussion of SMCS, Section 2.3 provides a brief review of Hamiltonian Monte Carlo (HMC), a Markov Chain Monte Carlo strategy which can be used to develop effective DrSMC kernels. For ease of presentation, this chapter shall follow [9] and assume any probability measure \( \pi \) admits a density \( \pi(x) \) (with a slight abuse of notation) with respected to a \( \sigma \)-finite dominating measure denoted \( dx \). Throughout this thesis, \( y_{\ell_1: \ell_2} \) is used to denote the sequence of variables \( y_{\ell_1}, y_{\ell_1+1}, \ldots, y_{\ell_2} \).

2.1 Importance Sampling and Sequential Monte Carlo

The objective of Monte Carlo methods is to approximate a target probability measure \( \pi \) on a measurable space \( \{E, \mathcal{E}\} \) with a set of points \( x_1, \ldots, x_N \in E \). This is useful for approximating properties of \( \pi \), namely the expectation \( \mathbb{E}_\pi(\psi) \) of a function \( \psi \) on \( E \), (e.g. \( \psi(x) = x \) for first moment). In simple cases where \( \pi \) can
be sampled from directly, this value can be estimated by sampling a set of points $x_1, \ldots, x_N$ independently from $\pi$ and invoking the strong law of large numbers. That is, if $\mathbb{E}_\pi(|\psi(x)|) < \infty$,

$$\frac{\sum_{i=1}^N \psi(x_N)}{N} \to \int_E \psi(x) \pi(x) dx,$$

where $\to$ denotes almost-sure convergence. However, when $\pi$ represents a multivariate distribution with complicated dependencies (such as deterministic relationships), it typically cannot be directly sampled, and an alternative procedure is necessary. One option is importance sampling (IS), a method in which a distribution $g$ on $E$ (referred to as the importance distribution) is sampled from instead of $\pi$ and the points $x_1, \ldots, x_N$ are assigned weights $w_i \propto \pi(x_i)/g(x_i)$ to compensate for the differences. These weighted points are referred to as particles. More formally, IS exploits the identities

$$\mathbb{E}_\pi(\psi) = Z^{-1} \int_E \psi(x) w(x) g(x) dx,$$

$$Z = \int_E w(x) g(x) dx,$$

to approximate $\mathbb{E}_\pi(\psi)$ using

$$\mathbb{E}_\pi(\psi) \approx \frac{\sum_{i=1}^N w_i \psi(x_i)}{\sum_{i=1}^N w_i} \tag{2.1}.$$

IS is also applicable in instances where only $\gamma(x) = \pi(x) \cdot Z$ can be evaluated as a factor of $Z$ would be present in both numerator and denominator of Equation 2.1. These scenarios arise often in Bayesian inference.

The success of IS depends heavily upon the choice of $g$; it is beneficial for $g$ to be as close to $\pi$ as possible, as the variance of an estimation is approximately proportional to $1 + \text{var}(w_i(x_i))$ [21]. Finding an appropriate $g$ which can be tractably sampled from is often difficult, especially when $X$ is non-standard and high-dimensional.

A possible solution is sequential importance sampling (SIS), an IS strategy in which the proposal is developed via recursive sampling of each component of
X conditionally on earlier components. That is, the variable $X = (X_1, \ldots, X_k)$ is sequentially sampled by individually proposing each $X_i$ conditionally on $X_{1:(i-1)}$ using some sequence of kernels $q_i$. The result is an importance distribution $g$ composed of the proposal distributions $g(X_{1:k}) = q_1(x_1) \prod_{i=2}^{k} q_i(x_i|x_{1:(i-1)})$.

Another possible solution is to use a variant of SIS called Sequential Monte Carlo (SMC) which simultaneously performs SIS on all $N$ particles as a single batch. This facilitates particle resampling at intermediate steps, allowing the algorithm to focus on particles that have high weights (i.e. are representative of the target distribution), and discard those with low weights (i.e. are not representative of the target distribution). Resampling requires calculation of particle weights at these intermediate steps, thereby necessitating intermediate distributions $\pi_1, \ldots, \pi_k = \pi$ defined with the support of $\pi_i$ being $x_{1:i}$.

The simplest resampling procedure involves multinomial sampling using the particle weights. However, other resampling mechanisms are available [11]. Often, resampling is not performed at every step. Instead the effective sample size (ESS [21]) is monitored and resampling is performed only when it drops below a pre-specified threshold. This generalization is sometimes given a separate name (such as SMC with adaptive resampling [11]). Here, no such distinction is necessary.

To ensure acceptable performance during the resampling step, it is desirable to use intermediate distributions $\pi_i$’s which are similar to $\pi$, but on a restricted domain. In many popular applications of SMC (e.g. online problems such as particle filtering or time series), good intermediate distributions $\pi_1, \ldots, \pi_k$ are naturally provided by the layout of the problem (the posterior distribution up to time $i$). Otherwise, the user must design the intermediate distributions themselves. Like IS, the applicability of SMC extends to cases in which only $\gamma(x) \propto \pi(x)$ and $\gamma_i(x) \propto \pi_i(x)$ can be evaluated point-wise.

Algorithm 1 provides an algorithmic formulation of SMC employing $N$ particles to approximate a $k$-dimensional distribution $\pi$. Here, $q_n(\cdot|x_{1:n-1})$ denotes the sequence of proposal distributions ($n \in 1:k$), the unnormalized intermediate densities are denoted $\gamma_{i:k}$, and $\gamma_k = \gamma$ represents the unnormalized target density. The variables $W_{1:n}^{(1:N)}$ are the normalized weights of the particles at each step, with $w_n^{(i)}$ denoting the weight update for particle $i$ at step $n$.

We are now prepared to advance to Section 2.2, where Sequential Monte Carlo
Algorithm 1: SMC

\[
\text{for } i = 1, \ldots, N \text{ do } \\
\quad X_1^{(i)} \sim q_1(\cdot) \\
\quad w_1^{(i)} \leftarrow \gamma_1(X_1^{(i)}) / q_1(X_1^{(i)}) \\
\quad W_1^{(i)} \leftarrow w_1^{(i)} / \sum_{j=1}^{N} w_j^{(i)} \\
\text{end for} \\
\text{for } n = 2, \ldots, k \text{ do } \\
\quad \text{if } \text{the effective sampling size, } \left(\sum_i^N (W_{n-1}^{(i)})^2\right)^{-1}, \text{ is smaller than a threshold } T: \\
\quad \quad \text{then} \\
\quad \quad \quad \text{Resample the particles} \\
\quad \quad \quad W_{n-1}^{(i)} \leftarrow 1/N \text{ for all } i \\
\quad \text{end if} \\
\quad \text{for } i = 1, \ldots, N \text{ do } \\
\quad \quad X_n^{(i)} \sim q_n(\cdot|X_{1:(n-1)}^{(i)}) \\
\quad \quad \tilde{w}_n^{(i)} \leftarrow \gamma_n(X_n^{(i)}) / \left( \gamma_{n-1}(X_{1:n-1}^{(i)}) q_n(X_n^{(i)}|X_{1:(n-1)}^{(i)}) \right) \\
\quad \quad W_n^{(i)} \leftarrow W_{n-1}^{(i)} \tilde{w}_n^{(i)} / \sum_{j=1}^{N} W_{n-1}^{(j)} \tilde{w}_n^{(j)} \\
\quad \text{end for} \\
\text{end for}
\]

samplers, a non-standard special case of SMC algorithms, are discussed.

### 2.2 Sequential Monte Carlo Samplers

In classical Sequential Monte Carlo (SMC) setups, the dimensionality of the particles increases at each SMC iteration. For example, in a state-space or HMM model where each latent state is a univariate random variable, the particles are sequences of latent states that grow by one dimension at each step. A new particle at iteration \( n \) is constructed from an old one from iteration \( n - 1 \) by copying the exact same first \( n - 1 \) latent variables, and proposing one additional latent variable.

In contrast to classical SMC, SMC samplers [9] (SMCS) allow the dimensionality of the particles to be constant across SMC iterations. This facilitates the application of SMC to instances in which the proposal is intended to move complete particles through a sequence of distributions, such as in annealed importance sampling [23]. This becomes critical when one wants to use proposals inspired
from the Markov Chain Monte Carlo literature, where latent variables are modified rather than appended. Because of this flexibility, implementation of SMCS differs in an important way compared to classical SMC; the weight calculation is altered by an auxiliary backward kernel.

The general goal of SMCS is to sample from a probability measure $d \pi_x$ defined on a probability space $(E, \mathcal{E})$. To do so, auxiliary distributions $\pi_n, n \in \{1, \ldots, p\}$ are introduced, where $\pi_p = \pi$. Abusing notation, assume that $\pi_n$ has a density

$$\pi_n(x_n) = \frac{\gamma_n(x_n)}{Z_n}, x_n \in E,$$

with respect to a $\sigma$-finite dominating measure denoted $d \pi_x$. Note that each $x_n$ might itself be a vector, $x_n = (x_n(1), \ldots, x_n(k))$.

At a high-level, SMCS follow the structure of standard SMC algorithms very closely, with the important difference of a different weight update. As in the standard SMC case: We initialize the first iteration of the algorithm using the output of an importance sampling algorithm, $x_1^{(1:N)} = (x_1^{(1)}, \ldots, x_1^{(N)})$ with corresponding unnormalized weights $W_1^{(1:N)}$, where $N$ denotes the number of particles. After initialization, we go from one iteration to the next using a proposal $K_n$, followed by a re-weighting, followed by an optional resampling step.

In the remainder of this section, we focus on the motivation behind the alternate weight update in SMCS. The intuition is that since the space does not grow at each iteration, it is no longer true that a particle at a given iteration has a unique possible ancestor in the previous generation. Unique ancestry provides a significant computational convenience for SMC algorithms. Otherwise, the calculation of importance weights involves a marginalization (integration) over all possible ancestor particles. Unique ancestry is true in classical SMC because particles are constructed by adding a suffix. It no longer holds once MCMC-type moves are used to perturb particles, as the several sequences of perturbations can result in the same destination.

SMCS circumvents the issue of non-unique ancestry by introducing auxiliary variables. This allows SMCS to be interpreted and analyzed as a standard SMC algorithm on a transformed space. More precisely, SMCS employs a new sequence of extended intermediate distributions $\{\tilde{\pi}_n\}$ defined such that $\tilde{\pi}_n$ has support $E^n$ but admits $\pi_n$ as a marginal. These intermediate distributions can be conceptualized as distributions over particle trajectories. Each perturbation increases the length of a particle trajectory. As a result, a problem with constant dimension has been
transformed into one of increasing dimension, a situation in which traditional SMC is applicable. The integral part of SMCS is that the sequence $\tilde{\pi}_n$ is defined such that $\pi_n$ is admitted as a marginal. This ensures that the final weights of the particle trajectories approximate $\pi_n$ without any additional computation or integration.

These intermediate distributions are designed using artificial backward Markov kernels $L_{n-1} : E \times \mathcal{E} \rightarrow [0, 1]$ with densities $L_{n-1}(x_n, x_{n-1})$. Specifically,

$$\tilde{\pi}_n(x_{1:n}) = \tilde{\gamma}_n(x_{1:n})/Z_n$$
$$\tilde{\gamma}_n(x_{1:n}) = \gamma_n(x_n) \prod_{j=1}^{n-1} L_j(x_{j+1}, x_j).$$

Notice that $\tilde{\pi}_n$ admits $\pi_n$ as a marginal. Each trajectory $x^{(i)}_{1:(n-1)}$ is propagated to $x^{(i)}_{1:n}$ using a proposal kernel $K_{n-1}(x_{n-1}, x_n)$. This results in a recursive expression for particle weights given by

$$w_n(x_{1:n}) = w_{n-1}(x_{1:(n-1)}) \cdot \tilde{w}_n(x_{n-1}, x_n)$$
$$\tilde{w}_n(x_{n-1}, x_n) = \frac{\gamma_n(x_n)L_{n-1}(x_n, x_{n-1})}{\gamma_{n-1}(x_{n-1})K_{n}(x_{n-1}, x_n)}.$$  (2.2)

(2.3)

Given this formulation, we can now express the SMCS framework algorithmically, as given by [9], as Algorithm 2. Here, $\eta_1$ denotes the initial distribution from which the particles are drawn, with $\eta_1(x)$ denoting its density.

The output of Algorithm 2 is a collection of particles $X_{1:p}^{(1:N)}, W_{p}^{(1:N)}$ with each particle consisting of a trajectory and a weight. Because $\tilde{\pi}_p$ admits $\pi_p$ as a marginal, $\pi_p$ can be unbiasedly approximated using the marginalized particles $X_{p}^{(1:N)}, W_{p}^{(1:N)}$. This concludes the SMCS review.

It is important to recognize the power of the generality of the formulation of SMCS. Given this flexible framework, Chapter 3 is primarily a description and motivation of a particular formulation of proposals, intermediate distributions, and backward kernels which result in a particular class of SMCS’s (referred to as DrSMC) which can handle problems involving deterministic relationships. Before moving into this detailed exposition, it is useful to review Hamiltonian Monte Carlo, as it plays a key role in the development of efficient proposals for DrSMC.
Algorithm 2: SMCS

for $i = 1, \ldots, N$ do
  $X_1^{(i)} \sim \eta_1$
  $w_1(X_1^{(i)}) \leftarrow \gamma_1(X_1^{(i)}) / \eta_1(X_1^{(i)})$
end for

for $n = 2, \ldots, p$ do
  if the effective sampling size, $(\sum_i^N (W_n^{(i)} - 1)^2)^{-1}$, is smaller than a threshold $T$:
    then
      Resample the particles
      $W_{n-1}^{(i)} \leftarrow 1/N$ for all $i$
    end if
  for $i = 1, \ldots, N$ do
    $X_n^{(i)} \sim K_n(X_{n-1}^{(i)}, \cdot)$
    $\tilde{w}_n^{(i)} \leftarrow \tilde{w}_n(X_n^{(i)})$ (Equation (2.3))
    $W_n^{(i)} \leftarrow W_{n-1}^{(i)} \tilde{w}_n^{(i)} / \sum_j^N W_{n-1}^{(j)} \tilde{w}_n^{(j)}$
  end for
end for

2.3 Hamiltonian Monte Carlo

Consider a $k$-dimensional continuous random variable $X_{1:k}$ whose distribution $\pi$ admits a differentiable density. Random walk Metropolis-Hastings (MH) is a traditionally popular approach for approximating such distributions. Unfortunately, the performance of random walk Metropolis-Hastings (MH) worsens as $k$ grows. The larger the dimension, the higher the likelihood that the proposal is poor in at least one of the dimensions of $\pi$. To compensate, the variance of the random walk is typically decreased as $k$ grows, resulting in the speed of the exploration being unfeasibly slow. The computational cost per independent sample in random walk MH is $O(k^2)$ [8]).

In many of these cases, this curse of dimensionality can be mitigated through the use of Hamiltonian Monte Carlo (HMC) [22]. Let $\mathcal{L}(X_{1:k})$ denote the logarithm of this density. Hamiltonian Monte Carlo (HMC) is a specialized auxiliary variable Markov Chain Monte Carlo (MCMC) which incorporates information about the gradient of $\mathcal{L}(X_{1:k})$ to construct a proposal which favours moves towards high density areas. The results is far-off proposals that maintain high acceptance
probability. The cost per independent sample in HMC is approximately $O(k^{5/4})$ \cite{19}, allowing for better scaling to high dimensions than random walk MH. In addition, HMC’s use of gradient information results in proposals which can capture highly correlated variables and other complicated dependencies.

HMC is based on a concept from physics known as Hamiltonian dynamics, meaning it has a physical interpretation which provides intuition for the workings of the algorithm. Consider the following analogy for HMC sampling. Suppose a ball is rolling around in an irregularly shaped bowl. An observer stands over the bowl taking photos of the ball at regular intervals. The camera is designed such that when a photo is snapped, a poof of air is expelled from the camera, randomly altering the ball’s momentum. HMC is an algorithm that leverages the fact that, under certain conditions of the system, the proportion of time the ball spends in a region of the bowl is exponentially proportional to that region’s volume. Thus, given an appropriately shaped bowl, the location of the ball resultant series of photos could be used to approximate a distribution of interest. The “certain conditions” are that the movement of the ball in the bowl is governed by Hamiltonian dynamics, and that the poofs of air update the momentum according to a standard normal distribution.

The above system can be viewed as an MCMC algorithm over an augmented space. Consider a more general setting where bowl exists in a $(k + 1)$-dimensional space (with the $k + 1$th dimension being the depth of the bowl). At any given point, the state of the ball can be characterized by $k$ real-valued location variables, and $k$ real-valued momentum variables. Let $X_{1:k}$ denote the location variables at time $t$, and $S_{1:k}$ denote the corresponding momentum variables. The depth of the bowl at a location $X_{1:k}$ is given by $\mathcal{L}(X_{1:k})$. According to Hamiltonian dynamics, the total “energy” of the ball at time $t$ is given by

$$\mathcal{H}(X_{1:k}^t, S_{1:k}^t) = -\mathcal{L}(X_{1:k}^t) + \mathcal{H}(S_{1:k}^t),$$

(2.4)

where the summands represent “potential energy” (height of the ball) and “kinetic energy” (a function of momentum), respectively. Typically, the energy function is given by $\mathcal{H}(S_{1:k}^t) = \sum_{n=1}^{k} X_n^2 / 2$. The potential energy is the negative log density of $\pi$, and the kinetic energy is the negative log density of a standard $k$-dimensional
normal distribution. Thus, Equation 2.4 can be interpreted as the negative log density of a joint distribution on $X^{t}_{1:k}$ and $S^{t}_{1:k}$. It admits $\pi$ as a marginal, and is the target density of the HMC algorithm.

The movement of the ball in between photos can be interpreted as a deterministic MCMC proposal. It is governed by a system of partial differential equations called Hamilton’s equations. These are shown below as Equations 2.5 and 2.6.

$$\frac{dS^{t}_{n}}{dt} = -\frac{\partial H}{\partial X^{t}_{n}}$$  \hspace{1cm} (2.5) $$\frac{dX^{t}_{n}}{dt} = \frac{\partial H}{\partial S^{t}_{n}}$$  \hspace{1cm} (2.6)

This movement conserves energy, meaning that $H(X^{t}_{1:k}, S^{t}_{1:k})$ (and therefore the target density) is invariant to the ball’s rolling. This is a desirable property for a Hamiltonian proposal, as it eliminates the need of a MH rejection step. However, Hamiltonian motion alone is not enough to build a valid MCMC proposal, as the chain would be restricted to a single contour of the density. HMC achieves full ergodicity through the second momentum refreshing (“air poof”) step. That is, at fixed time points (after each photo) a Gibbs’ step is applied to the momentum variables, resampling them from their standard normal marginals.

In situations where the Hamiltonian mechanics can be integrated analytically, the result is an MCMC algorithm capable of far off proposals with no MH rejection step. Unfortunately, except for special cases such as in [24], Hamilton’s equations cannot be integrated exactly. Instead, standard practice is to discretize the movement using a “leapfrog” integrator [22]. Given a discretization step-size $\epsilon$, a leapfrog update is given by the following function,

```
Leapfrog(X_{1:n}, S_{1:n}, \epsilon) {
    \tilde{S}_{1:n} \leftarrow S_{1:n} + (\epsilon/2) \nabla_{X_{1:n}} L(X_{1:n})
    \tilde{X}_{1:n} \leftarrow X_{1:n} + \epsilon \tilde{S}_{1:n}
    \check{S}_{1:n} \leftarrow \tilde{S}_{1:n} + (\epsilon/2) \nabla_{\tilde{X}_{1:n}} L(\tilde{X}_{1:n})
    \check{X}_{1:n} \leftarrow \tilde{X}_{1:n} + (\epsilon/2) \nabla_{\check{X}_{1:n}} L(\check{X}_{1:n})
    return (\check{X}_{1:n}, \check{S}_{1:n})
}
```

where $\nabla_{\theta}$ denotes the gradient with respect to $\theta$. The interval of “time” between samples is controlled by $\epsilon$ and the number of leapfrog steps. Note that “time” is an artificial computational construct which bears no direct relationship with physical time.
A standard HMC proposal consists of a Gibbs resampling the momentum followed by a simulation of the particle moving according to Hamiltonian dynamics for \( L \) leapfrog steps. The inexact nature of the leapfrog steps necessitates the introduction of a MH rejection step to maintain invariance of \( \exp(H(\theta, p)) \). Algorithm 3 summarizes a standard implementation of an HMC proposal. Here, \( \mathcal{N}(0, I) \) denotes a multivariate normal distribution (with mean 0 and identity covariance matrix) and unif(0, 1) denotes a uniform distribution on the interval [0, 1].

\[
\text{Algorithm 3 : HMC}
\]

**Inputs:** \( X_{1:n}, \epsilon, L, \mathcal{H} \);

\[
\tilde{X}_{1:n} \leftarrow X_{1:n}
\]

Draw \( S_{1:n} \sim \mathcal{N}(0, I) \)

\[
\tilde{S}_{1:n} \leftarrow S_{1:n}
\]

for \( i = 1, \ldots, L \) do

\[
\tilde{X}_{1:n}, \tilde{S}_{1:n} \leftarrow \text{Leapfrog}(\tilde{X}_{1:n}, \tilde{S}_{1:n}, \epsilon)
\]

end for

Draw \( u \sim \text{unif}(0, 1) \)

\[
MH \leftarrow \exp(\mathcal{H}(X_{1:n}, S_{1:n}) - \mathcal{H}(\tilde{X}_{1:n}, \tilde{S}_{1:n}))
\]

if \( u < MH \) then

return \( (\tilde{X}_{1:n}, \tilde{S}_{1:n}) \)

else

return \( (X_{1:n}, S_{1:n}) \)

end if

Reversibility of the HMC proposal holds due to the negation the momentum at the end of the simulation. In practice, this negation need not be performed because it is immediately followed by a Gibbs resampling of \( S_{1:n} \). HMC can still be valid if the support of \( \theta \) is constrained, as long as the support is connected (e.g. \( \theta_d \geq 0 \)). If a leapfrog step violates the constraint, it is standard to negate \( p \) and reflect \( \theta \) across the violated constraint boundary.

The performance of HMC depends heavily on choice of \( \epsilon \) (the step size) and \( L \) (the number of steps). If \( \epsilon \) is chosen too large, the associated discretization error results in an excessive proposals rejection rate. Moreover, a choice of \( \epsilon \) that is too small leads to wasted computation time. A too small value of \( L \) will result in successive proposed values being too close to each other. If \( L \) is too large, the particle’s trajectory form a loop, also resulting in wasted computation.
Heuristics for choosing $\epsilon$ and $L$, as well as strategies for tuning them by hand, are discussed in [22]. Unfortunately, this tuning is time consuming, often involving multiple preliminary runs and may require expert knowledge. Recently, there has been progress in automatically tuning HMC proposals [19, 32]. As will become apparent in Chapter 3, DrSMC represents a particularly difficult case for tuning $\epsilon$. Fortunately, I have developed a specialized leapfrog integrator based on split Hamiltonian Monte Carlo [26] for DrSMC on problems involved deterministic sums. I elaborate on this approach in Chapter 3.
Chapter 3

DrSMC

DrSMC is a new Sequential Monte Carlo Sampler (SMCS) for continuous random vectors conditioned on a deterministic constraint. This chapter is a presentation of the DrSMC algorithm which is organized as follows. Section 3.1 outlines a broad class of deterministically constrained Bayesian inference problems to which DrSMC can be applied. Sections 3.2 – 3.4 define DrSMC in terms of its SMCS components. Section 3.1 formulates the intermediate distributions, Section 3.2 provides the form of backward kernels, and Section 3.4 discusses several choices for the proposal kernels. In this Section, emphasis is placed on the exposition of a specialized proposal kernel developed specifically for problems involving deterministic sums. A general algorithmic statement of DrSMC is provided in Section 3.5. Section 3.6 discusses how to exactly (rather than approximately) enforce deterministic constraints using DrSMC for deterministic sum problems.

3.1 Problem Formulation and General Idea

Consider the problem of conducting inference on a model containing latent variables $X_{1:k}$ with a joint density $p(x)$. We are interested in computing expectations of some test functions $h$ (for example, indicator variables, moments, etc), that condition on satisfaction of a deterministic constraint: $\mathbb{E}[h(X) | Y, G]$, where $G = f(X) - s$, and $G = 0$. Here, $f : \mathbb{R}^k \rightarrow \mathbb{R}$ is a function encoding a constraint, assumed to be

\footnote{Formally defining this conditional expectation requires some care to avoid conditioning on an event of zero probability. To be more precise, what we wish to compute is a version of a density
continuous, and \( s \in \mathbb{R} \) is assumed to be known. We call \( G \) the random Lagrangian, in parallel to the form and function of the classical Lagrangian in the method of Lagrange multipliers from optimization.

DrSMC approximates the posterior distribution \( X|G \) by generating a collection of \( N \) particles \( \{(x^{(1)}, w^{(1)}), \ldots, (x^{(N)}, w^{(N)})\} \) which satisfy the deterministic relation, either exactly or approximately, depending on the precise form of \( f \)—this is discussed in Section 3.6. The intuition behind DrSMC is that the particles in the first SMC iteration approximate the distribution \( p(x) \) (drawn exactly from \( p(x) \) if it is easy to sample, otherwise obtained through importance sampling), and then these particles are propagated through a series of intermediate distributions to gradually introduce the constraint \( G = 0 \).

Note that it is possible to use SMCS (and therefore DrSMC) to gradually introduce other attributes of \( p(x) \), such as a likelihood term [7], multi-modality [23], or monotone constraints [17]. In theory, these approaches can be combined with DrSMC to simultaneously introduce several aspects the target distribution. However, tuning such algorithms is a very difficult problem in practice. Empirically, we have achieved promising results in some small examples through time-consuming pilot runs. However, developing an automatic tuning strategy which generalizes to many instances is still an open problem. For this reason, here I focus on an exposition of DrSMC which solely introduces a constraint.

### 3.2 Intermediate Densities

Let \( \varphi_{\sigma^2}(x) \) denote a normal density with mean 0 and variance \( \sigma^2 \). DrSMC gradually enforces the deterministic relationship by defining intermediate distributions \( \pi_n \) with the following densities:

\[
\gamma_n(x) = p(x) \varphi_{b_n}(f(x) - s)
\]

where \( b_{1:p} \) is a positive decreasing sequence. This annealing approach ensures that a variety of particles following \( p(x) \) are considered, but as the algorithm progresses through the intermediate distributions, the weight updates and resampling of \( \mathbb{E}[h(X)|G] \), evaluated at \( G = 0 \), and selected in the same fashion as in the standard argument for justifying conditioning on a continuous observation in Bayesian models.
steps cause DrSMC to hone in on particles which approximately satisfy the constraint and have high probability. DrSMC’s performance is sensitive to choice of $b_{1:p}$. Annealing too quickly causes the ESS to plummet which results in particle degeneracy. Annealing too slowly results in wasted computation. In Section A.2, it is shown that under reasonable assumptions, a good functional form for $b_{1:p}$ is

$$b_n = \alpha \beta^{-n},$$

where $\alpha$ and $\beta$ are both real numbers such that $\alpha > 0$ and $\beta > 1$. The use of the normal density is valid even if the range of $f$ is only a subset of the real numbers; it amounts to an truncated normal density.

Notice that, for finite $p$, $\gamma_p$ is not the exact posterior distribution. Particles following these densities do not exactly satisfy the deterministic relationship. However, they can be made arbitrarily close to the exact target distribution by making $b_p$ large enough. There are situations in which it is possible to enforce the relationship exactly with a final rounding step, while preserving the correct target distribution. We detail this procedure in Section 3.6.

### 3.2.1 Comparison to SCMC

The use of SMCS intermediate distributions to enforce a deterministic constraint was independently developed in [17] as a specialized application of Sequentially Constrained Monte Carlo (SCMC). However, SCMC uses a different formulation of intermediate distributions. There, the intermediate distributions are given by

$$\gamma_n'(x) = p(x)\Phi(-\tau_n|f(x) - s|),$$

where $\Phi(\cdot)$ denotes the cumulative distribution function of the standard normal distribution, and $\tau_{1:p}$ is an increasing sequence of non-negative numbers. However, this series of intermediate distributions lack some of the advantages of those employed in DrSMC. The functional form of the optimal sequence of $\tau_{1:p}$ is unknown for problems involving deterministic constraints, making it much more difficult and time-consuming to determine a sequence $\tau_{1:p}$ which controls the descent of the effective sample size. Additionally, HMC-based proposal kernels discussed in
Section 3.4 would require additional developments, because $\gamma_n'$ is not differentiable everywhere.

### 3.3 Backward Kernels

Typically, a good measure of the performance of a SMCS is the variance of the unnormalized importance weights $w_n$, with a lower variance indicating better performance. Using this measure, given the proposal kernels, the optimal backward kernel \cite{9} of an SMCS is of the form

$$L_{n-1}^{\text{opt}}(x_n, x_{n-1}) = \frac{\eta_{n-1}(x_{n-1})K_n(x_{n-1}, x_n)}{\eta_n(x_n)}$$

where $\eta_n$ is the marginal importance distribution at time $n$ and $K_{1:p}$ is the sequence of proposal kernels. Unfortunately, calculating $\eta_n(x_n)$ point-wise is often intractable as it involves marginalizing over all possible paths that end in $x_n$. It is therefore customary to use suboptimal backward kernels in practice \cite{9}.

DrSMC employs a backward kernel of the form

$$L_{n-1}(x_n, x_{n-1}) = \frac{\gamma_n(x_{n-1})K_n(x_{n-1}, x_n)}{\gamma_n(x_n)}.$$

Assuming that $\gamma_n(x_{n-1})/\gamma_n(x_n)$ is well approximated by $\eta_{n-1}(x_{n-1})/\eta_n(x_n)$, such a backward kernel is a tractable approximation of the optimal kernel. This backward kernel first described by \cite{23} as a justification of the validity of Annealed Importance Sampling. It was also given special attention by \cite{9} because it reduces the weight update calculation in Equation 2.3 to

$$\tilde{w}(x_{n-1}, x_n) = \frac{\gamma_n(x_{n-1})}{\gamma_{n-1}(x_{n-1})}.$$

Given the intermediate distributions $\gamma_{1:p}$ provided in Section 3.2, it can be further reduced to

$$\tilde{w}_n(x_{n-1}, x_n) = \exp \left( \left( b_{n-1}^{-1} - b_n^{-1} \right) \left( f(x_{n-1} - s) \right)^2 \right). \tag{3.1}$$

Such an expression indicates that the weight of a particle at step $n$ is indepen-
dent of its current value $x_n$ given $x_{n-1}$. As is discussed in Section 3.5, there are computational benefits of such an independence. Note that DrSMC’s backward kernel formulation is only valid when $K_n(x_{n-1}, x_n)$ leaves $\pi_n$ invariant. Otherwise, DrSMC may not admit the target distribution as a marginal. This necessitates that DrSMC employ proposal kernels which satisfy this property. Section 3.4 elaborates on developing such kernels.

3.4 Proposal Kernels

Building suitable $\pi_n$ invariant proposal kernels $K_n$ is the most difficult part of developing a DrSMC. Here, we consider two directions used to formulate kernels: Metropolis-Hastings and Hamiltonian Monte Carlo. The success of these proposals rely heavily on tuning parameters. For many instances, developing efficient tuning approaches remains an open problem. Instead of focusing on the negative, the emphasis in this section is placed on a specialized kernel formulation for problems involving deterministic sums.

3.4.1 Metropolis-Hastings Proposals

Given their popularity for Markov chain Monte Carlo (MCMC), it is reasonable to first consider Metropolis-Hastings (MH) when developing $\pi_n$ invariant kernels. Indeed, such proposals are the standard in many SMCS (such as SCMC). Moving a particle according to a MH kernel consists of two steps. First, a new value $x_{n+1}$ for particle is proposed (conditional on the current value $x_n$) according to the density $\rho_{n+1}(x_{n+1}|x_n)$. Then, the proposal is accepted if and only if

$$u < \frac{\gamma_{n+1}(x_{n+1}) \rho_{n+1}(x_n|x_{n+1})}{\gamma_{n+1}(x_n) \rho_{n+1}(x_{n+1}|x_n)},$$

where $u$ is randomly generated from a uniform(0,1) distribution. This accept/reject step ensures that $K_n$ leaves $\pi_n$ invariant. Point-wise evaluation of such $K_n$ kernels can be computationally intensive, mainly due to the rejection step. Evaluating $K_n(x_n, x_n)$ involves marginalizing over all possible rejected proposals given a starting point. Our choice of backward kernel results in a SCMC weight update which does not involve point-wise evaluation of $K_n$ thereby avoiding these potential dif-
ficulties. However, there are other obstacles which can result in poor performance of DrSMC under a MH proposal kernel.

Typically, $\rho_{n+1}(x_{n+1}|x_n)$ consists of a step in a random walk\(^2\). Due to their simplicity, random walk MH kernels yield algorithms for which the computational cost per particle is low. However, many particles and steps are usually needed in practice since MH moves are relatively uninformed.

As DrSMC progresses ($n$ increases), the density of $\gamma_n$ is increasingly concentrated on a small region where the constraint is approximately satisfied. This means that the acceptance rate of uninformed far-off proposals is decreasing, thus necessitating smaller and smaller suggested moves as $n$ progresses. This requires tuning of the sequence of $\rho_n$. In addition, smaller and smaller proposed moves result in the proposal’s exploration of the space being very inefficient once $n$ gets large, regardless of how well it is tuned. As the dimension $k$ of a problem increases, these problems become more and more pronounced. Correlated variables in $X$ further exacerbate the issue. This motivates another direction of proposals which are more informed.

### 3.4.2 HMC Proposals

Scaling up to high-dimensional problems can be made much easier through the use of informed moves. If the target density is differentiable, informed moves can be developed by leveraging gradient information, such as in HMC. While the usage of HMC in an MCMC framework is increasingly popular, so far the use of HMC in a SMC framework has been limited. There has been previous work \cite{6, 25, 28} in which HMC has been employed in a sequential sampling framework, but none within an SMCS framework. In \cite{6, 25}, HMC is implemented within SMC (not SMCS; i.e. an expanding state), and \cite{28} describe HMC within Annealed Importance Sampling which contains no resampling step. As far as I know, HMC within SMCS is a novel contribution of this thesis.

My formulation of HMC as a SMCS proposal kernel follows a similar format to an implementation of HMC in an MCMC context (as described in Algorithm 3). First, the auxiliary momentum variables $s_n$ are instantiated by drawing from a mo-

\footnote{Here, our discussion concerns such proposals. Other choices from the MCMC literature can be used, and may negate such issues, depending on the specifics.}
mentum distribution. Then, the Hamiltonian movement is simulated (typically using the leapfrog integrator) to obtain the proposed \((x'_n, s'_n)\). Finally, a MH rejection step is applied. The variable \(x_{n+1}\) is obtained by discarding the momentum variables after the MH step. Note that the new instantiation and then discard of the momentum variables within each step is what separates HMC within SMCS from HMC within MCMC.

The above process amounts to a non-traditional MH kernel. Therefore, many of the benefits of a MH kernel are retained, such as invariance of \(\pi_n\) and the avoidance of evaluating \(K_n\). In addition, these kernels enjoy the benefits of HMC, such as far-off proposals with high acceptance probability. In terms of the bowl analogy introduced in Section 2.3, the sequence of distributions described by \(\gamma_{1:n}\) correspond to bowls which become increasingly deep at values of \(x\) where the random Lagrangian \(G = 0\). Therefore, Hamiltonian proposals have the benefit of systematically preferring moves which advance the particle toward satisfying the constraint.

As a result, DrSMC with HMC proposal kernels require far fewer steps to satisfy the constraint in practice than those with MH proposal kernels. In addition, the gradient of the log density of the random Lagrangian is often trivial to compute.

Unfortunately, Hamiltonian motion is usually very computationally intensive to simulate relative to random walks. This means that far fewer particles can be used than in DrSMC with MH proposal kernels. In addition, tuning HMC within SMCS is very difficult. The existing tuning methods in\([19, 32]\) are intended for tuning HMC as part of a MCMC strategy, not within a SMCS strategy such as in DrSMC. Tuning a HMC proposal for SMCS is a fundamentally different problem; MCMC strategies involve simulating a single Markov Chain from a single target distribution, whereas SMC samplers involve simulating multiple particles across a series of different intermediate distributions. The existing SMC with HMC kernel literature \([6, 28]\) contains no discussion of automatic tuning procedures.

In practice, the appropriate value for \(\varepsilon\) will differ across intermediate distributions. If a naive leapfrog integrator is used, the latter steps of DrSMC require a value of \(\varepsilon\) so small that decent proposals are effectively impossible. This is due to the fact that as \(n\) increases, the Hessian of the random Lagrangian becomes more and more extreme. This necessitates smaller and smaller values of \(\varepsilon\) as \(n\) increases in order to keep the approximation accurate enough to have accepted MH moves.
This “vanishing epsilon” problem means that HMC kernels based solely on the leapfrog integrator are impractical at the latter steps of the DrSMC algorithm.

The desire to eliminate the need of vanishing epsilons motivated my development of the split HMC proposal kernel for DrSMC, which I now describe in Section 3.4.3. Note that thus far, my developments are only applicable to problems for which the deterministic relationship can be expressed as a sum.

3.4.3 Split-HMC Proposal for Deterministic Sums

To facilitate the split-HMC formulation which eliminates the vanishing epsilon problem, I will briefly summarize the general mechanics of split-HMC, and then discuss the ingredients of the specialized split-HMC formulation.

Although exact simulation of Hamiltonian motion is typically intractable, there are special cases (such as in [24]) for which it is possible to analytically solve Equations 2.5 and 2.6, allowing one to simulate the motion exactly. When such a solution is available, simulation is very efficient and there is no need to include an MH rejection step. Unfortunately, these special cases rarely arise in applications. However, a recent advance in the literature, called split Hamiltonian Monte Carlo, has made it possible to exploit the computational efficiency associated with exact simulation even when the target density is not one of the special cases.

In the split HMC [26] strategy for simulating Hamiltonian motion, the Hamiltonian energy function is “split” into two components, one of which admits an analytic solution. That is, $H(X_{1:k}, S_{1:k})$ in Equation 2.4 is decomposed into two summands,

$$
H(X_{1:k}, S_{1:k}) = H_1(X_{1:k}, S_{1:k}) + H_2(X_{1:k}, S_{1:k}),
$$

where $H_2(X_{1:k}, S_{1:k})$ is a special case for which Hamiltonian motion can be simulated exactly. Typically, the decomposition is such that $H_1(X_{1:k}, S_{1:k}) = -L_1(X_{1:k})$ and $H_2(X_{1:k}, S_{1:k}) = -L_2(X_{1:k}) + K(S_{1:k})$, with $-L_1(X_{1:k}) - L_2(X_{1:k})$ being the negative log likelihood of the target distribution. It is shown in [26] that in such cases, it is valid to integrate the Hamiltonian motion by replacing each leapfrog step with a hybrid of exact simulation of $H_2(X_{1:k}, S_{1:k})$ and a leapfrog step on $H_1(X_{1:k}, S_{1:k})$. This is expressed in the SplitLeapfrog($X_{1:n}, S_{1:n}, \varepsilon$) function shown below. Note that here, $\mathcal{E}_{\varepsilon}H_2(\cdot)$ is a function that returns the result of perfectly sim-
ulating Hamiltonian motion according to $H_2$ for an $\epsilon$ time interval.

SplitLeapfrog($X_{1:n}, S_{1:n}, \epsilon$) {

$\tilde{S}_{1:n} \leftarrow S_{1:n} + (\epsilon/2) \nabla_{X_{1:n}} L_1(X_{1:n})$

$(\tilde{X}_{1:n}, \tilde{S}_{1:n}) \leftarrow e^{H_2}(\tilde{X}_{1:n}, \tilde{S}_{1:n})$

$\tilde{S}_{1:n} \leftarrow \tilde{S}_{1:n} + (\epsilon/2) \nabla_{\tilde{X}_{1:n}} L_2(\tilde{X}_{1:n})$

return $(\tilde{X}_{1:n}, \tilde{S}_{1:n})$.

Because of the approximate component of the SplitLeapfrog integrator, it is still necessary to implement an MH rejection step after the proposed move. In [26], it is claimed that this approach performs well if $H_2$ is a reasonable approximation of $H$. Often, much larger values for $\epsilon$ can be employed in split-HMC than for the naive leapfrog integrator. This was my motivation for investigating split-HMC to eliminate the vanishing epsilon problem in DrSMC.

In the appendix (Section 6.1), I demonstrate that Hamiltonian motion can be simulated exactly for random Lagrangian terms which are expressed as $\sum_{i=1}^k X_i - s$. Therefore, for DrSMC problems involving deterministic sum constraints, it is possible to employ a split-HMC kernels as outlined above, with $L_1$ being the log density of the prior and $L_2$ being $-G^2/b_n$. This results in a SplitLeapfrog function which alternates between updating the momentum based on the prior and simulating motion according to the constraint.

Using this integrator instead of the naive leapfrog within a HMC-based $K_n$ has several practical benefits. The expression of $H_1$ does not involve $b_n$. As a result, $\epsilon$ need not depend on $b_n$, as $\epsilon$ need only be tuned to accommodate $H_1$. Since $b_{1:p}$ is the only varying parameter in the sequence $\gamma_{1:p}$, tuning $\epsilon$ for DrSMC is no longer a moving target; $H_1$ is the same from step to step. This allows a single $\epsilon$ to be used for the DrSMC full algorithm run, eliminating the vanishing epsilon problem. The proposal kernels continue to make far off proposals in latter stages of the algorithm without any increased computational cost or low acceptance probabilities. In addition, $\epsilon$ can now be tuned using the existing methods in the HMC for MCMC literature, e.g. [32].

This negates the major problems associated with HMC proposal kernels previously discussed. For this reason, I advocate the use of such split-Hamiltonian proposal kernels for instances in which random walk kernels perform poorly (e.g. high-dimensional problems with correlated variables).
3.5 DrSMC Algorithms

With the SMCS components (intermediate distributions, backward kernels, and proposal kernels) which characterize DrSMC defined, I can now state DrSMC as Algorithm 4. This statement is for a generic $\pi_n$ invariant proposal kernel $K_n$, any of the three (or others) discussed in Section 3.4 are valid.

The choice of backward kernel described in Section 3.3 resulted in a weight update given by Equation 3.1. Such a weight update indicates that $\tilde{w}_n(X)$ is independent of $X_n$ given $X_{n-1}$. As recommended by [9], this independence allows for a modification of the SMCS algorithm such that resampling occurs before propagation of the particles. This improves efficiency of the algorithm, as time is not wasted propagating particles that do not survive the resampling step. Algorithm 4 includes this modification.

Algorithm 4: DrSMC

```
for $i = 1, \ldots, N$ do
    $X_1^{(i)} \sim \gamma$
    $w_1(X_1^{(i)}) \leftarrow 1/N$ for all $i$.
end for
for $n = 2, \ldots, p$ do
    for $i = 1, \ldots, N$ do
        $X_n^{(i)} \sim K_{n-1}(X_{n-1}^{(i)}, \cdot)$
        $\tilde{w}_n^{(i)} \leftarrow \tilde{w}_n(X_{n-1}^{(i)})$ (Equation (3.1))
        $W_n^{(i)} \leftarrow W_{n-1}^{(i)} w_n^{(i)} / \sum_{j=1}^{N} W_{n-1}^{(j)} \tilde{w}_n^{(j)}$.
    end for
    if If the effective sampling size, $(\sum_i (W_n^{(i)})^2)^{-1}$, is smaller than a threshold $T$: then
        Resample the particles
        $W_n^{(i)} \leftarrow 1/N$ for all $i$
    end if
end for
```

Note that the above DrSMC results in particles that approximately satisfy the constraint $G = 0$. For deterministic sum constraints, it is possible to ensure that the constraint is exactly satisfied. I elaborate on this point in Section 3.6.
3.6 Exact Enforcement

In DrSMC, as particles are propagated through the intermediate distributions $\gamma_{1:p}$, the values of the random Lagrangians associated with the particles converge to 0. However, unless additional steps are taken the constraint is not perfectly satisfied in finite time (i.e. $f(X) \sim N(s,b_p)$). When $f(X)$ encodes a sum constraint, augmenting the DrSMC to satisfy the constraint exactly is straightforward through the introduction of a $(p+1)$th SMCS step. However, this final step does not utilize the same form of intermediate distribution, backward kernel, or proposal kernel as the previous steps. Instead, they are defined as follows:

$$\gamma_{p+1}(x) = p(x)\mathbb{1}(f(x) = s),$$

where $\mathbb{1}(\cdot)$ is defined to be 1 if its argument is true, and 0 otherwise.

$$L_{p+1}(x_{p+1},x_p) = q_{b_p}(x_{p+1}(k) - x_p(k))$$

where $x_n(k)$ denotes the value of the $k$th variable in $x_n$.

$$K_{p+1}(x_p,x_{p+1}) = \delta(x_{p+1} = y(x_p)),$$

where $\delta(\cdot)$ is the dirac-delta distribution and

$$y(x_p) = \left(x_p(1),x_p(2),\ldots,y_p(k-1),s - \sum_{i=1}^{k-1} x_p(i)\right).$$

Note that this proposal kernel deterministically enforces the constraint. Although non-standard, this configuration of backward kernel and proposal distribution are valid, meeting the criteria outlined in [9]. They also result in several cancellations in the weight update, resulting in the final expression

$$\tilde{w}_{p+1}(x_p,x_{p+1}) = p(x_{p+1})/p(x_p).$$

For DrSMC for deterministic sums, this final step can be implemented at the end of Algorithm 4. If desired, the ESS can be recalculated, followed by a resampling
step. Chapter 4 demonstrates DrSMC with a split-HMC proposal on a synthetic deterministic sum problem.
Chapter 4

Demonstration and Experiments

This chapter showcases the performance of DrSMC with split-HMC on a synthetic deterministic sum problem. The organization of the chapter is as follows. Section 4.1 formulates the problem. Section 4.2 both describes a DrSMC algorithm configuration for attacking the problem and illustrates experimental results obtained from simulation. Section 4.3 compares the performance of the DrSMC algorithm to that of two existing algorithms, Dynamic Scaled Sampling (DYSC [20]), and Sequentially Constrained Monte Carlo (SCMC [17]).

4.1 Problem Formulation

Consider a 15-dimensional random vector $X$ with multivariate normal distribution $\text{MVN}(0, \Sigma)$. Here, $\Sigma = D\Omega D$ where $\Omega$ is a $15 \times 15$ correlation matrix defined such that

$$\Omega_{i,j} = \begin{cases} 
1 & \text{if } i = j \\
-0.6 & \text{if } i - j \text{ is odd} \\
0.6 & \text{otherwise},
\end{cases}$$

and $D$ is a $15 \times 15$ diagonal matrix with $D_{i,i} = \sqrt{16 - i}$. Essentially, $\Omega$ encodes two distinct groups ($\{X_1, X_3, X_5, \ldots, X_{15}\}$ and $\{X_2, X_4, \ldots, X_{14}\}$) of variables with positive within-group correlation (0.6) and negative between-group correlations (-0.6). The marginal variances of $X_{1:15}$ decrease sequentially such that $X_i$ possesses a marginal variance of $16 - i$. 
The investigation in this chapter focuses on inferring the posterior distribution of the vector $X$ described above given that $\sum_{i=1}^{15} X_i = 20$. This synthetic problem is an example of a deterministic sum problem for which DrSMC with split HMC proposals is well-suited. It is relatively high-dimensional, possesses correlation among variables, and involves inhomogeneity among the variables. An added bonus is that the true posterior distribution for this problem can be obtained analytically using special properties of the multivariate normal distribution (details regarding this derivation are provided in the appendix). The availability of the exact solution facilitates assessment of DrSMC’s performance.

4.2 Results

For the problem outlined in Section 4.1, consider the DrSMC with split-HMC proposals algorithm configuration outlined in Table 4.1. Here, the number of steps and number of particles are balanced to achieve good performance in a computational runtime of five minutes. Note that the 31st step is an exact enforcement step as described in Section 3.6. The resampling threshold of 250 (half the number of particles) is standard practice in the SMC literature. The value of $\alpha$ is specified such that $b_1$ is approximately equal to the variance of the unconstrained $\sum_{i=1}^{15} X_i$, and the parameter $\beta$ is assigned a value which was chosen using a short pilot run (it corresponds to $C = 0.8$ in Section 6.2). The HMC parameters are assigned values which were determined using pilot runs on the prior. They balance computational burden, high acceptance rate, and efficiency in exploring the space.

Diagnostic plots and indicators of performance for a run of the algorithm are provided as Figures 4.1–4.4. Figure 4.1 provides a comparison of the approximated posterior with the true theoretical values. Section 6.3 provides the details on the derivation of the theoretical values. This plot visually demonstrates that the DrSMC algorithm accurately captures both the shape and mean of the marginal distributions of $X_{1:15}$.

Figure 4.2 shows the trajectory of effective sample size across steps, as well as the number of particles which survive each resampling step. Note that the effective sample size is reset each time resampling is performed. As desired, the ESS descends gradually. This evidence supports the adoption of an exponential decay
Table 4.1: Configuration of the DrSMC with HMC proposals used to approximate the distribution described in Section 4.1.

<table>
<thead>
<tr>
<th>SMCS Parameters</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Particles</td>
<td>500</td>
</tr>
<tr>
<td>Resample Threshold</td>
<td>250</td>
</tr>
<tr>
<td>Number of Steps</td>
<td>31</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Determinants of $b_{1:p}$</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>14.5</td>
</tr>
<tr>
<td>$\beta$</td>
<td>1.2026</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>HMC parameters</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$\epsilon$</td>
<td>0.3</td>
</tr>
<tr>
<td>$L$</td>
<td>3</td>
</tr>
</tbody>
</table>

The plot also demonstrates the number of HMC proposals that are accepted at each step. Using the split-HMC proposal, one would expect the acceptance rate to remain relatively constant. The volatility of the acceptance rate of the proposal at later steps is unexpected, and requires further investigation.

Figure 4.3 shows the trajectory of $f(X)$ of the particles as they are propagated through the 30 steps. At step one, $f(X) < 20$ for all particles. This is to be expected, as the prior is centred at $f(X) = 0$. Despite this poor initialization with respect to the constraint, a combination of split-HMC proposals and resampling ensures that all particles approximately satisfy $f(X) = 20$ by step 30. The gradual convergence shown in Figure 4.3 is the hallmark of a healthy DrSMC algorithm. It demonstrates that both the proposal and resampling steps are helping to push the particles toward the constraint. This is in contrast to situations in which the proposal is poor. In such instances, almost all movement toward the constraint occurs due to resampling. In such cases, the $f(X)$ trajectory plot has a block-like structure with large declines at the resample steps. As a result, DrSMC performs poorly because the approximation is based on only a few initial ancestor particles.

Figure 4.4 provides a more complete view of how the particles satisfy the constraint at step 30. The density estimate of constraint before the exact enforcement step is as expected; it closely resembles a normal density centred at 20 with variance $b_{30}$. More measures of performance of DrSMC are available for multiple runs in Section 4.3.3, where it is contrasted with the performance of existing algorithms.
Figure 4.1: A comparison of DrSMC posterior density estimates (shown in red) and the true posterior densities (shown in green) for the 15-dimensional multivariate normal problem described in Section 4.1.

4.3 Numerical Comparisons to Previous Methods

In order to fully appreciate the strength of DrSMC with split-HMC proposals, it is useful to contrast performance with that of approaches in the literature. In this section, I compare the results of running DrSMC to that of two existing algorithms. The results of running each algorithm five times on the problem outlined in Section 4.1 are available in Section 4.3.3. Before presenting these results, I will briefly describe the configurations of the two existing algorithms in Sections 4.3.1 and 4.3.2.
Figure 4.2: An illustration of the effective sample size trajectory (shown in blue) across 31 steps of a DrSMC approximation for the 15-dimensional multivariate normal problem described in Section 4.1. The red line depicts the number surviving particles after each resampling, and the green line reports the number of HMC proposals acceptance.

4.3.1 DYSC

Dynamic scaled sampling (DYSC) [20] is an importance sampling framework which targets the posterior distribution of a sequence of random variables $X_{1:k}$ conditioned $\sum_{i=1}^{k} X_i = s$. The DYSC procedure is characterized by sequentially transforming the proposal distributions to ensure that the expected sum satisfies the constraint. Although it is primarily intended for sums of independent (and identically distributed) non-negative random variables, the DYSC philosophy easily extends to more general settings, such as our synthetic problem described in Section 4.1.

The recipe for the general DYSC framework considered here is described as Algorithm 5, with $\gamma(\cdot)$ denoting a (potentially unnormalized) target distribution and $q_j(\cdot|\eta_j)$ denoting the marginal distribution of $X_j$ translated such that its expectation is $\eta_j$. In [20], the sequential DYSC proposals include rejection sampling to ensure
that the sum does not exceed \( s \) at intermediate steps. Here, no such step is necessary as we are not dealing with strictly-positive variables.

**Algorithm 5: DYSC**

\[
\begin{array}{l}
\text{for } i = 1, \ldots, N \text{ do} \\
\quad \tilde{w}_i \leftarrow 1 \\
\quad \text{for } j = 1, \ldots, k \text{ do} \\
\quad\quad \eta_j \leftarrow (s - \sum_{m=1}^{j-1} X_m)/(k + 1 - j) \\
\quad\quad \bar{q}_j(\cdot) \leftarrow q_j(\cdot|\eta_j) \\
\quad\quad \text{Draw } X_j \sim \bar{q}_j(\cdot) \\
\quad\quad \tilde{w}_i \leftarrow \tilde{w}_i/\bar{q}_j(X_j) \\
\quad \text{end for} \\
\quad X^{(i)} \leftarrow (X_1, \ldots, X_k) \\
\quad w_i \leftarrow \tilde{w}_i q(X^{(i)}) \\
\text{end for} \\
\quad w_{1:N} \leftarrow w_{1:N}/\sum_{i=1}^{N} w_i
\end{array}
\]

Consider running Algorithm 5 with \( N = 250000 \) particles to approximate the
synthetic target distribution described by Section 4.1. This value of $N$ was chosen to achieve a computation time of five minutes per run. Figure 4.5 illustrates an overlay of the DYSC posterior estimates and the true posterior distributions. It is a DYSC analog to Figure 4.1 for DrSMC. Comparing Figure 4.5 to Figure 4.1, DrSMC clearly outperforms DYSC on our synthetic problem. The DYSC approximation fails to capture the unimodal structure of the posterior. This failure is primarily due to the high variability in the importance weights which results in few particles accounting for the majority of the normalized weight. Seeing as the importance distribution in DYSC did not capture the correlated structure of the prior, this was not unexpected. Further comparisons of DYSC and DrSMC, as well as SCMC, are available in Section 4.3.3.

Figure 4.4: A density plot (shown in green) of $f(X)$ at the 30th step (the final step before the exact enforcement step) of a 500 particle DrSMC algorithm applied to the 15-dimensional multivariate normal problem described in Section 4.1. The theoretical distribution for $f(X)$ at this step is shown in red.
Figure 4.5: A plot overlaying the DYSC posterior density estimates for 250000 particles (shown in red) and the true theoretical values (shown in green) for the 15-dimensional multivariate normal problem described in Section 4.1

4.3.2 SCMC

Sequentially constrained Monte Carlo (SCMC) [17] is a recently developed class of SMCS for sampling from distributions which possess constraints. SCMC is a general framework capable of enforcing a wide variety of constraints, including the deterministic constraints considered in this thesis. Like DrSMC, SCMC targets a constrained distribution by initializing particles from an unconstrained distribution then propagating them through a series of intermediate distributions to gradually enforce the constraint. For constraints such as the one described in Section 4.1, [17] recommend that the series of intermediate distributions follow the form which
Table 4.2: Configuration of the SCMC with MH proposals used to approximate the distribution described in Section 4.1.

<table>
<thead>
<tr>
<th>SMCS Parameters</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Particles</td>
<td>3500</td>
</tr>
<tr>
<td>Resample Threshold</td>
<td>1750</td>
</tr>
<tr>
<td>Number of Steps</td>
<td>100</td>
</tr>
<tr>
<td>Density Parameter</td>
<td></td>
</tr>
<tr>
<td>$\tau(i) = \exp(i - 1)$</td>
<td></td>
</tr>
<tr>
<td>Proposal Parameter (sd)</td>
<td></td>
</tr>
<tr>
<td>$\sigma(i) = i^{-1}$</td>
<td></td>
</tr>
</tbody>
</table>

was described in Section 3.2.1.

We follow this structure when specifying a SCMC algorithm for approximating the posterior distribution described in Section 4.1. Table 4.2 summarizes the parameters of SCMC used in the approximation. Each proposal is a random walk MH step in a randomly selected dimension. In order to maintain a reasonable MH acceptance rate, the standard deviation of the random walk decreases as the inverse of the step number. A similar strategy is employed for the intermediate distributions. In order to maintain a reasonable effective sample decline, the parameter $\tau$ grows exponentially in the step size. Figure 4.6 illustrates an overlay of the SCMC posterior estimates and the true posterior distributions (an analog of Figures 4.1 and 4.5). It is visually evident by comparing Figure 4.6 to Figure 4.1 that SCMC does not perform as well as DrSMC. Further comparisons are available in Section 4.3.3.

4.3.3 Comparison of Algorithms
The results of Sections 4.2-4.3.2 suggest that DrSMC markedly outperforms both DYSC and SCMC on the problem being considered. Although these illustrations are illuminating and compelling, they are based on a single run of each algorithm. This is not enough data to make a conclusion as to the optimal algorithm for this problem. In this section, five independent runs of each algorithm are considered to verify that DrSMC performs better than its counterparts. Each algorithm’s performance is assessed based on its ability to approximate the true means for each of the fifteen variables.
Figure 4.6: A plot overlaying the SCMC posterior density estimates for 3500 particles (shown in red) and the true theoretical values (shown in green) for the 15-dimensional multivariate normal problem described in Section 4.1.

Figures 4.7 and 4.8 illustrate the accuracy of the estimates for \{X_1, X_3, \ldots, X_{15}\} and \{X_2, X_4, \ldots, X_{14}\} respectively. The split of the variables into evens and odds (i.e. the two clusters), as well as the dotplot binning (to avoid point overlap), is performed to facilitate visualization. The true mean value for each variable is shown (yellow), as well as the five estimates associated with DrSMC (green), DYSC (red), and SCMC (blue). These two plots demonstrate that across multiple trials, DrSMC consistently performs at least as well as (usually better than) DYSC and SCMC.

Figure 4.9 further clarifies this point by showing the mean squared errors (MSE) in mean estimation across trials. The performance of DrSMC dominates that of
DYSC, and four of five of the DrSMC runs outperform all of the SCMC runs. Employing a Welch Two Sample $t$-test results in a significant difference (at an $\alpha = 0.05$ significance level) between the mean MSE for DrSMC and the mean MSE for both SCMC and DYSC.

![Figure 4.7](image.png)

**Figure 4.7:** A dot plot illustrating the estimated means (odd-indexed variables) for the multivariate normal problem described in Section 4.1. The estimates are DrSMC (green), DYSC (red), and SCMC (blue), respectively. The true means (obtained analytically) are shown in yellow.
Figure 4.8: A dot plot illustrating the estimated means (even-indexed variables) for the multivariate normal problem described in Section 4.1. The estimates are DrSMC (green), DYSC (red), and SCMC (blue), respectively. The true means (obtained analytically) are shown in yellow.

Figure 4.9: A plot demonstrating the mean squared error for the posterior means for five runs of DrSMC (green), DYSC (red), and SCMC (blue) on problem described in Section 4.1.
Chapter 5

Conclusion

In this chapter, I make some brief concluding remarks regarding the contents of this thesis. The remarks are organized into two sections. Section 5.1 highlights some of the novel contributions in this thesis. Section 5.2 discusses some potential directions for future work in the area of DrSMC.

5.1 Novel Contributions

This thesis made several new methodological contributions on the way to developing the DrSMC algorithm and the split HMC proposal kernels for deterministic sums. Here, I briefly summarize some of the substantial contributions.

HMC within SMCS: The existing literature is sparse on using HMC to build proposals within SIS or SMC. HMC within SMC is employed in [6, 25], and HMC for annealed importance sampling is employed [28]. As far as I know, this thesis contains the first general development of HMC within a SMCS framework. Note that it is possible to formulate HMC within SMCS differently than in this thesis. For example, the algorithm could be altered such that the momentum variables are not discarded at the end of each step.

The derivation of a new Split-HMC kernel: In [26], the only types of Hamiltonian splits considered are those which exploit exact simulation. In this thesis, I
developed a new splitting scheme which exploited something other than the normal distribution (although similar to a normal distribution, the analog to the covariance matrix was not positive-definite). I derived an analytic solution to this new type of split, which resulted in a new form of split-HMC. This new kernel eliminated the problem of the vanishing epsilon for HMC kernels in deterministic sum DrSMC applications. This development creates an opportunity for HMC to be used in applications for which it was previously intractable.

**Normal density formulation of constraint annealing:** The general statement of DrSMC and the development of SCMC for deterministic constraints developed in [17] share many similarities. A crucial difference, however, is the functional form used to anneal in the constraints. The use of a differentiable normal density facilitates the use of HMC proposal kernels and the novel development of a suitable annealing schedule. It also allowed the development of a tractable exact enforcement step for deterministic sums.

### 5.2 Future Work

In the future, there are several areas that could be explored to improve the performance and/or extend the applicability of DrSMC. In this section, I propose some prospective areas for future developments which could further improve the performance of DrSMC.

**HMC proposal kernel improvements:** There are several possible avenues to explore for improving the proposal kernel for deterministic sums, as well as to extend split-HMC kernels to other constraints. For example, [2] developed a new split-HMC strategy called an exponential integrator. It is possible that elements of this integrator could be used to improve the split-HMC proposal kernels. Another avenue to explore is the use of different distributions for the momentum variables. Currently, a standard multivariate normal is used. However, multivariate normals with inhomogeneous variances could be useful when \( X \) possesses marginal variances which differ by orders of magnitude. There may also be a benefit to sequentially scaling the momentum variable distribution throughout the DrSMC al-
algorithm. Since DrSMC is the first use of HMC within SMCS, it represents an opportunity to develop new methods for tuning the HMC $\epsilon$ and $L$ in sequential frameworks. As noted in the body of the thesis, further investigation is required into the volatility of the HMC acceptance rate at latter stages of the DrSMC algorithm.

**Extending the applicability of DrSMC:** Because of the many benefits specialized split-HMC proposal kernel, DrSMC performs well when the deterministic constraint is a sum. An extension of the split-HMC proposal kernel to a broader class of constraints would effectively extend the applicability of DrSMC. Such an extension would likely involve developing exact simulation of HMC for a broader class of distributions, or a clever re-parameterization of constraints which transforms them into sums. Similarly, it would be beneficial to extend the final exact enforcement step to situations other than sums. Another avenue to explore is an effective tuning algorithm for simultaneously introducing multiple components of the target density, such as two constraints, or a constraint and a likelihood. When introducing a likelihood, it may be worth investigating the use of a stochastic gradient for the HMC proposal kernel, as in [4]. Although there have been criticisms of use of stochastic gradients within an MCMC framework [1], it is worth investigating whether these criticisms extend to a SMCS framework.

Finally, due to the success of the split-HMC kernel, it is worth investigating its use for other sequential annealing approaches, such as approximate Bayesian computation [10] or simulated annealing.
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Appendix A

Supporting Derivations

A.1 Analytically Integrating Hamiltonian Dynamics of the Random Lagrangian

In Section 3.4, I discuss separating the energy function underlying DrSMC for sum constraints into two distinct summands, $H_1(X_{1:k})$ and $H_2(X_{1:k}^t, S_{1:k}^t)$, with $H_2$ possessing the following form:

$$H_2(X_{1:k}^t, S_{1:k}^t) = \frac{\left(\sum_{j=1}^D X_j^t - s\right)^2}{2b^2} + \frac{\sum_{j=1}^D (S_j^t)^2}{2}.$$

This division of the energy function facilitates the use of a split Hamiltonian integrator [26], with $H_2$ being integrated analytically. Here, I provide the mathematical derivation for the analytic integration.

Recall that Hamiltonian motion is governed by the following system of partial differential equations,

$$\frac{\partial H(X_{1:k}^t, S_{1:k}^t)}{\partial X_i} = -\frac{dS_i^t}{dt},$$

$$\frac{\partial H(X_{1:k}^t, S_{1:k}^t)}{\partial S_i^t} = \frac{dX_i^t}{dt}.$$
Differentiating $H_2$ yields
\[
\frac{\partial H(X'_1, S'_1)}{\partial X'_i} = \frac{\sum_{j=1}^D X'_j - s}{b^2},
\]
\[
\frac{\partial H(X'_1, S'_1)}{\partial S'_i} = S'_i.
\]
It follows that
\[
\frac{d^2 X'_i}{dt^2} = -\frac{\sum_{j=1}^D X'_j - s}{b^2},
\]
which in turn implies that
\[
X'_i = X'_1 + (S'_0 - S'_1)t + (X'_0 - X'_1).
\]
Therefore, our system can be expressed as a set of independent equations of the form
\[
\frac{d^2 X'_i}{dt^2} = -\frac{DX'_i + \alpha_i t + \beta_i - s}{b^2}
\]
for constants $\alpha_i$ and $\beta_i$ where
\[
\alpha_i = \sum_{j=1}^D S'_j - DS'_i,
\]
\[
\beta_i = \sum_{j=1}^D X'_j - DX'_i.
\]
The solution to such an equation yields an expression for $X$ is of the form:
\[
X'_i = k_1 \cos\left(\sqrt{D}t/b\right) + k_2 \sin\left(\sqrt{D}t/b\right) - \frac{\alpha_i t + \beta_i - s}{D}.
\]
Differentiating with respect to $t$ yields an expression for the momentum
\[
S'_i = -\frac{\sqrt{D}}{b} k_1 \sin\left(\sqrt{D}t/b\right) + \frac{\sqrt{D}}{b} k_2 \cos\left(\sqrt{D}t/b\right) - \frac{\alpha_i}{D}.
\]
Expressions for $k_1$ and $k_2$ can be derived from the initial conditions as follows.

$$X_i^0 = k_1 - (β_i - s)/D \implies k_1 = X_i^0 + (β_i - s)/D.$$  

$$S_i^0 = \frac{\sqrt{D}}{b} k_2 - \alpha_i/\sqrt{D} \implies k_2 = \frac{b}{\sqrt{D}} (S_i^0 + \alpha_i/D).$$

Using these expressions, $X_{1:k}'$ and $S_{1:n}'$ depend on the initial conditions $X_{1:k}^0$ and $S_{1:n}^0$ in the following manner:

$$X_i' = (\bar{X}^0 - s/D) \cos(\sqrt{D} t/b) + \frac{b\bar{S}^0}{\sqrt{D}} \sin(\sqrt{D} t/b) - (S^0 - S_i^0) t - (\bar{X}^0 - X_i^0) + \frac{s}{D},$$

$$S_i' = -\frac{\sqrt{D} (\bar{X}^0 - C/D) \sin(\sqrt{D} t/b)}{b} + \bar{S}^0 \cos(\sqrt{D} t/b) - (S^0 - S_i^0),$$

where $\bar{X}^0 = \sum_{j=1}^k X_j^0/D$ and $\bar{S}^0 = \sum_{j=1}^n S_j^0/D$.  
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A.2 Functional Form for DrSMC Intermediate Distributions

In SMCS, it is crucial for the sequence of intermediate distributions to introduce change gradually. Otherwise, the sampler can quickly devolve into a state of “particle degeneracy”, in which essentially all of the weight is assigned to a single particle. Propagating forward, all final particles are descendants of this same ancestor, resulting in poor approximation of the target distribution. Degeneracy can be avoided by controlling the effective sample size (ESS) between steps. This section provides an approach for controlling ESS in DrSMC.

In DrSMC, the dynamics of the intermediate distributions are driven by the sequence of constraint satisfaction variances (annealing schedule), given by $b_{1:p}$. This sequence is the mechanism through which changes in ESS can be controlled. Recall that the normal variance of the relationship violation at step $n$ is $b_{n-1}$, and the weight update at is given by $\tilde{w}(X_{n-1}, X_n) = \gamma_n(X_{n-1})/\gamma_{n-1}(X_{n-1})$. In the absence of any likelihood annealing, this weight update reduces to $\tilde{w}(X_{n-1}, X_n) = \exp\left(\frac{b_{n-1}}{b_n}\right)$.

To prevent rapid ESS drops, I propose a functional form of the sequence which explicitly controls the weight updates of particles, proportional to the degree to which they violate the deterministic relationship $f(X) = s$. Specifically, $b_n$ is defined such that at step $n$, the weight update of a particle $X'$ which perfectly satisfies the relationship is a factor of $C$ greater than that of a particle $X$ which is $b_{n-1}$ (one standard deviation) away from satisfying the relationship (for some $0 < C < 1$).

Without loss of generality, suppose $f(X') = s$ and $f(X) = s + b_{n-1}$. The ratio of the weight update for $X$ and the weight update for $X'$ at step $n$ is given by:

$$\frac{\tilde{w}(X'_{n-1}, X'_{n})}{\tilde{w}(X_{n-1}, X_{n})} = \exp\left(\frac{1}{2} \left( \frac{b_{n-1}^2 - 1}{b_n^2} \right) \right)$$

Setting this equal to $C$ yields the relationship

$$b_n = b_{n-1} (1 + 2\log(C))^{-1/2}$$
which justifies a geometric decay for $b_{1:p}$. With this derivation, tuning $b_{1:p}$ becomes relatively painless. The only two parameters to tune are $b_1$ and $C$. 
A.3 Exact Distribution of Multivariate Normal given its Sum

Consider an \( k \)-dimensional multivariate random normal distribution \( X \sim N(\mu, \Sigma) \). Now consider applying the transformation \( Y_i = X_i \) for \( i = 1, \ldots, k - 1 \) and \( Y_k = X_1 + X_2 + \cdots + X_k \). This transformation can be expressed as \( Y = AX \), where

\[
A = \begin{bmatrix}
I_{k-1} & 0_{k-1} \\
1^T_{k-1} & 1
\end{bmatrix}.
\]

Here, \( I_{k-1} \) denotes a \((k-1) \times (k-1)\) identity matrix, 0\(_{k-1}\) is a column vector of \( k - 1 \) zeroes and \( 1^T_{k-1} \) is a row vector of \( k - 1 \) ones. Since the transformation is linear, it follows from the properties of the multivariate normal that \( Y \sim N(A\mu, A\Sigma A^T) \).

Conditioning on \( Y_k = s \), the joint distribution of \( Y_{1:(k-1)} = X_{1:(k-1)} \) is given by \( N(\mu', \Sigma') \), where \( \mu' = \mu + \Sigma_{1:(k-1),k}(s - \sum_{i=1}^{k} \mu_i)/\Sigma_{k,k} \) and \( \Sigma' = \Sigma_{1:(k-1),1:(k-1)} - \Sigma_{1:(k-1),k}\Sigma_{k,1:(k-1)}/\Sigma_{k,k} \). Finally, \( X_k = s \) is then specified by the condition.