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Abstract

The radio sky covers a large range of sources, from small single galaxies to large

clusters of galaxies and the space between them. These sources consist of some

of the most powerful objects in the Universe, as well as diffuse weak emitters.

Understanding the radio sky tells us about how galaxies have evolved over time,

the different kinds of galaxy populations, the star formation history of the Universe,

and the role of magnetism, as well as details of large-scale structure and clustering.

Advancements in radio telescopes now allow us to push observational limits to new

depths, probing fainter galaxies and farther back in cosmic time.

We use a multi-pronged approach to examine several aspects of the faint ex-

tragalactic radio sky. Using new deep data from the Karl G. Jansky Very Large

Array telescope, combined with the confusion analysis technique of P(D), we ob-

tain the deepest estimates of the source count of individual radio galaxies and their

contribution to the cosmic radio background temperature. Additionally, these data

are used to catalogue the individual galaxies in order to study characteristics such

as source size, spectral dependence, galaxy type, and redshift. We then examine

the contribution from extended large-scale diffuse emission to the radio sky using

data from the Australia Telescope Compact Array. This yields constraints on the

total emission from such sources, including galactic halos, galaxy cluster halos and

relics, and the inter- and intra-cluster medium. Finally, we investigate the radio an-

gular power spectrum using interferometric data. These measurements show the

fluctuations coming from the unresolved radio background as a function of angular

scale.

Together these studies present the deepest constraints available for the faint ra-

dio sky across a range of statistical areas. The measurements obtained here provide
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constraints on the evolving population of galaxies through their radio emission in

order to further our knowledge of galaxy evolution in general.
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Preface

The text of this dissertation includes modified reprints of previously published ma-

terial as listed below. Per publishing convention, throughout this thesis the word

“we” is used when discussing the work performed. However, the breakdown of my

contribution to the work is as follows 1.

Chapter 1 (published):

• T. Vernstrom, D. Scott, J. V. Wall, Contribution to the Diffuse Radio Back-

ground from Extragalactic Radio Sources, MNRAS, 415, 3641 (2011) [182]

The work for this paper was performed as part of, and is also published in, my

Masters Thesis. This paper presents an analysis of radio source counts, and their

contribution to the radio background temperature, across a range of frequencies

from a compilation of previously published data. I wrote the entire text and per-

formed all of the analysis. D. Scott and J.V. Wall provided support for the work,

including the initial idea, along with comments on the writing.

Chapter 2.2 (published):

• J.J. Condon, W.D. Cotton, E.B. Fomalont, K.I. Kellermann, N. Miller, R.A.

Perley, D. Scott, T. Vernstrom, J.V. Wall. Resolving the Radio Source Back-

ground: Deeper Understanding through Confusion, ApJ, 758, 23 (2012) [37]

This paper presents the initial data reduction methods and analysis of new data

from the Karl G. Jansky Very Large Array. This work was a collaboration between
1 Chapters 6 and 7 describe work not yet published. I have performed the entirety of the analysis

for those chapters, with commentary contributions from D. Scott and J.V. Wall.
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myself and advisors (D. Scott and J.V. Wall) at the University of British Columbia

and collaborators at the National Radio Astrophysical Observatory (NRAO). The

work presented was carried out, and written up, predominately by W.D. Cotton and

J.J Condon, who was the PI for the genesis of this project. I assisted in the taking of

the observations, and provided considerable input in the writing of the paper. The

work presented in Chapter 2.2 presents a portion of the work from the published

paper.

Chapter 3.2, Chapter 4 (published):

• T. Vernstrom, D. Scott, J.V. Wall, J.J. Condon, W.D. Cotton, E.B. Fomalont,

K.I. Kellermann, N. Miller, R.A. Perley. Deep 3 GHz Number Counts from

a P(D) fluctuation analysis, MNRAS, 440, 2791 (2014) [183]

This paper was a follow-up to the previously mentioned paper and presents my

analysis of the data described in that work. The initial data calibration and imaging

was performed by W.D. Cotton. However, I carried out the entirety of the analysis

and wrote the text of the paper. Important feedback on the work and text was pro-

vided by all of the co-authors.

Chapter 2.1, Chapter 5 (published):

• T. Vernstrom, R.P. Norris, D. Scott, J.V. Wall. The Deep Diffuse Extragalac-

tic Radio Sky at 1.75 GHz, MNRAS, 447, 2243 (2015) [184]

This work was a collaboration between myself and advisors at UBC and R.P.

Norris at the Australia Telescope National Facility/Commonwealth Scientific and

Industrial Research Organization (ATNF/CSIRO). The idea for the project and ini-

tial telescope proposal were the responsibility of R.P. Norris. I assisted with the

telescope observations at the Australia Telescope Compact Array in Australia and

performed all data calibration and imaging. I carried out the analysis and wrote the

text of the paper, with helpful commentary from my co-authors on the analysis and

writing.
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Chapter 1

Introduction

The radio sky can be broken up into three main components. There is the contribu-

tion from our Galaxy the Milky Way (and all the sources within it), the contribution

from the cosmic microwave background (CMB) radiation, and a contribution from

all extragalactic sources. The Milky Way contribution is by far the dominant source

at radio wavelengths (10’s of Kelvin in temperature), whereas the other two compo-

nents contribute less (roughly milliKelvins in Temperature), though it depends on

the exact frequency to say which of the CMB or extragalactic is a stronger contrib-

utor. This work focus on the the extragalactic component. We break this category

down into two parts: discrete sources and extended sources.

Discrete sources are point sources, or small angular scale sources (typically

below a few arcsec). This is emission from individual galaxies, which at radio

frequencies are predominantly active galactic nuclei (AGN) and star forming, or

starburst, galaxies. AGN were first discovered by Bolton et al. [14] and Ryle et al.

[153]. These are galaxies which host a supermassive black hole at the centre which

is actively accreting material yielding a much higher luminosity than normal at

some, if not all, wavelengths. AGN are some of the most luminous persistent

sources of radiation in the Universe. At 1.4 GHz the flux densities range from mJy

to 10s or hundreds of Jy’s (with Jy being the conventional unit of flux density and

1 Jy= 1 × 10−26 W m−2 sr−1 Hz−1). The accreting black holes generate strong

magnetic fields resulting in powerful synchrotron emission. At radio frequencies

AGN can have several features such as relativistic jets, lobes, or hotspots.
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There are several classifications of AGN, although with the current unified

model it is thought these are all the same type of galaxy with the differences a result

of our particular viewing angle (Barthel [6], Orr and Browne [132], Scheuer and

Readhead [158], Urry and Padovani [179]). These can be classified as low-radio-

power edge-dimmed Fanaroff-Riley (FR) type 1 ([48]) which have broad emission

lines (optically featureless continua), and powerful FR type 2 (edge-brightened)

with narrow lines in the optical/UV spectra sometimes known as radio quasars

(FSRQs). It is generally accepted that type 2 sources are obscured versions of type

1. These can be broken down into flat and steep-spectrum sources. The emission

from the core (stellar-like) tends to have a flat spectrum and these are known as BL

Lacs or Quasars (sometimes referred to as Blazars). Whereas the emission domi-

nated by the extended optically thin components (the jets, lobes, or hot-spots) has a

steep spectrum. In general each source has both a compact flat-spectrum core and

extended steep-spectrum lobes, it just depends on our viewing angle with respect

to the source.

There are radio-loud and radio-quiet AGN, which refers to the type of accre-

tion happening, hot-mode and cold-mode, respectively. Radio-loud objects are the

brighter sources which produce the large scale radio jets and lobes, with the kinetic

power of the jets being a significant fraction of the total bolometric luminosity;

whereas, the weak ejecta of the radio-quiet objects are energetically insignificant.

Radio-loud objects tend to be associated with elliptical galaxies which have under-

gone recent mergers, while radio-quiets generally have spiral hosts. The thermal

emissions from the AGN (continua and lines from X-ray to infrared wavelengths)

are quite similar in the two classes (Sanders et al. [154]), which has been argued

to mean the black hole masses and mass accretion rates are not greatly different

and that the difference is associated with the spin of the black hole [192]. There

has been much work looking into the different AGN classes, the emission mecha-

nisms, and more and for a reviews of such topics see e.g. Antonucci [3], Wilson

and Colbert [192].

In terms of non-AGN radio galaxies the main kinds are star-forming and star-

burst galaxies. Star-forming galaxies are considered “normal” spiral-type galaxies

(sometimes referred to as main sequence galaxies). Starburst galaxies are under-

going a large burst of star formation and are usually classified as luminous infrared
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galaxies (LIRG) or ultra luminous infrared galaxies (ULIRG). The primary emis-

sion is synchrotron emission from the star formation in the disk of the galaxies.

These both tend to be less luminous than AGN (or at least than radio-loud AGN)

with flux densities ≤mJy’s.

The counts (or number of objects per sr as a function of flux density) of discrete

radio sources and their contribution to the cosmic radio background (CRB) can

be used to constrain galaxy evolution. The history of radio source counts goes

back to Mills [119] who discussed the cumulative count or ‘ogive’, giving one of

the first published source counts, followed by Ryle and Scheuer [152], with the

discovery that the slope of the source count was steeper than expected from a static

Euclidean universe, which implied that sources must be evolving in space density

or luminosity. Since then many more surveys have been carried out to measure

the source counts at various radio frequencies, both whole-sky and limited area

surveys, which confirmed the importance of evolution [see 42, for a recent review].

These counts can now be broken down into different source populations.

With advancements in radio telescope capabilities we have been able to probe

the source count to ever increasing depth, so that estimating the count in the µJy

and sub-µJy regions is now possible. Investigating the count at these faint flux

densities is important for understanding the evolution of sources at lower lumi-

nosities and/or higher redshifts (z ≥ 2). How the count below 10µJy behaves has

been unknown until now: what the slope is in this region, whether the Euclidean-

normalised count declines or begins to rise again (possibly indicating a new popu-

lation), and whether the sources continue to obey the well-known far infrared (FIR)

to radio correlation [35, 41, 95] out to higher redshifts.

The brightest radio sources are known to be radio-loud AGN. However, it was

not until the 1980s that the radio source counts at the sub-mJy level revealed a

new radio population (Mitchell and Condon [120], Windhorst et al. [193]). It

is now known from various studies (e.g. Seymour et al. [161], Simpson et al.

[164], Smolčić et al. [167]) that the bulk of discrete radio sources in the sub-mJy

range, for frequencies near 1.4 GHz, are star-forming galaxies (starbursts, spirals,

or irregulars) and low luminosity radio AGNS (faint FR I radio galaxies, Seyfert

galaxies, radio-quiet Quasar (QSO), see e.g Mignano et al. [117], Padovani et al.

[136]). Using optical/IR cross-match identifications and redshift data, their space
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distributions have been modelled via their luminosity functions to determine how

they evolve with redshift. The number counts dN/dS, or the differential number

of sources per steradian per flux density interval, have now been measured well

into the sub-mJy region [37, 134], as well as the contribution from these sources to

the isotropic diffuse radio background.

However, what is less well characterized is extended large-angular-scale dif-

fuse low-surface brightness sources (sizes of 10s of arcseconds to arcminutes) .

There have been few surveys carried out for diffuse arcminute-scale extragalactic

emission, and very few that also have high sensitivity at that scale. The most sensi-

tive lower resolution survey yet published was by Subrahmanyan et al. [172], which

reached an rms of 85µJy beam−1 with a 50 arcsec beam. This angular scale en-

compasses emission from individual galaxy haloes, emission from galaxy clusters

and groups (e.g. Cassano et al. [23], Fabian et al. [47], Liang et al. [109], Peterson

and Fabian [140], Venturi et al. [180, 181]), or emission from large-scale structure

(the cosmic web), such as the intergalactic medium (IGM) or inter-cluster medium

(e.g. Bagchi et al. [4], Kronberg et al. [101]).

Clusters of galaxies are the largest gravitationally bound systems in the Uni-

verse. They are formed by hierarchical structure formation processes, or merg-

ers of smaller systems. It is believed the underlying dark matter in the Universe

consists of filaments and voids. Denser regions form a filament and clusters are

formed within the filaments. Major cluster mergers are some of the most energetic

events in the Universe. During mergers, shocks are driven into the intracluster

medium (ICM) , following with the injection of turbulence. Eventually, clusters

can reach a relaxed state with a giant galaxy and hot gas in the centre. In recent

years there has been growing evidence of cluster large-scale diffuse radio sources

of synchrotron origin associated with the ICM ([e.g. 54, 71]). Diffuse features

demonstrate that the thermal ICM plasma is mixed with the non-thermal compo-

nents of large-scale magnetic fields with relativistic electrons in the cluster volume.

These magnetic fields have been observed through studies of the Faraday rotation

of polarized radio galaxies in the background or within the magnetized ICM.

The diffuse sources are usually grouped into three categories: haloes, mini

haloes, and relics. Haloes are hosted in clusters showing merging processes (Fer-

etti [51]) and are located near the cluster centre. Relics are located in the cluster
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peripheral regions of both merging and relaxed clusters. Mini haloes are hosted in

relaxed cool-core clusters and are usually centrally located near a powerful radio

galaxy. These objects all tend to have steep spectrums (≥ 1.), however, the relics,

at the peripherals, tend to be more strongly polarized (Feretti [51]). For a detailed

review of these objects see Feretti et al. [53].

1.1 Thesis Outline
Rather than looking at a small number of radio sources in detail, this work focuses

on characterizing the population of sources by looking at large numbers of them.

Statistical surveys complement studies of individual sources, thereby yielding in-

formation on the flux densities, numbers, and source sizes, the source count (i.e.

the 1-point statistics) and the 2-point statistics (e.g power spectrum or two-point

correlation function). The goal of this work is to use these methods to examine the

faint radio sky and faint radio sources at both large and small angular scales. We

first give an introduction to source counts and the cosmic radio background in the

remainder of this Chapter.

In Chapter 2 we discuss the data that are used in the analysis, including the

observation, data calibration, and imaging details based on Condon et al. [37] and

Vernstrom et al. [183, 184], as well as the details of the main simulation data from

Wilman et al. [191] that are used throughout this thesis. In Chapter 3 the main

method used (at least in Chapters 4 and 5) is explained. This includes example

tests of the method using the realistic simulations described in Chapter 2.

Chapter 4 details the work carried out to investigate the faint discrete source

count using new deep radio observations, based on Vernstrom et al. [183]. Chap-

ter 5 is based on the work of Vernstrom et al. [184] investigating extended radio

emission. In Chapter 6 a preliminary version of the discrete-source catalogue is

constructed and described, using the data from Condon et al. [37] and Vernstrom

et al. [183]. Chapter 7 presents a first measurement of the radio angular power spec-

trum at faint intensities. Finally, Chapter 8 gathers together the conclusions from

the previous chapters and considers their broader impacts, as well as discussing

some avenues for future work to continue these investigations.
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1.2 Source Counts
Source counts, namely the surface density of sources as a function of flux density

(S), can be directly compiled from any complete sample, without any additional

data. Because flux density is primarily a function of both redshift and luminosity,

source counts are the first probes into the behaviour of galaxy evolution. Study-

ing source counts is important for a number of reasons. They tell us the num-

ber and density of galaxies in the Universe. Source counts can, in principle, also

tell us about the cosmology of the Universe, particularly the faint counts. Source

counts come from the luminosity function, φL, which is the number of galaxies as

a function of luminosity in some volume. The volume depends on cosmological

parameters such that

dV

dz
=

c

H0

D2
L

(1 + z)2(1 + Ωmz)− z(2 + z)ΩΛ
. (1.1)

Here DL is the luminosity distance, H0 is the Hubble constant, Ωm is the matter

density, and Ωλ is the energy density. The luminosity distance is dependent is also

a function of the cosmological parameters,

DL =
c

H0

∫ z(L,S)

0

(1 + z)dz√
(1 + z)2(1 + Ωmz)− z(2 + z)ΩΛ

. (1.2)

The flux density depends on the luminosity distance, where

S =
L

4πD2
L

. (1.3)

Thus, if ΩΛ 6= 0, there is faster expansion, a larger volume, and more galaxies

(though evolution of source populations is the dominant factor in the form of the

source counts, and distinguishing cosmological parameters in practice is compli-

cated by issues such as survey systematics).

Source counts enable us to investigate the evolution of galaxies, comparing

galaxies today with galaxies in the past. Additionally, we can quantify and con-

strain the evolution in galaxy populations and discriminate the nature of the evolu-

tion.
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Source counts can reveal the contribution of different galaxy populations to

the overall population of galaxies. The counts at different wavelengths are dom-

inated by different types of galaxies, for example X-ray are predominantly AGN,

radio counts are AGN (bright flux densities) and star-forming galaxies (dominate

at S ≤ 1 mJy), whereas infrared is mainly spiral star forming galaxies. Comparing

data from the different wavelengths can reveal information about the underlying

physical processes. For example comparing radio data to X-ray data can tell us

about the connection between synchrotron emission and Inverse Compton scatter-

ing ([9, 50, 83, 92]). The radio and infrared can both be tracers of star formation;

thus combing data from those two wavebands can help to map the star formation

history of the Universe.

Source counts can be presented in different forms, the most basic being the

cumulative integral source count (N(> S)) (Fig. 1.1, top left panel), describing

the expected number of sources per unit area above a given flux density. Because

of its cumulative nature, consecutive data points are not statistically independent,

which can be problematic, especially in the corresponding error analysis. The

differential form of the source count dN/dS (Fig. 1.1, top right panel), describes

the number of sources per unit area in a given flux density bin and avoids the

problem of dependence of consecutive values.

Because the differential source count is generally very steep, possibly hiding

some important features, it is customary to represent it relative to the count of

uniformly distributed sources in a flat, non-evolving Euclidean Universe, where

the flux S ∝ 1/D2 and the number density N ∝ D3. Thus the integral count has

the form

N(> S)Euc = KS−3/2. (1.4)

Here the arbitrary constant K is usually taken from the number density of sources

with flux-densities above 1 Jy. In the differential form the Euclidean count becomes

S−5/2. Normalizing the source count by this factor provides the relative Euclidean-

normalized differential source count, dNdS S
5/2 (Fig. 1.1, bottom left panel), which

is the third form of count usually considered. The fourth form of the count shown

in Fig. 1.1 (bottom right panel) is weighting the differential counts by S2. This

alternate weighting of S2dN/dS is proportional to the source count contribution
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Figure 1.1: Example source count (taken from Condon and Mitchell [34]
and Vernstrom et al. [183]) showing the differential and integral source
counts with different normalizations. The top left panel shows the in-
tegral source count, N(> S), the number of sources brighter than flux
density S per sterradian. The top right panel is dN/dS, or the number
of sources per sterradian with flux densities between S and S + dS.
The bottom left panel is the differential source count normalized by the
Euclidean (static universe) count of S−5/2 and the bottom right panel is
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to the background temperature per logarithmic interval of flux density.

Gervasi et al. [69] obtained fits to the source count data for different radio-

emitting galaxy populations across a range of frequencies from ν = 150 to 8440

MHz. From their fits, which ranged from 1µJy to 100 Jy, they were able to

integrate the source counts to obtain an estimate of the sky brightness tempera-

ture contribution at each of the frequencies. They determined a power-law sky

brightness temperature dependency on frequency, with a spectral index (α) of –2.7,

which is in agreement with the frequency dependence of the flux density emitted by

synchrotron-dominated steep-spectrum radio sources [31]. These estimates were

used to interpret absolute measurements of the radio sky brightness by the TRIS

experiment [199].

As part of my Masters thesis, I performed similar work using published source

count data at ν = 150 MHz, 325 MHz, 408 MHz, 610 MHz, 1.4 GHz, 4.8 GHz,

and 8.4 GHz. The survey data were was compiled in de Zotti et al. [42], with

all the individual surveys listed in Table 1.1. For each frequency I fit a 5th order

polynomial of the form

F (S) = A0 +A1S +A2S
2 +A3S

3 +A4S
4 +A5S

5. (1.5)

The fitting was initially performed using a χ2 minimization routine. The co-

efficients given by the χ2 minima were then used as starting points in a Monte

Carlo Markov Chain (MCMC) approach [107], which was used to refine the fits

and obtain estimates of uncertainty. The best-fit values for all the parameters at

each of the frequency bands can be found in Table 1.2, along with χ2 values for

each fit. The data and the best-fit lines are plotted in Fig. 1.2, which shows the

Euclidean-normalized data.

Table 1.2 shows that the χ2 values of the fits are generally reasonable (given

the different choices made for calibration and other corrections for synthetic effects

among the data sets) , with all but one of the reduced χ2 values being below 2. The

exception is for the 1.4 GHz data set, with a χ2 of over 20 per degree of freedom.

To obtain anything like a reasonable χ2 we would have to increase the errors by

a factor of four. It is worrisome that the 1.4 GHz compilation is the one with the

most available data. As can be seen in the plot, there are many data points that are
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Figure 1.2: Compilation of published survey source counts and fits at multi-
ple radio frequencies. The published data (balck points) were compiled
from de Zotti et al. [42] and the models (solid coloured lines) are fits
to the data using eq. 1.5. The references for the surveys used at each
frequency are listed in Table 1.1 and the best-fit parameter values are
given in Table 1.2. The bottom right panel shows the models from all
the frequencies on the same axes for comparison.
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Table 1.1: References for the extragalactic radio count data compilation

Frequency References
150 MHz Hales et al. [81], McGilchrist et al. [115].
325 MHz Oort et al. [131], Owen and Morrison [134], Sirothia et al. [166].
408 MHz Benn et al. [8], Grueff [77], Robertson [150].
610 MHz Bondi et al. [15], Garn et al. [67], Ibar et al. [94].

Katgert [99], Moss et al. [123].
1.4 GHz Bondi et al. [16], Bridle et al. [17], Ciliegi et al. [29], Fomalont et al. [62],

Gruppioni et al. [78], Hopkins et al. [91], Ibar et al. [94], Miller et al. [118]:
Mitchell and Condon [120], Owen and Morrison [134], Richards [148],
Seymour et al. [161], White et al. [190].

4.8 GHz Altschuler [2], Donnelly et al. [44], Fomalont et al. [59], Gregory et al. [76] ,
Kuehr et al. [102], Pauliny-Toth et al. [139], Wrobel and Krause [195].

8.4 GHz Fomalont et al. [61], Henkel and Partridge [85], Windhorst et al. [194].

Table 1.2: Best fit parameter and χ2 values for source count polynomial fits

ν χ2 Ndof A0 A1 A2 A3 A4 A5

MHz
150 68 45 6.58 0.36 −0.65 −0.19 0.26 0.099
325 59 34 5.17 0.029 −0.11 0.36 0.17 0.20
408 66 44 4.13 0.13 −0.34 −0.003 0.035 0.01
610 75 59 3.02 0.71 0.97 0.91 0.28 0.028
1400 4230 196 2.53 −0.052 −0.020 0.051 0.010 −0.0013
4800 32 47 1.95 −0.076 −0.15 0.020 0.0029 −0.00079
8400 41 29 0.79 −0.10 −0.23 −0.051 −0.019 −0.0029

inconsistent with each other, even with the relatively “large” error bars.

There are systematic differences between different surveys at 1.4 GHz, thus

particularly at the faint end (see Condon [33] for further discussion). In the µJy

range it is difficult to obtain reliable counts, since this range is close to the confu-

sion limit of most radio surveys ([34, 193], though this depends on survey resolu-

tion) and hence the level of incompleteness may be incorrectly estimated in some

surveys. Moreover, at the bright end there are significant and systematic sources

of error introduced when attempting to correct for source extension and surface

brightness limitations (see discussion in Singal et al. [165] and Subrahmanyan et al.
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[172]). In addition to these effects, the total variance is enhanced by source clus-

tering. We know cosmic variance can lead to differences in counts for small fields,

but an order of magnitude less than the observed scatter.

1.3 The Radio Background
The sum of all emission at different wavelengths yields a measure of the back-

ground, with different sources contributing at the different wavelengths. Measure-

ments of the backgrounds as a function of wavelength is shown in Fig. 1.3. Most of

the electromagnetic energy of the Universe is in the cosmic microwave background

radiation left over from the hot big bang. It has a nearly perfect 2.73 K blackbody

spectrum peaking at λ ∼ 1 mm (300 GHz) [55]. The strong UV/optical peak is

primarily thermal emission from stars, supplemented by a smaller contribution of

thermal and nonthermal emission from the active galactic nuclei (AGN) in Seyfert

galaxies and quasars. Most of the comparably strong cosmic infrared background

is thermal re-emission from interstellar dust heated by absorbing that UV/optical

radiation. The cosmic X-ray and gamma-ray backgrounds are mixtures of non-

thermal emission (e.g., synchrotron radiation or inverse-Compton scattering) from

high-energy particles accelerated by AGN and thermal emission from very hot gas

(e.g., gas in clusters of galaxies).

By comparison, the cosmic radio-source background is extremely weak. Al-

though the overall contribution from these sources is small there are some ex-

tremely powerful radio sources; they are just so rare that the build up of integrated

radiation is small. These powerful sources are now known to play an important role

in the formation and evolution of galaxies. Radio sources do trace most phenom-

ena that are detectable in other portions of the electromagnetic spectrum, and mod-

ern radio telescopes are sensitive enough to detect extremely faint radio emission.

The cosmic radio background is a combination of emission from these extragalac-

tic sources, a component from the CMB blackbody, and Milky Way emission. It

depends on the frequency as to how the contributions from these components com-

pare. However, at radio frequencies the Galaxy emission is dominant. In order

to study the extragalactic component it is therefore necessary to observe areas far

from the Galactic plane. Since the CMB blackbody radiation is well measured, it
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Figure 1.3: The Cosmic Backgrounds: the electromagnetic spectrum of the
universe [figure 1 from 159]. The brightness per logarithmic frequency
(or wavelength) interval is shown as a function of the logarithm of
the wavelength, so the highest peaks correspond to the most energetic
spectral ranges. These data are based on a compliation from Ressell
and Turner [147], with data from Smoot [168] (CMB); Hauser et al.
[84], Lagache et al. [103] (FIB); Leinert et al. [106] (NIR, UV); Dwek
and Arendt [45] (NIR); Pozzetti et al. [144] (optical); Gendreau et al.
[68], Miyaji et al. [121] (X-ray); Kappadath et al. [98], Sreekumar et al.
[169], Weidenspointner et al. [187] (γ-ray). The purple shaded region
shows the radio wavelengths which we are interested in here.
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can be effectively removed, leaving the component from extragalactic radio sources

to be studied further.

1.3.1 Source Count Contribution to Temperature

We can easily obtain an estimate of the contribution from sources to the radio back-

ground temperature (Tb). The source count and the sky temperature at a frequency

ν are related by the Rayleigh-Jeans approximation,∫ ∞
Smin

S
dN

dS
dS =

Tb2kBν
2

c2
. (1.6)

In the above equation kB is the Boltzmann constant (kB), and Tb is the sky tem-

perature from all the sources brighter than Smin. Equation (1.6) is also equivalent

to ∫ ∞
Smin

S2dN

dS
d[ln(S)] =

Tb2kBν
2

c2
. (1.7)

It is for this reason that it is convenient to show the source count weighted not by

the Euclidean S5/2 but by S2. With such a plot the source count must fall off at

both ends to avoid over-predicting the background (i.e. violating Olber’s paradox1

); hence the higher end must turn over at flux densities above those we have plotted.

The fitting of the compiled source count data can be used to obtain estimates

of the background temperature contribution by extragalactic sources at each fre-

quency. The results from integrating the best-fit models of Table 1.2 yields the

background temperatures shown in Table 1.3. To investigate the uncertainties thor-

oughly, we carried out our fits using MCMC analysis, by adopting CosmoMC [107]

as a generic MCMC sampler. The χ2 function was sampled for each set using the

polynomial in eq. 1.5, which was then fed to the sampler to locate the χ2 minimum.

Each of the six parameters of the polynomials was varied for each step of the chain

and the chains were run with 500,000 steps. CosmoMC generates statistics for the

chains, including the minimum χ2, the best fit values for each of the parameters,

and their uncertainties.
1Obler’s paradox states that a static, infinitely old universe with an infinite number of stars and

galaxies would yield a bright rather dark night sky. Thus to avoid violating this paradox the number
of galaxies must at some point turn over and stop increasing.
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Figure 1.4: Background temperature distributions from fitting published
source counts. Using Monte Carlo Markov Chains we fit the source
counts in Fig. 1.2 with eq. (1.5), then each step in the chain is used to
compute a background temperature using eq. (1.6).
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Histograms of the chain values for the background temperature are shown in

Fig. 1.4. From the width of these histograms we are able to measure the uncer-

tainty in our estimates for the background temperature, taken here as the 68 percent

area values, fully accounting for the correlations among the parameters in the poly-

nomial fits. The 1σ uncertainties are listed in Table 1.3.

Most of the histograms are fairly Gaussian, which is a reflection of the qual-

ity of the data. Source counts at frequencies with well-sampled data around the

peak contribution tend to have well-constrained background temperature values,

e.g. at 408 MHz. However, there is a noticeable irregularity with the 325 MHz

histogram. Because of the limited data available at 325 MHz, and with the peak

area of contribution having little to no data, the histogram at this frequency does

not have a well defined shape, and the uncertainty is far from Gaussian.

Over the years there have not been many estimates of the CRB made using

source count data [52, 69, 110, 143, 185]. And within this list, the frequencies

covered were rather limited and uncertainties not always quoted. It is important

to see how our estimates compare with these previous estimates. Longair [110]

gives a value for T178 = 23 ± 5 K. Wall [185] lists estimates of T408 = 2.6 K,

T1.4 = 0.09 K, and T2.5 = 0.02 K. Our results are in agreement with these earlier

estimates to within ± 2σ. The values for source contributions from Gervasi et al.

[69] tend to be a little higher than the values found here, the differences being

traceable to choices made for the limits of integration and for the parameterized

form for the fits.

1.3.2 ARCADE 2

Results from the Absolute Radiometer for Cosmology, Astrophysics, and Diffuse

Emission, or ARCADE 2 [56, 160], revived interest in the CRB and how it may

be related to the faint2 counts. The results of the ARCADE 2 experiment have

had a significant impact on the study of the radio background.This instrument pro-

vided absolute measurements of the sky temperature at 3, 8, 10, 30, and 90 GHz.

These results showed measured temperatures of the radio background about 5 times

greater than that currently determined from radio source counts, with the most no-
2In this work the terms“faint” and “bright” refer to the flux density of the source or sources and

not to intrinsic brightness or luminosity.
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Figure 1.5: Extragalactic background temperatures from ARCADE 2 and
source counts at multiple frequencies. The blue points and dot-dashed
line is an extrapolation to the frequencies used in Vernstrom et al. [182]
using the best-fit power-laws (eq. (1.8) and eq. (1.9)) from the ARCADE
2 experiment. The red points and dashed line are from the fitting of pub-
lished source counts as discussed in Sections 1.2 and 1.3.1.
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Table 1.3: Values of the integrated sky brightness and temperature contribu-
tion from radio source counts for different frequency bands. The uncer-
tainties are 1σ limits determined from Markov chain polynomial fits to
the data.

ν νIν T δT
MHz W m−2 sr−1 mK mK
150 1.8 ×10−14 17800 300
325 2.1 ×10−14 2800 600
408 2.9 ×10−14 1600 30
610 4.2 ×10−14 710 90
1400 7.5 ×10−14 110 20
4800 8.0 ×10−14 3.2 0.2
8400 9.6 ×10−14 0.59 0.05

table excess of emission being detected at 3 GHz. Since most systematic effects

explaining this emission were ruled out, we are left with the question of whether it

could be caused by some previously unknown source of extragalactic emission (or

observational error).

The ARCADE 2 experiment measured a background temperature of (54 ±
6) mK at 3.3 GHz. Several fits are provided to these data, which allow for scaling

of the result to different frequencies. The initial fit provided in Seiffert et al. [160]

is

Tb = (1.06± 0.11K)
( ν

1GHz

)−2.56±0.04
. (1.8)

There is another fit, incorporating data from lower frequencies, given in Fixsen

et al. [57] as

Tb = (24.1± 2.1K)
( ν

310MHz

)−2.599±0.036
. (1.9)

The quantities extrapolated from the ARCADE 2 data fits and our current es-

timates from source counts are shown in Fig. 1.5. Here it can be seen that the

ARCADE 2 absolute measurements lie far above source estimates, particularly at

lower frequencies. Clearly, the excess detected around 3 GHz would correspond

to a large excess at lower frequencies if the power-law behaviour continued (which

was the main result from Vernstrom et al. [182], the outcome of my Masters thesis

work).
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Singal et al. [165] suggested some possible explanations for this excess as a

new population of radio sources below current detection limits; or diffuse large

scale emission from galaxies or clusters, or the cosmic web (either from conven-

tional synchrotron emission from cosmic ray electrons or electrons from dark mat-

ter particle annihilation or decay causing synchrotron emission). All possibilities

we set out to examine with the work in this thesis.
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Chapter 2

Data

The work presented in this thesis relies on data from radio interferometric tele-

scopes. Before describing the data used I will provide a brief overview of radio

telescopes, interferometers, and the data calibration and imaging process (full de-

tails can be found in e.g. Christiansen and Hogbom [27] and Rohlfs and Wilson

[151]).

Electromagnetic wave electric field oscillations can induce voltage oscillations

in a conductor. In a radio telescope this process happens at the antenna focus in a

device called the feed; the simplest sort of feed is a linear dipole. The output of a

feed is a voltage representing power from the radio source. This power is measured

in kelvins and is referred to as the antenna temperature (the antenna temperature is

not the physical temperature of the antenna but the temperature a matched resistor

whose thermally generated power per unit frequency equals that produced by the

antenna) .

In a single dish telescope the angular resolution is given by

θ =
1.22λ

Da
, (2.1)

with λ the wavelength of the radiation received and Da is the diameter of the

telescope. In the optical, a 6-m dish provides approximately 0.025 arcsec resolu-

tion, however at radio wavelengths a single dish can achieve at best only a few

arcminute resolution. For example, the Effelsberg telescope is one of the largest

20



steerable single dish radio telescopes with a diameter of 100 m and has a resolution

of ∼ 9 arcminutes at 1.4 GHz. It is too difficult and costly to build a single dish

with a large enough diameter to achieve arcsecond or sub-arcsecond resolution and

thus we rely on interferometers.

The key concept behind an interferometer is that one can link many single dish

telescopes together, combining the signal received at each, and effectively simu-

lating a large single radio telescope dish with a diameter equivalent to the largest

distance between the smaller dishes. The distance between two dishes is known

as a baseline. The angular resolution achievable by an interferometer is 1.22λ/b,

where b is the longest baseline distance. For comparison, an interferometer with a

longest baseline of 30 km can have a resolution of 1.5 arcseconds at 1.4 GHz. The

field of view (FOV) is limited by the size of the individual antennas.

Each antenna measures different phases of the electric field wavefront arriving

from the source. The signals from each antenna are cross-correlated, the result

depending on the path taken and the distance between the antennas; the interfer-

ometer output will thus either be constructive or destructive. Adding in the Earth’s

rotation, one can imagine a source moving through the interferometer beam, giv-

ing positive and negative output, and producing a fringe pattern. The measurements

then become the complex visibilities from each baseline. Chapter 7 has more de-

tails on this method, and for a full discussion and derivations of the mathematics

of interferometry see e.g. Burke and Graham-Smith [22] and Goldsmith [74].

The beam pattern from an instantaneous sample from one pair of antennas rep-

resents one point in the Fourier plane, or uv coordinates. As the source is observed

for more time the antenna pair traces out a track in uv space. The exact shapes of the

tracks depends on the the number of baselines, antennae configuration, amount of

observing time, source declination, and local hour angle. Figure 2.1 shows two ex-

amples of the uv coverage from a 12 hour observation with the Karl G. Jansky Very

Large Array (VLA) in its most compact configuration at +60◦ Declination (Dec)

and the Australia Telescope Compact Array (ATCA) in a compact configuration at

−40◦ Dec both at ν = 3 GHz. The uv coordinates are the Fourier conjugate of

Right Ascension (RA) and Dec, with units of inverse radians (sometimes written

as kλ). The outer boundary shows the limit of the resolution, or rather the bound-

ary of the beam for a single dish with Da = b. It is important to have this uv
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Figure 2.1: Example interferometer uv coverage from two arrays. The main
panel shows the coverage for a 12 hour observation of the Very Large
Array in its most compact configuration (27 antennas, maximum base-
line 1 km) at +60◦ Dec. The inset shows the coverage for a 12 hour
observation with the Australia Telescope Compact Array (5 antennas,
maximum baseline 352 m) at −40◦ Dec. The coloured lines show the
baseline tracks. The grey regions show the coverage of a single dish
telescope with an antenna diameter equal to the maximum baseline
length.
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plane as filled as possible, which requires longer observations and telescopes with

a large number of baselines; note how much more filled in the VLA array is with

its 27 antennas compared to the ATCA with only five antennas. The more baselines

(and thus more coverage) increases the sensitivity and increases the accuracy when

transforming to the image plane.

The basic calibration steps include, deleting or flagging bad points, e.g. those

corrupted due to radio frequency interference (RFI) such as from satellites. In ad-

dition to observing the source of interest it is usually necessary to observe a strong

source with a well known brightness and spectrum in order to calibrate the data

amplitude and spectrum, and possibly a second source (usually more frequently

through out the observations) with well known phases, in order to calibrate the tar-

get phases as a function of time. Sometimes other corrections are necessary for

antenna positions offsets, delays, or the atmosphere.

In terms of imaging, the individual visibilities are gridded (with chosen weights)

and then Fourier transformed to make an image. In radio interferometry images the

point spread function (PSF) resulting from the Fourier transform of the uv coverage

and weighting functions is known as the “dirty” synthesized beam. The dirty beam

generally contains positive and negative sidelobes. A “dirty” image is the Fourier

transform of the uv data with all pixels convolved by the “dirty” beam. The image

then goes through a process known as cleaning. The cleaning process finds bright

peaks, stores them in a model as pixel flux densities known as the “clean” model,

and subtracts them from the dirty image. These model components are then con-

volved with the central Gaussian distribution of the dirty beam (which is known as

the “clean” synthesized beam) and added back to the residual image, with the final

image known as the “clean image”. This clean beam is free of sidelobes (though the

cleaned image still contains contamination from the dirty beam and its sidelobes

for fainter sources).

The remainder of this chapter will describe the observations specifically made

for use in this thesis, as well as the details of the calibration and imaging processes.
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Table 2.1: ATLAS ELAIS-S1 pointings.

ATLAS RA Dec σn

Pointing (HH:MM:SS.ss) (HH:MM:SS.ss) (µJy beam−1)
el1 1 00 : 32 : 03.55 −43 : 44 : 51.24 53.7± 4.64
el1 5 00 : 32 : 57.67 −43 : 28 : 09.00 52.3± 2.66
el1 6 00 : 33 : 50.79 −43 : 44 : 57.36 57.0± 5.31
el1 7 00 : 35 : 38.02 −43 : 44 : 57.36 57.8± 3.18
el1 8 00 : 34 : 44.40 −43 : 28 : 11.88 58.1± 7.28
el1 16 00 : 34 : 44.40 −44 : 01 : 42.84 59.2± 6.51
el1 17 00 : 32 : 57.67 −44 : 01 : 42.84 50.8± 3.61

2.1 Australia Telescope Compact Array
In order to study extended emission we were granted 12 hours of time with the

ATCA, which has good short baseline coverage needed for lower resolution imag-

ing.

We targeted a portion of the European Large Area Infrared Space Observa-

tory Survey – South 1 field [ELAIS-S1, 129], an extragalactic region originally se-

lected for ISO observations. This field was chosen because it has previously been

surveyed with higher resolution for the Australia Telescope Large Area Survey

(ATLAS) [80, 116, 126, Franzen et. al, 2014 in preparation, Banfield et. al, 2014

in preparation]. Our new observations were made with the ATCA EW352 array

configuration, which has a maximum baseline of 352 m and a minimum baseline

of 30.6 m. A total of 12 hours of observation time was obtained in a single session

on November, 28 2013. We observed using the ATCA band which is centred on

2.1 GHz, with 2 GHz of bandwidth. The bandwidth is separated into 2048 channels

of 1 MHz width. The resolution with this configuration ranges from 1 to 2 arcmin,

depending on the image frequency. We observed seven pointings in the ELAIS-

S1 field, chosen from the 20 pointings used by the ATLAS survey. The pointing

centres are listed in Table 2.1 and are shown in Fig. 2.2.
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2.1.1 Calibration

The calibration, editing, and imaging were performed using the MIRIAD1 software

package [155]. Following several rounds of RFI flagging, the source J1934+638

was used for bandpass and flux density calibration. The source PKS 0022−423

(PMN J0024−4202) was observed for 2 -minute intervals every 10 minutes and

used to correct the gain phases. The task GPCAL was utilized to derive frequency-

dependent gain solutions, solving for the gains of the upper and lower parts of the

band separately.

Observations at this frequency are highly affected by RFI, most notably at the

lowest frequencies. The task MIRFLAG was used for automated RFI flagging on the

phase calibrator source and the target fields. This allowed us to flag the majority

of interference, so that only a small amount of manual flagging was required. Each

of the seven pointings was flagged individually for uv points above an amplitude

threshold. The data were then split into two frequency bands (1.1 to 2.1 GHz and

2.1 to 3.1 GHz), and separated into individual data sets for each pointing. The last

hour of time was not usable, since the source was setting, and for the the final four

hours Antenna 1 was lost due to shadowing. In the end about 55 per cent of the

data was flagged (i.e. not used) in the 1.1 to 2.1 GHz frequency band, and about

30 per cent in the 2.1 to 3.1 GHz band.

The following analysis is only carried out for the lower part of the band (1.1

to 2.1 GHz), which, after flagging, ranged from 1.38 to 2.1 GHz, with a centre

frequency of 1.75 GHz. This decision was made because it more closely matches

the image frequency of the ATLAS survey. We planned to use the ATLAS point-

source models to subtract discrete emission from our data. The change in size of

the primary beam going from the lower band to the upper band (2.1 to 3.1 GHz)

is large, which makes accurate scaling of the point source models difficult and the

output of the subtraction at the higher frequency less reliable. For this reason we do

not believe the addition of the upper band would contribute additional meaningful

information for our analysis.
1http://www.atnf.csiro.au/computing/software/miriad/

25

http://www.atnf.csiro.au/computing/software/miriad/


2.1.2 Imaging

Imaging was first performed on the full uv data sets, primarily for the purposes of

self-calibration of the data. However, the ultimate goal was to perform subtrac-

tion of the known point sources in the fields and re-image the source-subtracted

data for further analysis. The subtraction process is discussed in more detail in

Section 5.3.1.

The MIRIAD tasks INVERT, MFCLEAN, and RESTOR were used to create and

clean the images. Due to the large frequency range covered, we used multi-frequency

synthesis and deconvolution, or cleaning (MFCLEAN). MFCLEAN attempts to solve

for a frequency dependent intensity, I(ν). Here

I(ν) = I(ν0)

(
ν

ν0

)α
, (2.2)

and solving for the partial derivative of the intensity with frequency gives the spec-

tral index,

I(ν0)α = ν0
∂I

∂ν


ν0
. (2.3)

Thus by using MFCLEAN the resulting image has two planes, the intensity at the

reference frequency and the intensity times the spectral index. This allows us to

take advantage of the large bandwidth and solve for the frequency dependence of

sources (though a high signal-to-noise ratio is usually required in order to produce

an accurate measurement). Note that this process can be complicated by the chang-

ing primary beam size at the different frequencies. There should therefore be an

additional term representing the spectral dependence of the primary beam; how-

ever, currently MFCLEAN only allows for fitting of one additional spectral term.

Instead the primary beam frequency dependence was accounted for during the mo-

saicing process.

Each pointing was cleaned separately, initially down to a level of 600µJy

beam−1. At this stage we performed two rounds of phase-only self-calibration

and one of amplitude and phase. The final images were cleaned down to 250µJy

beam−1. The resulting PSF, or synthesized clean beam, size is 150 arcsec×60 arcsec,

with a position angle of 6◦, using Briggs2 weighting [18] and a robustness factor of
2Uniform weighting of the uv data usually results in a better-behaved synthesized beam, and
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0.5. A mosaic of the seven pointings was made using LINMOS, with each pointing

having a primary beam full width at half maximum (FWHM) of roughly 27 arcmin;

the final mosaic (Fig. 2.2) has a total area of approximately 2.46 deg2.

Regarding the brightness units, radio images are often generated with bright-

ness units of Jy beam−1. However, it can be useful (particularly with this type of

discussion) to convert these units to that of brightness temperature in K (or mK).

Conversion between these units can be computed using a factor

CT =
λ210−26Wm−2

2kBΩB
, (2.4)

such that T = CTS in Kelvin, with S the flux density in units of Jy beam−1,

and where ΩB is the beam solid angle in steradians, and kB is the Boltzmann

constant. Thus for our case of a Gaussian elliptical beam with FWHM sizes of

150 arcsec×60 arcsec and frequency of 1.75 GHz, CT= 44.54. Throughout the

discussion of the ATCA data, for convenience, we present results in both units.

2.1.3 Image Noise

Obtaining a precise measure of the instrumental noise (σn) is difficult, because

with the large beam size the confusion rms σc is expected to dominate over the

instrumental noise. However, for our analysis goals an accurate measurement and

characterization of the noise is required. We employed two different techniques in

order to estimate the instrumental image noise. First we made measurements of

the noise using the “jackknife” method. This involves taking two (approximately)

equal halves of the data and creating separate images. Each of these images should

have noise equal
√

2σtotal. By taking the difference between the images and divid-

ing by two, the result is noise of the combined image, with all the signal subtracted

out. Since the noise in each half adds in quadrature, then after the subtraction,

σ =

√
σ2

1 + σ2
2

2
=

√
(
√

2σtotal)2 + (
√

2σtotal)2

2
= σtotal. (2.5)

smaller side lobes, but usually with higher noise. Natural weighting generally gives the best signal-
to-noise ratio (though not in the confusion-limited case), but at the expense of an increased beam
size. Briggs, or “robust”, weighting allows for weighting between the two options, doing so in an
optimal sense (similar to Wiener optimization).
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Figure 2.2: ELAIS-S1 mosaics. The top left panel shows the full area,
with the seven pointings outlined and labelled at their centres. The
top right panel is the final 1.75 GHz mosaic image. The bottom left
panel shows the noise across the mosaic field, with contour levels at
46, 48, 78, 120, 190, 305, 480, 760, 1200, 1900, and 3000µJy beam−1.
The bottom right panel shows the image after subtraction of the ATLAS
point sources.
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Figure 2.3: Measurements and estimates of the instrumental noise using the
jackknife method (first two panels) and Stokes V method (second two
panels) for two of the pointings. The black solid lines are from the pixel
histograms of the images and the red dashed lines are fitted Gaussian
distributions. The quoted values are the measured rms from the image
pixel values, while σFit is the width of the fitted Gaussian distributions.

It can be challenging with interferometry to create images with equal halves of

the data. Choosing two equal time chunks can introduce issues with different uv

coverage between the two data sets. We therefore chose to create two images using

the even and odd numbered spectral channels, which should give approximately

half in each set with most of the obvious types of systematic effects common to

both. The images were cleaned in the same manner and then subtracted for each

pointing. We measured the rms in the cleaned portion of the image, as well as

fitting the pixel distribution with a Gaussian to obtain a fitted rms noise σn. This

can be seen for two of the pointings in Fig. 2.3. The jackknife procedure yielded

measurements of the instrumental noise of the individual pointings of 50–65µJy

beam−1, or 2.2–2.9 mK.

We used a second approach as a check on this procedure. The Stokes V pa-

29



0 10 20 30 40 50

Distance (arcmin)

1.40

1.45

1.50

1.55

1.60

1.65

1.70

1.75

1.80

Fr
e
q
u
e
n
cy

 (
G

H
z)

1.48

1.52

1.56

1.60

1.64

1.68

1.72

1.76

Figure 2.4: Frequency dependence of the final mosaic image due to the wide-
band primary beam correction. The solid black line shows the effective
frequency 〈ν〉 from the centre to the edge of the image, as a function of
radius. The inset is the full mosaic image, with the colour scale showing
the change in effective frequency.

rameter measures circular polarization and is defined as

V = 〈E2
l 〉 − 〈E2

r 〉, (2.6)

where El and Er are, respectively, the left and right hand complex electric field

amplitudes in the circular basis as measured by the antennas. The total intensity,

or the Stokes I parameter, is defined as

I = 〈E2
l 〉+ 〈E2

r 〉. (2.7)

Extragalactic radio sources generally have low levels of circular polarisation [146]

and so a Stokes V image should have subtracted out all the signal, leaving only
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instrumental noise (similar to the jackknife, but performed in the uv plane rather

than the image plane). We therefore made Stokes V images of all the pointings

and again measured the rms and fit Gaussian distributions to the pixel probability

distributions to obtain a fitted rms σn. This yielded similar estimates of 55–65µJy

beam−1 ( 2.4–2.9 mK), as can also be seen in Fig. 2.3. For final values of σn

we averaged the measured and fitted values from the jackknife and Stokes V for

each pointing, and have listed them in Table 2.1. These values only account for

instrument noise and do not include any additional noise contributions from the

imaging process, such as uncleaned dirty beam sidelobes, artefacts from bright

sources, or from sources out in the lobes of the primary beam (of which there are

several).

For the final mosaic, each pointing had a primary beam correction applied to it,

raising the noise radially. LINMOS takes in the values of σn for each pointing and

combines pixels by weighting as

S(x, y) =
∑
i

Si(x, y)

(σn,i/pi(x, y))2
, (2.8)

where S(x, y) is the final flux density of the pixel, Si(x, y) is the flux density in

pointing i, σn,i is the noise in pointing i and pi(x, y) is the primary beam correc-

tion of pointing i at position (x, y). This results in non-uniform noise across the

field. The resulting instrumental noise for the full mosaic is shown with contours

in Fig. 2.2. The actual procedure used to combine the pointings is more compli-

cated than eq. (2.8), since, due to the wide bandwidth, the primary beam correction

becomes frequency dependent. LINMOS takes into account the bandwidth used,

as well as the spectral index information found from MFCLEAN, to correct for the

frequency effects. This results in an effective frequency 〈ν〉 in the field that varies

with distance from the centre, going from 1.75 to 1.4 GHz, as shown in Fig. 2.4.

2.2 Karl G. Jansky Very Large Array
The VLA has four main antenna configurations: A, B, C, and D. These configura-

tions range from most to least extended, respectively, and have average resolutions

at 1.4 GHz of 1.3′′, 4.3′′, 14′′, and 46′′. There are also three hybrid configurations:
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Table 2.2: Observing Runs Summary. The B∗ data were taken during BnA
configuration and transition period to A configuration, although images
were made at B configuration resolution

Configuration Start Date End Date Hours
C 2012 Feb 21 2012 Mar 18 57.0
B∗ 2014 Feb 02 2014 Feb 17 24.0

DnC, CnB, BnA. These hybrid configurations have the antennas on the east and

west arms moved out for the next configuration, and have resolutions similar to the

smaller configuration of the hybrid.

Another set of observations was made with the VLA in S-band, which ranges

from 2 to 4 GHz. There were two main observing sessions: one with the C con-

figuration (maximum baseline 3.4 km), with an average of 21 antennas; and one

with higher resolution in the BnA configuration (maximum baseline ∼ 11.1 km).

The BnA configuration’s resolution is comparable to that of the smaller, or B, con-

figuration. The observing dates and time spent in each configuration are listed in

Table 2.2.

The 3-GHz VLA pointing was selected explicitly to overlap the region Owen

& Morrison (2008) observed in the Lockman Hole at 1.4 GHz. The field is cen-

tred on RA= 10h46m00s, Dec= +59◦01′00′′ (J2000), and was originally chosen

as it is known to be a “random” (i.e. for our purposes quite crowded) field, with

few bright sources (the brightest source being 7 mJy), and no very bright radio

sources nearby. It is also covered in many other wavebands (Spitzer, Chandra,

Herschel, GMRT, and more) allowing for source cross-identification, investigation

of AGN contribution, and study of the far-IR/radio correlation. The 3 GHz (centre

frequency) S-band was chosen rather than the 1.4 GHz L-Band, because the con-

tamination from interference is less, the requirements on dynamic range are lower,

the confusion is lower, and additionally S-Band has greater available bandwidth

(2 GHz), all resulting in overall better sensitivity on average. This is in addition to

S-band being closer to the frequency of the largest ARCADE 2 observed excess

that we wanted to investigate.
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2.2.1 Calibration

This section describes the steps and details of calibrating the VLA data. The proce-

dure below describes the work on the C-configuration data; however, the steps were

the same for the B-configuration data, which were added to the C-configuration

data once they were calibrated.

Our 57 hours of observing time was spread over six observing nights between

2012 February 21 and March 18, and 50 hours of this time was spent on the target

field. The phase calibrator J1035+564 was monitored for 30 seconds every 30

minutes. The flux density and bandpass calibrators 3C 147 and 3C 286 were each

observed once per night.

The 2−4 GHz frequency range was divided into 16 sub-bands (subband also

known as intermediate frequency (IF)), each with 64 channels of width 2 MHz.

The primary beam attenuation pattern is very nearly that of a uniformly illuminated

circular aperture [36]:

A(ρ/θp) ≈
[

2J1(3.233ρ/θ)

(3.233ρ/θ)

]2

, (2.9)

where J1 is the Bessel function of the first kind and order, ρ is the angular offset

from the pointing centre, and

θp = (43.3′ ± 0.4′)

(
ν

GHz

)−1

(2.10)

is the measured FWHM of the S-band primary beam at frequency ν. The primary

FWHM ranges from 21.7′ at ν = 2 GHz to 10.8′ at ν = 4 GHz.

We used the OBIT package [39]3 to edit and calibrate the uv data; with the

six observing sessions calibrated and edited separately. Two of the 16 subbands

contained satellite RFI strong enough to cause serious Gibbs ringing in the raw

data (sidelobes in the data at the location of a discontinuity or change in the sub-

bands due to the finite number of correlator lags). Hanning smoothing (combining

adjacent spectral channels with weights 1/4, 1/2, and 1/4) suppressed this ringing

and cut the number of channels per IF to 32. Spectral channels still containing
3http://www.cv.nrao.edu/∼bcotton/Obit.html
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strong interfering signals were flagged and removed from the data, as were a few

edge channels in each subband. Prior to calibration, the remaining data samples

containing strong interfering signals were identified by their large deviations from

running medians in time and frequency, and they were flagged.

Subsequent calibration and editing consisted of the following steps:

1. Instrumental group delay offsets were determined from observations of all

calibrators and applied to all of the data.

2. Residual variations of gain and phase with frequency were corrected by

bandpass calibration based on 3C 286.

3. Amplitude calibration was based on the VLA standard spectrum of 3C 286

and was used to calibrate J1035+564. The more frequent observations of

J1035+564 were then used to calibrate the amplitudes and phases of the tar-

get uv data. Data from some antennas, time intervals, and frequency ranges

were still degraded by interference that had evaded earlier editing, corrupted

a small fraction of our amplitude and phase solutions, and were thus flagged.

4. The calibrated data were then subjected to further editing in which data with

excessive Stokes I or V amplitudes were deleted, as well as another pass at

removing narrowband interference.

After this calibration and editing, the initial calibration was reset and the whole

process was repeated using only the data that had survived the editing process. Fi-

nally, we were able to flag the small amount of the data having amplitudes sig-

nificantly above the noise. About 53% of the uv data survived all of the editing

steps. The calibrated and edited uv data from all six observing sessions were then

combined for imaging. Before imaging, the data were averaged over baseline-

dependent time intervals subject to the constraints that (1) the averaging should not

cause time smearing within our central image and (2) the averaging time should

never exceed the 20 second phase self-calibration interval.

2.2.2 Imaging

Again this section details the work on the C-configuration data, with the process for

imaging the combined C+B-configurations being the same except for the subband
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weighting used.

Observations spanning the frequency range between the low frequency limit νl

and the high frequency limit νh have centre frequency νc = (νl + νh)/2, band-

width ∆ν = (νh−νl), and fractional bandwidth ∆ν/νc. The fractional bandwidth

covered by our 2−4 GHz uv data is large: ∆ν/νc = 2/3. Using such data to make

an image suitable for measuring confusion encounters three problems, namely that

the field of view, the PSF, and the flux densities of most sources can vary signifi-

cantly with frequency. To deal with these problems, we separated the uv data into

16 subbands, each having a small fractional bandwidth, ∆ν/νc � 1. The uv data

were tapered heavily in the higher-frequency subbands, and each subband was im-

aged with an independent “robustness” [18] to force nearly identical PSFs in all

subbands. We weighted and recombined the narrowband images to produce a sen-

sitive wideband image characterized by an “effective frequency” 〈ν〉, where 〈ν〉
at any position in a wideband image is defined as the frequency at which the flux

density of a point source with a typical spectral index 〈α〉 ≡ d lnS/d ln ν = −0.7

equals its flux density in the wideband sky image. The effective frequency declines

with angular distance ρ from the pointing centre because the primary beam width

is inversely proportional to frequency.

Table 2.3 lists the centre frequencies νc of the 16 subbands and the rms noise

values σn of the 16 subband images. The fractional bandwidths of these subbands

range from 3% to 6%, so each subband image is a narrowband image. We used the

OBIT task MFIMAGE (also a multi-frequency clean algorithm) to form separate

dirty and residual images in each subband. We assigned each subband image a

weight inversely proportional to its rms noise, generated a combined wideband

image from their weighted average, and used this sensitive combined image to

locate clean components for a joint deconvolution. The clean operation used flux

densities from the individual subband images, but at locations selected from the

combined image. At the end of each major clean cycle, the clean components with

flux densities from the individual subband images were used to create residual

subband uv data and then new residual images.

In order to obtain nearly identical PSFs in all subbands, we tapered the uv

data in each subband differently and assigned individual robust weighting factors,

adjusted to ensure that each synthesized dirty beam was nearly circular with major
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Table 2.3: Frequency and noise properties of the 16 VLA subband images.

Subband Frequency σn C σn CB
number (GHz) (Jy) (µJy beam−1)

01 2.0500 9.22 8.46
02 2.1780 13.19 26.14
03 2.3060 18.17 1000.9
04 2.4340 4.48 5.09
05 2.5620 4.24 5.00
06 2.6900 4.31 4.42
07 2.8180 4.04 4.26
08 2.9460 3.72 4.75
09 3.0500 4.48 4.01
10 3.1780 3.14 3.49
11 3.3060 3.07 3.56
12 3.4340 2.97 3.19
13 3.5620 2.88 3.47
14 3.6900 3.47 4.04
15 3.8180 4.45 5.66
16 3.9460 4.40 117.38

and minor axes between 7′′ and 8′′. After CLEANing, each residual image was

smoothed by convolution with its own elliptical Gaussian distribution, tailored to

yield a circular and nearly Gaussian PSF with a precisely 8 arcsec FWHM. Finally,

all CLEAN components were restored with an 8′′ FWHM circular Gaussian beam

(for the CB-combined data the clean beam is a circular Gaussian with FWHM

2.75′′).

Two iterations of phase-only self calibration were used to remove residual

phase errors. Fluctuations, indistinguishable from confusion, are produced by

any dirty-beam sidelobes remaining in our combined image. Fortunately, they

are small, because the combination of long observing tracks and bandwidth syn-

thesis over our wide fractional bandwidth ensures excellent uv -plane coverage

and keeps the dirty-beam sidelobe levels well below 1% of the peak. Conse-

quently the highest dirty-beam sidelobes from sources in the residual image are

< 0.01 × 10µJy beam−1 ≈ 0.1µJy beam−1, so their contribution to the image

variance is more than two orders of magnitude below the (1µJy beam−1)2 contri-
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butions of noise and confusion.

2.2.3 Image Noise

We used the AIPS task IMEAN to calculate the rms noise values σn of the CLEANed

subband images in several large areas that are well outside the main lobe of the pri-

mary beam and contain no visible (Speak ≥ 6µJy beam−1) sources. This ensures

that the contribution from source signals in these regions is negligible. The σn

values are listed in Table 2.3. Next we assigned to each subband image a weight

inversely proportional to its noise variance σ2
n, generated a wideband image from

the weighted average of the subband images, and measured the noise distribution in

four large regions well outside the primary main beam and free of visible sources.

The best-fit to the logarithmic noise histogram indicates a Gaussian distribution

with an rms σn ≈ 1.02µJy beam−1.

The B-configuration data had several subbands that were more severely af-

fected by interference issues that were not resolved through the flagging and edit-

ing process; this is evident in the σn values shown in Table 2.3. For imaging and

analysis these subbands were given very small weights when combining the images

to make a centre image.

We also wanted to know the rms statistical uncertainty ∆σn in our estimate of

σn. The image PSF is a Gaussian, and the effective noise area for a Gaussian PSF

is that of the Gaussian PSF squared [32, 36]. Squaring a Gaussian PSF of width

θ yields a narrower Gaussian of width θ/
√

2 and solid angle Ωb/2. Consequently

there are actually 2N statistically independent noise samples in Ω = NΩb beam

solid angles, and the rms fractional uncertainty in σn is

∆σn

σn
=

(
1

2N

)1/2

, (2.11)

not the commonly believed (1/N)1/2; for further discussion on this see Appendix

A of Condon et al. [37].

The final result is σn = 1.012± 0.007µJy beam−1. In theory the rms noise is

uniform across the image prior to correction for primary-beam attenuation, so we

used this value to estimate the noise in confusion-limited regions near the pointing
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Figure 2.5: Lockman Hole VLA 3 GHz images. The top left shows the C-
configuration field before correction for the primary beam. The top right
panel is the field after wide-band primary beam correction. The bot-
tom left panel shows the noise change across the field after wide-band
primary beam correction. The bottom right panel shows the effective
frequency after the wide-band combination.
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centre. The total intensity-proportional error arising from uncertainties in the flux-

density calibration and primary beamwidth is not more than 3% inside the primary

beam half-power circle. For more details on the imaging process and noise mea-

surements see section 2.4 of Condon et al. [37]. The noise for the combined CB

data is σn = 1.15± 0.007µJy beam−1.

2.2.4 The SNR-Optimized Wideband Sky Image

Our final wideband image of the sky was made with weights designed to correct for

primary-beam attenuation and simultaneously maximize the signal-to-noise ratio

(SNR) for sources having spectral indices near 〈α〉 = −0.7, the mean spectral

index of faint sources found at frequencies around 3 GHz [31]. This differs from

the traditional weighting designed to minimize noise, which maximizes the SNR

in a narrowband image, but in a wideband image only if 〈α〉 ≈ 0. The brightness

bi(ρ) of each pixel in each of the i = 1, 16 subband images was assigned a weight

Wi(ρ, νc) ∝
[

ν
〈α〉
c

σnA(ρ, νc)

]2

, (2.12)

where the rms noise σn and centre frequency νc of each subband image is listed in

Table 2.3. Each pixel in the weighted wideband sky image was generated from the

ratio

b(ρ) =
16∑
i=1

[bi(ρ)Wi(ρ)]

/ 16∑
i=1

Wi(ρ). (2.13)

The final C-configuration images, before and after primary beam correction, are

shown in the top panels of Fig. 2.5.

Even at the pointing centre, weighting to optimize the SNR for 〈α〉 = −0.7

increases the sky image noise slightly from σn = 1.012 ± 0.007µJy beam−1 to

σn = 1.080± 0.007µJy beam−1. Away from the pointing centre, the frequency-

dependent primary-beam attenuation correction causes the rms noise on the sky

image to grow with the radial offset ρ. Weighting also affects how the effective

frequency 〈ν〉 at each point in the wideband sky image decreases with the offset ρ

from the pointing centre. Also, 〈ν〉 in our sky image declines monotonically from

3.06 GHz at the pointing centre to 2.96 GHz at ρ = 5 arcmin. The radial changes in
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Table 2.4: Image properties for the wide-band VLA data. The reported noise
values are all after correction for the primary beam and frequency weight-
ing effects, with ρ being the distance from the pointing centre. The clean
beam size, θB, is the FWHM, and the synthesized beam solid angle, ΩB,
is (θ2

Bπ)/(4ln2).

Quantity Value C-data Value CB-data Unit
〈ν〉 in centre 3.06 3.036 GHz
〈ν〉 at 5 arcmin 2.96 2.96 GHz
〈ν〉 inside 5 arcmin Ring 3.02 3.02 GHz
Pixel size 1.252 0.5 arcsec
Clean beam FWHM, θB 8.00 2.75 arcsec
Beam solid angle, ΩB 72.32 8.55 arcsec2

σn(ρ=0) 1.08 1.15 µJy beam−1

σn(ρ = 5′) 1.447 1.54 µJy beam−1

σn(ρ ≤ 5′) 1.255 1.33 µJy beam−1

noise and frequency are shown in the bottom panels of Fig. 2.5. The final image is

confusion limited in the sense that the rms fluctuations are everywhere larger than

the noise levels. Table 2.4 provides a summary of the image properties.

2.3 SKADS Simulation
Throughout this work we rely on using realistic simulated radio data from the

Square Kilometre Array (SKA) Simulated Skies (S3) simulation4. This is a com-

puter simulation of the radio and submm Universe, dedicated to the preparation of

the Square Kilometre Array and its pathfinders. This simulation was led by the Uni-

versity of Oxford as part of the Square Kilometre Array Design Studies (SKADS).

While several simulations were done, we used only data from S3-SEX, which is a

semi-empirical simulation of extragalactic radio continuum sources in a sky area

of 20◦ × 20◦, out to a cosmological redshift of z = 20.

The simulation is based on a realisation of the linear matter power spectrum

produced by CAMB [108]. The cosmological model used is: Ωm = 0.3, Ωk = 0.0,

w = −1.0, h = 0.0, fbaryon = 0.16, σ8 = 0.74, b = 1.0, and fNL = 0. This den-

sity field realisation is gridded in cells of size 5 h−1 Mpc, from which galaxies are
4http://s-cubed.physics.ox.ac.uk/
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sampled. The galaxy bias function b(z) follows the description of Mo and White

[122] with a cut-off redshift for different galaxy types. Thus cut-off is chosen so

that the bias is held constant above a given redshift to prevent exponential blow-up

of the clustering. Galaxy clusters are identified by looking for regions with den-

sities larger than the critical density with the use of the Press-Schecter [145] and

Sheth-Tormen formulations [163]. The simulated sources were drawn from four

types of calculated luminosity functions (radio-loud AGN of high and low lumi-

nosities, radio-quiet AGN, star-forming galaxies, and starburst galaxies). These

galaxies were inserted into the evolving dark matter density field. This simulation,

therefore, has realistic approximations of the known source counts and contains

both small and large-scale clustering. Full details of the simulation are described

in Wilman et al. [191].
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Chapter 3

Confusion and P(D)

3.1 Confusion
The traditional way of doing a source count, as discussed in Section 1.2, is to

fit for and count all the sources in an image above some threshold, generally >

5σ. The problem with this is the uncertainties in the peak finding and fitting, as

well as corrections for sizes, flux boosting, and clean bias (see Chapter 6 for more

discussion on these corrections) all create a lot of uncertainty in the source count.

Another way to obtain a statistical estimate of the source count is to take advantage

of something known as confusion. Confusion is a term which refers to the blending

of faint sources due to the telescope beam or PSF. There is such a thing as natural

confusion, which is the blending of faint sources due solely to their number density

causing overlap on the sky. However, here we focus on the confusion resulting from

the finite resolution of the telescope.

In a noiseless image with just point sources convolved with a telescope beam

the shape of the normalized histogram of the pixels, or 1D probability distribution

function (PDF) , is dictated by the source count in the image and the shape of

the beam. To illustrate this we made a simulated image of point sources with no

noise and a realistic source count. We then convolved it with several different sized

Gaussian beams and looked at the pixel histograms, which is shown in Fig. 3.1. The

top row shows the simulated image convolved with four different Gaussian beams.

The middle row shows the beams, while the bottom row shows the PDFs. This
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figure shows that as the beam size gets larger more sources are blended together,

thus widening the PDF.

The confusion noise (σc) is the width of the PDF due to confusion. The noise-

less distribution will generally have an extended bright tail such that the method

of finding σ of a Gaussian shaped curve does not give an accurate estimate of the

width. Instead, to find σc we find the median and D1 and D2 such that

median∑
D1

P (D) =

D2∑
median

P (D) = 0.34 (3.1)

when normalised such that the sum of the PDF= 1 (with D being the observed

brightness or pixel value), since in the Gaussian case 68 per cent of the area is

between ±1σ. The confusion noise is then σc = (D2 − D1)/2 (thus yielding an

estimate of something resembling the σ of a Gaussian distribution).

However, in the real world we have instrument noise from our telescope added

to the confusion noise, such that the total noise is σt =
√
σ2

n + σ2
c . In terms of

the PDF the instrument noise adds more width and becomes degenerate with the

contribution from faint sources. For this reason, to attempt to measure faint counts

using confusion, it is best to have σn ≤ σc. We illustrate this by taking one of

the noiseless images from before, at a set beam size of 8 arcsec, and add Gaussian

random beam-convolved noise to the image while varying the σn of the noise. This

is shown in Fig. 3.2, where the top row is the sources plus noise, the middle row

is just noise, and the bottom row shows the histograms from the noise, noiseless

sources, and noisy sources. This shows that as the instrumental noise decreases,

and drops below the confusion noise, the combined histogram’s shape approaches

that of the noiseless histogram, which is what is to be estimated.

For data where the confusion noise is larger than the instrumental noise, which

can be achieved by choosing the beam size and exposure times, the method of

Probability of deflection (P (D)) can be used in order to model the source count

below the current cut-offs. This method, which forward models the source count

by fitting the image histogram, is described in detail in the next section.
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images have the same colour scale. The middle row shows the peak
normalized beams. The bottom row shows the image pixel histograms
and the confusion widths as measured by eq. 5.1.

44



800

600

400

200

0

200

400

600

800

S
o
u
rc

e
s+

n
o
is

e
 (

a
rc

se
c)

ΩBeam=8.0" σN=12.04 ΩBeam=8.0" σN=5.99 ΩBeam=8.0" σN=1.5 ΩBeam=8.0" σN=0.48

800

600

400

200

0

200

400

600

800

N
o
is

e
 (

a
rc

se
c)

20 10 0 10 20 30

D (µJy beam−1 )

10-3

10-2

10-1

P
(D

) 
(µ

J
y

b
ea

m
−

1
)−

1

σT=12.53

σC=1.29

σN=12.04

20 10 0 10 20 30

D (µJy beam−1 )

σT=6.5

σC=1.29

σN=5.99

20 10 0 10 20 30

D (µJy beam−1 )

σT=2.13

σC=1.29

σN=1.5

20 10 0 10 20 30

D (µJy beam−1 )

σT=1.4

σC=1.29

σN=0.48

Figure 3.2: The top row shows simulated images with sources and noise each
convolved with s beam of FWHM= 8.0 arcsec; all images have the same
colour scale. The middle row shows the same regions with just noise
and no sources; all images have the same colour scale. The bottom row
shows the image pixel histograms for the noiseless case (solid black
lines), just noise (dashed lines), and sources plus noise (solid coloured
lines). The σ values listed are σt =total combined width, σc = noiseless
confusion, and σn = instrumental noise as measured by eq. 5.1.
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3.2 Probability of Deflection
The method of P(D) was introduced by Scheuer [156] as the probability of pen

deflections on a chart-recorder from a single baseline of a two-element radio inter-

ferometer. The P(D) distribution of an image is the PDF of pixel intensities, or the

“1-point statistics”. Condon [30] and Scheuer [157] gave analytical derivations of

P(D) for a single power-law model of a source count. The method which has been

most often applied is to count the objects in the map brighter than some cut-off

(usually about 5σn) and use P(D) analysis for the faint end of the count, constrain-

ing an amplitude and a slope. A similar approach with the VLA data described

here was carried out in Condon et al. [37], where a simple power law was fit to

the count below 10µJy. In this paper we follow the more computationally inten-

sive approach of Patanchon et al. [138] to apply a histogram-fitting procedure for

the full range of image source brightnesses. This approach does not require that

the source count model be a power law, allowing for more flexibility in accurately

modelling the true source count. For completeness we give here a brief summary

of the statistics of P(D), providing some specific details on how we applied this

to the 3 GHz VLA data. For more detailed derivations see Condon [30], Takeuchi

et al. [176], and Patanchon et al. [138].

The deflection, D, at any point (pixel) is an image intensity (in units such as

Jy per beam solid angle) at that point. P(D) is then the probability distribution of

those deflections in some finite region of the image. The differential number count

dN(S)/dS is the number of sources per steradian with flux densities between S

and S+dS per unit flux-density interval. The relative point spread functionB(θ, φ)

is the relative gain of the peak-normalised CLEAN beam at the offset of a pixel

from the source1. The image response to a point source of flux density S at a point

in the PSF where the relative gain isB(θ, φ) is x = SB(θ, φ). The mean number of

source responses (e.g. pixel values) per steradian with observed intensities between
1An assumption with the P(D) method is that the PSF is constant across the image. With single

dish observations or those done at other wavelengths, such as sub-mm or infrared, this may not
always be the case. However, with our interferometric image the synthesized beam is set before
transformation from the Fourier plane to the image plane. Thus, with our VLA data the PSF is a
constant size and shape across the entire image
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x and x+ dx is R(x)dx [see 30, for example], with

R (x) dx =

∫
Ω

dN

dS

(
x

B(θ, φ)

)
B(θ, φ)−1 dΩ dx . (3.2)

The PDF for the observed flux density in each sky area unit (in this case an im-

age pixel) is the convolution of the PDFs for each flux density interval over all flux

densities – this is P(D). The convolution in the image plane is just multiplication

in the Fourier plane of the individual characteristic functions. In this case D is the

total flux density from all sources with the observed flux density x. Thus, p(ω) is

p(ω) = exp

[∫ ∞
0

R (x) exp (iωx) dx−
∫ ∞

0
R (x) dx

]
, (3.3)

and P(D) is the inverse Fourier transform of this,

P (D) = F−1 [p(ω)] . (3.4)

The P(D) distribution in a noisy image is the convolution of the noiseless P(D)

distribution with the noise intensity distribution. Convolution is equivalent to mul-

tiplication in the Fourier transform plane, and the Fourier transform of a Gaussian

is a Gaussian, so for Gaussian noise with rms σn,2

P (D) = F−1

[
p(ω) exp

(
−σ2

nω
2

2

)]
. (3.5)

The task then boils down to using the measured P(D) to constrain a model for

dN/dS, via R(x), for a given noise and beam.

3.2.1 P(D) Simulation Tests

To test our model and statistical approach we used data from the SKADS S3 sim-

ulation (see Section 2.3 for details). Using these data allowed us to test not only
2In the case of single dish observations, or steep-slope counts (γ > 2), the mean deflection above

absolute zero µ should also be subtracted off, such thatD would then represent the deflection about µ
rather than zero. The mean deflection can be found from µ =

∫
xR(x)dx. The zero point of the P(D)

distribution is lost in an interferometer image, which has no “DC” response to isotropic emission, so
the zero point must be a free parameter when fitting our VLA data to model P(D) distributions.
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the functionality and accuracy of our code, but also any effects that small-scale

(beam-sized) clustering might have on the output, by comparing the fitted model

to the known input.

We used the simulated data at 1.4 GHz, the closest frequency in the simula-

tion to our VLA data. The full size of the simulation is 400 deg2, from which

we extracted the central 1 deg2. The simulated image was constructed to have the

same beam and pixel size as our VLA data. Random (beam-convolved) Gaussian

noise was added to the simulated image, with σn = 2.14µJy beam−1 rms. This

noise value is slightly larger than that of our VLA image central 5 arcmin due to

the simulation being at 1.4 GHz instead of 3 GHz. The model count was set up as

described in Section 4.4, with six variable nodes and two fixed ones. The faintest

node was set at 10 nJy, as this was the faintest flux density simulated in the data.

The second node was set at 0.1σn.

The output from the MCMC fitting to the simulated data can be seen in the

top panel of Fig. 3.3 and the P(D) distributions are shown in Fig. 3.4. The plot

shows the marginalised mean amplitudes from each parameter’s likelihood distri-

bution for all six nodes. The values for the six nodes and the χ2 values at each

point in the chain can be used to compute 68 per cent confidence intervals (use-

ful for examining the full likelihood surface, since there are shape changes due to

the parameter degeneracies, as discussed in Section 4.5.2). The results from this

simulated image indicate that our fitting procedure is unbiased; the input source

count model is always within the relevant confidence regions. There is some slight

deviation from the input count for the faintest three nodes. This is perhaps not un-

expected, since this region is well below the instrumental noise. However, while

the error bars on the faintest node are large, it is important to note that that the

count is still constrained; even the 95 per cent limits for this node do not reach the

high and low limits given to the MCMC routine. The marginalised mean for the

faintest node is within 1 per cent of the input value, even though this is two orders

of magnitude below the noise limit. This test shows that the method and model are

not only capable of fitting the underlying source count of an image, but that there

is still information about the count well below the instrumental noise, as long as

that noise value is known well.
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Figure 3.3: Euclidean-normalised source count from SKADS simulation.
The black points are real data counts from the de Zotti et al. [42] com-
pilation. Top: MCMC marginalised mean (blue line and points) node
positions. The black dashed line is the input source count model from
Wilman et al. [191]. The shaded area is the 68 per cent confidence re-
gion. Bottom: The marginalised mean node positions from the simu-
lated image, zoomed in on the region S ≤ 2µJy, taking into account
source sizes and clustering (blue solid line), but with sources all un-
resolved (red dashed line), and for unresolved sizes and random po-
sitions (green dotted line), with 68 per cent confidence regions as the
dot-dashed purple, orange, and green lines.
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3.2.2 Clustering and Source Sizes

The simulated image included sources with varying sizes, sources with multiple

components, and the underlying clustering information. In Wilman et al. [191]

the angular two-point correlation function, w(θ), is shown for the full simulation;

this is a little higher than measurements made by Blake et al. [13] at a somewhat

brighter flux density limit. We computed w(θ) for the specific 1 deg2 simulated

sample. The function w(θ) is usually approximated by a power law of the form

w(θ) = Aθ−γ( or sometimes written as w(θ) = (θ/θφ)−γ). Blake and Wall

[11, 12] found A = 1.0× 10−3 and γ = 0.8, using data from the the NRAO VLA

Sky Survey [NVSS; 36]. We assumed γ = 0.8 and calculated θφ for the subset of
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simulated data we used. Using all the sources down to the limit of 10 nJy we found

θφ = 1.6 × 10−5 deg or 0.06 arcsec. The sources are certainly clustered on the

scale of our beam (' 8 arcsec), but very weakly, because θ◦ (the angular scale for

non-linear clustering) is so small compared with our synthesized beam size. Our

P(D) calculation does not take into account any clustering correction. It also does

not account for source sizes, but assumes that all the sources are unresolved. While

in the case of both the VLA data and the simulated data, many of the sources are

smaller than the beam, we know that this is not the case for all of them. In the

simulated data there are roughly 700,000 sources, with a mean major axis size of

1.4 arcsec and mean minor axis of 0.8 arcsec, giving a mean source solid angle of

ΩS' 1.27 arcsec2 (before convolution with the beam). This is much smaller than

our beam solid angle of 72.3 arcsec2.

To test what kind of effect source sizes and clustering have on the model fitting,

two other images were made. The first kept the source position information, so that

any clustering would be preserved, but all source size information was neglected.

Every source, single and multi-component, was set to a single delta function with

flux density equal to the total source flux density, and then this was convolved with

the beam. The second image also had all the sources as delta functions, but in this

case the positions were randomised as well, so that the sources were unclustered.

The MCMC fitting was rerun on histograms from these two simulated images with

all other factors being the same. The results from fitting each of the three images

are compared in the bottom panel of Fig. 3.3.

The amplitudes and error regions of the three brighter S nodes are the same in

each case. The only differences are for the faintest nodes, which are more difficult

to constrain. Comparing the full image with the case where no size information

is present, we see that the full image case is higher; as anticipated given that with

the larger source sizes one might expect more blending, more bright pixels, and

a slightly wider histogram. When comparing the case with randomised positions

and unresolved sources, again the results are the same down to about the noise

level, although fainter than this does give lower values. This again is expected, due

to the lack of both source sizes and clustering. Clustering within the beam will

tend to boost the pixel values after beam convolution, producing a slight widening

of the distribution [see 175]. We would expect these fainter nodes to be of lower
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amplitude without clustering, as seen. When not accounting for source sizes or

clustering, the largest fractional change in node amplitude from the full image is

2.3 per cent at the first node, 2.2 per cent for the second node, with the others all

1 per cent or less; all of the values lie within the 68 per cent confidence limits of

the full simulation. These results make us confident that neglecting the effects of

clustering and source size when fitting our real data results in no significant bias.

Regarding the issue of source sizes, it is important to note that P(D) counts

are much more robust than comparably deep individual source counts. This is

because P(D) counts use a much bigger beam. For example, the 8 arcsec VLA

beam corresponds to about one source per beam. Individual sources can be counted

reliably only if there are at least 25 beams per source. This means the beam width

for individual counts can not be much bigger than 8./
√

25 ∼ 1.6 arcsec, which is

quite close to the mean source size in the SKADS simulation and would require

large corrections for partial resolution of the sources. The mean source size from

the SKADS simulation is small enough compared to our beam that source size

should not impact the P(D). It should be noted, however, that the SKADS sizes

are larger than estimates from high-resolution studies of faint radio sources. For

example, Muxlow et al. [124] finds the average source size for weak radio sources

to be closer to 0.7 arcseconds.
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Chapter 4

Discrete-Source Count

4.1 Introduction
There has been considerable discussion recently about possible different types of

radio sources contributing to the source count at flux densities fainter than the limits

of the current source counts. Measurements from ARCADE 2 indicate the pres-

ence of an excess of radio emission over previous measurements or estimates using

source count data. Vernstrom et al. [182], motivated by the ARCADE 2 results,

presented new estimates of lower limits to the background from a compilation of

source counts at eight frequencies and found an expected value for the background

temperature almost five times lower than that of ARCADE 2 at 1.4 GHz.

The ARCADE2 results suggested that this excess emission might be coming

from a previously unrecognized population of discrete radio sources below the flux

density limit of existing surveys, and that this new population might be seen in

radio source counts extending to lower flux density levels. This issue was further

examined by Singal et al. [165], who concluded that this emission could primarily

be coming from ordinary star forming galaxies at z > 1 only if the far-IR/radio

ratio decreases with redshift. In other words we can only explain the background

results with sources if they break the far–IR/radio correlation [79].

Vernstrom et al. [182] (Chapter 1) also showed that the known radio source

counts cannot on their own account for the ARCADE 2 excess, although the source

counts, at least at 1.4 GHz, are not inconsistent with a possible upturn below about
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10µJy. Such a possible upturn is mainly driven by the faintest count available

at 1.4 GHz, from Owen and Morrison [134]. Owen & Morrison found that their

(Euclidean-normalised) count, which extends down to 15µJy, did not decrease

with decreasing flux density (compared to static Euclidean counts), but seemed to

level off or even show signs of increasing. It is important to note that the Euclidean-

normalised count (S5/2dN/dS) does not need to level off or turn up to explain the

high ARCADE 2 background temperature; it is sufficient that S2dN/dS levels off

or turns up.

New 3-GHz data from the VLA, reach down to µJy levels [37] and the result-

ing map is the deepest currently available. In this previous paper we estimated the

source count from 1 to 10µJy using a technique known for historical reasons as

P(D) analysis [30, 156]. This approach allows a statistical estimate of the count

from a confusion-limited survey, extending down to flux densities below the con-

fusion limit. P(D) is the probability distribution of peak flux densities in an image.

This approach results in statistical estimates of the source count that are much

fainter than the faintest sources that can be counted individually (about 5 times the

rms noise). The count model used in Condon et al. [37] was a single power law

over a limited flux density range. However, there appeared to be evidence for a

break in the slope somewhere in this region and certainly the results did not sup-

port any upturn in the count. While this previous result puts strong limits on the

µJy count, it is possible that more comprehensive analysis of the P(D) distribution,

with a more general count model, could reveal additional information about the

true shape of the count, as well as constraining the count fainter than 1µJy.

Here we present a more sophisticated modelling approach to the P(D) fitting

process, motivated by Patanchon et al. [138], using a model based on multiple

joined power laws. The statistical uncertainties here are evaluated using Markov

chains. We test this technique with a large-scale simulation incorporating realistic

source sizes, multi-component sources, and clustering. This method allows for

exploration of the flux density limit of the P(D) approach, and the count below the

confusion noise, as well as a thorough non-parametric error analysis.

Sections 4.2 and 4.3 describe the process adopted for model fitting and error

analysis. In Section 4.4 we discuss the models used in the fitting and the details

of their application to the VLA data. In Section 4.5 we present the results of the
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fitting from two different models, a discussion of the parameter degeneracies, and

the derived radio background temperature. Section 4.6 gives a discussion of the

systematics and comparisons with previous results.

For all the work in this Chapter only the VLA C-configuration data were used,

as described in Section 2.2.

4.2 P(D) and Image Noise
It is important to have an accurate measure of the instrumental noise in the image

for analysis. As mentioned in Section 2.2 we created 16 images from the different

S-band frequency sub-bands. The images created from the UV data should have

constant instrumental noise across the images, before any primary beam correc-

tions and neglecting any deconvolution artifacts or contamination from dirty-beam

sidelobes (which in our case were small with the largest dirty-beam sidelobe con-

tamination being ' 0.1µJy beam1). We used the AIPS task IMEAN to calculate

the rms noise values of the CLEANed sub-band images in four large areas well

outside the primary beam of each. This ensures that the contribution from source

signals in these regions is negligible. The 16 images were combined with weights

inversely proportional to the sub-band noise to create the 3 GHz centre image. The

noise was then measured again in several large areas outside the 3 GHz primary

beam area of the centre image. From these measurements we obtained our noise

estimate of σn = 1.012 ± 0.007µJy beam−1, constant across the image, before

the primary beam correction. For more details on the imaging process and noise

measurements see section 2.4 of Condon et al. [37].

For the basic P(D) calculation using eq. (3.5), it is assumed that the noise,

σn, is constant across the image. However, for our VLA data this is not the case.

While the true instrumental noise does not change, because of the primary beam

correction and frequency weighting effects, the noise measured in µJy beam−1

increases radially with distance, ρ, from the pointing centre. The noise for the

ring of pixels at a radius of 5 arcmin has already increased from 1.08µJy beam−1

to 1.447µJy beam−1. However, the actual noise contributing to the P(D) is a

weighted combination of the variance of the rings inside some set radius. Thus,

for a circle of radius 5 arcmin the weighted effective noise from all the rings inside
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Figure 4.1: Change in image noise as a function of ring radius. The lines
show how the noise at each ring changes with distance from the centre
(black solid line) and the weighted noise within a ring of that radius (red
dashed line).

is 1.255µJy beam−1, as seen as the red dashed line in Fig. 4.1. We have to choose

an area where the variation in the noise is not too large, since for a P(D) analysis we

want σn to be roughly constant. For highest accuracy we would also like σn ≤ σc,

where σc is the confusion noise; and yet we want the area to be as large as possible

to provide the most samples. We chose to carry out the main P(D) calculation

within the central 5 arcmin, where the fractional change in the noise has a broad

minimum and the effective noise is ≤ σc.

When binning the pixels for the histogram, weighting must be applied for the

histogram to reflect the effective width of σ∗n= 1.255µJy beam−1. To accomplish
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this the area is split into sub-rings with radii (as measured from the mid-point radius

of the ring) increasing by 0.11 arcmin. A histogram is made for each ring and a

value equal to

wk =
1

σ4
nk

, (4.1)

gives the pixel weight in the kth ring. The σnk is the value of the noise, after the

primary beam correction, in the kth ring (the black line of Fig. 4.1). The weights,

wk, go as σ−4
nk

because in this case the estimator is a variance, and thus the weights

go as the square of the variance, or the variance of the variance [see section 3 of 37,

for a more detailed discussion of the noise, weighting, and choice of area]. These

weights are applied to each ring histogram and the histograms are combined. The

rings used for the central 5 arcmin can be seen in Fig. 4.3. This weighting scheme

takes into account the areas of the rings but also favours the more sensitive (lower

noise) rings.

The weighting also affects the uncertainties on the bins for the combined his-

togram. There are 23 rings in the central area and thus 23 histograms; each of those

histogram’s bins has Poisson uncertainties of ςi,k =
√
ni,k, for the ith bin of the

kth histogram (or kth ring). The uncertainties of the combined histogram are then

a weighted combination of these such that,

ςi
2 =

∑
k

ni,kw
2
k, (4.2)

which can be seen compared with the standard
√
ni Poisson value in the bottom

panel of Fig. 4.4. It is these bin uncertainties that are used when model fitting.

Additionally, to increase the amount of data used to constrain the count we

ran the fitting in two other zones. The first extends from 5 to 7.5 arcmin, and

the second covers from 7.5 to 10 arcmin. The effective noise inside this second

zone is 2.005µJy beam−1 and the effective noise inside the third zone is 3.550µJy

beam−1. With just the 0 to 5 arcmin zone we are sampling about 8 per cent of

the available pixels. The use of all three zones brings that up to around 32 per

cent of the image pixels. While this still leaves a large fraction of the total image

unused for constraining the count, outside a 10 arcmin radius the instrumental noise

overwhelms the confusion noise.
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The frequency-dependent primary beam correction, and our weighting scheme,

does mean that our image noise is not purely Gaussian, as is assumed in the P(D)

calculation. We ran a simulation to see by how much our noise might be deviating

from Gaussian and whether this could impact our fitting. We created images of

random Gaussian noise, of the same size as our central 5 arcmin and convolved

them with a Gaussian distribution the same shape and size as our beam. We then

applied the same corrections as to our actual data and created a weighted histogram

of each using the process described above. A Gaussian distribution was fit and cal-

culated for each sample noise image, and then the noise image P(D) and that of

the fitted Gaussian distributions were both convolved with a noiseless P(D) from a

source count model (the specific source PDF used can be seen in Fig. 4.9). After

100 trials we calculated the mean P(D) from the noise histograms, fitted Gaussian

distributions, noise histograms convolved with the source model PDF, and fitted

Gaussian distributions convolved with the source model PDF. These four means

can be seen in the top panel of Fig. 4.2, with the ratio of the fitted Gaussian dis-

tributions to the noise images shown in the bottom panel. We can see that for the

noise alone the true weighted histograms do deviate from Gaussian distributions

starting at around 3σ, with the largest deviations being about a factor of 2.5 in the

5σ region. However, once convolved with the source count P(D) the deviation is

much smaller. There is then no discernible difference in the two distributions on

the positive side. On the negative side the maximum deviation from the Gaussian

model is only about a factor of 1.25, and this is only in the 4−5σ range, where in

the images there are likely only 0−3 pixels/bin. Thus, with our current data this

should not present any bias in the fitting.

4.3 Model Fitting
When calculating the P(D) distribution we use very fine binning in flux density: 218

bins with bin size = 0.04µJy beam−1. The output PDF is then interpolated onto

the bins used for the image histogram to perform the fit. We calculate and fit P(D)

over the entire range of pixel values in the given image. For the image histogram

we use a bin size of 0.3µJy beam−1 below D = 10µJy beam−1. However, for

pixels with flux densities above 10µJy beam−1 there would be very few pixels per
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panel shows the central 5 arcmin, where the red dashed lines are rings
used for weighting the histogram for the primary beam and the blue
crosses are the pixel locations from one of the grids, with spacing be-
tween the points equal to the beam FWHM. The lower panel is the same
image out to 10 arcmin, with the red dashed lines now showing the sep-
aration of the three noise zones discussed in Section 2.2.3.
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Figure 4.4: Bin correlations and uncertainties. The top panel shows the bin-
to-bin correlation coefficients for one row of the correlation matrix at the
peak, computed using eq. (4.5). The black dashed line shows the corre-
lation values computed from full pixel histograms of 20,000 simulated
images. The red solid line indicates the correlation values for the same
bin computed from 20,000 simulated images but with the histograms
made from pixels separated by one beam FWHM. The bottom panel
shows the uncertainties for each bin. The black dashed line is ς=

√
ni

and the red solid line is the uncertainty ς due to weighting calculated
from eq. (4.2).
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bin, because of the small bin size as well as the lack of bright sources in the image;

thus a majority would have value 0 or 1. To ensure a large enough number of pixels

per bin (to use a Gaussian approximation for fitting) we used expanded bin sizes in

the tails. The bin size above 10µJy increases to ensure a minimum of 10 pixels in

all bins. A total of 65 bins were used for the central 5 arcmin region, spanning the

range −7µJy beam−1 to 6900µJy beam−1.

We have developed a code to fit P(D) based on a set of input model parameters.

The input model need not be a simple power law, and may take on various forms, as

long as it is continuous over the chosen flux density range. To fit the parameters we

forward-model and use Markov chain Monte Carlo (MCMC) sampling methods.

We make use of the publicly available MCMC package COSMOMC [107]1, which,

while developed for use in cosmological modelling, may be used as a generic sam-

pler, if one provides data, model, and likelihood function. The MCMC code varies

the input parameters in order to minimize the chosen fit statistic. Once the chain

has past the “burn-in” phase it converges near the minimum and will then sample

the parameter space, drawing from the parameter’s proposal density to decide on

the next step in the chain. A well chosen proposal density can improve the effi-

ciency of the fitting procedure. For all of our chains we first ran sample chains,

with about an order of magnitude fewer steps than the final chains, and used these

to compute the covariance matrix of the parameters, which we then supplied to the

MCMC code to use for the proposal density.

There has been discussion about the optimal choice of statistic to use for P(D)

fitting. One possibility is to use the classical χ2, as done by Friedmann and Bouchet

[65] and Maloney et al. [112]. However, the weighting of 1/ni, with ni being the

number of pixels in the ith bin, will tend to over-weight the bins when ni is small,

giving more weight to the tails of the distribution Since for small numbers the

uncertainty is not well modelled by
√
ni, this option is not ideal. Another choice

is to minimize the more correctly calculated negative log likelihood, as done by

Patanchon et al. [138] and Glenn and e.a. [73]. While this method gives proper

weighting, the problems come when trying to interpret the goodness of the fit. For
1http://cosmologist.info/cosmomc/
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the P(D) model with Poisson statistics the log likelihood is defined as

logL = −
∑
i

ni log(pi)− log(N !) +
∑
i

log(ni!). (4.3)

Here N is the total number of pixels in the image, pi is the probability in the ith

bin when the PDF is normalised to sum to one, and ni is the the number of image

pixels in the ith bin. In the limit that ni � 1 this approximates a χ2 distribution:

χ2

2
' 1

2

∑
i

(ni −Npi)2

Npi
+K, (4.4)

where K is a normalisation factor usually taken to be K = (1/2)
∑

i(Npi). How-

ever, when the log likelihood of eq. (4.3) does not equal the left hand side of

eq. (4.4) it can be difficult to determine K and therefore difficult to interpret the

log likelihood.

Neither of these two methods takes into account the fact that the pixels in the

map (and hence bins in the histogram) are correlated. Due to the sources and noise

being convolved with the beam, values in one location will affect neighbouring

pixel values within an area roughly equal to the size of the beam [or the size of the

beam area divided by 2 in the case of the noise; for further explanation see 37].

Furthermore, one source, when convolved with the beam, will contribute pixels to

multiple bins. Ignoring these issues will underestimate the uncertainties of the bins

and correspondingly the uncertainties of the fit parameters. 2

When dealing with correlated variables the ideal solution is to use the gener-
2Both Patanchon et al. [138] and Glenn and e.a. [73] discuss the related issue of the optimal

smoothing kernel for obtaining maximum signal-to-noise ratio for using P(D) to constrain counts.
However, it is important to realise that the situation in interferometry is fundamentally different than
for single dish data. In direct imaging observations the instrumental noise is (ideally) independent at
the map level, and hence it makes sense to further smooth this by a kernel of approximately the beam
size [as shown in figure 3 of 138]. However, for interferometric imaging, the noise is independent in
the Fourier plane, and when going to the image plane has already been convolved by the synthesized
(dirty) beam. Chapin et al. [25] found from simulations of sub-mm data that in the very confused
regime the optimal filter is the inverse of the PSF in Fourier space, i.e., the map is de-convolved by the
beam; and in the regime dominated by instrument noise the optimal filter is the PSF. In our case, with
σn ' σc our current weighting scheme may not be optimal for P(D), but is likely close. To determine
the ideal weighting and filtering scheme for our type of data would require a more thorough analysis,
starting in the Fourier plane and looking at ways to optimize before transformation to the image
plane, rather than applying filters post transformation. This is beyond the scope of this investigation.
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alised form of χ2, which includes the covariance matrix of the data. However, tests

run using simulated images show this correlation matrix to be highly dependent on

the underlying source count model. As we do not know in advance the true source

count for our data, we want to avoid biasing the results by using a covariance

matrix calculated from simulations performed with only an approximated source

count. Additionally, using the MCMC method the covariance matrix should be

that of the model being tested. This would entail making many simulated images

to obtain a covariance matrix from each source count model in the MCMC chain,

which is much more computationally expensive.

In order to remove the bin-to-bin correlations we instead sampled the image us-

ing a grid of positions with spacings of one beam FWHM. This should ensure that

the pixels are approximately independent and correspondingly that the histogram

bins are also independent. Of course the optimal sampling will be a compromise

between reducing the correlations, and not losing too much fine-scale information,

so it is certainly necessary to test that sampling with 1×FWHM spacing is close to

the best choice.

We tested the effectiveness of this method using simulations. We used a simple

broken power-law source count of slope −1.7 for flux densities less than 10µJy

and −2.3 for sources brighter than 10µJy, to generate sources that were randomly

placed in an image with the same number of pixels as our data image. We con-

volved these sources with a beam of the same size as ours, and added them to

beam-convolved Gaussian noise with σ = 1.255 × 10−6. We simulated 20,000

realisations in this way, made full histograms of each and also created histograms

using pixels sampled from a grid with spacings of FWHM/
√

2, 1×FWHM, and√
2×FWHM. We computed the mean number of pixels per bin from these and

then computed the corresponding correlation matrix. Each entry in the correlation

matrix was computed such that,

ρi,j =
1

20000

∑
k

(ni,k − µi)(nj,k − µj)
ςiςj

, (4.5)

the diagonals of which are equal to 1. The correlation coefficient, ρi,j , is equal to

Ci,j/ςiςj , where Ci,j is the covariance of the ith and jth bin. One row from this
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matrix, near the peak of the histogram, is plotted in the top panel of Fig. 4.4. This

shows that by taking FWHM-separated samples from the grid we remove nearly

all of the correlation between the bins; the off-diagonals of the gridded simulation

are all zero within statistical error. The samples with grid spacings of FWHM/
√

2

showed higher off-diagonal correlations. The
√

2×FWHM samples have roughly

the same correlations as using 1×FWHM, but with lower resolution. Thus we

chose to use grids with the FWHM spacing.

The images we use have a beam width of approximately six pixels. Hence the

FWHM grid which samples the image could be shifted in RA and Dec, with 36

different choices possible without repeating any pixels. An example of the grids

can be seen in the top panel of Fig. 4.3, where the blue mini-crosses represent the

positions of the image pixels selected for binning that grid. From the 36 histograms

we are able to compute the scatter for each bin, which can be used as a check on

the calculated bin uncertainties described in eq. (4.2).

We chose to carry out the MCMC fitting by minimising

χ2 =
1

2

∑
i

(ni −Npi)2

ς2
i

, (4.6)

where the uncertainties used were not the usual Poisson
√
ni error bars, but rather

(due to weighting effects from the primary beam) those from eq. (4.2). We per-

formed MCMC trials on our VLA data using both eq. (4.6) and eq. (4.3) (both

using the gridded image histograms). Comparisons of the output fit parameters for

the different methods can be seen in Fig. 4.5. Although the outputs from the two

methods are consistent, because the value of the log likelihood does not equal the

χ2/2 it is difficult to interpret the goodness of the fit.

Also in Fig. 4.5 we show the gridded method against the results of a trial using

all of the image pixels. The output is not significantly different for the parame-

ters; however, as mentioned, the full resolution method underestimates the limits,

the 68 per cent error region being roughly a factor of 1.5 to 3 times smaller in

log10 dN/dS. We know that the fits performed with the gridded data use approxi-

mately independent samples. Even though we do lose some resolution we believe

this method to be more statistically robust and to model more accurately the vari-
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ance and correlations.

4.4 Choice of Model
In Condon et al. [37] a single power-law model was fit to the data in this field.

The best fitting single power law in the range 1 < S < 10µJy was dN/dS =

9000S−1.7 Jy−1 sr−1. It was noted that power law models from Condon [31],

dN/dS = 9.17×104S−1.5 Jy−1 sr−1, and Wilman et al. [191] simulations, dN/dS =

2.5 × 104S−1.6 Jy−1 sr−1, were both reasonably good approximations to the data

in this range (assuming 〈α〉 = −0.7 to convert from 1.4 GHz to 3 GHz). However,

it is the case that no single power law fits well across the whole µJy region 3 .

4.4.1 Modified Power Law

Since the single power-law model had already been explored, we first decided to

try fitting a modified power law of the form

dN

dS
= κSα+β log10 S+γ(log10 S)2 , (4.7)

in the range 0.01 < S < 60µJy. For S > 60µJy we connected the modified

power law to the model from Condon [31] (scaled to 3 GHz using 〈α〉 = −0.7),

where this model is in good agreement with known counts. We chose the cut-

off at 60µJy so that we would fit the data not just in the µJy region but also in the

slightly brighter area where the count from Owen and Morrison [134] was found to

be higher than expected at 1.4 GHz. We fit for α, β, and γ, while κ was calculated

as a normalisation constant to ensure continuity at S = 60µJy. The results are

presented in Section 4.5.

The modified power law is a better fit than a simple power law (with a signif-

icant change in χ2 for the change in degrees of freedom). One might say that this

is an obvious result as the modified power-law model has more free parameters.
3With this method of P(D) a physical model such as a luminosity function may be used. We

opted to use a non-physical model because we intend to investigate a region where no prior data
exist. Using a luminosity function would assume something about the type and number of different
populations in that region, which could bias the results. Thus using a non-physical model allows
us to more freely sample the shape of the counts and then, in the future, determine what type(s) of
physical models and populations could result in a similar shape.
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However, if the underlying region were simply a power-law with a nearly constant

power-law index in that region, than a model which allowed for more departure

from that would not necessarily result in a significant improvement in the fitting

simply due to the addition of the extra parameters.

One would still like to be able to constrain the shape of the count in more

detail over different intervals of flux density. With the modified power law, the fit

parameters are not very sensitive to the region S ≤ σn, even though there is still

information in the image at these faint flux densities. This model also does not

allow us to investigate the faintest limits for which constraints are still possible.

Therefore, we have followed the approach of Patanchon et al. [138] and Glenn and

e.a. [73] and fit a phenomenological parametric model of multiple joined power

laws, allowing for more variation in the shape of the count. In this approach we fix

the position in log10(S) of a fixed number of nodes, and fit for the node amplitude

of log10 dN/dS. Between the nodes the count is interpolated in log space to ensure

a continuous function, with the count outside the highest and lowest nodes set to

zero. The node amplitudes do not actually represent the value of dN/dS at the

positions of the nodes, but rather represent an integral constraint on some region

surrounding the node. Therefore, the best-fit position of any given node depends

not only on the underlying source count but also on the number, or spacing, of the

nodes, and also the type of interpolation used between the nodes.

4.4.2 Node Model

The choice of the number and position of the nodes is somewhat subjective. There

need to be enough nodes across the flux-density range to be able to account for

changes in the underlying count, and the choice is also influenced by the result-

ing uncertainties on the parameters. The fits of the node positions are degenerate;

neighbouring nodes will be most strongly correlated, and so, adding too many

nodes will increase the correlations and parameter degeneracies. We examined tri-

als using five, six, and eight nodes. We found that there was no significant change

in the ∆χ2 with the total of eight nodes, and with six the results were most consis-

tent over repeated trials. Comparison of the results with different number of nodes

can be seen in Fig. 4.5; based on this, we decided to fit six nodes, spaced roughly
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evenly in log10 S. The value of the faintest node is to be considered only as an

upper limit, since the code cannot distinguish between low amplitude values and

zero. Therefore, the situation is effectively that we fit five well constrained nodes

and one upper limit. In the P(D) calculation we also considered two additional

brighter nodes at fixed dN/dS values. The highest node is far above any source in

our field, and it was found that changing its value during P(D) calculation had no

effect on the output. The second highest is also in a very sparsely populated flux

density area for our image (only one source brighter). These two node positions

are in a well-constrained range of the 1.4 GHz source count, so rather than fitting

for these nodes their values were estimated from existing 1.4 GHz source counts,

scaled to 3 GHz using 〈α〉 = −0.7. Adding these extra nodes is essentially the

same as adopting a prior on the brightest count region considered.

The positions for the six nodes were chosen through trial and error. We found

that the results were not sensitive to a faintest node below −7.3, in log10(S), and

thus this position was chosen for the lowest node. For the second faintest node,

we found that any nodes placed in the region between the faintest and ∼ 0.25σn

were difficult to constrain and very degenerate for more than one in that region.

We therefore chose to place the second node at about a quarter of the instrumental

noise, which produces reasonably robust constraints. As far as the spacing between

the second and sixth nodes, the requirements are to have fairly evenly spaced nodes

in log10(S), while still having at least one node in the µJy region, one near the

Owen & Morrison (2008) flux density limit, and one between that and the fixed

node near our brightest flux density. We ended up with four nodes (three power

laws) encompassing the region from 0.2 to 17.2µJy, fully covering the region fit in

Condon et al. [37] and the Owen & Morrison (2008) sources. Although the node

placement was fixed, to make sure that the precise positions did not bias the results

we also ran chains at ±0.1 in log10 S of the centre nodes, the results of which can

also be seen in Fig. 4.5. Since no discernible difference was observed when varying

the positions, for the rest of the analysis the centre positions were adopted.

Since the source count comes from a redshift integral over luminosities, the

count must be continuous between Smin and Smax. Smax is set by the flux den-

sity of the brightest node, 0.0126 Jy, which, as above, was chosen to be brighter

than any source in our image, but not so bright as to greatly increase the range (so
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that our bin size could be kept as small as possible). Smin in our case is set by

the number of bins, and is thus 0.0126/218 = 0.04µJy. Since we are fitting for

nodes at only a few positions, it is necessary to interpolate the count between the

nodes. As well as using linear interpolation (multiple power laws), we considered

a cubic spline model, with the cubic spline interpolation done in log10 dN/dS and

log10 S. We ran chains using both models while keeping other variables fixed, and

compared the output, which can be seen in Fig. 4.5. The comparison is not straight-

forward, since the values at each node do not have exactly the same meaning, be-

ing effectively integral constraints over different flux density regions. However,

the two methods produce very similar results: the marginalised means are almost

exactly the same, but the uncertainties in the fainter regions are larger for the cubic

spline model. For simplicity we decided to use the power-law model for the rest of

the analysis.

Some additional constraints on the fitting parameters were applied to ensure

physically reasonable results. A prior on the background temperature from the in-

tegrated count was used. It was set as a cut-off, such that any count model yielding

a temperature greater than 95 mK at 3 GHz was not considered. This was imposed

to allow the count to produce (but not overproduce) the background temperature

seen by ARCADE 2 of around 70 mK. This is a very weak prior, and hence very

reasonable to impose, as it not only exceeds the ARCADE 2 value but also greatly

exceeds previous source count temperature estimates of 13 mK. It is important to

set some limit on the amplitude of the faintest nodes, where the data constraints

are weakest. For the brighter nodes, a starting estimate of the count was given by

approximating known source counts around the node at 1.4 GHz scaled to 3 GHz.

High and low cut-offs were placed on the nodes, limiting the region to be sampled.

These were chosen based on the observed high and low count values in the region

around the node measured using the compilation of 1.4 GHz source counts from

de Zotti et al. [42], scaled to 3 GHz. For the nodes fainter than the current cut-off

as set by Owen and Morrison [134], starting estimates were based on the scaled

Condon (1984) model at 1.4 GHz. Limits were placed on the sampling space by

extrapolating two lines (in log-log space) from the current cut-off, one with a pos-

itive slope and one a negative slope. The extreme allowed values for the last node,

at ∼ 0.05µJy, were 20 and 14 (in log10[dN/dS]). This yielded a wide area to be
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sampled in a region where no previous information existed.

It is very important to have an accurate value for the instrumental noise in this

calculation, because it convolves the noise-free P(D) distribution. Unless σn � σc,

then small changes in σn can have a significant effect on the output, particularly in

the faint flux density regime. Our estimate for the confusion noise is roughly the

same as our estimate of the effective instrumental noise inside the 5 arcmin ring,

σc = 1.2 ' σ∗n = 1.255. Since our noise estimate comes from a weighted average

of the instrumental noise of the 16 frequency sub-band images, and then a weighted

average of the noise after primary beam correction, any errors in the measurement

or calculation of those would affect our calculated noise value. To allow for the

possibility of uncertainty in our noise value we performed the MCMC P(D) fitting

with: (1) the noise fixed at the calculated values for σ∗n for each model; and (2)

allowing the noise to be a free parameter. In this latter case the calculated noise

value was given as a starting estimate for the fitting and we allowed a sampling

range of (1.255± 0.05)µJy beam−1.

In the modified power-law case the marginalised mean for the noise is σ∗n =

1.268 ± 0.005, while the node-based model gives a marginalised value of σ∗n =

1.250±0.006. These are consistent with the original estimate of 1.255µJy beam−1.

The results of fitting with the noise being variable versus fixed can be seen in the

bottom left panel of Fig. 4.5. The noise parameter is strongly degenerate with the

faintest two node amplitudes. These nodes do not contribute much to the bright

tail of the P(D), but mainly affect its width. This explains why, for the variable

noise case, the faintest two nodes are slightly higher than in the fixed noise case,

since the fitted σ∗n is smaller. For both models the fixed and variable noise results

are consistent within uncertainties. For the rest of the analysis only the fixed noise

results are used.

In terms of the multiple noise zones, the three zones were all fit independently;

the results are shown in Fig. 4.5. We also fit all three zones simultaneously, such

that the fit χ2 was a sum of the individual χ2s. So in this case we minimized

χ2
total =

∑
i

χ2
i , (4.8)

where χ2
i is the χ2 of eq. (4.6) from each zone for a given set of input model
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parameters. The results presented in Section 4.5 report the fitting of just the first

zone (with the lowest noise) and the three zones together ,for both the modified

power-law model and the node-based model.

4.5 Discrete Source Count Fitting Results

4.5.1 Estimated Number Counts

For all the models investigated here we report the means from the marginalised

parameter likelihood distributions for the variable parameters and any derived pa-

rameters. This is done both for fitting just the first noise zone and for fitting all

three zones simultaneously. The limits listed are 68 per cent (upper and lower)

confidence limits for the marginalised means, except for the first node which is

only an upper limit. We can also compare these results with the single power-law

best-fit from Condon et al. [37] and with a compilation of known source counts

from de Zotti et al. [42]. The confusion noise is measured from the noiseless P(D)

distribution (eq. (3.4) with the noise term set to zero). Calculating the standard de-

viation is not an accurate way of finding σc, since it is such a skewed distribution.

Instead we found the median and D1 and D2 such that

median∑
D1

P (D) =

D2∑
median

P (D) = 0.34 (4.9)

when normalised such that the sum of the P (D) = 1, since in the Gaussian case

68 per cent of the area is between ±1σ. Then we took σc = (D2 − D1)/2. The

confusion noise values for the different models are listed in Tables 4.1 and 4.2.

The value estimated from the single power-law fit in Condon et al. [37] is 1.2µJy

beam−1, in the middle of our range of 1.05 ≤ σ∗c ≤ 1.37µJy beam−1.

The MCMC fitting was first run with the modified power-law model. The

results from these runs are listed in Table 4.1, with the fits scaled to 1.4 GHz plotted

in Fig. 4.6. The data and model P(D) distributions can be seen in Fig. 4.7, along

with the noise distributions and model noiseless P(D) distributions. Above about

3µJy all the fits are consistent. Below this the results from fitting the three noise

zones simultaneously fall off faster than the fits from the first noise zone alone.
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Figure 4.5: Comparison of MCMC output for source counts with different
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sent the 68% confidence regions. The blue solid line is the same in all
plots and is the best-fit for zone 1 reported in Section 4.5 (Model 1), the
red-dashed and green dotted lines are comparisons (Model 2 and Model
3). Top left: Model 1 is fit with χ2/2, Model 2 is fit with the logL. Top
right: Model 1 is the gridded pixel histograms, and Model 2 is all pix-
els. 2nd row left: Model 1 uses linear interpolation in log10(S), while
Model 2 uses cubic spline. 2nd row right: Model 1 has six nodes and
Model 2 has eight. 3rd row left: Model 1 is the run the with initial po-
sitions Scentre, Model 2 has positions log10(Scentre)− 0.1 and Model 3
has log10(Scentre) + 0.1. 3rd row right: Model 1 is fixed noise of 1.255
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Table 4.1: Marginalised fits for the modified power law in eq. (4.7) at 3 GHz.
The quoted uncertainties are 68 per cent confidence intervals. For the
combined fit we treat each zone separately, and hence the number of
degrees of freedom is approximately 3 times higher.

Noise zones 1 1, 2, 3
Parameter Marginalised means Marginalised means
α −4.5+1.3

−1.3 −4.7+1.2
−1.2

β −0.17+0.25
−0.25 −0.16+0.25

−0.25

γ 0.012+0.017
−0.017 0.016+0.016

−0.016

log10(κ) −4.34+1.3
−1.3 −5.01+1.2

−1.1

σc (µJy beam−1) 1.122+0.009
−0.009 1.068+0.008

−0.008

χ2 87.3 160.3
Ndof 59 149

The results for the node-based model are listed in Table 4.2. The slopes and

normalisation constants for the interpolated power laws between the nodes, of the

form dN/dS = kSγ , are listed in Table 4.3. The source counts from these models

are plotted in Fig. 4.8 and the P(D) distributions are shown in Fig. 4.9. The χ2

values are lower than in the modified power-law model, though the χ2 values for

all four model fits are reasonably consistent with Ndof the number of bins minus

the number of fit parameters. The models are consistent with each other, except for

S ≤ 1µJy, where the node-based model falls off more slowly. The modified power

law has the advantage of being a single continuous function, as well as having

less fit parameters. However, the node-based model allows for a larger range of

possibilities than the modified power law and is much more sensitive to the count

below the noise level, as it is able to fit that region with little to no effect on the

brighter values. With this model, the count for the one-zone case is above those

from the three-zone case in the faint region, although the marginalised means are

almost identical.

4.5.2 Parameter Degeneracies

The values of the parameters are highly correlated, particularly between adjacent

nodes where the correlation is negative. This means that the errors on the number

count parameters will also be correlated, giving non-Gaussian shapes to some of
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Table 4.2: Marginalised mean amplitudes for the six fit nodes and two fixed
nodes at 3 GHz, given separately for the deepest noise zone and for all
three noise zones fit simultaneously. The brightest two nodes were fixed
to values estimated from known counts at 1.4 GHz and scaled to 3 GHz
using 〈α〉 = −0.7.

Noise Zones 1 1, 2, 3
Node Marginalised means Marginalised means
µJy log10[sr−1 Jy−1] log10[sr−1 Jy−1]
0.05 16.17+1.69 15.79+1.20

0.20 15.06+0.56
−0.56 15.05+0.45

−0.43

0.50 14.43+0.38
−0.40 14.43+0.20

−0.20

2.93 13.45+0.09
−0.09 13.48+0.03

−0.03

17.2 12.16+0.06
−0.06 12.11+0.02

−0.02

100 10.27+0.11
−0.11 10.35+0.02

−0.02

572 8.55 8.55
12600 6.32 6.32
σc (µJy beam−1) 1.283+0.006

−0.007 1.266+0.003
−0.003

χ2 54.8 153.05
Ndof 59 149

Table 4.3: Slopes and normalisation constants for the interpolated power laws
between the nodes, of the form dN

dS = kSγ at 3 GHz.

Noise Zones 1 1, 2, 3
Between Marginal fit Marginal fit
Nodes (µJy) γ log10 k3GHz γ log10 k3GHz

0.05−0.20 −1.79 3.05 −1.19 7.06
0.20−0.50 −1.65 4.01 −1.55 4.69
0.50−2.90 −1.23 6.63 −1.25 6.57
2.93−17.2 −1.69 4.09 −1.78 3.63
17.2−100 −2.46 0.43 −2.30 1.15
100−560 −2.29 1.08 −2.40 0.75
572−12600 −1.66 3.16 −1.66 3.16
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Figure 4.7: Comparison of 3 GHz pixel histograms (red dots) with the
marginalised means model P(D) for zone 1 only (top panel) and mod-
els for all three zones (bottom panel) using a modified power-law input
model. The dashed line is Gaussian noise of σ = 1.255µJy beam−1.
The noiseless P(D) for each model is shown by the blue dot-dashed line
for the one zone fit and the green dotted line for the three zone fit.

the joint likelihoods of the two parameter distributions. Sources at a given flux

density contribute to many different P(D) pixel values when convolved with the

beam. This means that some sources could be effectively moved from one flux

density bin to another, still retaining the same shape for the resulting histogram.

This is illustrated in the confidence regions plotted with the source counts (see

Fig. 4.5). Instead of being straight power laws from one parameter’s upper limit to

the next, the confidence regions tends to “bow” inwards between the two nodes; as
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Figure 4.8: Source count at 3 GHz from MCMC fitting of the node-based
model using six free nodes and two fixed nodes. Points and correspond-
ing lines are the node marginalised means, with the red dashed line be-
ing from all three noise zones (out to 10 arcmin), while the blue solid
line is from one zone (5 arcmin). The dot-dashed lines are 68 per cent
confidence regions (purple for Zone 1, orange for all three zones). The
top panel uses the Euclidean normalisation, while the bottom panel has
the S2 normalisation indicative of contribution to the background tem-
perature.
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Figure 4.9: Comparison of 3 GHz pixel histograms (red dots) with the
marginalised means model P(D) for Zone 1 only (top panel) and models
for all three zones (bottom panel) for the node-based input model. The
dashed line is Gaussian noise of σ = 1.255µJy beam−1. The noiseless
P(D) for each model is shown by the blue dot-dashed line for the one
zone fit and the green dotted line for the three zone fit.

one node amplitude is raised the amplitude of the neighbours must decrease. This

degeneracy is strongest for the fainter flux densities, as they are not only degenerate

with neighbouring nodes, but also with the instrumental noise.

The Pearson correlation matrix for the two cases is listed in Table 4.4, and

the 2D likelihood distributions are shown in Fig. 4.10. The degeneracy means

that adding more nodes in the fainter regions does not improve the fit. We would

require lower instrumental noise, as well as increased resolution, to benefit from
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Table 4.4: Correlation matrix for parameters. Coefficients are computed for
fitting all three zones (upper triangle) and just zone one (lower triangle),
following the definition Cij =

∑
r pipj/

√∑
r p

2
i

∑
r p

2
j , where pi and

pj are parameter numbers i and j, and r is the realization number.

Node (µJy) 0.05 0.20 0.50 2.90 17.2 100
0.05 1.00 −0.16 −0.17 0.02 0.03 0.01
0.20 −0.23 1.00 0.35 −0.28 0.15 −0.11
0.50 −0.26 0.66 1.00 −0.64 0.33 −0.19
2.93 0.01 −0.44 −0.61 1.00 −0.78 0.44
17.2 0.03 0.25 0.31 −0.79 1.00 −0.72
100 0.01 −0.11 −0.14 0.37 −0.68 1.00

extra nodes.

4.5.3 Background Temperature

Using eq. (1.6) we are able to obtain estimates for the discrete-source contribution

to the background temperature from our results. Integrating the MCMC output

at each step in the chains allows us to look at the distribution of temperatures.

Fig. 4.11 shows the histograms obtained from the modified power-law fitting for

both noise zone cases at 3 GHz, as well as scaled to 1.4 GHz; the same is shown in

Fig. 4.12 for the node-based model. For the modified power-law fits we integrated

over the flux density range 0.05 ≤ S (µJy) ≤ 60 and used the values from the

Condon (1984) model for 60<S (µJy)< 109. For the node-based model the fit

results were used in the range 0.05<S (µJy)< 1.26×104 and the Condon (1984)

model for 1.26× 104<S (µJy)< 109.

The outputs obtained from the MCMC fitting allow us to compute 68 per cent

confidence intervals for each distribution, as well as the means, medians, peaks,

and values from the source counts from the marginalised means from each param-

eter. These values are listed in Table 4.5. The values from the different models and

noise settings are all consistent. These yield a background temperature of around

14.5 mK at 3 GHz, corresponding to 115 mK at 1.4 GHz. The distributions from

the node-based models tend toward higher values and have more elongated tails.

Because of this skewness, the 68 per cent confidence limits for these two distribu-
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Figure 4.10: One and two dimensional likelihood distributions for the six fit
nodes. The upper triangle 2D plots (yellow background) are for the
three noise zone fits and the lower triangle 2D plots are the one noise
zone fits. The 1D plots show the marginalised likelihood distributions
for those nodes with three noise zones (red dashed line) and one noise
zone (blue solid line). For the 2D plots the contours are 68 (green
solid) and 95 per cent (purple dashed) confidence limits. The black
dots show the positions of the marginalised means. Parameter units
for each plot are log10[sr−1Jy−1].
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Table 4.5: Radio background temperatures from integration of the
source counts using eq. (1.6).

Model Node model Modified power-law model
Frequency (GHz) 3.0 3.0 1.4 1.4 3.0 3.0 1.4 1.4
Zones 1 1, 2, 3 1 1, 2, 3 1 1, 2, 3 1 1, 2, 3
Peak (mK) 14.6 14.6 115.8 116.3 13.1 13.4 104.7 106.1
Median (mK) 14.9 14.7 118.7 117.3 13.3 13.4 106.4 106.9
68% Lower Limit (mK) 14.4 14.4 115.5 115.5 13.1 13.2 103.9 104.9
68% Upper Limit (mK) 16.4 15.3 127.7 121.5 13.9 13.8 110.4 109.9
marginalised Fit (mK) 14.9 14.8 109.2 111.7 13.5 13.4 107.7 106.8

tions are computed from the median instead of the mean. This skewness is simply

due to the fact that this model allows for more possible values in the faintest re-

gion, letting the faintest node rise to higher amplitudes, thus affecting the integrated

temperature.

4.6 Discrete Emission Discussion

4.6.1 Image Artefacts

This P(D) fitting technique assumes that the instrumental noise is Gaussian dis-

tributed and well characterised. In practice our image noise is very nearly Gaus-

sian, with the highest contamination from dirty beam sidelobes being only about

0.1µJy beam−1. There is, however, another effect that contributes to the shape

of the histogram: it appears to have a tail of excess negative flux density pixels

and thus does not drop off in a purely Gaussian way on the negative side. Visual

inspection of the image reveals that the pixels responsible (with values > 5σ, even

considering the primary beam correction) are all clustered around the brightest two

sources, with almost all of them around the brightest source in the image which is

about 7 mJy, right at the edge of the 5 arcmin ring.

It is clear that this is an artefact caused by the imaging and cleaning process, or

by asymmetry in the antenna pattern. The VLA antennas use alt-az mounts which

cause the antenna pattern to rotate on the sky with parallactic angle. The support

legs for the secondary introduce asymmetries in the antenna pattern, which, when
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Figure 4.11: Normalised histogram of radio background temperatures at
3 GHz from integrating each step in the MCMC according to eq. (1.6)
using the modified power-law model. The top panel comes from just
fitting noise Zone 1, while the bottom panel is from fitting for all three
noise zones. Insets are temperature histograms at 1.4 GHz made by
scaling the 3 GHz chains with 〈α〉 = −0.7.

combined with the rotation with parallactic angle, cause sources away from the

pointing centre to appear variable. This in turn causes areas of negative excess

pixels around brighter sources. The effect gets stronger with distance from the field

centre, with increasing frequency, and source brightness. When examining the 16

sub-band images it does seem that this effect increases in strength with frequency.

However, it is difficult to say if this is truly the cause, as beyond 5 arcmin there are

very few bright sources. To be able to remove this effect we would need detailed
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Figure 4.12: Normalised histogram of radio background temperatures at
3 GHz from integrating each step in the MCMC according to eq. (1.6)
using the node-based model. The top panel comes from just fitting
noise Zone 1, while the bottom panel is from fitting for all three noise
zones. Insets are temperature histograms at 1.4 GHz made by scaling
the 3 GHz chains with 〈α〉 = −0.7.

measurements of the antenna beam pattern at S-band. Such measurements have

not yet been made; we hope that future imaging will be able to correct for artefacts

of this type.

With the current data the presence of this negative tail seriously affects the

MCMC fitting. Since there is a large deviation from the predicted P(D) calcula-

tion with Gaussian noise, attempting to fit the entire histogram gives too broad a

distribution, and too low a peak. The fitting procedure inflates the faintest (and
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Figure 4.13: Negative flux-density region of the P(D) distribution. The red
dashed line is from the full histogram of the data. The black dot-dashed
line is from the marginalised mean node parameters from the MCMC
fitting. The blue solid line shows the image histogram after masking.

possibly second faintest) node to higher amplitudes to achieve this. Without being

able to correct or model the antenna pattern we simply masked out the negative

pixels around the 7 mJy source and a smaller region near a second (1 mJy) source.

This decreased the total number of pixels used by about 0.2 per cent. We also

masked the negative pixels in the second noise zone around this source, decreasing

its number of pixels by 0.07 per cent.

The negative side of the image P(D) can be seen in Fig. 4.13. Red points

indicate the image values, while the black line is the P(D) model using the node

values from the first noise zone fitting. The blue line shows the image values after

masking out the negative regions. Tests run on the masked and unmasked versions

clearly show that the masking has no effect on any nodes other than the first two,

84



which become artificially inflated in the unmasked fitting. Thus we feel justified in

performing the masking. All of the results presented in Section 4.5 were fit using

the masked images.

4.6.2 Weighting

New data reduction and imaging challenges arise from the 2 GHz bandwidth of

the VLA at S band. Across this bandwidth there are substantial changes in the

synthesised beam size and the primary beam, as well as source flux-density changes

due to the spectral dependence. In our particular case each sub-band was imaged

independently (although cleaned simultaneously), with weighting and taper factors

applied during cleaning to force the synthesized beams to be the same size. In the

narrow-band case changes due to the frequency bandwidth are usually small and

thus weighting to produce an image at the centre frequency of the band does not

usually need to include any spectral dependence. With wide-band data this type of

weighting scheme would maximize signal to noise only for sources with 〈α〉 = 0.

Instead one could perform a weighted fit of the spectral dependence in each pixel

of the 16 sub-band images, correct for the primary beam spectral dependence at

the distance of each pixel from the centre, and use that value to calculate the flux

density at the centre frequency. However, this requires having enough signal-to-

noise in each pixel to obtain an accurate fit. The weighting scheme we used was

Wi(ρ, νi) ∝
[

ν
〈α〉
c

σniA(ρ, νc)

]2

, (4.10)

where i labels the sub-bands, σni is the noise in each sub-band image, andA(ρ, νc)

is the primary beam value at pixel distance ρ and sub-band frequency νi. Using

these weights the 3-GHz pixel values were given by

b3GHz(ρ) =

16∑
i=1

[bi(ρ)Wi(ρ)]

/ 16∑
i=1

Wi(ρ), (4.11)

with bi being the pixel brightness in the ith sub-band. This combination is designed

to maximize the signal-to-noise ratio for sources with 〈α〉 = −0.7, the average

spectral index for faint sources in this frequency range [e.g. 31].
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However, it is possible that this choice of weighting scheme might have af-

fected our P(D) results. To test this we created two new wide-band images with

different weightings applied. One image was made using 〈α〉 = −0.45 and one

with 〈α〉 = −0.95. The MCMC fitting was rerun on both of these images, leaving

the noise as a free parameter, since changing the weighting could have also affected

the noise level. The marginalised mean values for the noise are σ∗n = 1.259µJy

beam−1 for 〈α〉 = −0.45 and σ∗n = 1.245µJy beam−1 for 〈α〉 = −0.95. The re-

sults of the MCMC fitting can be seen in Fig. 4.14, compared with the 〈α〉 = −0.7

case with variable noise. There is very little difference in the fits. The largest frac-

tional difference between the marginalised fits is still only 0.6 per cent for the third

node between the −0.7 and the −0.95 cases. Therefore, it does not appear that the

spectral dependence of the weighting has a significant effect on the output.

4.6.3 Comparison to Other Estimates

Condon et al. [37] found that the best-fit slope for a single power-law in the µJy

region was γ = −1.7. It was noted that at the fainter end a shallower slope of

γ = −1.5 or −1.6 might be better. Looking at the slopes between our fit nodes

and the earlier result, we have three power-law sections that cover this region:

between the second and third nodes corresponds to the region 0.2 ≤ S (µJy) ≤
0.5; between the third and fourth nodes is the region 0.5 ≤ S (µJy) ≤ 2.9; and

between the fourth and fifth nodes is the region 2.9 ≤ S (µJy) ≤ 17.2. The slopes

for these regions can be seen in Table 4.3. For the faint part of the region our slopes

range from −1.23 to −1.65, while for the brighter part they range from −1.69 to

−1.78. The new results therefore agree well with a−1.7 slope for the brighter part

of the µJy region and do seem to suggest a shift to a shallower slope in the µJy

regime. Our χ2 value of 153.0 for Ndof = 149 over the full 10 arcmin is lower

than those we obtain with a single-slope model of slope −1.7, where χ2 = 249.1

for Ndof = 153 (or a slope of −1.6, which gives χ2 = 292.3). By using the

node-based model instead of the single power-law model the improvement in the

fit yields ∆χ2 = 96.1, which is a highly significant improvement for 149 degrees

of freedom.

Condon [31] used the local luminosity function to constrain the epoch-dependent
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is for 〈α〉 = −0.45, and the blue solid line is 〈α〉 = −0.7. The dot-
dashed lines are the 68 per cent confidence limits.
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spectral luminosity function of extragalactic radio sources, finding a simple model

based on luminosity, redshift, and frequency that accurately predicted the source

count at 1.4 GHz at that time. This model shows two peaks in the S2dN/dS source

count, one dominated by starburst-powered galaxies peaking at 50µJy, and the

other dominated by AGN-powered galaxies peaking near 0.1 Jy. In the brighter

flux density range, where there is a large amount of observational data, this model

describes the source count well. We have plotted this Condon (1984) model against

our fits for comparison in Fig. 4.15 and Fig. 4.16 . At the brighter end of the count,

S ≥ 90µJy, there is good agreement between this model and all of our fits. In

the region S ≤ 3µJy the model is also within the uncertainties for all the node-

based fits, and lines up quite closely with the marginalised mean fits. However,

in the region 3 ≤ S (µJy) ≤ 90 the Condon model is consistently below our

fits, both from the node-based model and the modified power law. In this region

the dominant component of the Condon model is star-forming galaxies. The dis-

crepancy between the model and our source count results suggests the contribution

from these galaxies is greater than previously thought. If the star-forming compo-

nent from Condon’s model is increased by roughly a factor of 2 it would match

quite closely. It is clear that any successful models should not deviate too strongly

from the Condon (1984) model, but may need a slightly different treatment of star-

forming galaxies.

We have also compared our results with the empirical model from Béthermin

et al. [10]. This model is derived from the infrared luminosity functions of star

forming galaxies, broken into two groups: ‘main sequence’ galaxies and ‘starburst

galaxies’, combined with new spectral energy distributions from the Herschel ob-

servatory as well as source counts from a range of IR and submm wavelengths.

The Béthermin model was scaled to 1.4 GHz assuming a non-evolving IR-radio

correlation of qTIR ≡ log
(

LIR
3.75×1012W

× WHz−1

L1.4

)
= 2.64 out to high redshift and

a spectral index of α = 0.8. This model is plotted in Fig. 4.15 and Fig. 4.16, with

our best fit results, as well as the Condon (1984) model and Condon et al. [37]

power law. In contrast to the Condon (1984) model, the Béthermin model matches

our results quite closely in the region 1 ≤ S (µJy) ≤ 50, where the star-forming

contribution is dominant. However, for 50 ≤ S (µJy) ≤ 1000 the model drops

below our best fits, as well as the Condon (1984) model, and is clearly under-
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predicting the observed counts. From figure 3 of Béthermin et al. [10] this is the

region where the main sequence contribution starts to decline and where the star-

burst contribution peaks. If the starburst contribution is increased by a factor of

around 3 then the model in this region more closely approximates the other esti-

mates.

All of our model fits, even allowing liberal uncertainties, lie below the source-

count values from Owen and Morrison [134]. These points are highlighted in red

in Fig. 4.17; they seem to level off, or rise, toward fainter flux densities. We do not

see any such indication for our results, all of our model fits declining in amplitude

within this region and beyond. As discussed in Condon et al. [37] we believe this

discrepancy to be mainly due to incorrect source size corrections in constructing

the earlier source count estimates. Higher resolution VLA observations at 3 GHz

would resolve the size issues definitively.

As to the matter of the ARCADE 2 excess emission, it seems unlikely from

these results that it could be coming from discrete sources. All of our model fits,

both node-based and modified power law, as well as the single power-law from

Condon et al. [37], imply a background temperature at 3 GHz of around 13 mK.

Using the fit provided in Fixsen et al. [56] to scale the ARCADE 2 result from

3.2 GHz to 3 GHz yields a temperature of 62 mK, far outside the uncertainties in

our results.

There is no indication in our results of any new population of sources. Fig. 4.17

shows two possible bumps (representing new possible populations) that would in-

tegrate up to the extra temperature necessary to account for the ARCADE 2 result.

These were modelled as simple parabolas in the log10[S] − log10[S5/2dN/dS]

plane, with fixed peak position. The bump peaking at around 2µJy is clearly much

higher in amplitude than any of our fits. Any kind of new population peaking above

about 50 nJy can be ruled out. Of course there is still the possibility that a new pop-

ulation could exist that is even fainter than our current limits, peaking somewhere

below 50 nJy. The fainter bump shown in Fig. 4.17 is one such example. How-

ever, the source density required for such sources to contribute significantly to the

background is extreme.

Between the faintest two nodes, 0.05µJy and 0.20µJy, and particularly near

the faintest node, the count is not well constrained and the uncertainties do allow

89



Table 4.6: Marginalised parameter means for the best fit (three-zone) node
model and modified power law model scaled to 1.4 GHz using 〈α〉 =
−0.7. The form for the modified power law is given in eq. (4.7)

Node 1.4 GHz Marginalised means
µJy log10[sr−1 Jy−1]
0.08 15.55+1.20

0.34 14.82+0.45
−0.43

0.86 14.20+0.20
−0.20

5.02 13.24+0.03
−0.03

29.3 11.87+0.02
−0.02

171. 10.11+0.02
−0.02

963 8.31
21600 6.08

Parameter 1.4 GHz Marginalised means
0.08 ≤ S (µJy) ≤ 100.

α −4.7+1.2
−1.2

β −0.16+0.25
−0.25

γ 0.016+0.016
−0.016

log10(κ) −4.68+1.2
−1.1

for a rise in the count. We therefore cannot rule out bumps with peaks fainter

than 10 nJy. However, as the peak goes to fainter flux densities the bump needs to

increase in width or height to produce the required background temperature. Note

that any such population would far exceed the total number of known galaxies, as

well as requiring a complete departure from the radio/far-IR correlation (assuming

the sources are not AGN and are star-forming or starburst galaxies).

4.7 Conclusions
Our VLA image [CO12] is the deepest currently available, with an instrumental

noise of 1µJy beam−1. To do justice to these data we have developed a novel and

thorough P(D) analysis that has revealed the structure of the 3-GHz source count

down to 0.1µJy.

The novel features are the following.

1. We have modelled the source count by a series of nodes joined by short
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Figure 4.15: Source counts at 1.4 GHz of models and observed counts. In
all four plots the solid red line is the modified power-law model from
fitting of the 3 noise zones scaled to 1.4 GHz using α = −0.7. The
orange regions are the 68 per cent confidence regions. Top left: Black
points are known counts compiled from de Zotti et al. [42], with the
yellow stars showing the Owen & Morrison 2008 counts. Top Right:
The solid black line is the source count from the SKADS simula-
tion. The green dashed and dot-dashed lines are the star-forming and
starburst populations, respectively. The blue dot-dashed, dotted, and
dashed lines are FRI AGN, FRII AGN, and radio quiet AGN, respec-
tively. Bottom left: The purple solid line is the evolutionary model
from Béthermin et al. [10], with the dashed, dot-dashed, and dotted
lines being main sequence, starburst, and AGN galaxies. Bottom right:
The green solid line is the evolutionary model from Condon [31], with
the dashed and dot-dashed lines being the starburst and AGN popula-
tions. The solid light blue line is the P(D) result from Condon et al.
[37], with surrounding error box.
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Figure 4.16: Source counts at 1.4 GHz of models and observed counts. In
all four plots the solid red line is the node model from fitting of the 3
noise zones scaled to 1.4 GHz using α = −0.7. The orange regions are
the 68 per cent confidence regions. Top left: Black points are known
counts compiled from de Zotti et al. [42], with the yellow stars showing
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sections of power-law form [138]. In this way, there is no prescription, as-

sumption or constraint on the form the count might follow. The parameters

in our model then simply become the node values.

2. We have used Markov chain Monte Carlo sampling throughout to provide

unbiased determinations of the parameters and accurate estimates of param-

eter uncertainties. This demonstrates with clarity the dependence on flux

density, how the inter-parameter dependencies increase with decreasing flux

density, and the faintest limits to which P(D) is sensitive.

From the use of these novel techniques we have drawn the following conclu-

sions.

1. The MCMC approach shows that the uncertainties are dominated by sample

variance rather than systematic effects, at least at the high end of the count.

Hence a wider image at the same depth would lead to an improved estimate

of the source count.

2. Our results are broadly consistent with the single power-law slope of −1.7

found by CO12, although differing slightly in detail. They show that the

error estimate of CO12 is somewhat generous. They also show with greater

conviction the change to a shallower slope below 3µJy suggested by CO12.

3. The consistency with previous estimates persists even when we take into

account changes in the instrumental noise with frequency and position within

the primary beam, different weightings of the wide-band bandpass data, and

non-Gaussian features in the noise.

4. We have shown that the method allows extraction of count information from

these data to flux densities an order of magnitude below the limit traditionally

set by noise plus confusion, and far below the 5σ noise limit of around 5µJy

set by direct source-counting.

5. Using a realistic large-scale simulation from Wilman et al. [191], we have

verified our approach and shown that it is unbiased. This simulation enabled

us to quantify the effects of clustering and source sizes on the P(D) distri-

bution, both of which we found to be insignificant. While simulated P(D)
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from a model sky is not new [e.g. 186], never before has a comprehensive

simulation been combined with a comprehensive count-fitting technique.

6. Our source count estimates rule out any new populations that could be in-

voked to account for the ARCADE 2 excess temperature, down to a level

of about 50 nJy. The count is closely represented by existing models of

evolving luminosity functions, including the contributions of star-forming

and starburst galaxies and radio-quiet AGN at the faintest flux densities ob-

served; this suggests that we have a substantially robust accounting of the

galaxies that contribute to the radio sky.

Here we presented a brief summary of the conclusions from this chapter. For a

discussion of these results in a broader context see Chapter 8.
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Chapter 5

Extended-Source Count

5.1 Introduction
Extended low-surface-brightness radio emission can be difficult to survey. Galactic-

and cluster-scale emission can extend up to several arcminutes. Single-dish tele-

scopes at radio frequencies have beams on much larger scales and are limited in

their continuum sensitivity by systematic errors, while most interferometers are not

ideal for measuring low-surface-brightness extended objects. The surface bright-

ness sensitivity of an interferometer is limited by its spatial frequency coverage in

the image domain, which is the Fourier transform of its coverage of the aperture

plane, often referred to as its ‘uv coverage’. For example, if an interferometer

consists of antennas of diameter Da, and the length of the shortest baseline is b,

then the interferometer is generally insensitive to objects in the sky with angular

size greater than λ/(b − Da) radians. An interferometer with Da = 25 m and

b = 1000 m observing at 20 cm is therefore insensitive to astronomical objects

with scale sizes greater than 0.7 arcmin. Mosaicing can recover spatial informa-

tion > λ/Da in size but nothing can recover information between > λ/Da and

< λ/(b − Da), as that has not been measured by the interferometer. Thus, not

many deep extended emission surveys have been carried out at radio frequencies.

It is unknown how much this large-scale emission may contribute to the cosmic

radio background (CRB) temperature. This background at radio frequencies (Tb)

is composed of emission from the cosmic microwave background (CMB, TCMB),
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the contribution from the Milky Way (TGal), and the contribution from extragalac-

tic sources (Tsource); thus Tb = TCMB + TGal + Tsource. The CMB contribu-

tion has been measured to high accuracy and corresponds to a blackbody with

T = 2.7255 K [55]. Recent estimates from the deep survey by Condon et al.

[37] and Vernstrom et al. [183, hereafter V14] were made of the contribution from

extragalactic sources using the Karl G. Jansky Very Large Array (VLA) at 3 GHz.

They found the contribution from compact sources to be Tsource = 14 mK at 3 GHz

and 120 mK when scaling this result to 1.4 GHz. However, the synthesized beam

size from the VLA at 3 GHz was 8 arcsec and the image was constructed from uv

weighting that filtered out scales much larger than the beam. Thus that survey

would not have been sensitive to emission on larger scales.

The issue of large-scale emission and the CRB has been of greater interest

in the last few years, following the results of ARCADE 2. This balloon-borne

experiment observed the sky at several radio frequencies, ranging from 3.3 to

100 GHz. It measured a background temperature at 3.3 GHz that is much higher

than current estimates from extragalactic sources, (54± 6) mK compared with the

Tsource ' 14 mK of Chapter 4. Singal et al. [165] proposed that the excess could

be due to a new population of faint distant star-forming galaxies. Chapter 4 ruled

out any new populations of discrete compact sources having peaks in the source

count above 50 nJy.

For compact sources to be causing the excess emission seen by ARCADE 2,

the additional sources would need to have number-count peaks at very faint flux

densities. This could raise a problem with the far-IR to radio correlation if the

sources are not some form of AGN (unless this correlation evolves with redshift),

and conflict with limits on the overall number of galaxies.

However, the cause of the ARCADE 2 excess could be larger-scale emission

(scales ranging from around 0.5 arcmin up to the 12◦ primary beam size of the

ARCADE 2 experiment). It has been proposed that the emission could be caused

by dark matter annihilation [63, 64, 89, 196], in which case it would trace the dark

matter distribution of clusters of galaxies, with a characteristic scale size of arcmin.

Other emission processes could include those normally seen from clusters, such as

radio relics and haloes, or with diffuse synchrotron emission from the cosmic web

[20]. Such emission processes do not directly correlate with star formation and
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therefore could evade constraints from the far-IR radio correlation.

In this chapter we use deep low-resolution radio observations from the Aus-

tralia Telescope Compact Array (ATCA) to investigate the emission that might be

present at larger angular scales and constrain how it might contribute to the CRB.

Section 5.2 describes the technique used to examine the data. In Section 5.3 we

discuss our treatment of discrete point sources, our subtraction method, and the

contribution from faint un-subtracted sources. We discuss issues of detecting ex-

tended emission at both high and low resolutions in Section 5.4. Section 5.5 details

the models we use for investigating the extended or diffuse emission. Section 5.6

discusses the conversion from source count to background temperature, as well as

the predicted background temperatures from ARCADE 2 at our image frequency.

Section 5.7.1 presents the results of fitting our extended emission source count

models to our new data and their contribution to the CRB, and discusses models

fit to the ARCADE 2 results. In Section 5.8 we discuss our findings, in particular

what the results might mean in terms of astrophysical sources. We examine models

of cluster halo emission as well as a source count models from dark matter. Finally,

in Section 5.9 we present our current estimates of integral source counts for both

discrete and extended source count models.

5.2 P(D) and Beams
The technique described in Section 3.2 was used in this analysis as well.

In order to fit an accurate P(D) with a source-count model in this way, the

shape of the beam and the image noise must be well understood. Ordinarily one

would use a Gaussian model of the synthesized clean beam in the calculation of the

model P(D), under the assumption that it is not significantly different from the dirty

synthesized beam. However, in our case, the dirty beam has fairly large sidelobes,

and is not well approximated by the clean beam. This is shown in Fig. 5.1, with

the full-sized beams and with a close-up of the regions near the peaks. The peak

sidelobes are at about the±0.1 level. However, there are pronounced streaks in the

outer regions, of amplitude around±0.02, which, when convolved with a source of

S ≈ 100µJy, would create many pixel values in the µJy region. If only the clean

beam were used in the calculation then a source count model with a large number
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Figure 5.1: Images of the synthesized beams for the 1.75 GHz data. The first
two panels are the full ‘dirty’ and ‘clean’ synthesized beams. The third
and fourth panels show close ups of the region around the peaks of the
beams (dirty and then clean). All beams have been peak-normalized to
unity.

of µJy sources would be required to achieve a decent fit, even if no such population

of sources truly existed. Thus in all following P(D) calculations we used the dirty

beam for all sources below our cleaning limit of S < 150µJy, while for sources

with S > 150µJy the clean beam values were used.

5.3 Discrete Sources
The discrete source count is now known quite well, and has been shown to provide

a very much lower background temperature than the one seen by ARCADE 2,

down to at least 50 nJy Chapter 4. In this paper we are therefore interested in

more diffuse extended emission, which would be resolved out at higher resolution.

By discrete sources we are referring to sources which are point sources in our

150 arcsec×60 arcsec beam, or sources with Ωsource � Ωbeam. In order to focus on

this emission we first need to subtract out the known contribution from point source

emission. We are only able to subtract out sources down to a certain flux density;

therefore we must also consider any discrete emission that was not subtracted out.
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5.3.1 Source Subtraction

We used the clean component models from the ATLAS survey third data release

(Franzen et. al, 2014 in preparation, Banfield et. al, 2014 in preparation) as point

source models for subtraction, since the ATLAS resolution is significantly higher

than our data, at around 10 arcsec. It is not entirely clear what the median source

size might be and how it changes with flux density, but we expect a value between

1 and 3 arcsec for typical galaxies in evolutionary models [e.g. 191]. Thus the

ATLAS resolution should be sufficient to measure all of the discrete or point source

emission. The ATLAS point source models were split into two frequency bands:

the lower frequencies from 1.30 to 1.48 GHz; and the higher frequencies from

1.63 to 1.80 GHz. For the subtraction we split our seven uv-data sets (for each

pointing) into two equal frequency bands as well: 1.30 to 1.70 GHz; and 1.70 to

2.10 GHz. The ATLAS images were made using multi-frequency deconvolution

and thus contain estimates of the spectral indices of the clean components, which

can be used to scale the flux density to different frequencies during subtraction.

The task UVMODEL was used to subtract the appropriate pointing and frequency

coverage clean model from each corresponding uv-data set; then the uv-data for

each pointing were concatenated using the task UVGLUE (combining the lower and

upper frequency parts for each pointing). An independent image was constructed

from each pointing with a mosaic constructed subsequently.

The ATLAS survey has an rms sensitivity of 15 to 25µJy beam−1 (depending

on the individual pointing) and the models were cleaned down to a level of 150µJy

beam−1. Thus all point sources with S > 150µJy should have some fraction of

their discrete emission subtracted out. There is some residual emission apparent

around the brightest sources, which is visible in the bottom right panel of Fig. 2.2.

We cannot say if this is due to some slight calibration or subtraction error, possible

time variability of AGN sources, or if this represents a portion of the sources’

diffuse emission. Looking at the peak positions of the well defined objects in each

of the images, the average residual is only 5 per cent of the peaks. The P(D)s for

the central region of the mosaic images before and after source subtraction are

presented in Fig. 5.2; this shows a clear decrease in the size of the positive source

tail for the subtracted image.
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When comparing our data to P(D) predictions from source-count models we

use the P(D) of the source-subtracted mosaic image, including only pixels from re-

gions where the noise due to the primary beam correction is not more than 1.5 times

the lowest noise value. This is because the P(D) calculation from a source-count

model assumes a constant value for image noise. The noise is certainly inhomo-

geneous in our data. However, simulations have shown that the effect on the P(D)

calculation is small if we limit ourselves to a region where the change in the noise is

small and create a noise-weighted histogram. Using a weighting scheme described

in Chapter 4, we calculate a mean noise in this area (approximately 0.61 deg2) of

σn = (52± 5)µJy beam−1, or (2.3± 0.2 mK).

5.3.2 Counts and Confusion

It is necessary to estimate the contribution of discrete emission from sources that

were not subtracted out. For sources below the clean threshold of the ATLAS

models we took the discrete source count of Chapter 4, including sources up to

S = 150µJy, which is measured via confusion analysis down to S ' 0.05µJy at

3 GHz. We scaled this to 1.75 GHz according to S ∝ να, with α = −0.70± 0.05

being the mean spectral index of star-forming galaxies [31]. We found that slight

variation in this spectral index produces no significant effect on the output.

For the bright residuals left over from the subtraction process the issue is not as

straightforward. Even neglecting any errors in calibration or subtraction, the clean

process which generated the models is highly non-linear. The clean components

may only represent a fraction of the true flux density, which can vary by peak flux

density and from pointing to pointing. We do not believe there to be extended

emission brighter than approximately 150µJy beam−1 (as discussed in more detail

in Section 5.4.1). To account for unresolved residuals brighter than this we counted

all the peaks in the source-subtracted image brighter than 150µJy beam−1 that are

associated with point sources in the image with no subtraction, and calculated a

power law index for their differential source count of −2.50.

Our model for the unsubtracted point-source contribution is then the scaled

Chapter 4 source count up to 150µJy with a power law of slope −2.50 attached

for sources with 150µJy < S < 3 mJy (3 mJy being the brightest residual in the
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Figure 5.3: Source confusion distribution for discrete sources (point sources
in our 150 arcsec×60 arcsec beam). The top panel shows the noise-
less P(D) from the source count of Chapter 4, scaled from 3 GHz to
1.75 GHz using α = −0.7, including only sources up to a flux density
of S = 150µJy, with a differential source count logarithmic slope of
−2.5 for 150 ≤ S ≤ 3000µJy. The measured confusion rms from this
distribution is σc = (125 ± 10)µJy beam−1, or (5.5 ± 0.44) mK, with
the dashed lines showing the median and the shaded regiom showing
the ±1σ values. The bottom panel shows this distribution convolved
with a Gaussian of width σn = 52µJy beam−1. The Gaussian is the
blue dotted line, the convolution is the red solid line, and the P(D) from
the inner region of the source-subtracted mosaic image is shown as the
black dashed line.
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fitting area). We computed the P(D) from this count and convolved this P(D) with a

Gaussian noise distribution of width σn = (52±5)µJy beam−1, or (2.3±0.2) mK.

The noiseless and convolved P(D) distributions are shown in Fig. 5.3. We measured

the confusion noise σc, or width of the distribution, by first finding D1 and D2,

median∑
D1

P (D) =

D2∑
median

P (D) = 0.34, (5.1)

when normalised such that the sum over the P (D) is 1. Then we take σc = (D2 −
D1)/2. We do this since, in the Gaussian case, 68 per cent of the area is between

±1σ, and since, in the more realistic case, the long positive tail makes the variance

of the full distribution a poor estimate of the width if the peak. The estimated width

of the source-subtracted image P(D) is σ = 155µJy beam−1 ( 6.9 mK) with an

uncertainty of ±5µJy beam−1 (±0.22 mK) measured from bootstrap resampling.

For the discrete source model P(D) we find a value of σc = 125µJy beam−1

( 5.5 mK). The P(D) of this model convolved with Gaussian noise thus has an rms

of σc⊗n = 135µJy beam−1 ( 6.0 mK).

This discrete model estimate should be treated with some caution. The re-

sult is dependent on the exact value of the noise used in the calculation and the

exact shape of the unsubtracted discrete count contribution. The unsubtracted dis-

crete count is based on a model which is dependent on the maximum flux density

value for the point sources with no subtraction, as well as the power law used

for the brighter sources. Taking these points into consideration we adopt an un-

certainty of ±10 µJy beam−1, or ±0.44 mK, on the measure of σc = 125µJy

beam−1= 5.5 mK, yielding a measurement and uncertainty for the width of the

noise convolved distribution of σc⊗n = (135±12)µJy beam−1, or (6.0±0.53) mK.

We want to know how different the model of unsubtracted discrete source emis-

sion is from the data. To do this we performed a bootstrap significance test. We ran-

domly selected a subset of half the image pixels, generated random numbers from

the noiseless model distribution and added varying amounts of Gaussian noise (to

account for the uncertainty in the model). We then combined the real and model

data into one set and drew two new subsets at random from the combined distribu-

tion. We compared the binned real data to the binned model data, and the binned
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combined random sets to each other. We repeated this procedure 5000 times. This

yields a distribution of the test statistic from the combined random samples of the

null hypothesis (that the observed and model data come from the same population)

and a distribution of the test statistic when comparing the ordered sets (the ob-

served and model sets not combined). We computed three different test statistics:

the Euclidean distance (the root-mean-square distance between the histograms);

the Jeffries-Matusita distance (similar to the Euclidean distance but more sensitive

to differences in small number bins); and a simple χ2.

The results of the bootstrap test show an average excess width of (76±23)µJy

beam−1, (3.4 ± 1.0) mK, with the value of 76 coming from
√
σ2 − σ2

c⊗n, which

with the measured values is
√

1552 − 1352. The exact significance of this excess

depends on the test statistic . However, regardless of which test statistic is used

the data and model are statistically different, with a minimum of 99.5 per cent con-

fidence. This excess cannot be converted directly into a background temperature

since the conversion depends on the underlying source-count model responsible

for the width (see Section 5.6 for more discussion on the temperature conversion).

Based on these tests, we conclude that there is more emission present than that

from compact galaxies alone at the roughly 3σ level. However, due to the un-

certainty in the source subtraction process, this excess and any resulting extended

emission models are here considered as upper limits on the extended emission

present.

5.4 Extended Sources

5.4.1 High Resolution Extended Emission

Before attempting to model any extended emission in the ATCA data we consider

how extended emission is detected at higher resolutions, comparing the VLA data

used by Chapter 4 and the ATLAS ATCA high resolution images. The VLA 3-

GHz beam used in Chapter 4 had a FWHM of 8 arcsec, while the ATLAS beam

was roughly 10 arcsec. We would like to know how emission on arcmin scales

appears with these types of observations, since we know that some emission will

be resolved out at higher resolution.
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This was tested using sources from 1 deg2 of the SKADS simulation [191] at

1.4 GHz. This simulation was shown in Chapter 4 to be a close approximation to

observed source counts. Using the flux densities provided, we made one image

containing only point sources. Then assuming each point source has an extended

halo with total flux set to Sdis/10, with Sdis being the point source (discrete) flux,

we made two images, assuming all the haloes were Gaussians with FWHM of 30

or 60 arcsec. We added the point sources to these and convolved the images with a

9 arcsec beam (the average size of the VLA and ATCA resolutions).

The confusion noise of each of the noiseless images are 1.53, 1.95, and 1.78µJy

beam−1 for the discrete, discrete+30 arcsec, and discrete+60 arcsec data sets at

1.4 GHz. The 30 arcsec haloes add a width of σ30 =
√

1.952 − 1.532 = 1.21µJy

beam−1, and the 60 arcsec haloes add σ60 =
√

1.782 − 1.532 = 0.91µJy beam−1.

The P(D)s for the images with point sources plus extended emission are shown

in the bottom panel of Fig. 5.4. The smaller the extended objects the greater the

increase in the width of the distribution. For images with the same total flux den-

sity the distribution for the larger sources would have its DC level shifted to higher

flux densities; however interferometers are not sensitive to the DC level (or lowest

spatial frequency) and thus do not measure total flux densities.

The measured confusion rms from the 3 GHz VLA data is approximately (1.2±
0.07)µJy beam−1 (depending on the source-count model). Scaling the simulated

values to 3 GHz, the addition of the 30 arcsec extended emission to the VLA point

source model would yield a width of 1.38µJy beam−1, with the 60 arcsec haloes

yielding 1.31µJy beam−1. Although in this case these exceed the estimated un-

certainty, the simulated confusion widths depend on the exact source count used

and the assumption of how the extended emission depends on the point-source flux

density. Thus these particular extended emission models produce excess widths

in the P(D) distributions that are large enough to have been detected in deep high

resolution images. However, these simulations show that there likely exist models

with either fainter or larger-scale extended emission that would have been unde-

tected in the VLA P(D) experiment of Chapter 4.

From the simulated extended-size images we see that sources with total halo

flux densities greater than approximately 150µJy would be visible in the VLA or

ATLAS images. The top panel of Fig. 5.4 shows a cut-out of the simulated images;
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when the point-source flux density is faint (≤ 200µJy), the extended emission is

not visible in the image. However, for brighter point sources (with brighter halo

emission), the extended haloes are visible in both the 30 and 60 arcsec images.

Since nothing of this nature is seen in either the VLA or ATLAS images, we con-

clude that any extended emission in the current low resolution ATCA data should

also have total flux density less than about 150µJy, or else has to be very rare.

5.4.2 Source Size Sensitivity

The P(D) calculation does not use any size information and assumes only unre-

solved sources. Therefore, it is important to understand how resolution affects the

P(D) fitting. To test this we used the simulated halo flux densities for the extended

emission described in Section 5.4.1 and made four separate images for sources

treated simply as point sources and as Gaussians with FWHM of 60, 90, and 300

arcsec. These give a range of sizes in relation to the ATCA beam. We then ran

each image through the fitting routine for source-count amplitudes at specific flux

densities, i.e. a set of connected power laws [e.g. 138, 183].

The results show that there is no significant change in the fitting results be-

tween the point source and 60 arcsec size images. However, the count amplitudes

for the 90 arcsec sizes are lower than the true count at both the faintest and bright-

est flux densities, while the 300 arcsec size results are significantly lower at all flux

densities. The results of this test are presented in Fig. 5.5. This shows that the P(D)

fitting procedure is reliable for sources on the order of the beam size or smaller; Ta-

ble 5.1 shows the linear sizes for the angular scales to which we are sensitive given

a range of redshifts, assuming standard ΛCDM cosmology withH0 = 67.8 km s−1

Mpc−1, Ωm = 0.308, and ΩΛ = 0.692 [141].

5.5 Extended Source Count Models
We have shown that there is a significant excess in the width of the observed dis-

tribution over that estimated from noise and discrete point sources, suggesting the

presence of diffuse or extended sources. This emission could be low surface bright-

ness diffuse emission around individual galaxies, diffuse cluster emission, or some-

thing more exotic, such as emission from dark matter annihilation in haloes. We
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Figure 5.4: Simulation showing point source and extended emission at higher
resolution. The top panels show cut-outs of the simulation with just
point source emission (left), point sources plus haloes of 30 arcsec di-
ameter (middle), and point sources plus haloes of 60 arcsec diameter
(right), all convolved with a 9 arcsec beam and with Gaussian noise
of 2µJy beam−1. The total flux density of each halo is taken as the
point source flux density divided by 10. The bottom panel shows the
P(D) distributions from the three images, with the solid black line being
for point sources only, the red dashed line point sources plus 30 arcsec
haloes, and the blue dot-dashed line point sources plus 60 arcsec haloes.
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Figure 5.5: Results of P(D) fitting of simulated images with different source
sizes. The top panel shows the Euclidean-normalized differential source
count of the input count (solid black line) and best-fitting results of
the point source image (red diamonds), the 60 arcsec size image (blue
squares), the 90 arcsec size image (green stars), and the 300 arcsec size
image (magenta pentagons). The bottom panel shows the same infor-
mation, but plotted as integrated source counts.

Table 5.1: Angular and physical source sizes at different redshifts.

Angular Size Physical Size
z = 0.25 z = 0.5 z = 1 z = 2

(arcsec) (Mpc) (Mpc) (Mpc) (Mpc)
30 0.12 0.19 0.25 0.26
60 0.24 0.38 0.49 0.51
100 0.40 0.63 0.82 0.86
150 0.60 0.94 1.23 1.29
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then used three source count models to investigate the possible excess (extended)

emission. We follow the fitting procedure described in detail in Chapter 4. We

use Monte Carlo Markov Chains (MCMC), employing the software package COS-

MOMC [107]1, to minimize χ2 for each model. The three most negative bins

(−500 ≤ D(µJy beam−1) ≤ −250) from the image histogram were neglected

in the calculation of χ2. This is because the data have a clearly non-Gaussian

negative tail, due in part to the non-constant noise but also due to the areas of over-

subtraction, which produce an excess of negative points (see the bottom panel of

Fig. 5.2). Tests on subsets of the data, and using different detailed approaches for

subtracting bright sources, showed that these effects were restricted to the most

negative bins, with the rest of the histogram being quite stable.

5.5.1 Shifted Discrete Count Model

Using evolutionary models [e.g. 31, 90] the source count can be broken into contri-

butions from two populations, namely AGN and star-forming galaxies, as shown in

Fig. 5.6. The simplest extended-emission model assumes that each of these popu-

lations has a radio-emitting halo on arcmin scales, proportional to some fraction of

the discrete flux density (or Sdiscrete × C), separately for the two populations.The

origin of these haloes would be either cosmic ray electrons (or dark matter annihi-

lation products in the haloes) interacting with the galaxy’s magnetic fields. These

would have to be quite faint, or diffuse, to have not already been observed, and is

not believed to be a likely source of much emission, though still a possibility. The

counts associated with this extended emission must then retain the shape of the

discrete counts for each population, but can be shifted in flux density. To estimate

the extended counts that are consistent with our data we took the discrete counts

for each population and simply applied a shift in log10[S] separately. Thus,

dN(Sext)AGN

dSext
=

dN([SdisC1])AGN

d[SdisC1]
,

dN(Sext)SB

dSext
=

dN([SdisC2])SB

d[SdisC2]
,

(5.2)

1http://cosmologist.info/cosmomc/
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where C1 and C2 are constants that are varied to fit the counts. When combined

with the unsubtracted discrete count and Gaussian noise, we can find the values that

best fit the observed P(D) distribution of our source-subtracted image. Figure 5.6

shows an example of this model with the two populations of discrete counts, each

with shifts applied. We plot the results with the usual S2 normalization and with no

normalization (so that the horizontal shifts can be seen).This model will be referred

to as Model 1.

5.5.2 Parabola Model

We also wished to investigate the possibility of the extra emission being fit by a

single new population. To do this we introduce a new population as a parabola in

log10[S2dN/dS] of the form

S2 dN(S)ext

dS
= A(x− h)2 + k. (5.3)

Here x = log10[S] and A, h, and k are all free parameters. The parameter h is the

peak position in log10[S], k is the amplitude or height of the peak, and A (along

with k) controls the width. We chose this model because it allows for a smooth

curve, and since the discrete count populations are themselves crudely approxi-

mated by parabolas in log10[S2dN/dS]. This model will be referred to as Model

2.

5.5.3 Node Model

There may be several types of sources or populations contributing to the extended

emission counts, including individual galaxies, clusters, dark matter, intra-cluster

medium, etc. Without having physical models for these different populations, we

would require too many parameters to fit separate models for each. Therefore, we

have chosen also to fit a model of connected power laws. This model allows for the

shape of the source count to vary over a particular flux density range, rather than

having a fixed shape based on a few parameters. It therefore has the potential to be

sensitive to contributions from different populations at different flux densities.

The model consists of fitting for the amplitude of log10[dN/dS] at specific flux
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Figure 5.6: Discrete and shifted source counts of AGN and starburst. The top
panel shows the discrete AGN and starburst source counts (black dotted
line and black dashed line) using S2 normalization. The red lines are
example of the shifting model described in Section 5.5.1, where S for
the AGN count has been shifted by log10[C1] = −1.5 and the starburst
count is shifted by log10[C2] = −0.25. The bottom panel shows the
same lines with no normalization on the source counts. This demon-
strates how applying only a horizontal shift in log10[S] will appear as a
combination of vertical or amplitude shift when the S2 normalization is
applied.
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densities, or nodes, and interpolating linearly (in log space) between the nodes –

for more details on this model see Chapter 4. We specifically use five nodes spaced

evenly in log10[S], covering the range of 0.5 ≤ S ≤ 1000µJy. This model will be

referred to as Model 3.

5.6 Background Temperature
The discrete source count used by Chapter 4 integrates (up to S = 900 Jy) to a

background temperature at 1.75 GHz of Tdis(1.75 GHz) = 63 mK, where Tdis is

the temperature from the discrete source contribution, using eq. 1.6.

The ARCADE 2 experiment measured a background temperature of (54 ±
6) mK at 3.3 GHz. Using both of the fits from eq. 1.8 and eq. 1.9 we calculated

the estimated background temperature at 1.75 GHz by taking the average from the

two equations, and an uncertainty using the highest and lowest values from the

uncertainties in the equation parameters. This yields TAR2(1.75 GHz) = (265 ±
45) mK, which corresponds to a total flux density, given our beam size, of 5600µJy

beam−1.

In addition to fitting the data with no constraints, we also fit the models to see

what kind of count shapes would be necessary to achieve the ARCADE 2 temper-

ature. We fit the models as described above, only this time adding a prior requiring

that the integrated temperature be in the range of 150 to 300 mK. This should show

if there is any such source count model consistent with both ARCADE 2 and our

data.

These models are referred to as Model 1A (shifts), Model 2A (parabola), and

Model 3A (nodes).

5.7 Extended Emission Source Count Fitting Results

5.7.1 Summary of Fits

Using the three models from Section 5.5 we (a) examined what model parame-

ters best fit our new ATCA data, (b) calculated the resulting contribution to the

background brightness temperature, and (c) modelled what would be necessary to

achieve a background temperature consistent with ARCADE 2.
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Table 5.2: Best-fitting results for Model 1. The temperature, Text, is the con-
tribution to the background (using eq. 1.6), for the extended source count
contribution only.

Model 1 Model 1A
(unconstrained) (constrained)

log10[C1] −1.91± 0.11 −2.0± 0.15
log10[C2] −0.61± 0.16 0.39± 0.03

Text (mK) 1.65+1.85
−0.75 201.2± 40

σc ( µJy beam−1) 62.63 480.1
σc (mK) 2.78 21.36
χ2 (Ndof = 42) 109.6 45200

The results from Model 1 and Model 1A are in Table 5.2, results from fitting

Model 2 and 2A are in Table 5.3, and results from Model 3 and Model 3A are

listed in Table 5.4. Each of these extended counts was added to the unsubtracted

discrete count model (discrete source count fainter than the subtraction limit plus a

power law for subtraction residuals, as discussed in Section 5.3.2) to compute the

P(D) for each model. The P(D) models, convolved with Gaussian noise of 52µJy

beam−1, are shown in Fig. 5.7, along with the P(D) for the central region of our

source-subtracted mosaic image.

Each step in the MCMC chains is another source count model. For each model

we used the MCMC results and calculated the background temperature distribu-

tions, using eq. (1.6), which are plotted in Fig. 5.8. The temperature distributions

imply a mean temperature of (10± 7) mK. The resulting source count models are

presented in Fig. 5.9, broken down by population and shown along with the discrete

counts at 1.75 GHz.

5.7.2 Model Uncertainties

We tried variations in the fitting method by first changing the fit statistic used (χ2

vs. log likelihood), which produced little change in the output; and second by

trying different models. Instead of the parabola we tried a Gaussian in S2dN/dS.

The Gaussian model produces a peak in roughly the same spot as the parabola,

though the parameters are not as well constrained. All models tried resulted in
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Figure 5.7: P(D) distributions for various extended-emission source counts.
The top panel shows the P(D) distributions for the best-fitting models
of extended-emission counts with a prior for the ARCADE 2 tempera-
ture for Model 1A (blue solid line), Model 2A (green dot-dashed line)
, and Model 3A (red dashed line). The bottom panel shows the results
of fitting the same models, but without the temperature requirement.
All models have been convolved with Gaussian noise of σn = 52µJy
beam−1 and the unsubtracted discrete source count contribution. The
black points are the source-subtracted mosaic histogram (as seen in the
bottom of Fig. 5.2).
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Figure 5.8: Histograms of the contribution to the background temperature
from MCMC fitting of the three source count models. Temperatures
are for extended emission counts only, with the discrete source count
being Tdis = 63 mK. The top panel shows the background temperatures
from fitting Model 1, the middle panel is the histogram from Model 2,
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68 per cent confidence regions.
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Figure 5.9: S2 normalized source counts at 1.75 GHz. The black lines are the
same in all plots and are counts of discrete sources from the estimates
in Chapter 4 at 3 GHz, scaled to 1.75 GHz using α = −0.7, while the
coloured lines are the extended-emission counts from models. The dis-
crete count is broken into two populations, AGN and starbursts, based
on evolutionary models, shown as the dotted and dashed lines, respec-
tively, with the solid lines being the sum of both components. The left
panels show the models with no priors and the right panels show mod-
els with ARCADE2 priors. The top panels are Model 1 and 1A (blue
and red lines). The middle panels show Model 2 and 2A (magenta and
green lines). The bottom panels show Model 3 and 3A (orange and cyan
lines). The grey regions are the 68 per cent confidence intervals.
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Table 5.3: Best-fitting parameter results for Model 2 and Model 2A. The tem-
perature, Text, is the contribution to the background (using eq. 1.6), for
the extended source count contribution only.

Parameter Model 2 Model 2A
(unconstrained) (constrained)

A −0.79± 0.29 −2.04± 0.22
h −5.55± 0.40 −6.19± 0.04
k 2.58± 0.49 3.93± 0.05

Text (mK) 12.3+22.8
−7.90 171.3+16.2

−13.3

σc (µJy beam−1) 62.81 63.10
σc (mK) 2.79 2.81
χ2 (Ndof = 41) 76.1 111.1

Table 5.4: Best-fitting parameter results for Model 3 and Model 3A. The tem-
perature, Text, is the contribution to the background (using eq. 1.6), for
the extended source count contribution only.

Parameter Model 3 Model 3A
(unconstrained) (constrained)

log10[ SJy ] log10[ dN/dS

sr−1 Jy−1 ] log10[ dN/dS

sr−1 Jy−1 ]

−6.25 15.01± 1.26 16.97± 0.04
−5.43 13.06± 0.74 13.77± 0.07
−4.62 11.04± 0.62 10.67± 0.13
−3.81 8.50± 0.76 7.73± 0.55
−3.00 6.04± 0.92 7.05± 0.17

Text (mK) 7.2+14.0
−5.20 159.6+9.50

−12.6

σc (µJy beam−1) 62.73 78.12
σc (mK) 2.79 3.47
χ2 (Ndof = 39) 75.3 251.6
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best-fit parameters that yielded background temperature estimates for the extended

emission in the range of (10± 7) mK.

We tested whether an incorrect estimate of the instrumental noise of (52 ±
5)µJy beam−1 could affect the results by re-fitting the models while allowing the

noise to vary between 40 and 70µJy beam−1. This has little effect, except in Model

3, where the faintest node is degenerate with the noise. Thus a higher noise would

decrease the amplitude of the faintest node. Nevertheless, we conclude that our

noise estimate cannot be far enough off to explain the excess P(D) width.

5.7.3 ARCADE 2 Fits

We refitted the models to explore what source counts would be necessary to yield

background temperatures in the range predicted by ARCADE 2, and to assess how

well those source counts fit our data. It is clear from Fig. 5.7 that shifting the two

populations with the ARCADE 2 prior (Model 1A) is strongly inconsistent with

our data. With Model 2A or Model 3A it is possible to obtain source count tem-

peratures in the ARCADE 2 range and find a reasonable fit to our data. Figure 5.9

shows that in doing so, such a population would need to be extremely faint and

numerous. The typical flux density of the peak of the parabola is three orders of

magnitude below our instrumental and confusion noise limits. That region of the

source count is nearly impossible to constrain with existing data. With Model 3A,

the fitting routine makes the faintest node higher in amplitude, since changes to

the counts that far below the noise result in very little change in the predicted P(D)

shape.

The two models are also difficult to interpret in terms of physical objects. Since

these extended, faint, numerous objects would completely overlap on the sky, mod-

elling them as discrete objects fails. Future work will examine whether a faint

diffuse cosmic web structure could produce this emission.

We conclude that there are no source count models, to a depth of 1µJy, that

are consistent with both our data and the ARCADE 2 background temperature.

Scaling our best-fitting discrete and extended source-count temperature (70 mK)

to the ARCADE 2 frequency of 3.3 GHz via a spectral index of −0.7 gives only

13 mK, compared with the nearly 55 mK result from ARCADE 2.
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Table 5.5: Luminosity and redshift estimates for Model 2.

Speak S−50% S+50% zpk = 0.25 zpk = 0.5 zpk = 1 zpk = 2
log[L1.4] ∆z log[L1.4] ∆z log[L1.4] ∆z log[L1.4] ∆z

(µJy) (µJy) (µJy)
2.8 0.7 11.0 19.8 0.39 20.6 0.84 21.5 1.83 22.5 4.08

Chapter 4 ruled out a new discrete population peaking brighter than 50 nJy.

Combining that with our constraint on an extended population peaking above 1µJy

indicates that the ARCADE 2 result is highly unlikely to be due to extragalac-

tic emission. Residual emission from subtraction of the Galactic component thus

seems a more likely explanation for the excess seen by the ARCADE 2 experi-

ment. The contribution from extragalactic sources from ARCADE 2 depends on

the model used for the contribution of the Galactic component. Subrahmanyan and

Cowsik [170] showed that using a more realistic model of the Galaxy, as opposed

to the plane parallel slab used by ARCADE 2 [100], obviates the need for any

further contribution from the extragalactic sources beyond that predicted from the

counts.

5.8 Extended Emission Discussion
When unconstrained by the ARCADE results, we find that Model 2 and Model 3 fit

our data significantly better than Model 1 (an improved ∆χ2 per degree of freedom

of around 34). Though the χ2s for Model 2 and Model 3 are still somewhat high,

either model is a reasonable approximation to the data, at least when compared with

the unsubtracted discrete model on its own, which has a χ2 = 335 for 44 degrees

of freedom. We now consider potential astrophysical sources of this emission.

5.8.1 Sources of Diffuse Emission

Model 1, consisting of only shifts in the discrete counts, is considered here as an

approximate representation of individual galaxy haloes. The best-fit results from

this model should be considered only as upper limits for galactic haloes. This

model on its own does not optimally fit the data. If there are other sources con-

tributing to the measured P(D), the fitting process would push the shifts artificially

high in an attempt to make the model as consistent with the data as possible. Also,
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this model falls apart when considering nearby galaxies that have been observed

with single dish telescopes. According to the model, a 1 Jy nearby galaxy would

have an extended halo of 250 mJy. This type of emission has not been seen around

such sources. This implies that if all galaxies have some form of diffuse halo then

the flux density of that halo cannot simply be a fraction of the discrete flux den-

sity. Models using the luminosity functions of the separate populations, where the

halos may be a fraction of the point source luminosity, and or may have different

evolution with redshift, would likely produce more consistent results.

For any of the models, in order to be consistent with known constraints on

the cosmic infrared background (CIB) the emission process(es) must not be linked

directly to star formation rates. Moreover, as noted in Section 5.4.2, this technique

can only constrain sources that are roughly 2 arcmin or smaller. Thus, these models

are valid only for objects in that size range.

Additionally, since we assume the sources in these models are powered by

synchrotron emission, we must also consider the associated X-ray emission and

how that compares with the known cosmic X-ray background (CXB). The electrons

that generate the synchrotron emission can inverse-Compton (IC) scatter off of

CMB photons to generate X-ray emission (e.g. [9, 50, 83]), the brightness of which

we can estimate as follows.

The synchrotron and IC power are related by,

LIC

Lsync
=
U0(1 + z)4

UB
(5.4)

[see e.g. 125]. Here Lsync and LIC are the synchrotron and IC luminosities, UB is

the magnetic field energy density, and U0 = 4.2× 10−14 J m−3 is the CMB energy

density at z = 0. Using the simplification that all of the sources are at the same

redshift, we can calculate the IC flux density for a range of redshift and magnetic

field values. We used redshifts of 0.01 ≤ z ≤ 4 and magnetic field values in

the range of 0.01µG ≤ B ≤ 10µG [based on B values for nearby clusters being

around 1µG, 53].

When integrating the new source count (dN /dSIC) we obtain a range of values

of the CXB for energies of 100s of keV. Churazov et al. [28] presented observations

of the CXB spectrum measured by INTEGRAL of E2dN/dE ≤ 15 keV2 s−1
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cm−2 keV−1 sr−1 for E ≥ 100 keV. In these units our models yield values of

10−13 to 5 for E2dN/dE, depending on the assumed redshift and magnetic field

strength (larger values for lower B and higher z). This shows that such models

should not have a large impact on the X-ray background.

5.8.2 Cluster Emission

If we are to assume that Model 2 (middle right panel of Fig. 5.9) represents as-

trophysical sources, we need to determine how they compare to known objects.

Making some simple assumptions, we can calculate possible luminosities and red-

shifts. We chose several redshifts for the peak of the parabola and calculated the

K-corrected 1.4 -GHz luminosity, assuming a spectral index of α = −1.1. Then,

assuming the objects all have the same intrinsic luminosity, we calculated the red-

shifts at which the counts have fallen to 50 per-cent of the peak. We did this for

peak redshifts of z = 0.25, 0.5, 1, and 2; the results are listed in Table 5.5.

It seems unlikely that this population could represent cluster emission from

radio haloes or relics. The luminosity values for such objects, given in Feretti et al.

[53], are in the range of 23 ≤ log10[L1.4] ≤ 26, several orders of magnitude larger

than seen here. To date, we know of less than 100 clusters that host giant or mini

radio haloes [53]. Extended radio emission in clusters has only been observed in

high mass clusters (≥ 1014M�) at low redshift, and all with total 1.4 GHz flux

densities in the 10s to 100s of mJy.

There could of course be similar objects (relics, haloes, etc.) in smaller mass

groups at higher redshifts that are contributing. Nurmi et al. [128], using data from

the SDSS survey, found that the majority of galaxies reside in intermediate mass

groups, as opposed to large clusters. Stacking of subsamples of luminous X-ray

clusters by Brown et al. [19] found a signal of diffuse radio emission below the

radio upper limits on individual clusters. It is possible that there are clusters or

groups that are more ‘radio quiet’, below current detection thresholds [e.g. 21, 24].

Zandanel et al. [198] used a cosmological mock galaxy cluster catalogue, built

from the MultiDark simulation [197], to investigate radio loud and radio quiet

halo populations. Their model, which assumes 10 per cent of clusters to have ra-

dio loud haloes, is a good fit [see figure 5 of 198] to the observed radio cluster
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data from the NVSS survey [72]. The luminosity limit for the observed NVSS

data is log10[L1.4 (W Hz−1)] ' 23.5, while the simulation continues to a limit of

log10[L1.4 (W Hz−1)] ' 20.

It is instructive to compare these simulated haloes with our ATCA data. Us-

ing the online database to access the simulation [149]2, we used the 1.4-GHz halo

simulation snapshots for z = 0, 0.1, 0.5, and 1, scaling the luminosities for each

redshift snapshot to give the flux density that would be observed at 1.75 GHz. We

computed a source count from these data, combined it with the unsubtracted dis-

crete emission model and Gaussian noise to obtain a predicted P(D). The source

count and P(D) are shown in Fig. 5.10. The source count from this model only

adds an additional 1.5 mK to the radio background temperature.

The fit to the image P(D) is not unreasonable, with this model adding only

a modest excess width to the distribution compared with the unsubtracted discrete

model on its own. The source count would likely not decrease as significantly in the

sub-mJy region if the simulation included data from redshifts higher than z = 1,

and this would likely improve the fit. The χ2 is high mainly due to this model

having a slightly higher number of bright objects and thus over-predicting the tail

of the distribution. However, some of these brighter haloes would be relatively

nearby, hence larger on the sky and so potentially resolved out in our data (see

Table 5.1).

The halo model has similar count amplitude to our best-fit for Model 3 around

1 mJy. This halo model then begins to fall off, whereas the node model rises;

this again could be due to the lack of high redshift objects. This type of halo

model is therefore not necessarily inconsistent with our phenomenological model.

Assuming the model from Zandanel et al. [198] is a realistic extension of radio

haloes to fainter luminosities, then it is possible for such haloes to exist given

our data. However, more deep observations of clusters are necessary to test the

accuracy of this model.

One thing to keep in mind is that the model from Zandanel et al. [198] deals

with the issue of the origin of radio haloes, i.e. haloes being generated from re-

acceleration or hadronic-induced emission. This model assumes a fraction of the
2http://www.cosmosim.org
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Figure 5.10: Comparison of the radio cluster halo model from Zandanel et al.
[198] with current data. The top panel shows the S2 normalized source
count derived from taking the halo radio luminosity values at redshift
snapshots z = 0, 0.1, 0.5, and 1, and converting to 1.75 GHz (blue
dashed line), compared with the discrete radio source count (black
solid line). The bottom panel shows the output P(D) for the halo model
plus the unsubtracted point source contribution, convolved with Gaus-
sian noise of 52µJy beam−1 (black points).
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observed radio emission is of hadronic origin. However, if the hadronic contribu-

tion is negligible, acting only at radio-quiet levels, the predicted counts would be

dramatically lower at all masses.

5.8.3 Dark Matter Constraints

It has been proposed that radio emission may originate from WIMP dark matter

particles. Dark-matter particle annihilation in haloes releases energy as charged

particles, which emit synchrotron radiation due to the magnetic field of the sur-

rounding galaxy or galaxies. The predicted emission depends on the mass of the

dark matter particle and halo mass or density profile, as well as the strength of the

magnetic field.

Fornengo et al. [63] presented one dark matter model with two source-count

predictions, the first assuming all the halo substructures are resolved and the sec-

ond assuming all the substructures are unresolved. The predicted source counts,

shifted to 1.75 GHz, is shown in the top panel of Fig. 5.11 along with the discrete

radio source count. Their best-fit model has a dark matter mass of 10 GeV, assum-

ing annihilation or decay into leptons. We computed the predicted P(D) for both

models, plus the unsubtracted discrete source contribution convolved with Gaus-

sian noise of 52µJy beam−1. The model P(D)s are shown in the bottom panel of

Fig. 5.11 along with our radio image P(D).

Clearly these particular models are not consistent with our current radio data.

Any other dark matter models would need reduced amplitude of the counts for

flux densities greater than about 10µJy. Models with the dark matter count am-

plitude as high as or higher than that from known radio sources for these brighter

flux densities would overproduce the emission seen and are therefore ruled out.

Dark matter models consistent with our data and responsible for the ARCADE 2

emission would need to produce a large portion of the emission from the sub-µJy

region, a region not constrained by our data. However, the required number counts

would render such predictions unrelated to galactic haloes (i.e. the number sources

that faint required to account for that amount of emission would be too very large

compared with the number if individual galaxy count models/predictions).
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Figure 5.11: Comparison of one particular dark matter model with current ra-
dio data. The top panel shows the two predicted source count models
[see figure 3 in 63],shifted to 1.75 GHz, for a 10 GeV dark matter par-
ticle mass, assuming all the structures are resolved (blue dashed line)
and unresolved (red dot-dashed line), together with the discrete radio
source count (black solid line), with S2 normalization. The bottom
panel shows the output P(D)s for the two models plus the unsubtracted
point source contribution, convolved with Gaussian noise of 52µJy
beam−1 (black points).
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5.9 Integral Counts
Now that we have closed the loophole of extended emission, we can revisit source

count constraints in general. It is important for future deep survey designs to have

an accurate estimate of the expected number of source detections. To estimate this

we can derive the integral source counts N(> S), or the total number of sources

with flux density greater than S per unit area. Deep and accurate estimates of

N(> S) can provide useful information for surveys at a range of frequencies,

with proper scaling; in the synchrotron-dominated regime we should be able to

extrapolate by a factor of a ∼ ±2 in frequency.

This is of particular relevance to the SKA, and its pathfinders, Australian Square

Kilometre Array Pathfinder (ASKAP) and MeerKAT, as well as the new planned

deep VLA survey. The VLA Sky Survey (VLASS) is aiming to map an area

10 deg2 to a depth of 1.5µJy at 1.4 GHz with a resolution of roughly 1 arcsec

[97]. The Evolutionary Map of the Universe survey (EMU) continuum survey

[127] planned for ASKAP will cover the entire sky south of Dec +30◦ with a res-

olution of 10 arcsec at 1.4 GHz, and will also be sensitive to diffuse emission with

a sensitivity at 1 arcmin scale similar to that reached in this paper. The deep survey

with MeerKAT [MIGHTEE, 96], will reach an rms of 1µJy over 35 deg2 with arc-

sec resolution. In the following decade, the SKA will conduct an all-sky survey to

an rms of 1µJy, and a smaller survey to an rms of 100 nJy. It would be helpful in

planning to know what source densities are expected in these surveys.

We can obtain the integral source counts from

N(> S) =

∫ ∞
S

dN

dS
dS. (5.5)

We have derived the integrated source counts from the discrete model in Chapter 4,

as well as that discrete model plus the best-fits from the extended emission models.

These are shown in Fig. 5.12, with values listed in Table 5.6. Also shown on the

plot are the expected SKA and SKA Pathfinder survey limits.

The SKA and Pathfinders should not be limited by any natural source confusion

for discrete sources. The natural confusion limit is the confusion caused by the

finite source sizes, as opposed to confusion caused by the telescope beam size.
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Figure 5.12: Integrated source counts at 1.4 GHz (top) and 1.75 GHz (bot-
tom). The solid black lines are the discrete source count (DS) from
Chapter 4, scaled from 3 GHz using α = −0.7. The green dotted
lines are DS + Model 1, the red dot-dashed lines are DS + Model 2,
and the blue dashed lines are DS+ Model 3. The shaded grey areas
represent 68 per cent confidence regions of the discrete count derived
from Chapter 4. The upper right-hand panel shows a close up of the
region marked by the solid rectangle in the upper left panel. The three
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upcoming SKA and SKA Pathfinder surveys based on their expected
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Table 5.6: Integrated source count values of the different models scaled to
1.4 GHz.

log10[ SJy ] Discrete Dis+Mod1 Dis+Mod 2 Dis+Mod 3
(No. deg−2) (No. deg−2) (No. deg−2) No. deg−2)

−7.0 2.4× 105 2.8× 105 4.9× 105 3.6× 105

−6.5 1.5× 105 1.7× 105 3.5× 105 2.7× 105

−6.0 8.8× 104 9.8× 104 2.1× 105 1.7× 105

−5.5 4.7× 104 5.1× 104 8.3× 104 6.3× 104

−5.0 1.8× 104 1.9× 104 2.3× 104 2.1× 104

−4.5 5.4× 103 5.6× 103 5.7× 103 5.8× 103

−4.0 1.2× 103 1.2× 103 1.2× 103 1.2× 103

−3.5 2.9× 102 2.9× 102 2.9× 102 2.9× 102

For discrete sources with an average source size of approximately 1 arcsec2 for

faint sources, the natural confusion limit would be less than 10 nJy. However,

extended objects of 2 arcmin diameter, for example, would begin to heavily overlap

above 1000 sources per deg2 which corresponds to a flux density at 1.4 GHz of

approximately 100µJy.

To highlight some numbers (ignoring extended emission now) the discrete

model predicts 1 × 109 sources over the whole sky brighter than 23µJy, and

10 sources per arcmin2 brighter than 4.6µJy. At a limit of 1µJy we estimate

88,500 sources per square degree at 1.4 GHz. For relatively modest extrapolations

in flux density and frequency, the cumulative counts for 0.1 ≤ S ≤ 5µJy can be

well described by

N(> S) ' 84, 800

(
S

1µJy

)−0.48 ( ν

1.4GHz

)−0.33
deg−2, (5.6)

and for 5 < S ≤ 500µJy

N(> S) ' 296, 700

(
S

1µJy

)−1.20 ( ν

1.4GHz

)−0.33
deg−2. (5.7)
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5.10 Conclusions
Our ATCA image is the deepest available with a mean frequency of 1.75 GHz and a

FWHM resolution of 150 arcsec× 60 arcsec. The image is confusion-limited with

an rms of (155±5)µJy beam−1 = (6.9±0.2) mK and average instrumental noise

σn = (52± 5)µJy beam−1 = (2.3± 0.2) mK. Using this data we were able to test

techniques and constrain models.

The novel techniques are the following.

1. We have used wide-band high resolution data to perform source subtraction

in our low resolution data while accounting for frequency change and un-

subtracted sources.

2. We tested simulations at both low and high angular resolution in order to

determine the how large scale emission appears on small scales.

3. With this data with have performed a P(D) analysis and bootstrap tests to

confirm a excess emission over that from point sources at the 3σ level.

4. We have used Markov chain Monte Carlo sampling with P(D) analysis to

test a variety of source count models for this excess extended emission.

Using these techniques we have drawn the following conclusions.

1. The P(D) approach is a viable test for data of this larger resolution as long

as sources are still not much larger than the beam size.

2. It is possible for there to be a large amount of emission from extended

sources that would be missed, or resolved out, with higher resolution im-

ages.

3. Our extended source count models rule out emission or populations that

could account for the ARCADE 2 emission down to the 1µJy level.

4. Cluster emission and dark matter annihilation emission source count model

can be constrained by this technique, with the tightest constraints for flux

densities ≥ 0.5 mJy.
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5. Faint large scale emission may only be detectable by such techniques as the

confusion level at large angular scales is too great to allow for imaging of

individual sources.

Here we presented a brief summary of the conclusions from this chapter. For a

discussion of these results in a broader context see Chapter 8.
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Chapter 6

Discrete-Source Catalogue

There is far more to be gleamed from a radio survey than just the source count.

In order to fully explore the sources and their properties a catalogue is necessary.

Catalogues yield information on source sizes, spectral dependence, and when com-

bined with catalogues from surveys at other wavebands, information on galaxy

population types, redshifts, the star formation rates, evolution and more.

We decided to catalogue both the C-configuration data and the CB-configuration

data separately (with the C data being the data from just the VLA C antenna con-

figuration and CB being the data from the C-configuration and the B-configuration

together, see Chapter 2.2). The CB data have a higher resolution, which should

provide more positional accuracy in the fitting. However, it also has higher noise

for the resolution. This is because, even though it is a combination of the C and

B data, and thus should have lower noise given more data, the majority of the data

is from the lower resolution and so to achieve higher resolution, weighting is ap-

plied to the data before transforming to an image. This down-weights the lower

resolution and up-weights the high resolution samples where there are fewer data,

essentially decreasing the total amount of data and increasing the image noise.

We also want to catalogue both resolution data sets in order to see how they

compare for future surveys. The proposed VLASS survey [97] would have a res-

olution closer to our CB data (or higher) whereas SKA Pathfinder surveys, such

as EMU [127], will have lower resolution similar to the C data. Cataloguing the

two resolutions of the same field, calibrated and transformed to images in the same
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way, should inform us about what kind of differences can be expected between the

surveys.

This work has not yet been published and the catalogue presented here may

not be the published version. In Section 6.1 we describe the general process of

source finding and fitting and how we used simulations to test for uncertainties as

well as other effects such as completeness. Section 6.2 details the catalogues from

the actual VLA data, including a comparison between the two resolutions and our

investigation of extended sources. Section 6.3 presents the source counts from

the two catalogue versions. Section 6.4 discusses how we can use the wide VLA

bandwidth to look at the spectral dependence of the catalogue sources. Finally, in

Section 6.5, we present preliminary cross-matches of our catalogues with others

from the optical, IR, and radio.

6.1 Simulations
For source fitting we used the OBIT task FNDSOU. The images are searched for

peaks down to the 3σ level. Each peak area is then fit with a 2D elliptical Gaussian

with the fit parameters being the peak flux density (SP), the centre RA and centre

Dec positions, the major axis FWHM (θM) and minor axis FWHM (θm) and the

position angle (φ). The fitting was constrained such that the major and minor axes

could not be less than the image beam FWHM (θB). The total integrated flux

density (ST) is computed as

ST = Speak
θMθm

θ2
B

. (6.1)

.

To understand the fit uncertainties associated with our images, noise properties,

and fitting software, we generated simulated images and run them through our

fitting procedure. We are then able to compare the fit output with the known input.

We performed several sets of simulations.

First we ran the simplest case of inserting point sources with set flux densities

of 3, 4, 5, 8, 12, and 100 µJy. These were inserted at points chosen from a grid

over the image, such that the distance between the sources was � θB. These
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point sources were convolved with the beams from our C and CB images, then

added to backgrounds of random Gaussian beam-convolved noise with σ = 1.05

and 1.15µJy beam−1 for the two resolutions. This initial case was meant simply to

determine the uncertainties of fitting in the presence of correlated noise. We created

four simulated images (each made at both the high and low resolutions), each image

having 400 sources in it. These images were then fit using FNDSOU. The output

of FNDSOU was cross-matched with the true positions to within a 5 arcsec radius.

Then the data from all four cases were collated to look at the results.

However, the real world case is more complicated. We next wanted to carry out

tests with as realistic a setup as possible. We used the source catalogues from eight

separate 0.5◦ × 0.5◦ areas of the SKADS S3 simulation. We know already that the

source count from the simulation matches fairly closely to published source counts,

and it includes some clustering as well as a fairly realistic source size distribution.

We scaled the flux densities from 1.4 GHz to 3 GHz using α = −0.7. We then

cut out any sources with S > 1 mJy to more closely approximate our field, where

the brightest source is around 3 mJy. We also cut out AGN objects with extended

lobes or jets, because in real images the few such sources would not be fit with

Gaussians and we are solely concerned here with single component sources. The

images were generated and the 3 GHz VLA primary beam was applied to each

simulated image. Then the images were convolved with the CB and C beams to

create high and low resolution versions of each. Finally, beam-convolved noise

was added to each image. These eight images were then fit using FNDSOU, with

the output of FNDSOU cross-matched with the known positions to within a 5 arcsec

radius. Finally the data from all cases were collated.

6.1.1 Uncertainties

In Condon [32] the errors for 2D elliptical Gaussian fits are discussed. The square

of the overall signal-to-noise ratio p2 is

p2 =
π

8 ln 2

θMθmS
2
P

h2µ2
, (6.2)

where h is the pixel size, and µ is the image noise. The errors on each of the fit

parameters as related to p2 (from Condon [32]) are
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Figure 6.1: The mean of either the ratio of the true to fitted values or differ-
ence from the realistic simulations in bins of peak flux density. The C
values (blue circles) were made with C data image resolution and CB
values (red squares) made with CB data image resolution. The lines
show the 1σ uncertainties (red solid lines for CB data and blue dashed
lines for C data). From left to right and top to bottom the panels are
Speak ratios, Stotal ratios, major axis size ratios, minor axis size ratios,
∆RA, and ∆Dec.
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θ2

M − θ2
m

θMθm

)
.

(6.3)

Here x0, and y0 are the centre coordinates.

However, these equations do not factor in the presence of correlated noise. The

simple simulation case should then test whether these equations hold up when the

noise has also been convolved with the beam. Taking the fitted and matched data

and binning by true flux density we computed the mean and standard deviation for

the fitted peak flux density, total flux density, positions, axis sizes, and position

angle, and observe that the resulting parameter uncertainties are consistent with

those predicted by eq. 6.3.

We took all the sources from the realistic simulations that were found from

the fitting routine and cross-matched that catalogue with the true, or input, source

catalogue. Using the matches, we computed the ratios of the true to fitted values

for the peaks, major axis size, minor axis size, total flux density, and the difference

in RA and Dec positions and binned them in bins of peak flux density. Figure 6.1

shows the mean ratios and standard deviations for these bins for both image resolu-

tions. We can see from this that the error bars decrease as expected with peak flux

density. Also noticeable here is that the fitting overestimates the major axis size

and peak flux density for faint flux density sources. This is a known complication

with most fitting routines when dealing with low signal to noise sources.

The goal of the realistic simulations was to use the results in order to estimate

uncertainties on the fit results for the real data. To do this we took all the matched

simulated sources and binned them by fitted peak flux density and fitted decon-

volved major axis size, where the deconvolved major axis (θDM) and deconvolved

minor axis (θDm) were computed as θDM =
√
θ2

M − θ2
B and θDm =

√
θ2

m − θ2
B.
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Figure 6.2: Mean ratio of true deconvolved major axis size to fitted decon-
volved major axis size of sources from the realistic simulation in bins
of peak fitted flux density and fitted major axis FWHM. The white bins
mean there are no sources within those size and peak ranges. The left-
most bins are unresolved sources (θM = θB).
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Figure 6.3: Standard deviation of the ratio of true deconvolved major axis
size to fitted deconvolved major axis size of sources from the realis-
tic simulation in bins of peak fitted flux density and fitted major axis
FWHM. The white bins mean there are no sources within those size and
peak ranges. The leftmost bins are unresolved sources (θM = θB).
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Figure 6.4: Mean of the ratio of the true to fitted values for peaks (top row)
and major axis size (bottom row) from the realistic simulations in bins of
peak flux density. The C values were made with C data image resolution
(left column) and CB values made with CB data image resolution (right
coloumn). The corrected values are obtained after using the method of
2D binning and interpolation to get correction factors and uncertainties
for individual sources.
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We computed the mean and standard deviations of the ratios of the true values to

the fitted values, i.e. PeakTrue/PeakFit in two dimensional bins; an example of

the mean ratios is shown in Fig. 6.2 and the standard deviation ratios in Fig. 6.3

for major axis size. These show similar trends as fig. 6.1, however, the addition

of binning by size as well shows that the effect of over estimation in a parameter

is largest for those not just with the faintest peaks but also with the largest sizes.

These figures show the 2D arrays for correction of the major axis size, however,

corresponding arrays and corrections were computed for the fitted peaks and minor

axis size, as well as uncertainties for the RA and Dec.

The bin setups were chosen to ensure a minimum of 20 sources in a bin (or

when genuinely zero). We then interpolated the values of ratios and ratio standard

deviations for peak flux density, total flux density, major and minor axes decon-

volved sizes, and mean and standard deviation for ∆RA and ∆Dec, for all of the

sources fit. We tested this correction method on the simulated sources. Figure 6.4

shows how the mean ratios and uncertainties change after interpolating new values

for the simulated fit values.

This method should enable us to account for the effect of flux boosting in our

catalogue. This well known effect means that, particularly for sources near the

noise limit, the fitted fluxes densities are more likely to be overestimated than

underestimated, due to both instrumental and confusion noise. There are many

papers that discuss correcting for flux boosting using Bayesian methods [e.g. 25].

However, many of those deal with submm or infrared data, where θB � θS and

therefore are only fitting for a total flux density rather than a peak together with

size and shape. Submm and infrared images are also not affected by the primary

beam, which complicates the Bayesian method used to compute probabilities di-

rectly from source counts. Therefore, considering our more complicated case, we

chose to use the realistic simulations and this 2D interpolation to account for this

effect by computing the corrections for the both size axes and the peak flux densi-

ties.
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6.1.2 Completeness, False Detections, and Blending

The simulation catalogues can also be used to examine how well the fitting software

does at finding all of the known sources, how often it includes a false detection, and

how often if mistakes multiple sources for one source.

For each simulation realisation there are approximately 1000 sources within

the primary beam area that are “detectable” by the limits set. Among those 1000

for the low resolution images, there are on the order of 50 to 100 sources that are fit

as one source when there are in fact multiple (fainter) sources in or around the fitted

source position. In these “blended” cases the fitting software tends to fit large (12

to 20 arcsec convolved) sizes for one or both of the axes and the total flux density

for the one source is on average larger than the sum of the totals of the individuals

it encompasses. This will have an impact on the source count of a catalogue, obvi-

ously lowering the count of fainter sources and increasing the count of the brighter

sources. One possible way to improve this, or at least investigate it, would be to fit

the same image multiple times, starting with the sizes being fixed to the beam size

and then increasing the maximum allowed axis sizes. Comparing the results and

residuals from this could help shed light on whether there is some fitting constraint

process that would minimize blending or else some some limits on the parameter

space to identify blended objects. This issue is under active investigation.

The issues of completeness and false detections are somewhat complicated by

whether one is interested in uncorrected or primary beam-corrected peak or total

fluxes and whether we look at the fitted values or the true values of the matched

sources. Examples of this for completeness are shown in Fig. 6.5. These plots show

the number of sources, in bins of flux density, that were found by the fitting routine

and had a known match within 5 arcsec, divided by the total number of known

inserted objects in that flux density bin. This shows us that the completeness levels

are lower if we consider the total flux density values rather than the peak flux

densities. Also, the fitted flux densities values, both peaks and totals, seem to over-

estimate the number of bright sources. The figure also shows the difference that

the primary beam and source size makes. For example the CB image for total

flux densities at the faintest fluxes, when considering those that could have been

detected (i.e. peaks > 4σ, bottom middle panel) is roughly 85%, whereas it drops
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Figure 6.5: Completeness of sources from simulation. The plots show the
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divided by the true total number of inserted sources. The top row shows
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and magenta dotted lines are for the C images true matched values and
fitted matched values.
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closer to 65% when considering all of the known sources whose total flux density

is above 4σ (including ones whose peak is below 4σ, bottom right panel).

Examples of the false detection rate in the simulations are shown in Fig. 6.6.

The plots show (1 minus) the number of sources binned by flux density for the

sources with matches divided by the total number of sources detected. Again we

can see how the false detection rate drops quickly to zero when considering non-

primary beam-corrected flux densities, but levels off much more when looking at

the corrected fluxes. There is an overall lower number of false detections with the

C images, likely due to its lower noise.

When considering the completeness and false detection rate together there

should be some flux density level which balances the number of possible false

detections with a high completeness percent that can be used to set some kind of

detection threshold. These constraints are usually dependent on the type of sci-

ence to be carried out with the catalogue. Such results from these simulations for

corrections to our catalogues is still under active investigation.

6.2 Catalogue
The catalogues were made in the same manner as described for the simulations.

We fit the C and CB images separately before any primary beam corrections. Any

sources with peaks < 4σ were removed, with the CB data having σ = 1.15µJy

beam−1 and the C data having σ = 1.02µJy beam−1. Fitted Gaussians for sources

with structure were also cut from the initial catalogue and were treated separately

(see below). The total flux densities were computed according to eq. 6.1. The flux

densities are corrected for the primary beam based on the primary beam value at

the fitted location. Full versions of the catalogues are given in Appendix A and B.

The method of 2D interpolation from simulated data (described in Sec. 6.1.1)

was used for each catalogue and yielded uncertainty estimates for each source pa-

rameter. Residual images were made using the original fitted parameter values and

the corrected parameter values. Where the χ2 inside a box with size 2θB × 2θB

was smaller with the corrected values, those values were adopted as the new values

in the catalogue. Spectral index estimates for each source are included, with the

method described further in Sec. 6.4. The flux density distributions for each cata-
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logue are shown in Fig. 6.7, which shows that the catalogues are roughly complete

down to 10 to 20µJy.

We cross-matched the two resolution catalogues with each other, using a match-

ing radius of 5 arcsec. Roughly 80 per-cent of the sources in the CB catalogue were

found in the C catalogue, with about 60 percent of the C sources matched. One rea-

son for only 80 per-cent of the CB sources being matched (besides possible false

detections or faint sources near the detection limit), even though the C data has

higher sensitivity, is source blending in the C catalogue. There are a number of

sources were two (or possibly more) individual sources were fit in the CB image

where only one blended source was fit in the C image. Thus during the cross-

matching only the CB source closest to the C blended source was included. The

non-blended sources without a counterpart (in either catalogue) are all near the

noise threshold. This means they are either false detections or, due to the local

noise distribution, the source is above the noise threshold in one image and below

in the other. For the final version of the catalogue a source-by-source comparison

will be necessary to accurately match the two resolution catalogues.

The C catalogue has about 1.3 times as many sources, mainly due to the lower

noise threshold. Figure 6.8 shows a comparison of some of the parameters for the

matched sources. The top left panel of this figure shows the total fluxes from each

source from each catalogue. There is little scatter from a one-to-one relation for

sources with S ≥ 100µJy. As well for these brighter sources the separation in

centre positions is small (bottom left panel). There is certainly much more scatter

between the two catalogues for fainter sources, which is not surprising. There is

very little correlation in the major axis sizes (top right panel), which could be due

to the poorer size sensitivity of the C data, incorrect matches, or source blending

in the C data.

In some cases it is necessary to correct for the effects of time and bandwidth

smearing. Bandwidth smearing is an effect of the limited spectral resolution and

will radially broaden the synthesized beam by convolving it with a rectangle of

angular width ∆θ∆ν/ν, where ∆θ is the radial offset from the pointing centre.

With our VLA data, even after the spectral averaging that was done, at the FWHM

of the primary beam the bandwidth smearing is roughly 1.0 arcsec at 3 GHz, and

hence is not a large concern for us. Similarly, time averaging can also produce
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a radial smearing. The amount of smearing due to the time resolution goes as

∆θ∆t/f , where f is the Earth’s sidereal rotation period of 86164 s/2π = 1.37 ×
104 s. With our VLA data, after the time averaging for imaging, the maximum

smearing from this effect at is only ∼ 0.4 arcsec at the FWHM of the primary

beam.

6.2.1 Angular Size Distribution

There are several conventions when it comes to dealing with source sizes. If it

is clear that a source has extended structure and is not well fit by a Gaussian we

consider it to be extended. If both fitted axes have their lower limits larger than

the beam these objects are fully resolved. If θM = θm = θB then these objects

are unresolved. If for the major or minor axis θM,m −∆θM,m < θB < θM,m then

the axis is partially resolved. For some previous catalogues the procedure has been

that when an axis is partially resolved than it is just set to the beam size [e.g. 118].

We have chosen not to do this when we report sizes and use sizes to calculate total

flux densities. Instead we leave the axes at the fitted values and report a size flag

to indicate the status. These flags are: (0) extended; (1) resolved; (2) major axis

resolved minor partially resolved; (3) major axis resolved minor axis unresolved;

(4) both major and minor axes partially resolved; (5) major axis partially resolved

and minor axis unresolved; and (6) both axes unresolved.

The issue of the source angular size distribution as a function of flux density

is very important (e.g. for P(D) studies and source counts) yet the distribution is

still not well known. It is not known how the size distribution changes with flux

density at faint flux densities, and how if it varies by galaxy type, at least not with

great accuracy. The source size distribution has an effect on the source count as

well, and it is believed that differences in corrections regarding source sizes are

likely to blame for the large amount of scatter in the counts from different surveys

in the sub-mJy region. A deep survey with high resolution will miss larger sources

near the survey limit, and this has sometimes been ignored, but at other times over-

corrected.

The C image resolution is not ideal for investigating this, since the larger beam

decreases the accuracy when measuring deconvolved source sizes. Because of
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Figure 6.8: Comparison of matched sources from the C and CB catalogues.
The top left panel is the total flux density of the sources from each cat-
alogue. The top right panel is the deconvolved major axis sizes for the
matched sources. The middle panels show the spectral indices for αIM

(left) and αIF (right). The bottom left panel is the matched separation
vs. the fitted CB peak flux density. The bottom right panel is the differ-
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Figure 6.9: Deconvolved major axis size distributions from the CB catalogue
in bins of total flux density. The sizes have been “corrected” if the
partially resolved sources are set to the beam size.
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Figure 6.10: Deconvolved major axis size distributions from the C catalogue
in bins of total flux density. The sizes have been “corrected” if the
partially resolved sources have been set to the beam size.
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this we expect the C catalogue to be missing smaller sources at the faintest flux

densities. However, the CB catalogue will likely be missing larger sources at the

faintest flux densities, since their sizes will make it such that their peaks are below

detection. This is indeed what we see, as is shown in Figs. 6.9 and 6.10. These

plots show the size distributions in bins of total flux density for the two catalogues.

The values labelled “Corrected” have the sizes set to the beam size if the axis is

partially resolved. There is a lack of large sources (θDM > 8 arcsec for the CB data

regardless of flux density. This may mean there are no sources of this size in our

data; however, it is more likely that these sources are missed in the CB data as the

large size makes the peak flux below detection. The CB plot also shows there to

be a peak in the size distributions around θDM ' 2 arcsec in all of the flux density

bins. In the C data distributions, however, the distributions are much more evenly

spread out with no discernible (common) peaks.

Figure 6.11 shows the mean sizes from these distributions in bins of flux den-

sity. It appears from this plot that the mean source sizes are much larger than

the ∼ 0.7′′, estimated from high-resolution imaging (Muxlow et al. [124]). How-

ever, the means shown here do not take into account sources that are unresolved or

partially resolved, which, particularly at the 8′′ resolution, will be the majority of

sources. Many of the sizes 1′′ or less cannot be measured with the fit uncertainties.

This plot indicates a trend in the average source size as a function of flux density

regardless of catalogue resolution or corrections. But it is unclear how this might

be biased by incompleteness, which is something that is still under investigation.

6.2.2 Extended Sources

There are four sources that by our examination (as well as in the catalogue from

Owen and Morrison [134]) are not well fit by Gaussians and are categorized as

extended, or having extended structure. For each of these four sources the total

flux densities were found by summing the flux density values inside lines guided

by the contours but edited to not include nearby sources. The reported positions are

found by cross-matching with optical and infrared catalogues as well as the Owen

and Morrison [134] catalogue. Figures 6.12, 6.13, 6.14, and 6.15 show these four

sources for the C image contours against the CB image, along with the spectral
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index image, optical image from the Canada France Hawaii Telescope (CFHT),

and infrared Spitzer IRAC image.

The source in Fig. 6.12 is a known Quasar classified as a double-lobed FR type

II object [58]. It also has associated X-ray as seen with Chandra (X-ray ID CXOX

J104623.9+590522). The spectral index image in Fig. 6.12 shows that the core has

a flatter spectrum (α ' −0.6), while the lobes have steeper spectrums (α ' −1.3),

as is commonly seen with AGN lobes. The other three extended objects did not

cross match with any known AGN or QSO objects in catalogues.

It is clear looking at the optical and IR images that there could be emission

from multiple sources contributing in the radio images. As stated above the source

in Fig. 6.12 has a clear optical match near the centre that is responsible for the

majority of the radio emission seen in the centre and the two lobes. The source

in Fig. 6.13 has a bright optical/IR counter part near the centre. The extended

trailing emission seen in the radio images is likely associated with that source, with

possible contributions from some of the other nearby optical/IR sources seen, but

again the radio emission of the two non-central parts of this source is quite bright

(hundreds of µJys), making it likely to be mainly associated with the bright central

source rather than solely from multiple smaller fainter nearby sources (also the

trailing radio emission does not line up directly with any of the optical/IR sources).

The source in Fig. 6.14 again has multiple possible optical/IR counterparts.

None of these line up well with the C image contours that show emission to the

sides and below the source. Similarly for the source in Fig. 6.15, with multiple pos-

sible optical/ID counterparts for the emission seen to the left, but with no obvious

counterparts with the emission on the right. For both of these sources, it is possible

the radio emission is some combination of the multiple optical/IR sources, or also

possible that none of the optical/IR sources are true counterparts. Either way, none

of these sources are fit well by single or even multiple Gaussian models, therefore

we classify them as extended.

6.3 Source Count
A source count was made of all the best-fit total primary-beam-corrected flux den-

sities for both the C and CB catalogues. The differential source count, dN/dS, for
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Figure 6.12: Extended source image for source position J2000 161◦.6051,
59◦.090913. The top left panel is the CB-data 3 GHz image. The
top right is the C-data spectral index image. The bottom left image
is the CFHT g-band image. The bottom right is the Spitzer 3.6µm
image. The overlaid contours are from the lower resolution C-data.
The contours levels are 2, 5, 12, 30, 75, 200, 500, 1200, and 3000 µJy.
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Figure 6.13: Extended source images for source position is J2000
161◦.41572, 58◦.955855. The top left panel is the CB-data 3 GHz
image. The top right is the C-data spectral index image. The bottom
left image is the CFHT g-band image. The bottom right is the Spitzer
3.6µm image. The overlaid contours are from the lower resolution C-
data. The contours levels are 2, 4, 8, 15, 30, 50, 100, 200, and 700
µJy.
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Figure 6.14: Extended source images for source position J2000 161◦.45361,
58◦.90226. The top left panel is the CB-data 3 GHz image. The top
right is the C-data spectral index image. The bottom left image is the
CFHT g-band image. The bottom right is the Spitzer 3.6µm image.
The overlaid contours are from the lower resolution C-data. The con-
tours levels are 2, 3.5, 6, 10, 20, 30, 50, 90, and 150 µJy.
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Figure 6.15: Extended source images for source position J2000 161◦.6575,
58◦.906266. The top left panel is the CB-data 3 GHz image. The
top right is the C-data spectral index image. The bottom left image
is the CFHT g-band image. The bottom right is the Spitzer 3.6µm
image. The overlaid contours are from the lower resolution C-data.
The contours levels are 2, 4, 6, 12, 20, 35, 65, and 120 µJy.
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bin a was computed as
dN

dS a
=

Na

Aa∆Sa
. (6.4)

Here Na is the total number of sources in bin a, ∆Sa = Sa,high − Sa,low, and Aa
is the area over which the sources with mean flux 〈Sa〉 could be detected given the

primary beam, noise, and detection limit. The angle over which a source can be

detected is

Θa =

√
lnPa
ln 2

ΩFWHM

2
, (6.5)

where ΩFWHM is the FWHM of the primary beam in radians and Pa = 〈Sa〉/(4σ),

which is signal-to-detection limit ratio rather than just the signal-to-noise ratio.

Then the area (for small Θa) is

Ωa = πΘ2
a. (6.6)

This is the area over which a point source could be detected with a 4σ peak de-

tection cutoff. However, for non-point sources Pa changes to Pa = 〈Sa〉/(4σN ),

where N is the size correction or N = (θMθm)/θ2
B.

We computed the source count for our catalogues by computing N for all the

sources, binning the sources by N , computing dN/dS for each N bin and then

summing over all the N counts. The final source count is then

dN

dS
=
∑
i

(
dN

dS

)
Ni
. (6.7)

The N bins used are N=[1, 1.13, 1.375, 2, 4.25]. The mean flux density for the

summed source count is the average of the mean flux densities for each size bin

in each flux density bin. This is shown in Fig. 6.16, along with the P(D) fits from

Vernstrom et al. [183] and Condon et al. [37]. Table 6.1 shows the counts from

using all the sources. The counts from both catalogues are in good agreement with

each other and with the P(D) models, being slightly lower than the P(D) model

around 100µJy.

The correction for flux boosting has been performed on the individual source

flux densities via the 2D interpolation corrections, rather than a correction to the
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Table 6.1: Differential Euclidean normalized source count

Slow Shigh 〈SCB〉 〈SC〉 dN/dSCB S
5/2 dN/dSC S

5/2

(µJy) (µJy) (µJy) (µJy) (Jy1.5 sr−1) (Jy1.5 sr−1)
4 12 8.8 9.1 0.9 ±0.1 0.9 ±0.1
12 36 22 23 1.9 ±0.1 1.8 ±0.1
36 130 61 64 1.5 ±0.1 1.5 ±0.1
130 320 210 200 1.9 ±0.4 1.6 ±0.4
320 1500 810 800 4.3 ±1.4 4.6 ±1.4
1500 8700 5100 5100 13. ±9.5 13. ±9.3

source count. Corrections for completeness, false detections, and “clean bias”

should all be looked at for these catalogues. The clean bias is a bias resulting from

the cleaning process. This involves flux being removed from fainter sources, which

are affected by the sidelobes of brighter sources. To correct for this, simulations

are required, which entails inserting fake sources into the uv data and repeating the

cleaning process as before and examining the flux of the simulated sources. We

do not expect a large clean bias for our data as the sidelobes of our beams are not

large and there are not many bright sources; however, this still needs to be exam-

ined. The completeness and false detections have been briefly examined using the

simulation data. However, the corrections are not expected to be large at the flux

density thresholds we selected (with the peak completeness from the simulations

around 80% at the threshold and false detection rate around 30%), and hence a

comprehensive analysis of those effects is postponed to a future study.

6.4 Spectral Indices
The 2–GHz bandwidth of the VLA correlator allows us to obtain information on

the spectral dependence of the sources. We first retrieved the flux density values of

each source at the positions of the fitted peaks in each of the 16 sub-band images.

We applied a primary beam correction to each value, based on the primary beam for

each sub-band frequency and source position. We then performed a least squares

fit for the spectral index αi and the corresponding fitted 3-GHz flux density, F , of
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each source by minimizing

χ2 =

16∑
i=1

(Si − ((νi/3.0)αF ))2wi. (6.8)

Here wi is the normalized weight from the sub-band divided by the primary beam

correction at the source position:

wi =

1
σ∗
i
2∑

i
1
σ∗
i

2 . (6.9)

If the source is outside the 10 per cent power region for a particular sub-band’s

primary beam it was not included the fitting. This method works well for sources

with large signal-to-noise, but for the fainter sources it is difficult to obtain a well-

constrained fit, since each sub-band has noise that is 3 to 18 times the noise level

in the combined 3-GHz image.

In an attempt to deal with the noiser sources we also performed a separate

method to estimate spectral indices. We made two new images at 2.5, and 3.5 GHz,

each using 1 GHz of bandwidth, resulting in noise values of 1.75 and 3.5µJy

beam−1. These were again constructed to have nearly circular 8 arcsec beams.

We took the primary beam-corrected images and made a spectral index image by

taking log10 of the images and dividing one image by the other. This yielded a spec-

tral index image with α2.5−3.5. Some parts of this image can be seen in Figs. 6.12,

6.13, 6.14, and 6.15 for the extended sources. The spectral index for each catalogue

source was then read off from this image at the pixel position of the fitted peak.

A separate spectral index image was made for both the CB and C data. The

spectral indices are labelled as αIF when fitting the 16 sub-bands and αIM from the

spectral index image. Values outside the range −2.25 ≤ α ≥ 2.25 were set to zero

in the catalogue. Histograms showing the different spectral indices are shown in

Fig. 6.17 and plots of the mean α in bins of flux density are shown in Fig. 6.18.

All versions of the spectral index distribution have means near α = −0.7, as

would be expected if the majority of sources are star-forming galaxies; the only

exception is αIF for the CB data. This is likely due to several of the sub bands in

the CB data being more severely affected by RFI than in the C data alone (note
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Figure 6.17: Catalogue spectral index histograms. The top panels show the
spectral index distributions for the CB data and the bottom panels are
for the C data. The left panels are indices obtained from the spectral
index images, while the right panels show indices obtained from sub-
band fitting.
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these sub bands were not used in the fitting at all). The image method is more

consistent between the two catalogues, as seen by the tighter correlation in the

middle left panel of Fig. 6.8, which is likely due to the higher SNR.

There has been some recent discussion of the mean spectral index for fainter

sources being closer to −0.5 rather than −0.7. Looking at Fig. 6.18, there does

seem to be some indication for this. However, for any method of estimation it is

more difficult to obtain an accurate estimate with a smaller SNR; thus we should

treat the faintest flux density spectral index estimates with some caution.

The differences in spectral indices dependent on the type of source, as well

as the redshift (and frequency). To say the mean spectral index expected is α =

−0.7 depends on observing frequency as synchrotron self absorption can lead to

flattening of the spectrum if observed at lower frequencies or if the source is at a

high redshift.

6.5 Cross-Identifications
The 3 GHz catalogue best fit positions were used to cross match the sources with

26 other catalogues, though some of those come from the same instrument or sur-

vey, but with different filters. The source positions were matched with a search

radius of 2σB, or 2.25 arcsec and 6.75 arcsec for the CB and C catalogues, respec-

tively. Details of the matching can be seen in Fig. 6.19. A more detailed analysis

is required to determine true counterparts from these catalogues. This will entail

looking at the likelihood ratio of the matches using information on the positional

offset uncertainties, and the counterpart distributions rather than just using the clos-

est matches. This was deferred to a future study of the properties of the catalogue

sources.

6.5.1 Optical and IR

For optical and near infrared data our catalogue was cross-matched with several

catalogues. There is the Sloan Digital Sky Survey (SDSS) data release 9 [1], which

includes u, g, i, r, and z bands. There is deeper optical data from CFHT, in the

u, g, i, r, and z bands. There is Spitzer/IRAC data from the Spitzer Wide-Area

Infrared Extragalactic Survey (SWIRE) survey at 3.6, 4.5, 5.8, and 8.5µm [111,
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Figure 6.19: Details of catalogue cross-matching. The panels on the right are
for the CB data catalogue, while the panels on the left are for the C
data catalogue.
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173], as well as “warm” Spitzer data from the Spitzer Extragalactic Representative

Volume Survey (SERVS) at 3.6 and 4.5 µm. There are also data from the UKIRT

Infrared Deep Sky Survey (UKIDSS) data release 9 survey [104, 105] in K and J

bands. We computed colour cuts for each of our two catalogues using the cross-

matched data, which can be seen in Figs. 6.20 and 6.21.

There are distinct features in the colour-colour plots. These can tell us about

the redshifts of the sources, as well as the separate populations (i.e. AGN vs star-

forming galaxies). We have highlighted some features. The bottom panel of the

figures shows IRAC [5.8]− [8.0]µm vs [3.6]− [4.5]µm colours. The yellow region

shows the divide between z < 1.2 and z > 1.2 from Marsden et al. [114], with the

equation for the dividing line being

([3.6]− [4.5]) = 0.0682× ([5.8]− [8.0])− 0.075. (6.10)

Also on this panel the AGN selection criteria from Donley et al. [43] is shown as

the grey shaded region. These criteria are define as follows, where ∧ is the logical

“AND” operator:

x = log10

(
f5.8

f3.6

)
, y = log10

(
f8.0

f5.8

)
(6.11)

x ≥ 0.08 ∧ y ≥ 0.15

∧y ≥ (1.21× x)− 0.27 ∧ y ≤ (1.21× x) + 0.27

∧ f4.5 > f3.6 ∧ f5.8 > f4.5 ∧ f8.0 > f5.8.

(6.12)

These criteria were then converted from this flux colour space to the magnitude

colour space shown in the figure. Additionally, we have shown four galaxy red-

shift tracks (starting at z = 0 going to z = 4 and assuming no evolution) using

rest-frame galaxy spectral energy distribution (SED) templates from Polletta et al.

[142]. We chose one galaxy from each category of elliptical, spiral, starburst or

ultra-luminous infrared galaxy (ULIRG), and quasar.

The optical and IR colours, combined with these tracks, show that the majority

of sources are likely spiral or star-forming type at intermediate redshift. This is

not unexpected. From the source count and luminosity functions, it is believed
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that star-forming galaxies dominate in the sub-mJy regime. These criteria, when

combined with firm optical matches, spectral indices and available redshifts, will

allow us to categorize and investigate the properties of the different galaxy types in

the catalogues.

6.5.2 Radio

We cross matched our VLA catalogue with the 1.4 GHz VLA catalogue from Owen

and Morrison [134]. The majority of the 1.4 GHz sources that did not have matches

in our catalogue were near the Owen signal-to-noise limit and a large majority

were out near the edge of our cataloguing area, where the sensitivity is weak from

the primary beam (the primary beam is smaller at 3 GHz than at 1.4 GHz). The

1.4 GHz catalogue reports the total flux density corrected for the primary beam, as

well as bandwidth and time smearing effects.

We computed the spectral indices of the matched sources for both versions of

our catalogues, with histograms and flux-flux plots shown in Fig. 6.22. The av-

erages of the spectral indices range from −0.9 to −1.04, which is clearly steeper

than the expected −0.7. The exact cause for this has not yet been determined.

The average deconvolved size for the 1.4 GHz sources is smaller than the average

deconvolved size at 3 GHz; thus to obtain a steep spectral index with our source

sizes being larger would mean either we our underestimating our flux densities on

average or Owen & Morrison over estimated the 1.4 GHz flux densities. We be-

lieve that it is more likely that the 1.4 GHz flux densities have been overestimated,

since the source count produced by Owen & Morrison is higher than our source

counts for the fainter flux densities (both the catalogue counts as well as the P(D)

count); this would not make the Owen & Morrison count less believable except

that (as discussed in earlier Chapters) the counts are expected to show a downturn

at fainter flux densities rather than the levelling off (or upturn, depending on the

normalization) shown by Owen & Morrison .

6.6 Conclusions and Future Work
As has been mentioned, what is presented here are only the preliminary versions

of these catalogues and a brief investigation of the source properties. We plan to
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Figure 6.20: Colour-Colour plots of optical and NIR catalogue matches for
the CB catalogue. The top and middle left panels include data from
the SDSS DR9 and CFHT. The middle right panel is Spitzer IRAC and
UKIDSS data, while the bottom panel is Spitzer IRAC. The coloured
lines are redshift tracks (for 0 < z < 4 and assuming no evolution)
using galaxy templates from Polletta et al. [142]. The yellow shaded
region in the bottom panel shows z < 1.2 from eq. 6.10 (Marsden et al.
[114]). The grey shaded region is the AGN criteria from Donley et al.
[43]. 168
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Figure 6.21: Colour-Colour plots of optical and NIR catalogue matches for
the C catalogue. The top and middle left panels include data from the
SDSS DR9 and CFHT. The middle right panel is Spitzer IRAC and
UKIDSS data, while the bottom panel is Spitzer IRAC. The coloured
lines are redshift tracks (for 0 < z < 4 and assuming no evolution) us-
ing four galaxy templates from Polletta et al. [142]. The yellow shaded
region in the bottom panel shows z < 1.2 from eq. 6.10 (Marsden et al.
[114]). The grey shaded region is the AGN criteria from Donley et al.
[43]. 169
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build on this analysis by looking more deeply at the completeness and false detec-

tions, the clean bias, the redshift distribution, the source size distribution, the true

counterparts and population investigation. This will include counterpart matching

at the presented counterpart wavelengths, as well as those not discussed in detail

here (infrared, submm, X-ray, and lower frequency radio). However, we have al-

ready made detailed simulations and used them for analysis of the uncertainties in

our catalogues. These early catalogues are likely not very different from their final

versions. We have shown that VLA wideband data can be used to obtain spectral

index estimates and that these agree with previous estimates for the mean spectral

index of 〈α〉 = −0.7, with the possibility of shallower spectral indices for fainter

flux densities. We have shown there are many counterparts in other wavebands and

that their distributions show distinct features. We were able to match a majority of

our catalogue sources with those from the Owen and Morrison [134] catalogue, and

have shown again that the previous flux densities seem to be overestimated (both

from comparing source counts and spectral indices). Our source count from both

catalogues agrees well with the P(D) work from Vernstrom et al. [183] and Con-

don et al. [37], as well as being in line with most previous source counts from other

surveys (with the exception of the low flux density counts of Owen and Morrison

[134]).

When comparing the two catalogues of different resolution, they seem to per-

form comparably well when it comes to finding the same sources and their param-

eters. From our simulations, with the CB resolution 77% of the input sources had

a match in the fit results. The mean ∆RA/Dec was 0.003 ± .0.75, the mean ratio

of true to fitted total flux density was 0.83 ± 0.3 and the mean ratio for the major

axis was 0.87±0.24. For the C resolution, 81% of the input sources were matched

in the fit results. The mean ∆RA and Dec was 0.03 ± 1.25. The mean ratio for

the total flux density was .078 ± 0.65 and the mean ratio for the major axis was

0.81± 0.19. These numbers are for all sources, regardless of flux density.

When thinking in the context of future surveys, such as VLASS (higher res-

olution) vs EMU (lower resolution), we would suggest that the higher resolution

data has the distinct advantage of providing more accurate positions and avoids the

problem of blending. On the other hand, the low resolution data have the advan-

tage of being able to find more of the extended sources near the noise cutoff. Both

171



resolution choices, as long as the noise is comparably deep, should find roughly

the same number and the same sources and provide accurate estimates of their

parameters.
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Chapter 7

The Radio Angular Power
Spectrum

7.1 Introduction
The clustering of radio emission on the sky is represented by the power spectrum

which is the distribution of power C` in each mode as a function of angular scale

or spherical mode `. There currently exist measurements of the angular power

spectrum of resolved radio sources (Blake et al. [13]) through the 2-point angular

correlation function (w(θ)) but there exist only a few upper limits on the fluctua-

tions from the unresolved radio background. Given the nature of radio emission,

produced from magnetic fields between galaxies and clusters, models predict that

the radio power spectrum should trace large-scale clustering or the cosmic web.

Whether or not this emission is strong enough to be currently detectable is unclear.

However, most previous studies have focused on trying to detect specific structures,

such as filaments between clusters. Detecting the overall structure in a statistical

sense, as we attempt here, should be easier.

Searches for CMB anisotropies at low frequencies provide strong constraints

on clustering of the radio background. Some previous studies providing upper lim-

its on anisotropies have been performed, such as Fomalont et al. [60] using the

VLA at 4.8 GHz, Partridge et al. [137] with the VLA at 8.4 GHz , and Subrah-

manyan et al. [171] with the ATCA at 8.7 GHz (see figure 1 from Holder [88]).
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These limits on CMB clustering can also be used to constrain CRB clustering.

This is complicated by the fact that the value of the CRB temperature (i.e. the DC

level of monopole of the sky) is unknown.

The study of the C` of the radio sky extends our 1-point statistical studies

(Chapters 4 and 5) to 2-point statistics. This is another means by which we can

study and constrain models of cluster emission, as well as dark matter particle

models.

The power spectrum is a natural quantity to investigate here since the power

spectrum is measured in Fourier space and radio interferometry data are also mea-

sured in Fourier space – this is in contrast to data which start in the image plane and

must be transformed to the Fourier domain. Nevertheless, this is not a trivial pro-

cess, since it requires a firm understanding of all the corrections that must be made,

particularly uv -weighting, primary beam correction and calibration. Similar inter-

ferometric studies of CMB anisotropies have been carried out at higher frequen-

cies (e.g. Hobson and Maisinger [86], Sutter et al. [174], White et al. [188, 189]).

There has also been much related recent work using radio interferometer data and

redshifted 21 cm emission to try to measure baryon acoustic oscillations (BAO)

or the re-ionization signal. There are currently projects underway with the Giant

Metrewave Radio Telescope (GMRT), the LOFAR telescope, the Canadian Hy-

drogen Intensity Mapping Experiment (CHIME), and others (e.g. Bandura et al.

[5], Ghosh et al. [70], Harker et al. [82], Trott et al. [178]). This involves mea-

suring the 3D power spectrum as a function of angular scale as well as redshift or

frequency, rather than the 2D power as a function of multipole, but these works

provide valuable references for the treatment of interferometric data.

In this Chapter we will discuss our (preliminary) attempt to measure the angu-

lar power spectrum using our existing ATCA data. Section 7.2 discusses the visibil-

ity data that are used, with subsections describing the telescope primary beam, the

issues of wideband frequency coverage, and of mosaicked data. Section 7.3 goes

over the current method used for estimating C` from visibility data. Section 7.4 de-

tails our simulations used to demonstrate and investigate these effects as well as the

issues of clustering and extended emission, while Section 7.5 describes our model

fitting procedures. Section 7.6 compares early results from these simulations and

our real ATCA data, along with some discussion of the results.
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7.2 Visibility Data
Here we discuss the relation between the visibility correlation and the angular

power spectrum of the intensity I(~θ, ν), or equivalently the brightness temperature

T (~θ, ν) distribution on the sky under the flat-sky approximation. The quantity ~θ is

the two dimensional vector on the plane of the sky with the origin at the pointing

centre.

In radio interferometric observations, every pair of antennas in the interferom-

eter measures a complex visibility V(u, ν) at a given point in the Fourier plane,

where u is the vector of u, v coordinates in the Fourier plane, with dimensions of

inverse angle measured in wavelengths, and is the variable conjugate to ~θ. Since

interferometers are missing the zero-spacing they are insensitive to the DC level

in any region mapped and are thus sensitive only to angular fluctuations on scales

smaller than the primary beam and bigger than scales probed by the longest avail-

able baseline.

7.2.1 Primary Beam

The complex visibility is a measure of the sky signal plus instrument noise,

V(uj , ν) = S(uj , ν) +N (uj , ν). (7.1)

where S(uj , ν) is the contribution from the sky signal andN (uj) is the instrumen-

tal noise on the jth visibility (which we expected to be approximately uncorrelated

and Gaussian). The visibility contribution from the sky signal is the Fourier trans-

form of the product of the sky brightness I(~θ, ν) and the antenna power pattern, or

primary beam, A(~θ, ν),

S(uj , ν) =

∫
d~θA(~θ, ν)I(~θ, ν)e2πiu·~θ. (7.2)

The field of view is set by the primary beam size. The power pattern is very nearly

a uniformly illuminated circular aperture [36]:

A(~θ, ν) = A(ρ, ν) =

[
2λ

πρD
J1

(
πρD

λ

)]2

, (7.3)
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where D is the diameter of the antenna, ρ = |~θ| is the angular offset from the

pointing centre, and J1 is the Bessel function of the first kind and order. However,

in practice the primary beam can be closely approximated by a Gaussian function

with FWHM θF = 1.02λ/D:

A(ρ, ν)G = e
−ρ2

θ20 . (7.4)

In this case θ0 = θF

√
2/2.3548 ' 0.6θF. Each pair of antennas is separated by

a baseline of length d metres projected on the plane perpendicular to the sky in

units of the observing wavelength λ. Each antenna pair is sensitive to all baselines

between d−D and d+D, with the responsivity determined by the antenna primary

beam. This means that the array is insensitive to any angular scales corresponding

to baselines smaller than dmin −D or larger than dmax +D. This is shown for the

ATCA setup in Fig. 7.1, which has D = 22 m, shortest baseline of dmin = 30 m,

and longest baseline of dmax = 352 m.

The visibilities are convolved by the Fourier transform of A(ρ),

A(kθ) =

∫
A(ρ, ν)e2πikθ·ρdρ, (7.5)

where kθ is the uv distance or |u| (kθ has units of inverse radians, not to be confused

with the spatial scale k with units of inverse Mpc) and in the small sky approxima-

tion ` = 2πkθ. This can also be approximated by a Gaussian

A(kθ)G =
1

πU0
e−k

2
θ/U

2
0 , (7.6)

where U0 = 1/πθ0 = 0.53θF.

The two dimensional power spectrum P (u, ν) is

〈∆Ĩ(u, ν)∆Ĩ∗(u, ν)〉 = δ2(u− u′)P (u, ν), (7.7)

where ∆Ĩ(u, ν) is the Fourier transform of δI(~θ, ν) and is S(uj , ν) without a pri-

mary beam convolution, and δ2(u−u′) is a two dimensional Dirac delta function.

The angular brackets denote an ensemble average over different realizations of the
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sky intensity fluctuations. We know that P (u, ν) is related to C` by

C`(ν) =

(
∂B

∂T

)−2

P (`/2π, ν). (7.8)

In this
(
∂B
∂T

)−2
=
(

2kB
λ2

)−2
is used to convert from Jy sr−1 to temperature. From

eq. 7.7 and eq. 7.1 we can see that the visibility correlation function is related to

C`,

〈ViV∗j 〉 = V0e
−|∆ui,j |2/σ0C`i + δij2σ

2
n, (7.9)

where σ0 =
√

2U0 = 0.76/θF. The factor V0 is is defined as

V0 =
πθ2

0

2

(
∂B

∂T

)2

=
πθ2

0

2

(
2kB

λ2

)2

. (7.10)

The effect of the primary beam convolution on C` is to lower the mean ampli-

tude by a factor fPb,

fPb =
1∫

A(ρ)2dρ
. (7.11)

Equation 7.11 holds for the mean of many realisations, or if the flux distribution is

fairly uniformly distributed in ρ. The exact value of fPb for an individual realisa-

tion of C` varies depending on the exact flux density distribution as a function of

ρ. By this we mean that if there are outlier sources with S � 〈S〉 far out in the

primary beam then fPb will be greater than eq. 7.11 predicts, and likewise if outlier

sources were located near the pointing centre then fPb would be less than predicted.

The value of fPb for our ATCA data, at the mean frequency, is fPb = 8.05.

7.2.2 Frequency Weighting

The upgraded correlator on the ATCA telescope provides for wide frequency band-

width coverage. This allows for more data and thus higher signal-to-noise, as well

as the possibility of measuring spectral changes across the band. It is less clear,

however, what is the best way in which to handle the large frequency coverage

for the power spectrum. The power spectrum could be measured individually at

many different frequencies across the band. This decreases the data available for

measurements and thus decreases the SNR, but this would be recovered by averag-
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ing the estimates together. However, splitting into many frequencies also results in

sparser coverage of the uv plane at each frequency. This is shown in Fig. 7.2, where

the top panel gives the uv coverage of one ATCA pointing for all frequencies and

the bottom panel gives the uv coverage at a single frequency.

There is also the option of measuring all of the visibilities together for a central

or mean frequency. In this case the change in amplitude from the spectral index

must be accounted for. If α is known, then the visibilities can be corrected by

V(uj , 〈ν〉) = V(uj , νi)

(
〈ν〉
νi

)α
. (7.12)

While the exact value of α may vary between sources, using simulations we have

found that the mean expected α is a good approximation.

The spectral index of the primary beam αPb(ρ) is a function of distance from

the pointing centre and is simply the derivative of eq. 7.3 with respect to frequency.

When calculating C` at a single frequency using multi-frequency data, fPb be-

comes frequency dependent, such that

fPb(νi) = fPb(〈ν〉)θF(〈ν〉)
θF(νi)

. (7.13)

7.2.3 Mosaicking

The field of view, and correspondingly the uv resolution, are set by the size of

the primary beam. To obtain high resolution in `-space the Fourier transform of

the primary beam needs to be narrow, implying small antennas. However, high

sensitivity requires a large collecting area for each antenna. This problem can be

somewhat circumvented by the technique of mosaicking [38, 46, 87]. Mosaicking

entails observing overlapping fields on the sky, which increases the effective sur-

vey size and thus improves the `-resolution. Mosaicking takes advantage of the

fact that a telescope samples a whole superposition of visibilities along a baseline.

Unfortunately, overlapping observations also require that we take into account the

correlations between the fields. The fields, and their primary beams, are correlated
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Figure 7.2: Logarithm of the 2D power of one simulated sky model with the
ATCA uv coverage. The top panel shows the full uv coverage for one
pointing with all frequencies. The bottom panel shows the same image
with the uv coverage from one pointing at just one frequency.
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by a phase shift relative to the global phase centre, such that

S(uj,l, ν) = S(uj,0, ν)e2πiu·∆θ̃. (7.14)

Here S(uj,l, ν) is the sky contribution to the complex visibilities from the lth point-

ing, S(uj,0, ν) is the sky contribution at the phase centre, and ∆θ̃ is the distance of

the lth pointing centre to the phase centre.

There are two routes to analyzing mosaicked data. The first is to treat the vis-

ibilities from each pointing as separate data, highly correlated in a calculable way,

with apparently low resolution, but a lot of information in the correlations between

visibilities. The other route is to statistically weight the visibilities from the differ-

ent pointings to form a synthesized data set with fewer visibilities and correlations

and intrinsically higher resolution. This is is discussed in some detail for CMB in-

terferometric measurements in White et al. [189] and Hobson and Maisinger [86].

7.3 Bare Estimator
We employ the Bare Estimator method as described in Choudhuri et al. [26]. This

method uses the individual visibilities rather than gridding them into uv bins. Each

visibility corresponds to a Fourier mode of the sky signal, and the visibility squared

| VV∗ | gives the angular power spectrum. This simple estimator, however, has the

severe drawback that the noise contribution 2σ2
n is usually much larger than the

sky signal. This can be mitigated by only including contributions where the noise

is uncorrelated, or not including the correlations of any visibility with itself. The

visibilities at two different baselines are correlated only if the separation between

them is small, meaning | ∆uij |2≤ σ0.

The Bare Estimator ÊB(a) is defined as

ÊB(b) =

∑
i,j wij Vi V∗j∑

i,j wije
−|∆uij |2/σ2

0V0

, (7.15)

for bin b, where all kθ are in the range kθ(b) − dkθ/2. ≤ kθ ≤ kθ(b) + dkθ/2.

The weights wij are chosen to: (1) maximize the SNR; and (2) go to zero when a

visibility is correlated with itself, in order to avoid the correlated noise contribution.
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The simplest case, ignoring any issues arising from calibration errors, is wij =

(1− δij)e−|∆uij |2/σ2
0 , which is proportional to its contribution to ÊB(b).

The Bare Estimator is a measure of the average angular power spectrum C̄`b at

the mean ` for bin b ¯̀
b, i.e.

〈ÊB(b)〉 =

∑
i,j wij 〈Vi V∗j 〉∑

i,j wijV0, e−|∆uij |2/σ2
0

=

∑
i,j wijV0, e

−|∆uij |2/σ2
0 C`i∑

i,j wijV0, e−|∆uij |2/σ2
0

. (7.16)

If one is using multifrequency data to estimate the primary beam-corrected C`,

then 〈Vi V∗j 〉 become the corrected visibilities

〈VC
i V∗Cj 〉 = 〈Vi V∗j 〉fPb(νk)

(
〈ν〉
νk

)α
. (7.17)

Figure 7.3 shows the effect of these corrections on simulated noiseless visibilities

of randomly distributed point sources. Because of the different sizes of the primary

beams the different frequency visibilities are calculated separately for 〈ÊB(b)〉,

〈ÊB(b)C〉 =

∑
k,i,j wkij 〈VC

i (νk)V∗Cj (νk)〉∑
k,i,j wkijV0, e−|∆ukij |2/σ0(νk)2

. (7.18)

The variance of the Bare estimator for bin b, σ2
Eb

, is

σ2
Eb

= 〈ÊB(b)2〉 − 〈ÊB(b)〉2, (7.19)

assuming the visibilities are Gaussian random variables. Then the average angular

multiple for bin b, ¯̀
b, is

¯̀
b =

∑
i,j wij e

−|∆uij |2/σ2
0`i∑

i,j wije
−|∆uij |2/σ2

0

. (7.20)

The choice of the bin size ∆` is driven by the trade-off between the desired narrow

widths for localizing features in the power spectrum and the correlations between

bins introduced by the transform of the primary beam, where the minimum resolu-

tion is set by the size of the primary beam.

We note that this method can potentially be very computationally expensive,
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Figure 7.3: Power vs uv distance for the visibilities of one simulated data
set (where the model includes no clustering or extended sources). The
colours represent the different frequencies, ranging from blue at the low
end to red at the high end. The top left panel shows the noiseless visibil-
ity power without any corrections. The top right panel shows the same
visibilities with a correction for: (1) frequency scaling applied accord-
ing to eq. 7.12; (2) the primary beam spectral scaling of eq. 7.13; and
(3) the primary beam amplitude of eq. 7.11. The bottom panel shows
the same as the top right, but with Gaussian noise of σ = 0.1 Jy added
to the visibilities.
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Figure 7.4: Images of simulated sources from the SKADS simulation used
as models for simulated ATCA observations. The left panel shows the
single frequency point sources, while the middle panel shows the point
sources plus extended emission halos, and the right panel being only the
extended halos.

depending on the size of the data set. It scales as N2, with N the total number of

visibilities, which depends on the telescope setup (number of baselines, number of

frequency channels, and integration time). For our ATCA data, which uses only 12

hours of total time, approximately 44 unique frequency channels (after flagging),

and 10 baselines, there are on the order of 70,000 visibilities. However, for a setup

like our VLA data the number of visibilities is over 1,000,000. A data set like that

would likely require a method involving gridding of the visibilities (such as is done

before imaging).

Finally, we note that the baseline visibilities contain two uv points considering

the property V(u) = V∗(−u). Thus in data analysis only one half of the visibilities

need be used, as long as the this property is taken into consideration. This also

means that even when performing a cross-correlation the imaginary part of the

sum cancels out.

7.4 Simulations
We first examined simulated data sets in order to test many of the issues previously

mentioned (visibility weighting, frequency scaling, primary beam correction, etc.).

We used the source catalogue in 1 deg2 of the SKADS simulation at 1.4 GHz. This
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simulated area roughly matches the size of the ATCA primary beam. The catalogue

includes positions, flux densities, and sizes for about 600, 000 sources with S >

1 nJy. With α = −0.7 we scaled all the fluxes to a frequency of 1.70 GHz to more

closely match the ATCA data. We only included sources with S ≤ 5 mJy, to more

closely match the source-subtracted ATCA data, as well as to ensure the Poisson

signal from a few bright sources does not overwhelm fainter signals. We did not

include any source sizes here, setting all objects to point sources or delta functions

in the image.

We created several cases to test different features. These test images include

the following features:

1. Point sources; random positions.

2. Extended Gaussian halos; random positions .

3. Point sources + extended Gaussian halos; random positions.

4. Point sources; clustered positions.

5. Extended Gaussian halos; clustered positions.

6. Point sources + extended Gaussian halos; clustered positions.

7. Point sources; random positions: 7 pointing mosaic of 2 deg2.

These cases allow us to examine the power spectrum from point sources, or

Poisson noise, from large-scale clustering, and from extended emission, as well as

to test the effects of the frequency correction, mosaicking, the primary beam, and

the particular uv coverage. The models with random position point sources, point

sources plus halos, and just halos are shown in Fig. 7.4.

The extended halos were created as Gaussian distributions centred around point

sources. The total halo flux was set to Sps divided by some factor ranging from 3

to 8, with brighter sources having a smaller factor, and Sps being the flux density

of the point source. The size of the haloes ranged from 15 to 90 arcsec, scaled with

Sps such that the brightest point sources would have the largest haloes.

The SKADS catalogue positions were used for the point source only mosaic

models, which should include some level of clustering. In Wilman et al. [191] it
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Figure 7.5: Simulated clustered and random skies. The left panel shows the
density field (degree of over or under density). The middle panel shows
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is said the simulation has different clustering for (i) radio-quiet AGN, (ii) radio-

loud AGN and (iii) star-forming galaxies. The radio-quiet AGN clustering was

derived to match observations from the 2dFQZ survey ([40]); while the radio-loud

clustering comes from the NVSS and FIRST surveys ([133]). The star-forming

cluster was taken from Overzier et al. [133] and using IR data from Farrah et al.

[49]. This is likely as good of an approximation to the actual clustering spectrum

as may be possible with current data and simulations.

However, even though the SKADS catalogue positions should already have this

clustering information encoded we do not know the exact shape of the clustering

spectrum for those simulations and it appears to be quite weak compared to the

Poisson level. For these simulations we would like to clearly test the method and

possible effects on a clearly known and visible input clustering spectrum. Thus, we

decided to take the catalogue fluxes (since we know that the source count is fairly

realistic) and generate positions with a known clustering signal, relatively strong
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compared to the Poisson level and with a distinguishable shape. The clustered po-

sitions were generated assuming a Gaussian source distribution in redshift N(z)

with mean=0 and standard deviation=0.5, between z = 0.5 and z = 1.5. Sources

had 3D clustering ξ(r) = (r0/r)
γ . We used r0 of 5 Mpc h−1 and γ = 1.8. This

produces an angular correlation function w(θ) = 0.0021θ−0.8
deg , matching that mea-

sured by Blake et al. [13]. The clustered positions and this method were provided

to us by Chris Blake.

This process resulted in realistically clustered positions; however, it is not so

clear how to assign flux densities to those positions, since the brightness-dependence

of clustering is more of a mystery. We certainly know there should be a Poisson

component from the source distribution. The Poisson power term can be computed

from the source count

Pshot =

∫ Scut

0
S2dN

dS
dS. (7.21)

The fluxes can then either be randomly assigned or, to strengthen the clustering

signal, higher fluxes can be assigned to the positions in higher over-densities. Fig-

ure 7.5 shows the over and under-densities of the clustered positions, as well as one

case of assigning the fluxes with a bias and one with random assignment.

Thus we have simulated images with SKADS clustering (the point source mo-

saics) and the w(θ) of Blake et al. [13] (point sources and extended single point-

ings) along with single pointings with randomised positions. Thus we should have

simulations that may more closely resemble that true radio source spectrum and

others that allow for clearer testing of the method effects on a spectrum with clus-

tering.

To create simulated radio interferometer observations from these sky models

we used the MIRIAD task UVMODEL. UVMODEL allows you to use a model image

and a real visibility data set and then replace the real visibilities with model visibil-

ities. We used the central pointing of the ATCA observations as the input, except

for the mosaic simulation, which used all seven ATCA pointings. This ensures that

the simulated data have the same observational setup as our real data. Each of the

simulated images was used as a model for this task, with primary beams applied (to

mimic a clean component model image) and a second plane describing the spec-

tral index of each source (α = −0.7) plus the spectral index due to the primary
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beam at each position. This allows the task to scale the single frequency image to

all the observing frequencies. This created noiseless visibility sets. We averaged

from the full 1024 spectral channels to 64, though only about 44 frequencies had

non-zero amplitude visibilities, due to the flagging in the real data; this seemed a

good compromise between having a large number of visibilities and still testing for

the effects of wide-bandwidth.

The power spectrum was then computed using these noiseless visibilities via

eq. 7.18, as well as a computation with Gaussian random noise of σ = 0.03 Jy

added to the visibilities (consistent with the rms per visibility for our ATCA ob-

servations). These were then compared with the auto-power spectra from the input

model images.

In order to investigate the effects of the binning, cosmic variance, and the pri-

mary beam, we performed a bootstrap analysis. First, we took the SKADS flux

density catalogue and used it to generate 1000 realisations of the source count with

random positions each time. We applied a primary beam to each realisation. We

then computed the 1D power spectrum (using the auto-correlation) of each model

image, with and without the primary beam, and using both linear and logarith-

mic binning in `, with the number of bins ranging from 4 to 12 in the range of

600 < ` < 16500. We then repeated the procedure, except that this time we used

clustered positions with randomized flux density assignment. The mean, uncertain-

ties, and 100 realisations for 7 bins are shown in Fig. 7.6 and Fig. 7.7. From the

unclustered power spectra we can see that we recover the input well, with perhaps

a slight bias at the lowest `s after performing the beam correction. Similarly, the

clustered simulations show that we can recover approximately the correct power

spectrum. These bootstraps can also be used to look at the correlations or covari-

ance between the bins.

7.5 Model Fitting
When it comes to fitting a model, the most straightforward case is to perform a

least squares fit to the 1D power spectrum. It may be worthwhile to use the full

covariance matrix of the bins in the fitting rather than just the bin uncertainties.

This covariance matrix can be obtained from a bootstrap analysis such as described
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Figure 7.6: Results from bootstrap tests of random Poisson (i.e. uniformly-
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above. However, it is unknown what effect (particularly any bias) the model used

to generate the bootstrap may have on the output and thus we have not used this

method here. There are many other possible ways of model fitting, some of which

we plan to explore at a later date.

For the choice of model, the simplest approach is to simply fit for the Poisson

level (Model 1),

C` = P. (7.22)

If we assume there is some clustering which follows a power law, we can fit for the

Poisson level plus the clustering power law (Model 2)

C` = D

(
`

`0

)β
+ P, (7.23)

after picking some value for `0. Optionally, if no correction for the primary beam

is applied during the power spectrum calculation, the value of fPb(〈ν〉) can be fit

as a free parameter, since it is not exact for an individual realisation of the sky. As

for a model to include an extended emission component, this is more difficult. It

is not known how much extended emission contributes to the power spectrum or

what shape it will take. Models using Gaussian type halos could be fit by a simple

model; however, it is unknown how realistic that type of model is. At this time we

have therefore not fit any models for extended emission.

It is necessary to apply some priors on the parameters to constrain the fits. We

have left these fairly relaxed at the moment, constraining the Poisson level and the

clustering amplitude to be greater than zero and less than the maximum amplitude

from the input. The β value for the clustering model is constrained to be less than

zero and greater than −6. When fitting the primary beam-correction amplitude as

a free parameter, a Gaussian prior is set with a mean of the expected value from

eq. 7.11.

The model fitting is performed using MCMC analysis.

7.6 Simulation Results
The C`s from all of the simulations are shown in Fig. 7.8 (clustering), Fig. 7.9

(extended emission), and Fig. 7.10 (mosaics). We have also run some early trials of
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model fitting on the simulated data sets. Parameter distributions (1D and 2D) from

fitting Model 2 (cluster power law plus Poisson) for the simulated noisy data are

shown in Figs. 7.11 (random positions no clustering) and 7.12 (clustered positions).

These were fit without any additional priors on the known or estimated Poisson

level, which should be 0.1 Jy2 sr−1. We can see that for the data with no clustering

the fitted Poisson level is approximately right (median value of 0.097 Jy2 sr−1), and

that the routine had difficulty fitting the clustering level and index, as it should. On

the other hand, when fitting the data that contains clustering, the true index should

be β ' −1.2 ,and we can see that the peak of the distribution is near this value (

the median is −1.08). The Poisson level is still close to the input value, although

perhaps a bit low (median value of 0.07 Jy2 sr−1).

We can see it is certainly possible to detect the Poisson level of an image even,

with the existing noise level. The clustering level and index strongly depend on the

amount of noise, amount of clustering, and the particular realisation of the sky. If

the uncertainties from cosmic variance large compared to the clustering amplitude

then the clustering is much harder to constrain. The particular clustering setup we

have used in the simulations seems optimistic, at least for the clustering amplitude,

compared to the Poisson amplitude. While the clustered positions are set up to

match previous observations, the assignment of flux-density values is likely not as

realistic. In reality the clustering amplitude is likely to be lower, since we have not

seen something with such a distinctive power-law addition to the flat Poisson level

in the real data. Perhaps with the higher multipole resolution from mosaicking,

lower noise, or a better treatment of the primary beam effect the clustering levels

could be fit with smaller uncertainty.

7.7 ATCA Results
The C`s from our real ATCA data individual pointings are shown in Fig. 7.13.

These data have had the bright (S ≥ 150µJy) point sources subtracted, as described

in Section 5.3.1, using the ATLAS models. Using the source count from Chapter 4

scaled to 1.75 GHz and eq. 7.21 with Scut = 150µJy, the expected Poisson level

is 3.8 Jy2 sr−1, with the mean from all seven pointings being 3.36 Jy2 sr−1.

We have not yet attempted any model fitting on these data, since there are still
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issues being resolved with the use of the simulations. The weighting for these data

is likely different than that used in the simulations as the data include phase and

calibration errors, as well as time dependent noise. The time dependent noise is a

result of the source approaching the horizon during the final few hours of the 12

hour observation and some antennas being shadowed. This likely needs to be taken

into account in the visibility weights; we are currently investigating the optimal

weighting in this case.

It is clear from visual inspection that if there is clustering signal present, its

amplitude is weaker than the Poisson amplitude, and weaker than that adopted in

our simulations. This does not mean there is no clustering signal, simply that it

could be entirely swamped by the Poisson contribution.

Previous upper limits on the contribution to the unresolved background come

from Fomalont et al. [60], Partridge et al. [137] and Subrahmanyan et al. [171]

at 4.86, 8.4, and 8.7 GHz, respectively. We can compare results by looking at

the fractional rms or ∆T/T , the question being what T to use (i.e. the tem-

perature predicted by ARCADE 2, predicted from source counts, or something

else). These limits are shown in Fig. 7.14, along with the ranges from the seven

ATCA pointings. Work continues on the proper mosaicking treatment to make

one measurement from the seven. We show three different cases. The first uses

T = TCMB = 2.7255 K. The second normalizes the C`s by the ARCADE 2 tem-

perature at each frequency TAR2, computed using the fits from eq. 1.8 and eq. 1.9.

The third shows the C`s normalized by the temperature predicted from integrating

the source count at each frequency Tcount.

7.8 Conclusions
Measuring the radio angular power spectrum is challenging using data from tradi-

tional interferometers, which are effectively optimized for the detection of compact

sources. Using realistic physical assumptions we created simulated skies with a

range of features. Using these we created simulated interferometric observations

with the same setup as for our ATCA data. We have used these to investigate and

determine the effects from (and corrections for) wide frequency coverage, uv sam-

pling, the primary beam, mosaicking, and more. We have shown that by using the

199



103 104 105

`

10-5

10-4

10-3

10-2

10-1

[`
(`

+
1
)C

`/
2π

]1/
2

(∆
T
/T

C
M

B
)

Fomalont 88, 4.86 GHz

Partridge 97, 8.4 GHz

Subrahmanyan 00, 8.7 GHz

Pointing Min/Max, 1.75 GHz

Pointing Min/Max σ, 1.75 GHz

103 104 105

`

10-4

10-3

10-2

10-1

100

[`
(`

+
1
)C

`/
2π

]1/
2

(∆
T
/T

A
R

2
)

Fomalont 88, 4.86 GHz

Partridge 97, 8.4 GHz

Subrahmanyan 00, 8.7 GHz

Pointing Min/Max, 1.75 GHz

Pointing Min/Max σ, 1.75 GHz

103 104 105

`

10-3

10-2

10-1

100

101

[`
(`

+
1)
C
`/

2π
]1/

2
(∆
T
/T

co
u
n
t)

Fomalont 88, 4.86 GHz

Partridge 97, 8.4 GHz

Subrahmanyan 00, 8.7 GHz

Pointing Min/Max, 1.75 GHz

Pointing Min/Max σ, 1.75 GHz
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Bare Estimator to calculate the average C`s from the visibilities, we are able to

recover the input power spectrum. Early attempts at model fitting seem promising

for fitting the Poisson level, which is something that has not been measured in this

way at radio frequencies before. Moreover, there are indications that it may be

possible to detect the clustering signal as well.

Work remaining on this project includes determining the optimal visibility

weighting and the correct measure of the uncertainty, considering things like phases

or calibration errors. We also need to understand how to properly combine and

measure mosaicked data, the optimal fitting procedure, and how to fit for extended

emission. Once these issues have been explored, applying this technique fully to

actual ATCA data and model fitting will be possible.

It is clear that this type of experiment would benefit from a different observa-

tional strategy. Observations covering a larger sky area would be optimal, since

we are interested in clustering and large angular scale emission. Plus, getting more

short baseline data will increase sensitivity to large scales. Also, observations at

a lower frequency would be beneficial, since the majority of the emission is pro-

duced via synchrotron processes, which become stronger at lower frequencies, thus

increasing the signal to noise. However, determining the optimal observing strat-

egy for future measurements of radio clustering will require further study with

smaller-scale data sets, such as those we already have in hand.
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Chapter 8

Impact and Conclusions

8.1 Summary
My research lies primarily in investigating the faint (µJy) extragalactic radio sky. In

broad terms this work involves statistically characterizing faint radio galaxies: how

many there are; what kind of galaxies they are; how large are these galaxies etc.

Characterizing these rarely studied galaxies on both large and small angular scales

can tell us much about galaxy evolution, dynamics in galaxy clusters, different

types of galaxy populations, as well as the star formation history of the Universe.

The radio-galaxy phase of galaxy evolution is a critical one because the feedback

from AGN significantly effects galaxy star formation thereby governing the growth

and evolution of the galaxies. Studying the characteristics of radio emission to

new depths will help to better understand this crucial phase, and may also help to

constrain models of dark matter particles. There are also more specific issues to

study such as the contribution of faint galaxies to the cosmic radio background:

how the size of radio galaxies scales with brightness; how the far-infrared to radio

correlation evolves (or otherwise) with redshift; and what we can learn from the

radio power spectrum. In this thesis I have detailed some of the ways in which I

have already started to investigate these areas.

We have presented several different estimates of the radio source count ex-

tracted directly from P(D) analysis at 3 GHz, and the count extrapolated to 1.4 GHz

using new deep data from the VLA. These involve different assumptions about the
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count shape, e.g. the number of nodes, and different choices of data, namely the

various noise zones. We have provided an estimate of the extragalactic discrete

source contribution to the CRB at 3 GHz of (15 ± 1) mK and (120 ± 3) mK at

1.4 GHz. We have also found an upper limit to the peak of any new discrete popu-

lation of 50 nJy.

Comparing our source count to known luminosity function models shows a

good match in some flux density ranges whilst a poor fit in other. There is certainly

room for improvement in the physical models. The Béthermin et al. [10] model

tuned by considering both infrared and radio counts comes up too low in the ∼ 50

to several hundred µJy region. This could indicate some kind of evolution between

the radio to infrared correlation (see below for more discussion on this). Further

modelling of the luminosity function would be important for connecting the source

count to galaxy population evolution.

Using the ATCA telescope we have found, after discrete source subtraction, a

roughly 3σ excess in the 1.75 GHz image PDF, which could be caused by extended

emission. After fitting several models we find an upper limit on the contribution

to CRB at this frequency from extended emission to be (10 ± 7) mK. We found a

limit to any possible extended population that could cause the ARCADE 2 excess

of 1µJy.

The models used represent upper limits on the extended emission, and are

valid for sources with angular size of approximately 2 arcmin or less. Assum-

ing the excess is truly from extended emission, rather than data artefacts, we dis-

cussed some possible sources for the extended emission. These include individual

galaxy haloes from starburst or AGN galaxies, haloes from another population such

as dwarf spheroidals (or something unknown), and some contribution from clus-

ters (or smaller mass groups) through emission structures such as radio relics and

haloes. We compared one model of cluster halo emission and found it is not ruled

out by our data, although there is room for some additional emission besides that

provided by the model. The amount of faint cluster emission is not well known

and depends on many factors (e.g. origin of the halo, dissipation timescales). This

type of technique will be important for studying this issue, since for sources of this

size the confusion level is quite high, making imaging of individual faint objects

difficult.
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Modelling is required to see if any known objects could produce similar source

count shapes, either by means of ‘normal’ emission, i.e. synchrotron emission

from magnetic fields, or from something more exotic such as via dark matter anni-

hilation. We showed an example of dark matter models from Fornengo et al. [63]

and found them to be inconsistent with our data. It is clear that the resulting source

count for any WIMP dark matter model, for source sizes up to 2 arcmin, must lie

below the source count of current radio galaxies, at least for flux densities greater

than around 10µJy.

Using the deep VLA data at two different resolutions, we presented discrete

source catalogues from these data along with an analysis of the source fitting and

uncertainties using simulations. We have shown that, as long as the data are com-

parably deep, the output from cataloguing the two resolutions finds roughly the

same sources and source parameters. There are pros and cons for each resolution,

which can be used when planning future deep surveys.

We found that the source counts from the discrete catalogues agree very well

with the P(D) result. Also, the spectral indices, measured using two different meth-

ods, yield a mean of approximately −0.7, as would be expected if the galaxies

are predominately star-forming. When cross-matched with catalogues from other

wavelengths we are able to determine the optical and infrared colours. With the

use of these colours, combined with radio spectral indices, the galaxy types and

redshifts can be determined.

The final part of this thesis dealt with using radio interferometry data from the

ATCA telescope to measure the angular power spectrum. We showed, through the

use of realistic simulations, that corrections for the primary beam and wide fre-

quency coverage can be determined and the visibilities combined to measure the

binned mean power spectrum. With model fitting, it is clear that the Poisson level

is detectable, with the possibility of the clustering level being detectable, depend-

ing on the strength of the clustering amplitude compared to that of the Poisson

amplitude.

Throughout the thesis considerable time has been spent on fine tuning the meth-

ods and statistics. This is because many of these are new techniques (or at least new

in these specific applications). These analyses now permit the physical interpreta-

tion of the data, largely left as further work, to be considered with confidence.
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8.2 Future Work
The work presented here only scratches the surface when it comes to the faint radio

sky. There is still much to do be done with currently available data and soon there

will be large amount of data coming in from telescopes such as LOFAR and the

SKA Pathfinders. In the immediate future the next steps are to finish the work

on the discrete catalogues and angular power spectrum. Below we discuss some

possible avenues for further investigation.

8.2.1 High Resolution

The SKA and its pathfinders all have plans for deep extragalactic surveys. Between

these there will be varying levels of area, resolution, and depth, but the combination

of them will allow for precise measurements of the radio luminosity function for

AGN and star-forming galaxies over the full range in radio luminosity unmatched

by previous surveys. Probably sooner than these is the VLA Sky Survey, which

plans to map an area 10 deg2 to a depth of 1.5µJy at 1.4 GHz, with roughly 1 arcsec

resolution [VLASS, 97].

It will be important to determine the optimum resolution for these surveys to

best achieve the corresponding science goals. To do this we need to have an accu-

rate understanding of the angular sizes of radio sources, and how these sizes change

with source brightness, particularly for faint sources. Previous attempts to measure

the angular-size distribution of faint radio sources were based on images made at

a single high resolution. As image resolution approaches the source size, more

sources are resolved and can only be fit by Gaussian distributions having free axis

sizes and orientations. These extra parameters increase fitting errors on individual

sources.

Additionally, source counts must be corrected for sources that were missed be-

cause their peaks are below the survey limit but their total brightness levels are

above the limit. These corrections are large and very uncertain, even for brighter

sources, and such corrections are largely responsible for the disparity among pub-

lished faint radio counts. Angular-size errors multiply in population statistics;

a steep integral count intensifies any overestimation of flux density, driving the

counts rapidly, and inaccurately, to higher numbers at fainter sources.
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Neither the source count nor the angular-size distribution can be determined

accurately from single high-resolution images with current telescopes and common

imaging methods. It would be possible with a single high resolution image if the

observations baseline distribution produced the optimal uv coverage. While this

is not possible with the VLA the SKA may may do much better. Additionally,

the traditional CLEAN imaging algorithm is not optimized for multi-resolution

imaging, but newer algorithms, such as compressive sensing, may perform much

better at recovering information information on all/more angular scales.

Determining the evolving radio-source luminosity function, the evolving star-

formation rate, the sizes of distant obscured starbursts, planning for future surveys,

and designing the next generation of radio arrays all depend on our understanding

of the angular-size distribution of µJy sources. The only way to measure reliable

sizes and flux densities, and avoid overestimating the number of missing extended

sources, is to analyze sources and flux densities in comparably sensitive images

having several different resolutions ranging from the beam sizes being much larger

than the source size to beam sizes roughly equivalent to source sizes.

The logical next step is to use the deepest data currently available at multiple

resolutions to obtain the most accurate source size distribution estimates for faint

radio sources. Currently this means using the VLA data we already have at 8 arcsec

and 2.75 arcsec and adding one more image at higher resolution (∼ 0.7 arcsec).

This encompasses a range of possible beam sizes for future surveys and therefore

should give important estimates for determining the optimum resolution. We have

already been granted this time on the VLA in its next A-configuration setup, with

data to be taken in the summer of 2015.

8.2.2 Low Frequencies

The low frequency radio sky is an increasingly interesting region of study. With

upgrades to current telescopes and new low frequency telescopes such as LOFAR,

as well as new imaging and calibration methods, the sky at low frequencies is

being explored to new depths. Studying the same sources at multiple frequencies

is important for fully understanding the physical emission processes, as well as

how different galaxy types evolve with redshift. The emission from synchrotron
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gets stronger at lower frequencies, which also means the ARCADE 2 background

is predicted to get stronger; thus, observing at these frequencies should add further

constraints on the background. Moreover, as the low frequency sky can probe out

to higher redshifts (depending on sensitivity and population of interest), it is vital to

obtaining a better understanding of the faint low frequency sky. The low frequency

source count (MHz range) is not nearly as well constrained as at 1.4 GHz, with the

faintest measurements only hundreds of µJy at 325 MHz (thousands of µJy at 150

or 408 MHz), as is shown in Fig. 1.2.

Along with collaborators, I recently acquired time with the GMRT at 325 MHz

in the same field as our 3 GHz VLA observations. I propose to use the P(D) confu-

sion technique to push the low frequency count to new limits, as well as tightening

the constraints on the existing count. P(D) analysis should be performed on this

GMRT data (or the GMRT data combined with previous 325 MHz VLA data in

this field[135]) to provide improved estimates of counts at this lower frequency.

With multi-frequency data of the same field, a two-dimensional P(D) analysis

could be performed, where an evolutionary model describing frequency depen-

dence (as well as redshift evolution for different populations) is used to predict

the source count at both frequencies. Rather than just the 1D histograms at each

frequency this would involve fitting the 2D histogram, which includes information

about source position as well as brightness (i.e. a bright sources should be bright

in both images). This has never been done before and I believe could yield not just

constraints on the source count, but information on the physics and evolution of

the sources.

8.2.3 The Far Infrared to Radio Correlation

Another aspect to consider when discussing faint radio galaxies is the far-infrared-

to-radio correlation. These faint (sub-mJy) radio galaxies are generally star-forming

galaxies. As the radio emission from star formation is not affected by attenuation

from dust, these sources are good tracers of star formation out to high redshifts.

The infrared luminosity is also used to determine star-formation rates, and thus

the FIR-to-radio flux density ratio has been useful when estimating the dust tem-

perature of a distant starburst, when defining samples of AGN, or when probing

207



magnetic field strength. This ratio has been shown to be roughly constant out to

z ' 1 [e.g. 93, 95, 162]. However, at higher redshifts there are less measurements

and larger uncertainties, making it unclear if this ratio is evolving with time.

With radio survey limits being pushed fainter, new deep sub-mm and infra-

red data, as well as large scale redshift surveys, determining this ratio at higher

redshifts with tighter constraints is now possible. The sub-mm data tends to have

much larger beam sizes than the radio and thus confusion at sub-mm wavelengths

can be a limiting factor. The main limitation, however, is having deep and ac-

curate correspond redshift estimates for the sources. Our current deep VLA data

could be used along with Herschel/SPIRE data from the Lockman Hole [part of the

HERMES survey 130] to investigate the FIR-to-radio correlation, as there is also a

large amount of other data available in this field to obtain redshift measurements.

Since it is believed that the peak of star formation activity happened in the range

1 ≤ z ≤ 2, it will be interesting to determine if or how the ratio is affected by this

peak and what that might tell us about the evolution of the sources.

8.2.4 Polarisation

In addition to the source count at multiple frequencies, the source count of po-

larised radio sources is important. The emergence and evolution of magnetic fields

in normal galaxies is of fundamental interest because of the strong role in star for-

mation and other processes that drive galaxy evolution (e.g. Beck and Wielebinski

[7], Gaensler et al. [66], Mao et al. [113]). Yet little is currently known about the

faint polarized sky. The polarized radio source population at polarized flux densi-

ties near 10 µJy will be determined by the fractional polarization of radio sources

with total intensity flux density in the range 0.1 to 1 mJy, where star-forming galax-

ies become a significant population of the radio sources. Direct observation of po-

larized emission from high redshift galaxies thus requires sensitivity approaching

1µJy. There are limited counts of polarized sources below a few mJy at 1.4 GHz

and less at lower frequencies. However, observations show a strong excess over

predictions based on the polarization properties of strong sources [75, 177]. There

is clearly still a lot to be learned from the faint polarized sky.
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8.3 Conclusion
We have provided new measurements and constraints on the faint extragalactic

radio sky. We have also demonstrated the usefulness of applying new statistical

techniques to these data. Studying both the 1-point and 2-point statistics will be

increasingly powerful ways of investigating cosmological information in future

radio surveys. The coming years will be an exciting time in radio astronomy with

new instruments and new surveys probing a range of frequencies, angular scales,

and redshifts. There will soon be a wealth of new data to analyze and new science

to discover. It is our belief that the work presented here provides important tools

and information from which to build on.
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Table A.1: Discrete VLA C Catalogue

ID Size Flag RA Dec SP ST θDM θDm φ αIF αIM

(J2000) (arcsec) (J2000) (arcsec) (µJy beam−1) (µJy) (arcsec) (arcsec) (degrees)
000 0 161.60004 (0.01) 59.08947 (0.01) 6724.1 ± 0 8572.8 ± 0 0 ± 0 0 ± 0 0 −1.1 −0.9

001 0 161.41577 (0.01) 58.95854 (0.01) 1026.6 ± 0 2076.7 ± 0 0 ± 0 0 ± 0 0 −0.5 −0.5

002 2 161.51746 (0.03) 59.14099 (0.03) 786.7 ± 10.68 794.2 ± 11.61 0.98 ± 0.04 0.5 ± 0.02 −132 −1.3 −1.4

003 3 161.79787 (0.06) 58.91628 (0.06) 762.7 ± 10.21 789.6 ± 15.05 2.14 ± 0.1 0 ± 0.06 −78 −0.9 −2

004 7 161.20349 (0.07) 59.11372 (0.04) 595.8 ± 15.2 595.8 ± 15.27 0.04 ± 0.02 0.04 ± 0 −66 −0.9 −1.1

005 0 161.6575 (0.01) 58.90627 (0.01) 315.3 ± 0 592.6 ± 0 0 ± 0 0 ± 0 0 −1.1 −1.2

006 7 161.70733 (0.06) 59.16539 (0.05) 574.6 ± 12.36 574.6 ± 12.57 0.04 ± 0.03 0 ± 0 −110 0.2 −0.8

007 7 161.46216 (0.02) 59.14486 (0.01) 567.5 ± 13.45 567.7 ± 13.51 0.18 ± 0.02 0.13 ± 0 −85 0 −0.1

008 7 161.3023 (0.02) 59.04216 (0.01) 545.1 ± 12.5 545.4 ± 12.56 0.22 ± 0.02 0.16 ± 0 8 −1 −1.1

009 0 161.45365 (0.01) 58.9023 (0.01) 323.1 ± 0 499.5 ± 0 0 ± 0 0 ± 0 0 −1.3 −1.2

010 7 161.65738 (0.02) 59.03615 (0.01) 359 ± 8.48 359.2 ± 8.51 0.18 ± 0.02 0.13 ± 0 −14 −0.7 −0.8

011 1 161.67179 (0.09) 58.87049 (0.09) 328.8 ± 8.44 344.8 ± 10.33 1.97 ± 0.11 1.53 ± 0.06 −27 −1.3 −1.8

012 3 161.49455 (0.04) 59.05543 (0.05) 318.1 ± 3.26 325.8 ± 4.62 1.78 ± 0.07 0 ± 0.04 −144 0.7 0.8

013 3 161.63812 (0.03) 58.97086 (0.04) 298.3 ± 3.57 303.5 ± 4.43 1.5 ± 0.06 0 ± 0.03 82 0.1 0.1

014 1 161.40533 (0.08) 59.16266 (0.08) 283.7 ± 5.73 293.3 ± 6.93 1.83 ± 0.09 0.99 ± 0.05 −102 −1.3 −2

015 7 161.53146 (0.03) 58.93388 (0.02) 275.4 ± 6.68 275.4 ± 6.71 0.14 ± 0.02 0.1 ± 0 83 −0.3 −0.4

016 7 161.63635 (0.03) 58.98387 (0.02) 256.6 ± 6.24 256.6 ± 6.26 0.14 ± 0.02 0.1 ± 0 0 −0.6 −0.6

017 1 161.41003 (0.06) 59.12597 (0.06) 223.6 ± 2.82 233.5 ± 4.01 1.94 ± 0.08 1.38 ± 0.05 −121 −1.1 −1.3

018 7 161.72318 (0.07) 59.04985 (0.04) 231.4 ± 5.81 231.4 ± 5.84 0.05 ± 0.02 0.04 ± 0 5 −0.5 −0.6

019 7 161.20922 (0.16) 58.99961 (0.07) 221.9 ± 6.29 221.9 ± 6.4 0.04 ± 0.04 0.04 ± 0.01 75 −0.5 −0.8

020 3 161.76541 (0.15) 58.98573 (0.14) 208 ± 6.33 216.6 ± 10.83 2.32 ± 0.3 0 ± 0.14 −72 −1.1 −1.4

021 7 161.59125 (0.05) 58.94153 (0.03) 216.3 ± 5.36 216.3 ± 5.38 0.1 ± 0.02 0.07 ± 0 29 −1 −1

022 7 161.28422 (0.22) 58.89703 (0.09) 195.3 ± 5.88 195.3 ± 6.05 0.04 ± 0.06 0.04 ± 0.01 90 −0.2 −0.7

023 1 161.51478 (0.1) 59.07335 (0.08) 166.4 ± 2.9 180.8 ± 5.08 3.03 ± 0.16 1.45 ± 0.09 113 −1 −0.9

024 7 161.51956 (0.07) 58.91448 (0.04) 176.6 ± 4.49 176.6 ± 4.51 0.04 ± 0.02 0.04 ± 0 −2 0 0

025 3 161.56405 (0.04) 59.04323 (0.05) 169.5 ± 2.12 172.5 ± 2.6 1.5 ± 0.06 0 ± 0.03 32 −0.8 −0.8

026 7 161.51788 (0.15) 58.88876 (0.06) 167.9 ± 4.7 167.9 ± 4.77 0.04 ± 0.04 0.04 ± 0.01 0 −1.5 −1.6

027 1 161.51926 (0.14) 59.11289 (0.12) 129.8 ± 6.67 164.7 ± 13.21 5.78 ± 0.56 1.93 ± 0.19 20 −1 −1.1

028 2 161.64828 (0.14) 58.89443 (0.15) 146.5 ± 6.25 157 ± 8.89 3 ± 0.27 0.67 ± 0.16 −160 −1.3 −1.4

029 7 161.24861 (0.11) 59.10261 (0.14) 157 ± 5.51 157 ± 5.79 0.08 ± 0.08 0 ± 0.03 8 −0.8 −0.9

030 3 161.29653 (0.16) 59.12014 (0.16) 144.2 ± 6.27 153.3 ± 8.63 2.89 ± 0.26 0 ± 0.15 −2 −1.2 −1.6

031 3 161.63061 (0.28) 58.84882 (0.25) 144.2 ± 9.58 151.6 ± 11.22 2.59 ± 0.26 0 ± 0.09 −42 −1.3 −0.7

032 3 161.82865 (0.27) 59.06107 (0.26) 130.9 ± 9.25 143.8 ± 12.05 3.64 ± 0.34 0 ± 0.18 −91 −1.1 −2.8

033 3 161.48681 (0.11) 58.88851 (0.1) 137 ± 4.16 141.7 ± 5.06 2.11 ± 0.13 0 ± 0.08 −137 −0.2 −0.2

034 7 161.63833 (0.1) 58.96796 (0.05) 139 ± 3.57 139 ± 3.6 0 ± 0.03 0 ± 0 0 0.1 0.3

035 3 161.24953 (0.14) 59.05049 (0.15) 124.6 ± 5.26 132.9 ± 7.44 2.96 ± 0.26 0 ± 0.16 −33 −1 −1.5

036 7 161.68557 (0.14) 59.02094 (0.06) 128.1 ± 3.43 128.1 ± 3.47 0 ± 0.04 0 ± 0.01 0 −0.7 −0.7

037 1 161.81489 (0.32) 58.95545 (0.34) 110 ± 8.27 127.1 ± 11.28 3.84 ± 0.36 2.32 ± 0.2 8 −0.6 −1.2

038 7 161.56662 (0.13) 58.93288 (0.06) 124.9 ± 3.4 124.9 ± 3.44 0.04 ± 0.03 0.04 ± 0.01 −68 −0.9 −1

039 7 161.75069 (0.21) 59.0185 (0.08) 124 ± 3.68 124 ± 3.77 0.04 ± 0.05 0.04 ± 0.01 −78 −1 −1.2

040 7 161.73125 (0.05) 59.05007 (0.1) 123.3 ± 3.84 123.3 ± 3.91 0 ± 0.05 0 ± 0.02 26 −1.4 −1.4

041 3 161.23987 (0.49) 58.8769 (0.53) 105.3 ± 13.17 121 ± 16.66 4.52 ± 0.41 0 ± 0.29 −111 0.1 0

042 7 161.675 (0.24) 59.142 (0.17) 116.8 ± 6.5 116.8 ± 6.63 0.04 ± 0.09 0.04 ± 0.02 21 −0.3 −1.5

043 3 161.8283 (0.3) 59.02103 (0.31) 103.9 ± 7.67 113.7 ± 9.75 3.57 ± 0.33 0 ± 0.17 −124 −1.3 −1

044 1 161.48858 (0.06) 59.01142 (0.05) 107.1 ± 1.51 111.2 ± 1.89 1.63 ± 0.07 1.46 ± 0.04 −123 1.1 1

045 3 161.32472 (1.33) 59.20821 (1.36) 73.5 ± 16.04 110.7 ± 27.79 9.01 ± 1.03 0 ± 0.72 −83 −0.7 1

046 6 161.46615 (0.07) 59.05313 (0.06) 106.5 ± 1.75 106.8 ± 2.16 0.63 ± 0.08 0 ± 0.05 22 −0.8 −0.8

047 1 161.75732 (0.43) 58.89934 (0.47) 90 ± 8.31 106.4 ± 11.43 4.43 ± 0.4 2.11 ± 0.27 −61 −0.7 0

048 1 161.48133 (1.1) 59.15398 (0.96) 53.7 ± 8.23 105.1 ± 22.19 11.71 ± 1.69 3.74 ± 0.73 −347 −0.9 −1.1

049 1 161.87069 (1.32) 59.02892 (1.45) 47.6 ± 10.5 102.1 ± 26.19 10.41 ± 1.14 6.75 ± 1.02 −143 0 0
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C Catalogue continued

ID Size Flag RA Dec SP ST θDM θDm φ αIF αIM

(J2000) (arcsec) (J2000) (arcsec) (µJy beam−1) (µJy) (arcsec) (arcsec) (degrees)
050 1 161.90153 (0.89) 59.03839 (0.92) 91 ± 16.09 101.4 ± 18.56 3.09 ± 0.39 2.25 ± 0.1 167 −0.8 −3

051 6 161.24209 (0.4) 59.13994 (0.4) 99 ± 9.12 99.1 ± 9.29 0.33 ± 0.14 0.09 ± 0.02 −115 −0.4 −2.3

052 3 161.53633 (0.06) 58.9746 (0.07) 95.7 ± 2.01 97.1 ± 2.2 1.35 ± 0.06 0 ± 0.03 −155 −1 −1

053 3 161.19827 (0.36) 59.01025 (0.38) 81.5 ± 6.66 96.2 ± 10.15 5.03 ± 0.52 0 ± 0.3 −29 −1.4 −1.9

054 7 161.56865 (0.06) 58.98906 (0.07) 93.6 ± 1.99 93.6 ± 2.16 0 ± 0.06 0 ± 0.03 −110 −0.5 −0.5

055 7 161.52557 (0.23) 59.14123 (0.13) 93.4 ± 3.79 93.4 ± 3.89 0 ± 0.07 0 ± 0.01 44 −0.9 −1

056 3 161.21219 (0.25) 59.02494 (0.23) 87.9 ± 5.73 93.3 ± 6.9 2.86 ± 0.27 0 ± 0.11 9 −1.3 −1.8

057 3 161.75083 (0.43) 58.90865 (0.46) 79 ± 6.9 91.9 ± 9.78 4.76 ± 0.46 0 ± 0.29 −58 −0.9 −2.5

058 3 161.8699 (0.74) 58.96016 (0.81) 82.3 ± 13.09 91.1 ± 15.09 3.78 ± 0.35 0 ± 0.2 −46 −1.4 0

059 3 161.11841 (1.17) 58.9597 (1.13) 69.1 ± 13.69 88.8 ± 19.31 6.45 ± 0.68 0 ± 0.48 −105 −0.9 0

060 3 161.49977 (0.25) 58.87312 (0.23) 82.1 ± 5.21 86.8 ± 6.23 2.73 ± 0.26 0 ± 0.11 −328 −0.8 −1.2

061 3 161.227 (0.28) 59.07658 (0.27) 80 ± 5.76 86.4 ± 7.1 3.26 ± 0.31 0 ± 0.14 −78 −1.3 −2.1

062 6 161.51094 (0.95) 58.80735 (0.95) 84.4 ± 15.93 85.5 ± 16.24 1.26 ± 0.3 0.28 ± 0.07 133 −1.3 −1.7

063 3 161.6363 (0.18) 59.03703 (0.2) 69.8 ± 3.93 84 ± 7.89 5.37 ± 0.66 0 ± 0.25 −128 −0.8 −0.9

064 3 161.74172 (0.26) 59.0868 (0.25) 77 ± 5.27 83.6 ± 6.71 3.4 ± 0.32 0 ± 0.16 −108 −1.5 −1.3

065 5 161.58695 (0.48) 58.83747 (0.46) 81 ± 9.09 81.6 ± 9.27 0.84 ± 0.18 0.4 ± 0.04 −5 −1.2 0

066 1 161.37505 (0.33) 58.87336 (0.33) 76.3 ± 5.29 81 ± 6.21 2.49 ± 0.26 1.32 ± 0.08 −141 −0.9 −0.4

067 7 161.51768 (0.18) 59.08031 (0.07) 80.9 ± 2.32 80.9 ± 2.37 0.04 ± 0.05 0.04 ± 0.01 −76 −0.7 −0.8

068 7 161.71913 (0.23) 58.98409 (0.14) 80.8 ± 3.58 80.8 ± 3.67 0 ± 0.08 0 ± 0.01 −71 −1.3 −1.1

069 3 161.54514 (0.23) 58.87913 (0.22) 77.3 ± 4.17 79.4 ± 4.7 1.85 ± 0.2 0 ± 0.05 −116 −0.9 −1.3

070 3 161.40186 (1.18) 59.21808 (1.15) 61.2 ± 12.83 76.9 ± 17.3 6.07 ± 0.64 0 ± 0.41 −51 0 2.7

071 1 161.78873 (1.27) 59.15102 (1.21) 50.2 ± 10.34 75.7 ± 17.59 7.12 ± 0.83 4.17 ± 0.66 −326 1.8 1.1

072 7 161.52165 (0.16) 59.00699 (0.07) 74.6 ± 2.1 74.6 ± 2.13 0.04 ± 0.04 0.04 ± 0.01 −88 −0.6 −0.7

073 7 161.66091 (0.23) 58.93669 (0.15) 74.3 ± 3.6 74.3 ± 3.69 0 ± 0.08 0 ± 0.01 114 −0.9 −1.2

074 7 161.46269 (0.2) 58.94402 (0.08) 73.8 ± 2.18 73.8 ± 2.23 0.04 ± 0.05 0.04 ± 0.01 0 −0.9 −0.9

075 6 161.72239 (0.21) 59.05462 (0.2) 72.9 ± 3.97 73.4 ± 4.6 1 ± 0.23 0 ± 0.1 −114 −1 −1.2

076 1 161.50434 (0.17) 59.08056 (0.18) 60.6 ± 2.59 71.4 ± 4.68 3.74 ± 0.38 2.95 ± 0.21 −112 −0.7 −0.7

077 3 161.68684 (1.28) 59.18806 (1.23) 51.9 ± 10.62 71 ± 16.42 7.46 ± 0.84 0 ± 0.61 −68 0.6 0

078 2 161.81393 (1.38) 59.10923 (1.52) 39.4 ± 8.93 69.9 ± 17.95 11.05 ± 1.23 2.33 ± 0.87 −1039 0.9 0

079 3 161.2602 (1.11) 59.07781 (1.04) 37.5 ± 6.26 68.8 ± 15.08 12.29 ± 1.58 0 ± 0.74 11 −0.8 −1.4

080 1 161.16712 (1.48) 58.93831 (1.62) 32 ± 7.74 68.8 ± 19.93 12.33 ± 1.47 4.89 ± 1.15 −111 0 0

081 6 161.24247 (0.44) 58.91101 (0.45) 68.2 ± 7.11 68.4 ± 7.27 0.64 ± 0.17 0.17 ± 0.03 147 −0.9 −1.7

082 3 161.81576 (0.72) 59.02304 (0.8) 47.6 ± 6.75 68 ± 12.1 8.17 ± 0.94 0 ± 0.56 −126 −0.5 −2.4

083 5 161.78191 (0.8) 58.88492 (0.8) 66.8 ± 11.8 67.6 ± 11.95 1.16 ± 0.22 0.36 ± 0.06 −16 −0.8 0.2

084 1 161.27074 (0.32) 58.99663 (0.35) 54.1 ± 4.24 67.3 ± 6.96 5.04 ± 0.54 2.65 ± 0.31 −83 −1 −1.1

085 1 161.44366 (0.35) 58.97394 (0.32) 41.7 ± 4.24 64.5 ± 9.73 7.79 ± 1.12 3.83 ± 0.44 −110 −1 −0.5

086 3 161.25948 (0.4) 58.91967 (0.46) 59.7 ± 5.4 64.3 ± 6.32 3.19 ± 0.3 0 ± 0.13 −152 −1.2 −0.9

087 6 161.20067 (0.48) 58.93515 (0.5) 63.5 ± 7.54 63.9 ± 7.73 0.87 ± 0.21 0.23 ± 0.04 13 −0.9 0

088 3 161.60997 (0.23) 59.09404 (0.23) 57.5 ± 3.33 63.6 ± 4.82 3.81 ± 0.37 0 ± 0.2 58 −0.6 −0.7

089 7 161.34118 (0.23) 58.95114 (0.16) 63.4 ± 3.24 63.4 ± 3.31 0.04 ± 0.08 0.04 ± 0.01 −90 −1 −1

090 3 161.65261 (0.89) 59.19041 (0.93) 55.5 ± 9.69 62.5 ± 11.23 4.13 ± 0.34 0 ± 0.16 −69 −0.6 −2.1

091 7 161.74212 (0.25) 59.03911 (0.2) 62.4 ± 4.26 62.4 ± 4.34 0.04 ± 0.11 0.04 ± 0.02 −116 −1.3 −1.4

092 7 161.56939 (0.21) 58.9856 (0.08) 61.4 ± 1.82 61.4 ± 1.87 0.04 ± 0.05 0.04 ± 0.01 −70 −0.8 −0.9

093 7 161.48452 (0.22) 59.07862 (0.08) 61.1 ± 1.84 61.1 ± 1.89 0.04 ± 0.06 0.04 ± 0.01 −119 −1 −1.2

094 3 161.83821 (1.32) 59.11249 (1.25) 43.7 ± 9.27 60.8 ± 14.63 7.73 ± 0.9 0 ± 0.64 −153 1.5 −0.8

095 7 161.48963 (0.22) 58.94333 (0.1) 60.7 ± 1.95 60.7 ± 2 0.04 ± 0.06 0.04 ± 0.01 3 −0.9 −0.9

096 3 161.22113 (0.59) 58.9148 (0.68) 55.9 ± 7.79 60.7 ± 8.85 3.38 ± 0.32 0 ± 0.17 −40 −1.9 −1.8

097 2 161.50619 (0.39) 58.86489 (0.43) 56.3 ± 4.76 60.3 ± 5.53 3.01 ± 0.29 0.59 ± 0.11 −76 −1 −1.1

098 7 161.75957 (0.29) 59.04837 (0.27) 59 ± 4.61 59 ± 4.7 0.04 ± 0.12 0.04 ± 0.02 −22 −0.8 −1.6

099 3 161.38196 (0.55) 59.17389 (0.61) 51.6 ± 7.19 58.8 ± 8.81 4.35 ± 0.39 0 ± 0.28 137 −1.5 −2.7
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C Catalogue continued

ID Size Flag RA Dec SP ST θDM θDm φ αIF αIM

(J2000) (arcsec) (J2000) (arcsec) (µJy beam−1) (µJy) (arcsec) (arcsec) (degrees)
100 3 161.76776 (0.35) 59.04287 (0.38) 53.9 ± 4.18 58.7 ± 5.16 3.46 ± 0.32 0 ± 0.15 −77 −1.7 −2.6

101 7 161.57841 (0.23) 59.08374 (0.12) 58.1 ± 2.27 58.1 ± 2.33 0.04 ± 0.07 0.04 ± 0.01 −66 −1.1 −0.7

102 7 161.656 (0.23) 59.0243 (0.13) 58.1 ± 2.37 58.1 ± 2.42 0.04 ± 0.07 0.04 ± 0.01 43 −1.1 −0.9

103 1 161.76347 (1.09) 59.00092 (1.14) 27.6 ± 4.43 57.1 ± 11.46 10.45 ± 1.16 6.09 ± 0.84 −108 0.2 −0.8

104 3 161.5969 (0.25) 58.99287 (0.28) 47.4 ± 3.15 56.8 ± 5.67 5.28 ± 0.63 0 ± 0.28 −85 −1.1 −0.6

105 2 161.34024 (1.01) 58.84726 (0.98) 47.3 ± 9.29 56.7 ± 11.52 4.67 ± 0.52 2.18 ± 0.41 197 −0.7 −1.7

106 2 161.20502 (0.43) 58.97858 (0.51) 51.9 ± 5.55 56.4 ± 6.41 3.28 ± 0.31 0.9 ± 0.15 −157 −1.4 −1.7

107 1 161.3972 (0.95) 58.91341 (0.96) 31.8 ± 4.54 56.1 ± 10.74 10.03 ± 1.29 3.71 ± 0.69 −11 −0.5 −0.9

108 6 161.55166 (0.57) 59.18944 (0.58) 55.6 ± 7.18 56.1 ± 7.37 1 ± 0.23 0.27 ± 0.05 −20 −1.5 −1.6

109 3 161.5495 (1.09) 59.04117 (0.81) 31.3 ± 4.55 55.7 ± 11.37 11.76 ± 1.79 0 ± 0.55 15 −0.8 0.1

110 3 161.8024 (1.14) 59.13994 (1.11) 45.6 ± 9.7 55.2 ± 12.33 5.49 ± 0.53 0 ± 0.31 −131 −2.2 1.6

111 7 161.23255 (0.33) 59.03521 (0.31) 55.1 ± 4.52 55.1 ± 4.61 0.04 ± 0.13 0.04 ± 0.02 −96 −0.5 −1.3

112 6 161.16756 (0.54) 58.99199 (0.6) 54 ± 7.33 54.5 ± 7.61 1.16 ± 0.28 0.23 ± 0.12 −162 −0.3 −0.7

113 5 161.10803 (0.97) 59.0466 (0.95) 53.2 ± 13.2 54.4 ± 13.32 1.58 ± 0.26 0.57 ± 0.09 126 −0.3 0

114 7 161.82938 (0.97) 58.90006 (0.95) 54.2 ± 13.2 54.2 ± 13.36 0 ± 0.29 0 ± 0.1 −495 −1.7 1.1

115 3 161.19976 (0.58) 59.03774 (0.58) 43.1 ± 5.72 54.1 ± 8.51 6.08 ± 0.66 0 ± 0.42 141 −0.2 −2

116 3 161.66305 (0.43) 58.92278 (0.45) 44.1 ± 3.98 53.6 ± 6.28 5.51 ± 0.6 0 ± 0.34 −101 −0.4 −0.7

117 3 161.18461 (0.91) 59.11179 (0.94) 49.7 ± 9.03 53.6 ± 10.06 3.2 ± 0.4 0 ± 0.09 −187 0.1 0

118 1 161.50816 (0.55) 59.15474 (0.58) 38.1 ± 4.6 53.5 ± 8.16 6.58 ± 0.77 3.38 ± 0.49 −151 −0.9 −0.7

119 6 161.45115 (0.11) 59.08407 (0.16) 52.8 ± 2.18 53.2 ± 2.26 0.98 ± 0.09 0 ± 0.02 −27 −0.6 −0.8

120 3 161.21329 (0.55) 59.05499 (0.54) 43 ± 5.51 53.2 ± 8.03 5.82 ± 0.62 0 ± 0.4 −11 −1.4 −0.6

121 5 161.22603 (0.97) 59.16945 (0.95) 51.8 ± 13.45 53.1 ± 13.59 1.68 ± 0.29 0.61 ± 0.1 217 −0.4 0.5

122 3 161.60274 (0.39) 58.88225 (0.41) 50.3 ± 4 52.9 ± 4.56 2.59 ± 0.27 0 ± 0.08 −22 −0.8 −1.6

123 6 161.75899 (0.61) 59.12894 (0.62) 52 ± 6.9 52.5 ± 7.08 1.04 ± 0.24 0.28 ± 0.05 −206 −1.5 −2.5

124 7 161.45405 (0.1) 59.05934 (0.14) 52.2 ± 1.83 52.2 ± 1.92 0.08 ± 0.08 0 ± 0.03 43 0.7 0.1

125 6 161.18639 (0.48) 59.0484 (0.5) 51.7 ± 6.14 52 ± 6.29 0.87 ± 0.21 0.23 ± 0.04 −100 −1.3 −2.7

126 1 161.51512 (0.17) 59.06098 (0.15) 48.2 ± 2.03 51.9 ± 2.52 2.22 ± 0.18 2.18 ± 0.09 −70 −0.8 −0.8

127 7 161.57547 (0.33) 58.88698 (0.32) 51.8 ± 4.27 51.8 ± 4.35 0.04 ± 0.13 0.04 ± 0.02 54 −1.2 −1.4

128 1 161.23836 (0.51) 58.97982 (0.49) 40.7 ± 4.58 51.8 ± 6.97 5.48 ± 0.57 2.58 ± 0.38 −32 −1.5 −1.8

129 3 161.63725 (0.75) 58.86643 (0.72) 42.9 ± 6.38 51.8 ± 8.61 5.44 ± 0.54 0 ± 0.38 −105 −1.2 −0.4

130 6 161.748 (0.37) 58.95914 (0.36) 50.5 ± 3.24 51.6 ± 3.56 1.66 ± 0.23 0 ± 0.03 −79 −1.3 −1.4

131 7 161.39255 (0.26) 58.90755 (0.24) 51.5 ± 3.84 51.5 ± 3.92 0 ± 0.12 0 ± 0.02 52 −1.1 −1.4

132 2 161.55595 (0.2) 58.9948 (0.21) 45.5 ± 2.34 51.4 ± 3.55 3.71 ± 0.37 1.78 ± 0.2 −88 −1 −1

133 5 161.82867 (0.97) 58.91483 (0.95) 50.1 ± 11.6 50.9 ± 11.7 1.42 ± 0.23 0.51 ± 0.08 137 0.2 −1.4

134 7 161.5366 (0.1) 58.98457 (0.13) 50.8 ± 1.72 50.8 ± 1.81 0.07 ± 0.08 0 ± 0.04 76 0.2 −0.1

135 3 161.57982 (1.03) 59.12595 (1.03) 30.4 ± 4.58 50.6 ± 10.09 10.63 ± 1.36 0 ± 0.66 −11 0.1 −0.2

136 3 161.85609 (1.34) 59.05979 (1.46) 31.4 ± 7.14 50.5 ± 13.41 10.11 ± 1.17 0 ± 0.82 0 1.7 0

137 3 161.28965 (1.33) 59.17729 (1.33) 34 ± 7.41 49.9 ± 12.47 8.6 ± 1 0 ± 0.7 −162 0.4 −1.4

138 7 161.56741 (0.3) 58.89554 (0.28) 49.4 ± 3.91 49.4 ± 3.98 0.04 ± 0.12 0.04 ± 0.02 −196 −1 −1.4

139 7 161.53008 (0.97) 58.82029 (0.95) 49.2 ± 11.13 49.2 ± 11.24 0 ± 0.24 0 ± 0.08 −104 −0.1 2.3

140 5 161.25226 (0.97) 59.18073 (0.95) 47.7 ± 12.38 48.9 ± 12.51 1.68 ± 0.29 0.61 ± 0.1 114 1 0

141 3 161.37517 (0.45) 58.87678 (0.56) 44.1 ± 5.41 48.7 ± 6.39 3.73 ± 0.34 0 ± 0.21 −47 −1.3 −2.1

142 7 161.6262 (0.23) 59.01089 (0.14) 48.6 ± 2.27 48.6 ± 2.32 0.04 ± 0.08 0.04 ± 0.01 −43 −0.8 −0.9

143 7 161.31074 (0.39) 59.12049 (0.39) 48.5 ± 4.37 48.6 ± 4.45 0.24 ± 0.14 0.07 ± 0.02 105 −1.2 −1.5

144 6 161.31497 (0.28) 58.93339 (0.29) 48.2 ± 2.98 48.4 ± 3.22 0.83 ± 0.2 0.23 ± 0.03 −155 −0.7 −1

145 2 161.69769 (0.27) 59.02241 (0.25) 43.6 ± 3.07 48.3 ± 4.01 3.64 ± 0.34 1.04 ± 0.18 −81 −1 −1.3

146 1 161.62003 (1.34) 58.8516 (1.47) 23.7 ± 5.42 47.8 ± 12.74 10.23 ± 1.19 5.87 ± 1.02 −341 −0.5 0

147 3 161.49194 (0.24) 58.91923 (0.22) 45.9 ± 2.57 47.3 ± 2.93 2.02 ± 0.21 0 ± 0.06 25 −1.1 −1.5

148 1 161.78751 (0.83) 58.96706 (0.81) 33.7 ± 5.11 47.3 ± 8.16 6.02 ± 0.63 4.06 ± 0.48 −166 −1.3 −1.9

149 7 161.1185 (0.97) 58.98566 (0.95) 46.5 ± 11.1 46.5 ± 11.23 0 ± 0.27 0 ± 0.1 123 0.7 0
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C Catalogue continued

ID Size Flag RA Dec SP ST θDM θDm φ αIF αIM

(J2000) (arcsec) (J2000) (arcsec) (µJy beam−1) (µJy) (arcsec) (arcsec) (degrees)
150 3 161.78209 (1.06) 58.89437 (1.07) 40.3 ± 8.31 46.2 ± 9.73 4.49 ± 0.35 0 ± 0.14 −95 −1.5 0

151 7 161.59008 (0.25) 59.10528 (0.2) 45.8 ± 3.14 45.8 ± 3.2 0.04 ± 0.11 0.04 ± 0.02 −41 −1.2 −1.3

152 6 161.6991 (0.21) 59.00633 (0.23) 44.5 ± 2.47 45.2 ± 2.67 1.39 ± 0.18 0 ± 0.03 −27 −1 −1.3

153 2 161.67685 (1.19) 58.86352 (1.15) 33.9 ± 6.76 44.4 ± 9.53 6.45 ± 0.68 1.58 ± 0.49 −42 −2.2 −1.5

154 6 161.64941 (0.4) 59.12994 (0.4) 43.9 ± 4.03 44 ± 4.11 0.32 ± 0.14 0.09 ± 0.02 −133 −1.2 −1.2

155 3 161.70846 (0.76) 58.95626 (0.82) 29.5 ± 4.11 43.7 ± 7.86 8.75 ± 1.04 0 ± 0.57 −85 −0.3 −0.8

156 5 161.44859 (0.86) 58.83561 (0.85) 43.1 ± 8.47 43.6 ± 8.54 1.18 ± 0.2 0.39 ± 0.06 0 −0.2 0

157 3 161.81346 (0.9) 59.05462 (0.87) 35.7 ± 5.96 43.3 ± 7.85 5.49 ± 0.52 0 ± 0.36 172 −0.9 −3

158 2 161.80169 (1.26) 58.96797 (1.33) 27.7 ± 5.82 43.2 ± 10.4 9.46 ± 1.01 0.98 ± 0.72 −21 −1.6 −0.6

159 1 161.52063 (0.5) 58.97555 (0.55) 25.1 ± 2.88 43.1 ± 6.92 8.13 ± 1.08 5.35 ± 0.59 154 −0.7 −0.9

160 6 161.32707 (0.4) 58.91749 (0.4) 41.9 ± 3.23 43.1 ± 3.49 1.97 ± 0.25 0 ± 0.05 −21 −1.2 −1.2

161 7 161.32176 (0.35) 58.93153 (0.35) 42.7 ± 3.61 42.7 ± 3.67 0.04 ± 0.13 0.04 ± 0.02 −87 −0.9 −1.4

162 3 161.30063 (0.55) 58.90681 (0.6) 37.2 ± 5.17 42.7 ± 6.42 4.49 ± 0.41 0 ± 0.3 −87 −1 −1.6

163 6 161.70773 (0.49) 58.9054 (0.51) 42.4 ± 5.08 42.6 ± 5.21 0.89 ± 0.21 0.24 ± 0.04 −39 −0.9 0

164 6 161.78663 (0.56) 59.08047 (0.58) 42.2 ± 5.42 42.6 ± 5.56 0.99 ± 0.23 0.26 ± 0.05 −186 −0.6 −2

165 3 161.70346 (1.06) 59.17782 (1.07) 37.1 ± 8.19 42.5 ± 9.56 4.48 ± 0.37 0 ± 0.13 −78 −1.5 −0.9

166 2 161.68411 (0.35) 59.00825 (0.38) 35.7 ± 2.83 42.4 ± 4.15 4.71 ± 0.47 1.76 ± 0.28 −107 −1.1 −1.2

167 7 161.34094 (0.32) 59.10362 (0.31) 42.4 ± 3.48 42.4 ± 3.54 0.04 ± 0.13 0.04 ± 0.02 −220 −1.3 −1

168 6 161.29165 (0.3) 59.05858 (0.3) 41.6 ± 2.52 42.2 ± 2.73 1.38 ± 0.2 0 ± 0.03 −151 −1 −0.7

169 1 161.59312 (0.35) 59.03088 (0.39) 30 ± 2.78 42 ± 5.43 6.3 ± 0.78 3.66 ± 0.42 −98 −0.8 −0.4

170 2 161.82602 (1.02) 59.04092 (0.99) 33.8 ± 6.14 42 ± 8.22 5.84 ± 0.56 0.66 ± 0.39 −52 −1.1 0

171 3 161.30378 (1.02) 59.1831 (1.04) 37.5 ± 8.42 41.8 ± 9.54 3.96 ± 0.33 0 ± 0.11 −136 0.2 0

172 7 161.46292 (0.24) 58.96786 (0.16) 41.6 ± 2.2 41.6 ± 2.25 0.04 ± 0.09 0.04 ± 0.01 −32 −1.1 −0.8

173 6 161.19811 (0.54) 58.98883 (0.56) 41.1 ± 5.21 41.4 ± 5.35 0.98 ± 0.23 0.26 ± 0.05 320 −1.3 −2.2

174 1 161.78772 (1.23) 59.10752 (1.18) 28.6 ± 5.81 41.1 ± 9.22 6.63 ± 0.73 3.79 ± 0.57 −124 −0.6 −1.8

175 2 161.19531 (1.33) 59.03242 (1.47) 22.9 ± 5.1 40.8 ± 9.99 10.65 ± 1.17 3.01 ± 0.85 −73 −1 −1.6

176 3 161.77209 (1.26) 59.12439 (1.2) 30.8 ± 6.24 40.8 ± 9.31 6.98 ± 0.8 0 ± 0.57 26 −0.8 1.5

177 3 161.6725 (0.41) 58.91984 (0.46) 38.3 ± 3.56 40.6 ± 4.04 2.84 ± 0.28 0 ± 0.1 −49 −0.9 −1.2

178 6 161.79083 (0.49) 59.03656 (0.5) 39.5 ± 5.08 40.6 ± 5.2 1.9 ± 0.22 0 ± 0.05 −85 −1.2 −0.5

179 3 161.70469 (0.76) 59.14131 (0.82) 35.7 ± 5.75 39.9 ± 6.71 3.99 ± 0.36 0 ± 0.21 −77 0.6 0

180 3 161.3444 (0.36) 58.93589 (0.36) 37.7 ± 2.74 39.7 ± 3.18 2.63 ± 0.27 0 ± 0.08 23 −1.3 −1.4

181 1 161.31443 (1.23) 58.89098 (1.19) 23.8 ± 4.81 39.6 ± 9.07 7.48 ± 0.83 5.57 ± 0.73 4 0.6 −1.1

182 3 161.47222 (0.29) 58.9216 (0.26) 38.1 ± 2.37 39.4 ± 2.7 2.11 ± 0.23 0 ± 0.06 26 −0.6 −0.3

183 2 161.52012 (0.99) 59.15598 (1.03) 26.1 ± 4.01 39.4 ± 7.27 8.67 ± 0.94 1.7 ± 0.6 −110 −0.2 −1

184 5 161.24929 (0.97) 58.86376 (0.95) 38.1 ± 9.89 39 ± 9.99 1.68 ± 0.29 0.61 ± 0.1 −283 0.6 0

185 7 161.5673 (0.24) 59.04126 (0.17) 38.8 ± 2.14 38.8 ± 2.19 0 ± 0.09 0 ± 0.02 0 −0.9 −0.6

186 5 161.58404 (0.97) 59.20997 (0.95) 37.9 ± 9.83 38.8 ± 9.93 1.68 ± 0.29 0.61 ± 0.1 −196 −0.8 0

187 7 161.54556 (0.27) 58.92119 (0.24) 38.5 ± 2.94 38.5 ± 2.99 0.04 ± 0.12 0.04 ± 0.02 −225 −1 −0.9

188 1 161.49087 (0.79) 58.87295 (0.78) 28.4 ± 4.21 38.4 ± 6.51 6.03 ± 0.63 3.22 ± 0.47 −163 −1.3 −1.4

189 1 161.55591 (0.25) 58.97269 (0.23) 34.9 ± 2.25 38.2 ± 2.82 2.95 ± 0.28 1.87 ± 0.13 −26 −0.8 −1

190 3 161.29307 (1.26) 59.17193 (1.21) 28.7 ± 5.95 38.1 ± 8.9 7.02 ± 0.84 0 ± 0.58 −7 −0.1 0

191 3 161.7298 (1.28) 58.91035 (1.33) 24.8 ± 5.27 38 ± 9.26 9.26 ± 1 0 ± 0.71 −167 −0.7 −1.7

192 3 161.59382 (0.3) 59.05156 (0.31) 32.8 ± 2.34 37.6 ± 3.44 4.49 ± 0.44 0 ± 0.25 −147 −0.6 0.2

193 7 161.71874 (0.39) 59.06186 (0.39) 37.6 ± 3.25 37.6 ± 3.31 0 ± 0.13 0 ± 0.02 20 −0.9 −0.9

194 6 161.30732 (0.99) 59.16646 (1.01) 36.5 ± 6.4 37.4 ± 6.47 1.8 ± 0.21 0 ± 0.06 121 0.4 −1.6

195 3 161.22075 (0.91) 59.10929 (0.93) 35.1 ± 6.13 37.2 ± 6.69 2.79 ± 0.36 0 ± 0.08 −127 −1.2 −1.3

196 7 161.40921 (0.24) 58.97356 (0.2) 37.1 ± 2.38 37.1 ± 2.43 0 ± 0.1 0 ± 0.02 −39 −1 −0.7

197 7 161.61043 (0.25) 59.07496 (0.21) 37 ± 2.63 37 ± 2.68 0.04 ± 0.11 0.04 ± 0.02 0 −0.9 −1.5

198 7 161.64783 (0.25) 59.0402 (0.21) 37 ± 2.59 37 ± 2.64 0 ± 0.11 0 ± 0.02 −136 −1.1 −0.9

199 7 161.39271 (0.24) 59.00327 (0.19) 36.8 ± 2.3 36.8 ± 2.35 0.04 ± 0.1 0.04 ± 0.02 48 −0.9 −0.9
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C Catalogue continued

ID Size Flag RA Dec SP ST θDM θDm φ αIF αIM

(J2000) (arcsec) (J2000) (arcsec) (µJy beam−1) (µJy) (arcsec) (arcsec) (degrees)
200 7 161.34513 (0.25) 58.9801 (0.22) 36.7 ± 2.72 36.7 ± 2.77 0.04 ± 0.11 0.04 ± 0.02 −67 0 0

201 7 161.33046 (0.94) 59.1752 (0.92) 36.7 ± 7.76 36.7 ± 7.82 0 ± 0.21 0 ± 0.07 −260 0.3 −1.2

202 3 161.65324 (1) 59.13852 (1) 25.9 ± 4.25 35.9 ± 6.98 7.67 ± 0.85 0 ± 0.56 −128 0.8 0.2

203 3 161.68697 (0.53) 59.09032 (0.5) 29.4 ± 3.53 35.7 ± 5.05 5.52 ± 0.57 0 ± 0.37 −107 −0.6 −1.1

204 3 161.59208 (0.31) 59.06554 (0.32) 31.1 ± 2.28 35.2 ± 3.19 4.25 ± 0.4 0 ± 0.24 −124 −0.7 −0.5

205 7 161.39729 (0.35) 58.9217 (0.34) 35.2 ± 2.97 35.2 ± 3.03 0.04 ± 0.13 0.04 ± 0.02 196 0.1 0.1

206 3 161.1786 (1.17) 58.99753 (1.13) 27.2 ± 5.39 34.9 ± 7.57 6.42 ± 0.68 0 ± 0.48 146 −1.2 1.1

207 6 161.73528 (0.41) 59.04312 (0.43) 34.6 ± 3.06 34.8 ± 3.28 0.97 ± 0.26 0.19 ± 0.07 −104 −1.2 −1

208 7 161.57094 (0.25) 59.07898 (0.21) 34.7 ± 2.46 34.7 ± 2.51 0.04 ± 0.11 0.04 ± 0.02 −89 −0.7 −0.8

209 7 161.67581 (0.32) 58.97677 (0.3) 34.6 ± 2.81 34.6 ± 2.86 0.04 ± 0.12 0.04 ± 0.02 −229 −0.5 −0.9

210 5 161.74018 (0.47) 59.07545 (0.46) 34.1 ± 3.79 34.4 ± 3.88 0.84 ± 0.2 0.34 ± 0.04 −79 −1.4 −1.7

211 7 161.48337 (0.87) 59.18824 (0.86) 34.4 ± 6.58 34.4 ± 6.63 0 ± 0.19 0 ± 0.06 0 −2 0

212 7 161.58829 (0.32) 59.10543 (0.31) 34.2 ± 2.8 34.2 ± 2.85 0.04 ± 0.13 0.04 ± 0.02 46 −1.1 −1.2

213 5 161.84311 (0.98) 58.98776 (1) 33.1 ± 7.04 33.8 ± 7.24 1.62 ± 0.4 0.32 ± 0.09 19 −0.4 0

214 3 161.58134 (1.3) 59.02247 (0.96) 18 ± 3.39 33.7 ± 9.87 12.68 ± 2.95 0 ± 0.86 22 −1 −0.7

215 3 161.77873 (0.65) 58.97998 (0.74) 30.7 ± 4.51 33.7 ± 5.18 3.59 ± 0.33 0 ± 0.2 −57 −0.9 −1.1

216 3 161.72791 (1.35) 58.92815 (1.49) 19.7 ± 4.41 33.7 ± 8.8 11.08 ± 1.21 0 ± 0.82 −63 0.4 0.2

217 7 161.56461 (0.24) 59.01726 (0.19) 33.4 ± 2.09 33.4 ± 2.13 0.04 ± 0.1 0.04 ± 0.02 −35 −1.1 −1.1

218 3 161.84412 (1) 59.01978 (1.03) 30.6 ± 6.4 33.4 ± 7.12 3.5 ± 0.34 0 ± 0.1 −45 0 1.7

219 6 161.39836 (0.17) 59.00218 (0.21) 33.1 ± 1.77 33.2 ± 1.84 0.63 ± 0.12 0 ± 0.03 −139 −0.5 −0.3

220 7 161.45356 (0.25) 59.08885 (0.22) 33.2 ± 2.47 33.2 ± 2.52 0.04 ± 0.12 0.04 ± 0.02 −56 −1.1 −1.2

221 6 161.49796 (0.41) 59.13342 (0.41) 32.4 ± 2.7 33.2 ± 2.87 1.78 ± 0.24 0 ± 0.04 176 −1.3 −1.3

222 3 161.49596 (1.03) 58.84511 (1.01) 31.9 ± 5.46 33 ± 5.75 2.13 ± 0.26 0 ± 0.06 9 0.5 0.3

223 6 161.47557 (0.22) 59.01849 (0.2) 32.7 ± 1.74 32.9 ± 1.93 0.83 ± 0.2 0 ± 0.06 −59 −1.1 −1

224 3 161.28809 (1.18) 59.02059 (1.06) 24.8 ± 4.47 32.6 ± 8.79 6.82 ± 1.8 0 ± 0.84 −79 −0.7 −1.5

225 3 161.3889 (1.15) 59.13426 (1.22) 20.5 ± 3.67 32.3 ± 6.93 9.76 ± 1.05 0 ± 0.67 −39 −0.6 −0.7

226 7 161.51748 (0.62) 59.16377 (0.63) 32.2 ± 4.16 32.2 ± 4.28 0 ± 0.24 0 ± 0.05 245 −0.6 0.6

227 7 161.80206 (0.97) 58.92146 (0.95) 32.2 ± 7.51 32.2 ± 7.59 0 ± 0.26 0 ± 0.09 44 −1.2 0.9

228 6 161.29357 (0.42) 59.06874 (0.43) 32 ± 3.16 32.1 ± 3.22 0.51 ± 0.16 0.14 ± 0.03 53 −0.5 −0.8

229 3 161.7992 (1.37) 59.08837 (1.51) 19.1 ± 4.43 32.1 ± 8.75 10.8 ± 1.26 0 ± 0.87 157 −0.3 2.2

230 1 161.44731 (0.43) 58.91716 (0.48) 27.3 ± 2.69 32 ± 3.55 4.14 ± 0.37 2.35 ± 0.25 −18 −1 −0.3

231 3 161.16344 (1.32) 59.02122 (1.26) 22.9 ± 4.87 32 ± 7.74 7.83 ± 0.92 0 ± 0.64 −7 −1.7 −1.9

232 7 161.44181 (0.37) 58.91716 (0.37) 31.9 ± 2.72 31.9 ± 2.77 0 ± 0.13 0 ± 0.02 37 −1.1 −1.2

233 6 161.25486 (0.48) 58.96925 (0.5) 31.7 ± 3.76 31.9 ± 3.85 0.86 ± 0.21 0.23 ± 0.04 75 −0.9 −1.3

234 6 161.62602 (0.52) 59.14134 (0.54) 31.6 ± 3.95 31.9 ± 4.05 0.95 ± 0.22 0.25 ± 0.05 18 −0.4 −0.7

235 3 161.69055 (0.46) 59.0214 (0.48) 26.9 ± 2.64 31.6 ± 3.7 4.94 ± 0.48 0 ± 0.31 62 −0.9 −1.2

236 3 161.3627 (0.8) 59.14891 (0.83) 27.7 ± 4.55 31.6 ± 5.44 4.42 ± 0.37 0 ± 0.25 −150 0.6 −0.5

237 1 161.5749 (1.03) 59.09742 (1.08) 16.5 ± 2.58 31.3 ± 6.15 10.01 ± 1.11 5.1 ± 0.77 −53 −1.9 −1.4

238 3 161.66027 (0.55) 59.06914 (0.58) 23.8 ± 2.84 30.8 ± 4.67 6.59 ± 0.77 0 ± 0.45 3 −1.1 −1.9

239 3 161.60752 (0.75) 59.15613 (0.79) 29 ± 4.44 30.8 ± 4.86 2.87 ± 0.31 0 ± 0.12 −58 −1.5 0

240 7 161.44515 (0.24) 59.02976 (0.2) 30.7 ± 2.06 30.7 ± 2.1 0.04 ± 0.11 0.04 ± 0.02 5 −0.9 −0.7

241 2 161.31261 (0.98) 58.98218 (1.04) 18.8 ± 2.91 30.7 ± 5.77 9.71 ± 1.08 2.18 ± 0.65 153 −1.3 −1.7

242 6 161.77048 (0.63) 59.05762 (0.64) 30.3 ± 4.14 30.6 ± 4.19 1.19 ± 0.17 0 ± 0.04 −163 −1.3 −1.6

243 3 161.62108 (0.43) 59.03595 (0.45) 24.9 ± 2.28 30.5 ± 3.64 5.63 ± 0.62 0 ± 0.35 −65 −1.1 −1.7

244 2 161.53867 (0.66) 58.87701 (0.74) 27.3 ± 4 30.4 ± 4.57 3.52 ± 0.33 1.65 ± 0.2 −132 −1.3 −1.9

245 3 161.78065 (1.07) 59.12698 (1.06) 28.9 ± 6.81 30.4 ± 7.26 2.63 ± 0.29 0 ± 0.12 −21 −0.4 −2.6

246 1 161.60212 (0.53) 59.04128 (0.6) 20.4 ± 2.36 30.3 ± 4.76 7.55 ± 0.95 3.2 ± 0.54 −97 −0.6 −0.8

247 7 161.39821 (0.34) 58.94707 (0.33) 30.2 ± 2.47 30.2 ± 2.51 0 ± 0.13 0 ± 0.02 −157 −0.7 −0.7

248 3 161.16801 (1.06) 59.06238 (1.06) 28.6 ± 6.32 30.2 ± 6.78 2.72 ± 0.31 0 ± 0.1 −63 −2.2 −1.5

249 3 161.54851 (0.35) 58.93854 (0.36) 28.4 ± 2.11 30.1 ± 2.47 2.83 ± 0.28 0 ± 0.1 −141 −1.4 −0.2
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C Catalogue continued

ID Size Flag RA Dec SP ST θDM θDm φ αIF αIM

(J2000) (arcsec) (J2000) (arcsec) (µJy beam−1) (µJy) (arcsec) (arcsec) (degrees)
250 3 161.43392 (1.33) 59.16595 (1.4) 19.3 ± 4.22 30 ± 7.56 9.48 ± 1.06 0 ± 0.74 −353 −1.6 −2

251 3 161.37057 (0.38) 58.99995 (0.4) 26.2 ± 2.08 29.9 ± 2.9 4.46 ± 0.42 0 ± 0.26 −88 −0.9 −0.8

252 7 161.14888 (0.97) 59.00806 (0.95) 29.8 ± 7.09 29.8 ± 7.17 0 ± 0.27 0 ± 0.1 27 −1.8 0.5

253 6 161.50932 (0.26) 59.08221 (0.25) 29.5 ± 1.77 29.7 ± 1.94 1.02 ± 0.21 0.23 ± 0.04 −105 −0.6 −1

254 3 161.58913 (1.24) 58.8672 (1.19) 22.1 ± 4.46 29.7 ± 6.77 7.2 ± 0.82 0 ± 0.59 −113 0.4 0.3

255 7 161.42138 (0.32) 58.94485 (0.31) 29.6 ± 2.41 29.6 ± 2.46 0.04 ± 0.12 0.04 ± 0.02 178 −0.7 −0.9

256 7 161.61833 (0.26) 58.99861 (0.24) 29.5 ± 2.25 29.5 ± 2.29 0.04 ± 0.12 0.04 ± 0.02 183 −1.4 −1.3

257 7 161.25547 (0.74) 58.93193 (0.74) 29.5 ± 4.44 29.5 ± 4.53 0 ± 0.24 0 ± 0.06 0 −1 −1.2

258 3 161.43603 (1) 59.19768 (1.03) 26.9 ± 6.13 29.5 ± 6.81 3.59 ± 0.31 0 ± 0.11 −74 −0.4 0

259 7 161.56463 (0.26) 58.96943 (0.23) 29.4 ± 2.18 29.4 ± 2.23 0 ± 0.12 0 ± 0.02 −21 −0.2 −0.2

260 3 161.73608 (1.01) 58.90548 (0.99) 28.4 ± 4.83 29.4 ± 5.1 2.21 ± 0.27 0 ± 0.06 −75 0.5 −2.4

261 5 161.14189 (0.97) 58.99295 (0.95) 28.7 ± 7.44 29.4 ± 7.52 1.68 ± 0.29 0.61 ± 0.1 110 −2 0

262 6 161.67606 (0.39) 59.06957 (0.43) 29 ± 2.5 29.3 ± 2.72 1.04 ± 0.28 0.11 ± 0.1 −113 0 −0.2

263 3 161.5259 (0.52) 58.90709 (0.52) 24.5 ± 3.06 29.1 ± 4.13 5.11 ± 0.5 0 ± 0.34 −112 −1.4 −0.9

264 7 161.57773 (0.28) 58.96269 (0.26) 29 ± 2.26 29 ± 2.3 0.04 ± 0.12 0.04 ± 0.02 49 −1.3 −1.2

265 6 161.40164 (0.28) 59.07558 (0.29) 28.9 ± 1.79 29 ± 1.92 0.75 ± 0.19 0.24 ± 0.03 −141 −1 −0.9

266 3 161.62601 (0.44) 58.95055 (0.48) 25.3 ± 2.45 29 ± 3.25 4.49 ± 0.41 0 ± 0.27 −87 −1 −0.4

267 3 161.3959 (1.01) 58.84715 (1.04) 26.2 ± 5.93 29 ± 6.66 3.78 ± 0.32 0 ± 0.11 −40 −0.7 −1.3

268 3 161.56059 (0.4) 59.11049 (0.44) 27.3 ± 2.36 28.9 ± 2.69 2.75 ± 0.28 0 ± 0.09 −141 −0.8 −1.5

269 3 161.70505 (0.42) 59.0243 (0.5) 26.6 ± 2.72 28.9 ± 3.19 3.38 ± 0.32 0 ± 0.16 −97 −0.7 −1.2

270 5 161.8645 (0.97) 58.9939 (0.95) 28.2 ± 7.33 28.9 ± 7.41 1.68 ± 0.29 0.61 ± 0.1 0 −0.7 −1.4

271 7 161.65054 (0.36) 58.96719 (0.36) 28.8 ± 2.47 28.8 ± 2.51 0.04 ± 0.13 0.04 ± 0.02 33 −1.3 −0.8

272 3 161.30313 (0.62) 59.09329 (0.65) 24.7 ± 3.56 28.8 ± 4.51 4.75 ± 0.44 0 ± 0.32 −93 −0.4 0.4

273 6 161.64655 (0.35) 58.98649 (0.38) 28.1 ± 2.22 28.7 ± 2.65 1.58 ± 0.36 0 ± 0.2 −56 −0.4 −0.6

274 1 161.55428 (1.37) 59.05361 (1.35) 11.3 ± 2.09 28.6 ± 6.71 14.59 ± 1.63 5.5 ± 1.04 −84 −1.3 −1.8

275 2 161.63917 (1.34) 59.15769 (1.43) 17.1 ± 3.84 28.6 ± 7.09 9.73 ± 1.13 2.88 ± 0.84 −183 2 0

276 2 161.3621 (0.56) 59.05263 (0.63) 21 ± 2.55 28.5 ± 4.53 7.31 ± 0.89 0.65 ± 0.5 −84 −1.1 −0.7

277 3 161.3137 (0.98) 59.13425 (0.97) 24 ± 4.3 28.5 ± 5.38 5.15 ± 0.44 0 ± 0.28 −139 −0.4 −1.2

278 5 161.27024 (0.99) 59.14054 (1) 27.9 ± 5.9 28.5 ± 6.06 1.55 ± 0.39 0.33 ± 0.08 178 −0.2 −2.7

279 6 161.55459 (0.28) 58.95954 (0.27) 28.1 ± 1.75 28.4 ± 1.92 1.01 ± 0.22 0.21 ± 0.04 −129 −0.9 −0.6

280 6 161.27595 (0.45) 59.00987 (0.46) 28.3 ± 3.03 28.4 ± 3.1 0.69 ± 0.18 0.18 ± 0.03 46 −0.5 −0.6

281 6 161.77664 (0.82) 58.95529 (0.85) 27.7 ± 4.9 28.4 ± 5.11 1.84 ± 0.35 0.17 ± 0.23 −7 −1.7 −0.1

282 5 161.34407 (0.97) 58.84934 (0.95) 27.8 ± 7.21 28.4 ± 7.28 1.68 ± 0.29 0.61 ± 0.1 0 −0.2 0

283 5 161.62153 (0.97) 59.19394 (0.95) 27.6 ± 7.16 28.3 ± 7.24 1.68 ± 0.29 0.61 ± 0.1 0 −0.5 −2.4

284 2 161.67015 (1.13) 59.08956 (1.2) 17.5 ± 2.98 28.1 ± 5.75 9.84 ± 1.05 1.29 ± 0.67 −55 −0.7 −1

285 1 161.27888 (0.98) 58.90751 (0.97) 26.1 ± 4.38 27.8 ± 4.75 2.2 ± 0.26 1.84 ± 0.06 69 0.9 −0.3

286 3 161.34151 (1.04) 59.13127 (1.02) 21 ± 3.78 27.1 ± 5.45 6.5 ± 0.69 0 ± 0.48 −117 0.1 0

287 7 161.82451 (0.97) 58.93968 (0.95) 27 ± 6.58 27 ± 6.66 0 ± 0.29 0 ± 0.1 −231 −0.3 0

288 1 161.41795 (1.76) 59.03304 (1.87) 5.6 ± 1.49 26.9 ± 10.38 20.79 ± 2.66 11.39 ± 3.47 −61 0 −1.2

289 4 161.25366 (1.01) 59.13438 (1.04) 25.7 ± 5.8 26.7 ± 6.01 1.73 ± 0.34 1.44 ± 0.11 −9 −2 −2.9

290 3 161.27993 (0.92) 59.1234 (0.96) 24.1 ± 4.41 26.6 ± 5 3.73 ± 0.37 0 ± 0.11 −113 −0.5 −2.9

291 6 161.32826 (0.41) 58.97667 (0.42) 26.3 ± 2.51 26.4 ± 2.56 0.43 ± 0.15 0.12 ± 0.02 54 −1.1 −1.2

292 3 161.70235 (0.47) 59.07329 (0.53) 25 ± 3.1 26.4 ± 3.4 2.66 ± 0.27 0 ± 0.1 161 −0.5 −0.7

293 1 161.77635 (1.14) 59.01796 (1.1) 18.8 ± 3.67 26.4 ± 5.65 6.44 ± 0.67 3.53 ± 0.52 158 −0.9 −1.9

294 3 161.51187 (1.33) 59.1709 (1.32) 18.1 ± 3.89 26.4 ± 6.51 8.54 ± 0.98 0 ± 0.69 350 0 −1.2

295 7 161.25188 (0.86) 59.10869 (0.86) 26.3 ± 4.98 26.3 ± 5.02 0 ± 0.19 0 ± 0.06 35 −1.3 −1.4

296 6 161.54088 (0.4) 58.92632 (0.4) 26.1 ± 2.41 26.2 ± 2.46 0.33 ± 0.14 0.09 ± 0.02 0 −0.6 −0.7

297 7 161.72878 (0.57) 58.96319 (0.59) 26.1 ± 3.28 26.1 ± 3.37 0 ± 0.24 0 ± 0.05 −171 0.7 −1.1

298 6 161.62206 (0.38) 58.96081 (0.38) 25.6 ± 1.69 26 ± 1.84 1.56 ± 0.23 0 ± 0.03 −16 −1 −1

299 1 161.57454 (1.14) 58.86768 (1.11) 18.4 ± 3.81 26 ± 5.65 5.49 ± 0.52 4.75 ± 0.37 −23 −1.3 −3
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C Catalogue continued

ID Size Flag RA Dec SP ST θDM θDm φ αIF αIM

(J2000) (arcsec) (J2000) (arcsec) (µJy beam−1) (µJy) (arcsec) (arcsec) (degrees)
300 3 161.58551 (1.09) 59.1835 (1.07) 24.8 ± 5.72 25.8 ± 6.04 2.32 ± 0.3 0 ± 0.12 −53 1.4 1.3

301 6 161.53598 (0.23) 59.00664 (0.23) 25.6 ± 1.5 25.7 ± 1.63 0.9 ± 0.2 0.22 ± 0.04 −16 −1.8 −1.4

302 7 161.56765 (0.34) 59.07496 (0.33) 25.7 ± 2.14 25.7 ± 2.17 0.04 ± 0.13 0.04 ± 0.02 2 −0.9 −0.9

303 7 161.59696 (0.35) 58.96298 (0.35) 25.6 ± 2.16 25.6 ± 2.2 0.04 ± 0.13 0.04 ± 0.02 −1 −0.9 −1.3

304 3 161.55533 (0.45) 59.05588 (0.46) 21.3 ± 1.92 25.6 ± 2.96 5.38 ± 0.57 0 ± 0.33 32 −0.7 −0.7

305 7 161.47587 (0.97) 58.83953 (0.95) 25.6 ± 6.23 25.6 ± 6.3 0 ± 0.29 0 ± 0.1 −119 −2 −1.6

306 7 161.36345 (0.97) 58.85324 (0.95) 25.6 ± 6.23 25.6 ± 6.31 0 ± 0.29 0 ± 0.1 82 1.5 0

307 6 161.60542 (0.44) 58.93987 (0.48) 24.8 ± 2.5 25.5 ± 2.95 1.96 ± 0.42 0 ± 0.28 −101 −0.7 −0.8

308 5 161.16791 (0.97) 59.01641 (0.95) 24.8 ± 5.96 25.3 ± 6.02 1.51 ± 0.24 0.54 ± 0.08 −53 0 0

309 7 161.61245 (0.97) 59.18541 (0.95) 25.3 ± 6.15 25.3 ± 6.23 0 ± 0.29 0 ± 0.1 0 0.6 0.2

310 2 161.46013 (1.03) 58.99394 (1.04) 14 ± 2.19 25.1 ± 4.76 10.64 ± 1.27 3.17 ± 0.72 −102 −0.1 −0.7

311 6 161.26142 (0.57) 58.98061 (0.59) 24.8 ± 3.21 25.1 ± 3.3 1.01 ± 0.24 0.27 ± 0.05 2 −0.7 −1.3

312 3 161.57422 (1.23) 58.85868 (1.18) 19.4 ± 4.06 25.1 ± 5.79 6.6 ± 0.75 0 ± 0.51 158 0.5 1.1

313 3 161.47662 (0.44) 58.9204 (0.44) 24.3 ± 2.37 25 ± 2.56 2.02 ± 0.24 0 ± 0.05 3 −1 −0.8

314 5 161.35855 (0.97) 59.17275 (0.95) 24.4 ± 6 25 ± 6.06 1.56 ± 0.26 0.56 ± 0.09 −341 0.7 0

315 5 161.34345 (1.01) 58.85267 (1.04) 24.4 ± 6.09 25 ± 6.18 1.78 ± 0.32 0.43 ± 0.11 −5 0 −1

316 1 161.32139 (1.04) 59.09125 (1.02) 15.7 ± 2.81 24.9 ± 5.01 6.59 ± 0.71 5.69 ± 0.61 −153 −0.7 −1

317 7 161.48755 (0.28) 59.00011 (0.26) 24.6 ± 1.87 24.6 ± 1.91 0 ± 0.12 0 ± 0.02 −70 −0.4 −1.3

318 7 161.49486 (0.35) 58.95311 (0.34) 24.5 ± 2.06 24.5 ± 2.09 0.04 ± 0.13 0.04 ± 0.02 −32 −0.7 −1

319 7 161.49939 (0.42) 59.10844 (0.43) 24.5 ± 2.39 24.5 ± 2.45 0 ± 0.16 0 ± 0.03 107 −0.9 −0.9

320 5 161.31079 (0.83) 58.90063 (0.83) 24.2 ± 4.52 24.5 ± 4.57 1.17 ± 0.21 0.37 ± 0.06 120 0.7 −0.5

321 6 161.49925 (0.47) 59.12545 (0.49) 24.2 ± 2.75 24.3 ± 2.82 0.8 ± 0.2 0.21 ± 0.04 9 −0.7 −1.3

322 6 161.38101 (0.36) 59.04119 (0.39) 23.9 ± 1.89 24.1 ± 2.12 1.15 ± 0.3 0 ± 0.12 −95 −1.1 −1.2

323 6 161.2135 (0.85) 58.99551 (0.87) 23.8 ± 4.24 24.1 ± 4.36 1.33 ± 0.33 0.28 ± 0.09 −162 −1.6 −2

324 2 161.7154 (1.39) 58.96317 (1.52) 13.5 ± 3.07 24.1 ± 6.29 11.38 ± 1.26 1.82 ± 0.87 −64 −0.3 0.2

325 7 161.37554 (0.37) 58.99689 (0.36) 24 ± 2.03 24 ± 2.07 0 ± 0.13 0 ± 0.02 −36 −0.5 −0.5

326 6 161.62546 (0.44) 59.08828 (0.45) 23.8 ± 2.49 23.9 ± 2.54 0.64 ± 0.17 0.17 ± 0.03 97 −0.7 −0.5

327 5 161.53328 (0.32) 59.00471 (0.34) 22.6 ± 1.73 23.8 ± 2.05 2.12 ± 0.34 1.49 ± 0.18 −211 −1 −0.8

328 7 161.40827 (0.34) 58.99059 (0.32) 23.8 ± 1.98 23.8 ± 2.01 0.04 ± 0.13 0.04 ± 0.02 1 −0.8 −1.1

329 7 161.46468 (0.86) 58.86754 (0.85) 23.7 ± 4.42 23.7 ± 4.46 0 ± 0.2 0 ± 0.06 −162 0.9 −0.7

330 3 161.2479 (0.99) 59.11155 (1.03) 21.5 ± 4.53 23.7 ± 5.07 3.62 ± 0.34 0 ± 0.11 −62 1.1 0

331 5 161.19595 (0.97) 58.94148 (0.95) 23.1 ± 5.94 23.7 ± 6 1.66 ± 0.28 0.61 ± 0.1 97 −1.4 0

332 7 161.49879 (0.39) 58.94224 (0.39) 23.6 ± 2.07 23.6 ± 2.11 0.04 ± 0.13 0.04 ± 0.02 −61 −0.9 0.1

333 3 161.51761 (0.88) 58.89991 (0.86) 18.4 ± 2.85 23.6 ± 4.19 6.36 ± 0.68 0 ± 0.46 −144 −1.1 −1.3

334 1 161.41137 (0.83) 58.91264 (0.82) 17.1 ± 2.76 23.6 ± 4.11 5.2 ± 0.49 4.61 ± 0.39 −2 0 0.5

335 5 161.44783 (0.95) 58.85624 (0.93) 23.3 ± 5.27 23.6 ± 5.31 1.37 ± 0.21 0.48 ± 0.07 46 0.7 0

336 5 161.72903 (0.97) 59.13848 (0.95) 23.1 ± 5.67 23.6 ± 5.72 1.56 ± 0.26 0.56 ± 0.09 −11 −1 0

337 3 161.43383 (1.18) 58.8696 (1.14) 18.9 ± 3.8 23.5 ± 5.09 5.97 ± 0.6 0 ± 0.4 −65 0.9 −0.1

338 5 161.55931 (0.37) 58.98731 (0.41) 21.9 ± 1.75 23.4 ± 2.15 2.39 ± 0.39 1.76 ± 0.24 −122 −0.3 0.3

339 4 161.53709 (0.37) 59.07013 (0.36) 22.6 ± 1.47 23.4 ± 1.64 1.85 ± 0.24 1.16 ± 0.04 −12 −1.6 −1.9

340 2 161.74562 (1.34) 58.95261 (1.47) 13 ± 2.97 23.4 ± 5.72 10.2 ± 1.19 3.86 ± 0.91 −94 −0.2 −0.3

341 3 161.57024 (0.59) 58.91589 (0.62) 20 ± 2.84 23.3 ± 3.59 4.71 ± 0.44 0 ± 0.32 −92 −1.7 −1.6

342 6 161.7197 (0.99) 59.12241 (0.98) 22.6 ± 4.41 23.3 ± 4.6 1.96 ± 0.4 0 ± 0.24 −371 −0.5 0

343 3 161.20287 (1.02) 59.02145 (1.04) 20.6 ± 4 23.3 ± 4.62 4.25 ± 0.32 0 ± 0.12 −3 0.4 −0.2

344 3 161.52148 (0.95) 58.87739 (0.95) 19.9 ± 3.52 23.2 ± 4.27 4.78 ± 0.38 0 ± 0.23 158 −0.9 −0.4

345 3 161.24243 (0.79) 58.99207 (0.85) 21.3 ± 3.49 23.1 ± 3.92 3.39 ± 0.35 0 ± 0.14 −5 −0.4 0.4

346 7 161.63481 (0.71) 58.90329 (0.71) 23 ± 3.25 23 ± 3.33 0 ± 0.25 0 ± 0.06 147 0 −1.1

347 5 161.69639 (0.97) 59.14763 (0.95) 22.6 ± 5.37 23 ± 5.42 1.48 ± 0.24 0.53 ± 0.08 −207 1.1 1.9

348 3 161.48362 (1.02) 58.88467 (0.99) 18.3 ± 3.3 22.9 ± 4.52 6.04 ± 0.6 0 ± 0.42 352 0.4 0.2

349 5 161.82753 (1) 58.96897 (1.03) 22.2 ± 5.56 22.8 ± 5.63 1.75 ± 0.31 0.43 ± 0.11 28 0.6 2.7
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C Catalogue continued

ID Size Flag RA Dec SP ST θDM θDm φ αIF αIM

(J2000) (arcsec) (J2000) (arcsec) (µJy beam−1) (µJy) (arcsec) (arcsec) (degrees)
350 3 161.17529 (1.06) 59.06072 (1.06) 21.6 ± 5.06 22.8 ± 5.43 2.8 ± 0.28 0 ± 0.12 −150 1.1 0.1

351 6 161.55436 (0.41) 59.08896 (0.41) 22.7 ± 2.13 22.7 ± 2.17 0.39 ± 0.15 0.11 ± 0.02 0 −0.9 −1.4

352 3 161.75433 (1.32) 58.99225 (1.37) 14.9 ± 3.2 22.7 ± 5.61 9.19 ± 1.01 0 ± 0.72 −66 −0.9 0.2

353 5 161.65246 (0.87) 58.88707 (0.86) 22.3 ± 4.49 22.6 ± 4.53 1.18 ± 0.19 0.39 ± 0.06 −238 −0.6 −0.7

354 6 161.38646 (0.93) 58.87634 (0.97) 22.2 ± 3.85 22.6 ± 3.89 1.6 ± 0.19 0 ± 0.05 −22 1.3 −0.9

355 2 161.50623 (1.13) 59.07372 (1.19) 12.3 ± 2.01 22.4 ± 4.3 10.81 ± 1.18 3.34 ± 0.74 60 −0.9 −0.5

356 7 161.52772 (0.35) 59.06101 (0.34) 22.3 ± 1.88 22.3 ± 1.91 0.04 ± 0.13 0.04 ± 0.02 6 −1.2 −0.8

357 3 161.5919 (0.4) 58.98545 (0.47) 20.1 ± 1.81 22.3 ± 2.27 3.84 ± 0.35 0 ± 0.2 −90 −1.7 −1.2

358 3 161.52185 (0.45) 58.97977 (0.47) 18.9 ± 1.77 22.2 ± 2.52 4.94 ± 0.49 0 ± 0.3 68 0.1 0.1

359 7 161.62284 (0.97) 59.18108 (0.95) 22.1 ± 5.39 22.1 ± 5.45 0 ± 0.29 0 ± 0.1 0 −0.1 0

360 3 161.36014 (1.08) 59.08467 (1.13) 14.6 ± 2.48 22 ± 4.47 8.99 ± 0.97 0 ± 0.63 127 −0.3 −1.5

361 6 161.81072 (1.49) 58.96015 (1.62) 19.3 ± 5.09 21.9 ± 6.67 4.34 ± 1.49 0 ± 0.99 −156 −0.1 −0.1

362 5 161.23369 (0.96) 59.09812 (0.94) 21.4 ± 4.91 21.8 ± 4.95 1.4 ± 0.22 0.5 ± 0.08 −295 0.2 −2

363 7 161.56209 (0.34) 59.01121 (0.33) 21.7 ± 1.81 21.7 ± 1.84 0.04 ± 0.13 0.04 ± 0.02 −77 −1.3 −0.8

364 2 161.21019 (1.33) 59.01073 (1.38) 14.2 ± 3.15 21.7 ± 5.53 9.16 ± 1.06 0.44 ± 0.74 −40 −1 −1.7

365 3 161.30888 (0.57) 59.00546 (0.61) 18.8 ± 2.63 21.6 ± 3.29 4.57 ± 0.42 0 ± 0.3 −129 −1 −1.9

366 5 161.24557 (0.83) 59.07666 (0.82) 21.4 ± 3.99 21.6 ± 4.03 1.17 ± 0.21 0.37 ± 0.06 329 −0.2 −1.7

367 7 161.58308 (0.97) 58.84618 (0.95) 21.6 ± 5.26 21.6 ± 5.33 0 ± 0.29 0 ± 0.1 −105 0.9 1.3

368 1 161.49788 (0.45) 59.10342 (0.54) 19 ± 2.27 21.5 ± 2.71 3.26 ± 0.31 2.48 ± 0.16 −63 −1 −1.2

369 3 161.68893 (0.5) 58.98797 (0.62) 19.6 ± 2.6 21.5 ± 3.02 3.63 ± 0.34 0 ± 0.2 144 −1.4 −0.9

370 3 161.29517 (0.87) 59.0985 (0.91) 19.1 ± 3.29 21.5 ± 3.82 4.13 ± 0.34 0 ± 0.17 −67 −0.8 −1.2

371 5 161.70461 (1) 58.90335 (0.99) 21.2 ± 4.06 21.5 ± 4.13 1.24 ± 0.27 0.3 ± 0.06 −265 0.3 0

372 6 161.57813 (0.43) 59.08397 (0.44) 21.3 ± 2.14 21.3 ± 2.19 0.57 ± 0.17 0.15 ± 0.03 45 −1.1 −0.8

373 3 161.2493 (0.97) 59.00864 (0.95) 17.6 ± 3.12 21.1 ± 3.97 5.3 ± 0.47 0 ± 0.31 −84 −1.7 −1.6

374 7 161.41601 (0.74) 59.13902 (0.74) 20.9 ± 3.17 20.9 ± 3.23 0 ± 0.24 0 ± 0.06 116 −0.3 −0.9

375 1 161.66989 (0.96) 59.04002 (0.95) 13.1 ± 2.15 20.9 ± 3.96 6.76 ± 0.75 5.52 ± 0.62 65 −0.9 −0.7

376 7 161.79117 (0.93) 59.00026 (0.91) 20.9 ± 4.34 20.9 ± 4.37 0 ± 0.2 0 ± 0.07 −9 −1 −0.4

377 5 161.71663 (0.97) 58.90095 (0.95) 20.5 ± 4.91 20.9 ± 4.95 1.5 ± 0.24 0.54 ± 0.08 −62 0 1.9

378 3 161.72457 (1.08) 58.91443 (1.08) 18 ± 3.81 20.9 ± 4.53 4.7 ± 0.39 0 ± 0.17 −98 −0.4 0

379 5 161.8116 (1) 58.96067 (1.03) 20.4 ± 5.08 20.9 ± 5.15 1.73 ± 0.31 0.42 ± 0.11 29 −0.1 −1.3

380 3 161.20523 (1.09) 58.95602 (1.08) 17.9 ± 3.92 20.9 ± 4.7 4.84 ± 0.42 0 ± 0.2 −43 0.2 0

381 3 161.25494 (1.04) 59.12692 (1.05) 18.5 ± 4.12 20.9 ± 4.73 4.22 ± 0.34 0 ± 0.11 −98 0.1 −2.5

382 1 161.52398 (0.7) 58.95701 (0.76) 14.1 ± 1.95 20.8 ± 3.57 7.38 ± 0.85 3.32 ± 0.56 349 −1.2 0.4

383 6 161.76485 (1.06) 58.98236 (1.04) 19.7 ± 3.84 20.8 ± 4.51 2.65 ± 0.78 0 ± 0.55 4 0.5 0.1

384 1 161.41973 (0.45) 59.0857 (0.49) 19.1 ± 2.14 20.7 ± 2.42 2.54 ± 0.26 2.05 ± 0.09 14 −0.6 −0.7

385 3 161.2986 (0.65) 58.97163 (0.74) 18.9 ± 2.78 20.7 ± 3.19 3.6 ± 0.33 0 ± 0.2 167 −0.6 −0.4

386 6 161.34436 (0.45) 58.99753 (0.46) 20.5 ± 2.19 20.6 ± 2.24 0.69 ± 0.18 0.18 ± 0.03 −74 −0.8 −0.9

387 7 161.29632 (0.53) 59.03142 (0.55) 20.6 ± 2.53 20.6 ± 2.6 0 ± 0.23 0 ± 0.05 70 −1.5 −0.9

388 3 161.28984 (1.3) 58.97771 (1.4) 12.9 ± 2.79 20.6 ± 5.18 10.03 ± 1.08 0 ± 0.75 −123 1.3 0.1

389 5 161.84099 (1.02) 59.03691 (1.05) 20.1 ± 5.5 20.6 ± 5.57 1.73 ± 0.31 0.82 ± 0.15 −79 0 0

390 3 161.50438 (0.37) 59.03508 (0.38) 19.7 ± 1.39 20.5 ± 1.6 2.35 ± 0.26 0 ± 0.07 162 −1 −0.9

391 3 161.63788 (1.35) 59.00404 (1.26) 14.7 ± 2.68 20.5 ± 5.48 7.73 ± 1.83 0 ± 0.85 51 −1 −0.6

392 2 161.75801 (1.32) 59.07967 (1.3) 13.6 ± 2.93 20.5 ± 4.83 8.23 ± 0.96 2.48 ± 0.7 −102 −0.1 −1.5

393 7 161.52201 (0.35) 59.01421 (0.34) 20.4 ± 1.71 20.4 ± 1.75 0.04 ± 0.13 0.04 ± 0.02 −134 −0.8 −0.9

394 2 161.47917 (0.4) 59.00202 (0.46) 18.1 ± 1.57 20.3 ± 2 3.96 ± 0.36 0.9 ± 0.21 −101 −0.6 −0.5

395 6 161.61273 (0.42) 58.97507 (0.44) 20.1 ± 1.91 20.3 ± 2.03 0.97 ± 0.26 0.19 ± 0.08 −77 −1.3 −0.9

396 2 161.54434 (0.39) 58.98248 (0.4) 19.3 ± 1.45 20.2 ± 1.65 2.27 ± 0.27 0.98 ± 0.07 −51 −1.4 −1.1

397 2 161.41601 (1.07) 59.12362 (1.05) 15 ± 2.72 20.2 ± 4.1 6.91 ± 0.77 1.58 ± 0.55 −126 0.1 1.6

398 3 161.25867 (1.26) 58.93416 (1.2) 15.3 ± 3.16 20.2 ± 4.72 6.98 ± 0.83 0 ± 0.58 61 1.3 0

399 1 161.62433 (0.54) 59.0209 (0.53) 15.3 ± 2.04 20.1 ± 3.02 5.23 ± 0.52 3.66 ± 0.39 −110 −1.1 −0.9
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C Catalogue continued

ID Size Flag RA Dec SP ST θDM θDm φ αIF αIM

(J2000) (arcsec) (J2000) (arcsec) (µJy beam−1) (µJy) (arcsec) (arcsec) (degrees)
400 3 161.28448 (1.08) 58.90608 (1.07) 17.2 ± 3.79 20 ± 4.49 4.69 ± 0.4 0 ± 0.17 −94 −0.7 0.3

401 2 161.55774 (1.33) 59.15762 (1.38) 12.1 ± 2.69 20 ± 4.8 9.24 ± 1.07 3.24 ± 0.81 163 1.6 0.3

402 5 161.67155 (0.87) 58.90501 (0.86) 19.6 ± 3.88 19.8 ± 3.92 1.18 ± 0.19 0.39 ± 0.06 168 0.7 −0.4

403 7 161.5502 (0.37) 59.01827 (0.37) 19.7 ± 1.7 19.7 ± 1.73 0.04 ± 0.13 0.04 ± 0.02 −115 −0.9 −1

404 6 161.3696 (0.43) 59.03589 (0.44) 19.7 ± 2.02 19.7 ± 2.06 0.6 ± 0.17 0.16 ± 0.03 30 −1.3 −1.1

405 6 161.61663 (0.57) 59.10692 (0.59) 19.5 ± 2.53 19.7 ± 2.6 1.01 ± 0.24 0.27 ± 0.05 −98 −1.2 −0.8

406 3 161.32292 (1.03) 58.91627 (1.03) 16.7 ± 3.14 19.7 ± 3.81 4.92 ± 0.39 0 ± 0.22 83 −2.2 −1.2

407 5 161.64582 (0.43) 58.99005 (0.53) 19.2 ± 2.2 19.6 ± 2.39 1.46 ± 0.34 0.32 ± 0.2 −99 −0.4 −0.6

408 6 161.6283 (0.42) 58.98537 (0.51) 19.2 ± 2.07 19.5 ± 2.25 1.36 ± 0.33 0.12 ± 0.17 −103 −0.4 0

409 2 161.46677 (0.61) 59.00449 (0.69) 14 ± 1.85 19.5 ± 3.26 7.6 ± 0.9 1.01 ± 0.53 −137 −0.3 0.7

410 5 161.77441 (0.83) 59.03001 (0.88) 19.2 ± 3.78 19.4 ± 3.81 1.05 ± 0.2 0.41 ± 0.05 −92 −1.6 −1.2

411 5 161.74297 (1.05) 59.10903 (1.05) 19 ± 4.27 19.3 ± 4.35 1.52 ± 0.35 0.39 ± 0.09 −130 −0.8 −1.8

412 3 161.36932 (1) 59.1495 (1.03) 17.6 ± 3.68 19.3 ± 4.13 3.67 ± 0.34 0 ± 0.11 −33 −1.4 −1.4

413 5 161.82564 (0.97) 58.99903 (0.95) 18.8 ± 4.89 19.3 ± 4.94 1.68 ± 0.29 0.61 ± 0.1 −150 −1.2 −0.9

414 7 161.2303 (0.94) 59.06888 (0.93) 19.2 ± 4.1 19.2 ± 4.13 0 ± 0.21 0 ± 0.07 88 −0.5 1.1

415 7 161.54297 (0.4) 59.04515 (0.4) 19.1 ± 1.71 19.1 ± 1.74 0 ± 0.14 0 ± 0.02 373 −1.5 −1.9

416 3 161.6133 (1.3) 58.90805 (1.41) 15.9 ± 3.42 19 ± 5.09 5.2 ± 1.22 0 ± 0.78 −76 −0.6 −1.4

417 7 161.2236 (0.93) 58.98478 (0.92) 19 ± 3.98 19 ± 4.01 0 ± 0.2 0 ± 0.07 −19 0 −1.2

418 3 161.44709 (1.01) 59.17753 (1.04) 17.3 ± 3.97 18.9 ± 4.37 3.42 ± 0.3 0 ± 0.11 −131 −2.2 −0.4

419 6 161.52608 (0.51) 59.11285 (0.51) 18.7 ± 2.52 18.8 ± 2.57 0.87 ± 0.21 0.28 ± 0.04 −173 −0.5 −0.1

420 5 161.76669 (0.86) 59.02971 (0.85) 18.5 ± 3.63 18.8 ± 3.66 1.18 ± 0.2 0.38 ± 0.06 175 −1.1 −1.4

421 3 161.67811 (1) 59.12516 (1.02) 17.5 ± 3.49 18.8 ± 3.85 3.16 ± 0.39 0 ± 0.09 −168 −0.1 −0.5

422 5 161.28646 (0.97) 59.13491 (0.95) 18.3 ± 4.67 18.8 ± 4.72 1.64 ± 0.28 0.6 ± 0.1 0 −1 −0.9

423 6 161.4259 (0.41) 59.03983 (0.41) 18.7 ± 1.77 18.7 ± 1.8 0.41 ± 0.15 0.11 ± 0.02 −145 −1.2 −0.8

424 3 161.28774 (0.94) 59.05411 (0.92) 15.5 ± 2.69 18.7 ± 3.48 5.43 ± 0.5 0 ± 0.34 −132 −0.1 −0.3

425 3 161.25638 (1.33) 59.06102 (1.34) 12.6 ± 2.74 18.7 ± 4.66 8.75 ± 1 0 ± 0.71 300 0.1 −1.2

426 7 161.63468 (0.97) 59.17182 (0.95) 18.7 ± 4.56 18.7 ± 4.61 0 ± 0.29 0 ± 0.1 −214 0 1.2

427 3 161.35537 (1.21) 58.91647 (1.17) 14 ± 2.8 18.6 ± 4.18 6.98 ± 0.79 0 ± 0.57 30 −1.1 −1.8

428 3 161.37596 (0.76) 59.11027 (0.77) 17.8 ± 2.74 18.5 ± 2.91 2.29 ± 0.25 0 ± 0.08 −327 −0.6 −0.9

429 5 161.19882 (1.01) 58.97069 (1.04) 18 ± 4.4 18.5 ± 4.47 1.77 ± 0.32 0.42 ± 0.11 −53 0 0

430 1 161.52334 (1.13) 59.16164 (1.1) 13.8 ± 2.97 18.5 ± 4.16 5.4 ± 0.52 3.91 ± 0.33 65 1.1 1.8

431 3 161.35593 (0.76) 59.02487 (0.78) 14.1 ± 2 18.4 ± 3.12 6.68 ± 0.75 0 ± 0.48 −140 −1.2 −1.4

432 3 161.45564 (0.75) 59.08113 (0.78) 13.8 ± 1.93 18.3 ± 3.13 6.98 ± 0.8 0 ± 0.51 −56 −0.7 −0.2

433 6 161.56201 (0.44) 58.95961 (0.45) 17.9 ± 1.87 18.1 ± 1.95 0.98 ± 0.23 0.24 ± 0.05 −128 −1.1 −1.5

434 3 161.4235 (0.43) 58.98904 (0.5) 16.9 ± 1.77 18.1 ± 2.03 3.15 ± 0.3 0 ± 0.13 −162 −0.6 −0.1

435 6 161.37869 (0.47) 58.97152 (0.49) 18 ± 2.06 18.1 ± 2.11 0.81 ± 0.2 0.22 ± 0.04 −140 −1.5 −0.5

436 3 161.36009 (0.88) 58.91885 (0.92) 16.1 ± 2.79 18.1 ± 3.24 4.15 ± 0.34 0 ± 0.17 −42 0.1 0.2

437 7 161.17707 (0.97) 58.99335 (0.95) 18.1 ± 4.4 18.1 ± 4.45 0 ± 0.29 0 ± 0.1 −11 −0.6 0.8

438 1 161.38273 (0.8) 59.1139 (0.81) 17.2 ± 2.7 18 ± 2.89 2.24 ± 0.25 1.17 ± 0.08 −71 −0.7 −0.4

439 7 161.69205 (0.77) 59.08791 (0.77) 18 ± 2.89 18 ± 2.94 0 ± 0.23 0 ± 0.06 −223 −1.1 −0.6

440 3 161.71276 (0.77) 58.98534 (0.84) 16.4 ± 2.68 18 ± 3.05 3.62 ± 0.35 0 ± 0.17 42 0 −0.2

441 2 161.73147 (0.88) 59.00447 (0.92) 15.7 ± 2.72 18 ± 3.15 4.08 ± 0.34 1.61 ± 0.17 56 −2.1 −1.8

442 6 161.56819 (0.44) 59.02445 (0.48) 17.3 ± 1.75 17.9 ± 2.06 1.95 ± 0.42 0 ± 0.28 −86 −0.5 −0.7

443 3 161.21044 (1.08) 59.04075 (1.07) 17.1 ± 3.83 17.9 ± 4.07 2.5 ± 0.3 0 ± 0.11 −97 −0.5 −0.9

444 5 161.34465 (0.69) 59.09574 (0.69) 17.6 ± 2.46 17.8 ± 2.53 1.11 ± 0.26 0.3 ± 0.06 −379 −1.4 −1

445 3 161.47227 (0.99) 59.15317 (0.99) 17.4 ± 2.91 17.8 ± 3.02 1.88 ± 0.21 0 ± 0.05 −157 −0.4 0

446 5 161.56174 (0.97) 59.17034 (0.95) 17.3 ± 4.36 17.7 ± 4.4 1.62 ± 0.27 0.59 ± 0.09 0 1.4 1.9

447 6 161.57061 (0.47) 59.07994 (0.49) 17.5 ± 2 17.6 ± 2.05 0.81 ± 0.2 0.22 ± 0.04 −58 −0.9 −0.3

448 3 161.46004 (0.92) 59.13758 (0.95) 15.6 ± 2.75 17.6 ± 3.19 4.22 ± 0.33 0 ± 0.15 5 0.1 −0.4

449 6 161.63357 (0.48) 59.04906 (0.5) 17.4 ± 2.03 17.5 ± 2.08 0.84 ± 0.2 0.22 ± 0.04 −39 −0.7 −0.5
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C Catalogue continued

ID Size Flag RA Dec SP ST θDM θDm φ αIF αIM

(J2000) (arcsec) (J2000) (arcsec) (µJy beam−1) (µJy) (arcsec) (arcsec) (degrees)
450 6 161.61214 (1.08) 58.90806 (1.07) 16.2 ± 3.1 17.5 ± 3.74 3.29 ± 0.85 0 ± 0.59 82 −0.4 −1.8

451 3 161.28503 (0.89) 58.97295 (0.92) 15.5 ± 2.69 17.5 ± 3.14 4.24 ± 0.33 0 ± 0.17 −150 −0.9 −0.6

452 6 161.49535 (0.48) 59.09193 (0.5) 17.3 ± 2.02 17.4 ± 2.07 0.84 ± 0.2 0.23 ± 0.04 −68 −1.1 −1.3

453 7 161.42651 (0.75) 59.12674 (0.75) 17.4 ± 2.69 17.4 ± 2.74 0 ± 0.23 0 ± 0.06 −213 −0.7 0.7

454 3 161.78729 (1.15) 59.03046 (1.12) 14.2 ± 3.05 17.4 ± 3.94 5.66 ± 0.57 0 ± 0.34 −339 1.4 0.3

455 5 161.73573 (0.8) 59.04365 (0.79) 17.1 ± 3.01 17.3 ± 3.05 1.15 ± 0.22 0.36 ± 0.06 −5 −1.3 −1.8

456 7 161.31432 (0.68) 59.06485 (0.69) 17.2 ± 2.31 17.2 ± 2.38 0 ± 0.26 0 ± 0.06 222 −0.7 −0.4

457 2 161.53366 (1.02) 58.87535 (1.05) 15.4 ± 3.24 17.2 ± 3.69 3.99 ± 0.33 0.47 ± 0.11 −112 0.7 −0.6

458 6 161.62752 (0.44) 58.99341 (0.55) 16.9 ± 2.05 17.1 ± 2.21 1.44 ± 0.34 0.14 ± 0.19 −91 −1.2 −0.2

459 6 161.64311 (0.49) 58.98694 (0.51) 17 ± 2.05 17.1 ± 2.1 0.89 ± 0.21 0.24 ± 0.04 171 −0.6 −0.9

460 3 161.50088 (0.92) 58.91777 (0.89) 13.9 ± 2.31 17.1 ± 3.13 5.76 ± 0.57 0 ± 0.39 −118 −1 −0.6

461 3 161.57685 (1.14) 59.13053 (1.11) 13.5 ± 2.63 17.1 ± 3.64 6.25 ± 0.64 0 ± 0.45 −132 −0.4 0.9

462 3 161.79523 (1) 59.05194 (1.03) 15.5 ± 3.53 17 ± 3.92 3.58 ± 0.31 0 ± 0.11 −43 0.2 1.5

463 6 161.48187 (0.45) 59.06634 (0.46) 16.9 ± 1.8 16.9 ± 1.84 0.68 ± 0.18 0.18 ± 0.03 165 −1.1 −1.2

464 7 161.4149 (0.78) 58.9072 (0.78) 16.9 ± 2.77 16.9 ± 2.81 0 ± 0.22 0 ± 0.06 7 −1.5 −2

465 3 161.72572 (1.04) 59.09067 (1.05) 15 ± 3.06 16.9 ± 3.52 4.16 ± 0.33 0 ± 0.12 −98 1.5 0.9

466 3 161.61484 (1.07) 59.09117 (1.13) 14.6 ± 2.42 16.8 ± 3.6 4.5 ± 1.02 0 ± 0.65 −71 0.4 0.1

467 7 161.41761 (0.85) 58.89762 (0.84) 16.8 ± 3.1 16.8 ± 3.13 0 ± 0.2 0 ± 0.06 −19 −0.8 −0.7

468 3 161.40847 (1.49) 59.00453 (1.58) 8.4 ± 1.92 16.8 ± 4.58 13.78 ± 1.53 0 ± 0.93 −52 −1.1 −0.8

469 5 161.42956 (0.87) 58.88999 (0.86) 16.6 ± 3.32 16.8 ± 3.34 1.18 ± 0.19 0.39 ± 0.06 −126 −0.8 0.4

470 1 161.65009 (0.94) 58.91871 (0.98) 14.8 ± 2.73 16.8 ± 3.17 3.85 ± 0.36 1.68 ± 0.11 −319 −1.5 −0.4

471 3 161.60736 (0.79) 59.02444 (0.86) 14.6 ± 2.17 16.7 ± 3.37 4.54 ± 1.03 0 ± 0.6 −87 −1 −0.7

472 3 161.27935 (1.03) 59.09482 (1.05) 15.6 ± 3.22 16.7 ± 3.53 3.1 ± 0.36 0 ± 0.09 −95 0.6 −0.2

473 3 161.52324 (1.15) 59.15243 (1.12) 13.6 ± 2.84 16.7 ± 3.68 5.66 ± 0.56 0 ± 0.34 135 −0.3 −0.3

474 5 161.25095 (0.97) 58.92837 (0.95) 16.3 ± 4.19 16.7 ± 4.23 1.66 ± 0.28 0.6 ± 0.1 46 2.1 −0.6

475 3 161.30485 (1) 59.08187 (1) 14.2 ± 2.59 16.6 ± 3.13 4.85 ± 0.38 0 ± 0.22 −161 −0.8 −1.7

476 5 161.29075 (0.97) 59.13193 (0.95) 16.2 ± 4.21 16.6 ± 4.25 1.68 ± 0.29 0.61 ± 0.1 −92 −1.7 1

477 5 161.35701 (0.97) 58.86939 (0.95) 16.2 ± 4.22 16.6 ± 4.26 1.68 ± 0.29 0.61 ± 0.1 92 1 0

478 3 161.63311 (1.11) 58.95813 (1.09) 11.9 ± 2.17 16.5 ± 3.49 7.76 ± 0.85 0 ± 0.59 −96 −2 −1.1

479 5 161.21991 (0.97) 59.03821 (0.95) 16.2 ± 3.82 16.5 ± 3.85 1.46 ± 0.23 0.52 ± 0.08 −184 −2 0

480 3 161.48816 (0.43) 59.03145 (0.51) 15.2 ± 1.63 16.4 ± 1.89 3.34 ± 0.31 0 ± 0.15 −2 −0.9 −0.3

481 3 161.47204 (0.61) 59.05175 (0.7) 14.7 ± 2 16.4 ± 3.02 3.98 ± 0.93 0 ± 0.53 30 −1.8 −1.4

482 3 161.60364 (1.1) 58.89603 (1.09) 13.9 ± 2.81 16.4 ± 3.42 4.98 ± 0.42 0 ± 0.23 −65 −0.5 −1.5

483 6 161.38686 (0.47) 59.0407 (0.49) 16.2 ± 1.87 16.3 ± 1.92 0.82 ± 0.2 0.22 ± 0.04 26 −1.6 −1.6

484 7 161.7021 (0.7) 59.01235 (0.71) 16.3 ± 2.28 16.3 ± 2.34 0 ± 0.25 0 ± 0.06 −158 −0.9 −0.8

485 3 161.74325 (0.96) 58.98698 (0.99) 15.1 ± 2.9 16.3 ± 3.23 3.29 ± 0.4 0 ± 0.09 −11 −0.4 −1.8

486 6 161.33588 (0.84) 59.09717 (0.86) 15.9 ± 2.58 16.2 ± 2.61 1.64 ± 0.19 0 ± 0.05 161 −1.8 −1.8

487 5 161.81037 (0.97) 58.97874 (0.95) 15.8 ± 4.09 16.2 ± 4.14 1.68 ± 0.29 0.61 ± 0.1 0 0 1.5

488 5 161.60005 (0.97) 59.14937 (0.95) 15.8 ± 3.66 16.1 ± 3.69 1.42 ± 0.23 0.51 ± 0.08 −188 0.2 −1.4

489 5 161.7223 (0.97) 59.11898 (0.95) 15.6 ± 4.02 16 ± 4.06 1.65 ± 0.28 0.6 ± 0.1 −54 0.2 −1.7

490 7 161.72177 (0.97) 58.91669 (0.95) 15.9 ± 3.86 15.9 ± 3.91 0 ± 0.29 0 ± 0.1 −194 0.7 −0.5

491 3 161.58761 (0.55) 58.97323 (0.63) 14.1 ± 1.95 15.8 ± 2.34 4.07 ± 0.37 0 ± 0.25 −102 −0.8 −1.1

492 3 161.69561 (0.77) 59.0059 (0.84) 14.3 ± 2.34 15.8 ± 2.67 3.67 ± 0.35 0 ± 0.17 24 −1.3 −1.5

493 7 161.39307 (0.97) 58.86676 (0.95) 15.7 ± 3.83 15.7 ± 3.88 0 ± 0.29 0 ± 0.1 0 0.2 0.7

494 6 161.49103 (0.48) 58.95944 (0.5) 15.5 ± 1.81 15.6 ± 1.85 0.84 ± 0.2 0.22 ± 0.04 34 −2.1 −1.8

495 7 161.7355 (0.91) 59.06225 (0.9) 15.6 ± 3.17 15.6 ± 3.19 0 ± 0.19 0 ± 0.06 68 1.2 −0.1

496 3 161.71708 (1.25) 58.9475 (1.2) 11.8 ± 2.45 15.6 ± 3.63 6.92 ± 0.81 0 ± 0.57 −89 −1.4 −1.6

497 5 161.58455 (0.47) 58.99223 (0.45) 15.4 ± 1.67 15.5 ± 1.72 0.83 ± 0.19 0.35 ± 0.04 −116 −0.7 −0.4

498 6 161.58703 (0.5) 58.96436 (0.52) 15.3 ± 1.88 15.5 ± 1.93 0.92 ± 0.22 0.25 ± 0.04 91 −1.7 −0.9

499 5 161.43019 (0.73) 59.11574 (0.73) 15.4 ± 2.35 15.5 ± 2.4 1.13 ± 0.24 0.32 ± 0.06 −31 −1.9 −1.9
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C Catalogue continued

ID Size Flag RA Dec SP ST θDM θDm φ αIF αIM

(J2000) (arcsec) (J2000) (arcsec) (µJy beam−1) (µJy) (arcsec) (arcsec) (degrees)
500 7 161.51968 (0.97) 59.17279 (0.95) 15.5 ± 3.76 15.5 ± 3.81 0 ± 0.29 0 ± 0.1 0 −0.3 −2.7

501 3 161.67333 (1.35) 59.03777 (1.49) 9.3 ± 2.08 15.4 ± 4.03 10.64 ± 1.18 0 ± 0.81 −132 −1.2 1

502 6 161.71775 (1.09) 58.94039 (1.08) 14.9 ± 3.03 15.4 ± 3.08 2.07 ± 0.27 0 ± 0.09 −183 0.4 −0.4

503 3 161.48467 (0.5) 59.04186 (0.55) 13.2 ± 1.74 15.2 ± 2.2 4.59 ± 0.42 0 ± 0.3 −95 −0.5 −1.7

504 7 161.40923 (0.76) 58.92226 (0.76) 15.2 ± 2.39 15.2 ± 2.43 0 ± 0.23 0 ± 0.06 4 −0.3 −0.6

505 6 161.52002 (0.46) 59.04573 (0.47) 15.1 ± 1.66 15.1 ± 1.7 0.74 ± 0.19 0.2 ± 0.04 26 −1.2 −0.9

506 5 161.5406 (0.85) 58.89724 (0.85) 14.9 ± 2.9 15.1 ± 2.92 1.18 ± 0.2 0.38 ± 0.06 −67 −2 −1.9

507 5 161.63002 (1.03) 59.13877 (1.04) 14.8 ± 3.31 15.1 ± 3.38 1.6 ± 0.37 0.34 ± 0.09 −80 −0.5 −1.2

508 5 161.27275 (1.01) 58.90824 (1.04) 14.6 ± 3.66 15.1 ± 3.71 1.8 ± 0.32 0.68 ± 0.11 −171 −1.3 0

509 3 161.48154 (1.02) 58.86653 (1.05) 13.5 ± 3.04 15.1 ± 3.45 3.99 ± 0.33 0 ± 0.11 −84 0 0.2

510 7 161.54064 (0.66) 59.10318 (0.67) 15 ± 1.98 15 ± 2.04 0 ± 0.25 0 ± 0.05 −2 −1.4 −0.6

511 6 161.29216 (1.04) 58.96862 (1.01) 14.3 ± 2.78 15 ± 3.17 2.53 ± 0.7 0 ± 0.5 −21 −2 0.9

512 3 161.40193 (0.96) 59.12578 (0.98) 13.9 ± 2.63 15 ± 2.92 3.15 ± 0.42 0 ± 0.08 −155 0.1 0.9

513 4 161.64246 (1.04) 59.14063 (1.05) 14.2 ± 3.4 15 ± 3.51 2.1 ± 0.32 1.55 ± 0.11 −47 1.2 0

514 5 161.48985 (0.86) 58.89559 (0.85) 14.7 ± 2.89 14.9 ± 2.92 1.18 ± 0.2 0.39 ± 0.06 101 −0.9 −1.4

515 3 161.71454 (1.02) 59.07411 (1.01) 14.5 ± 2.49 14.9 ± 2.61 2.05 ± 0.24 0 ± 0.06 −352 −0.8 −0.8

516 5 161.31012 (0.97) 58.89721 (0.95) 14.6 ± 3.78 14.9 ± 3.82 1.68 ± 0.29 0.61 ± 0.1 0 −0.1 0.8

517 6 161.58627 (0.9) 59.09665 (0.92) 13.8 ± 2.17 14.8 ± 2.75 3.11 ± 0.82 0 ± 0.53 −93 −1.3 0.3

518 7 161.7077 (0.79) 59.01057 (0.78) 14.8 ± 2.45 14.8 ± 2.49 0 ± 0.22 0 ± 0.06 −20 −0.9 −0.9

519 7 161.22271 (0.97) 58.97851 (0.95) 14.8 ± 3.61 14.8 ± 3.65 0 ± 0.29 0 ± 0.1 153 0.2 −1.5

520 7 161.33187 (0.67) 58.99859 (0.68) 14.7 ± 1.96 14.7 ± 2.02 0 ± 0.26 0 ± 0.06 −9 −0.8 −0.7

521 6 161.76456 (1.43) 58.98585 (1.57) 12.8 ± 3.3 14.7 ± 4.22 4.42 ± 1.36 0 ± 0.92 −64 −1.1 −1.1

522 3 161.72344 (1.15) 58.93581 (1.12) 12 ± 2.58 14.7 ± 3.33 5.66 ± 0.57 0 ± 0.34 362 −0.4 0.5

523 6 161.40262 (0.47) 59.02794 (0.55) 14.3 ± 1.88 14.6 ± 2.05 1.69 ± 0.37 0.1 ± 0.25 −75 −1.6 −1.3

524 7 161.72579 (0.88) 58.99045 (0.87) 14.6 ± 2.81 14.6 ± 2.84 0 ± 0.19 0 ± 0.06 238 −0.8 1.3

525 3 161.5133 (1.47) 59.09542 (1.61) 8 ± 1.88 14.6 ± 4.08 12.23 ± 1.39 0 ± 0.92 −70 −1.9 −1

526 1 161.24356 (1.01) 59.05422 (1.04) 13 ± 2.89 14.6 ± 3.3 3.82 ± 0.32 1.35 ± 0.11 −66 1 0.2

527 3 161.69693 (1.09) 58.91219 (1.07) 14 ± 3.35 14.6 ± 3.54 2.36 ± 0.3 0 ± 0.13 −129 −0.1 −0.9

528 6 161.56662 (0.48) 58.99501 (0.49) 14.5 ± 1.68 14.5 ± 1.72 0.83 ± 0.2 0.22 ± 0.04 −8 −2 −1.5

529 6 161.61656 (0.53) 58.99012 (0.55) 14.4 ± 1.81 14.5 ± 1.86 0.96 ± 0.23 0.26 ± 0.05 −57 −0.7 −0.4

530 6 161.60446 (0.56) 59.07106 (0.66) 14.3 ± 2.08 14.5 ± 2.21 1.55 ± 0.35 0.15 ± 0.22 −4 0.3 −0.8

531 5 161.52862 (0.74) 58.91811 (0.74) 14.3 ± 2.23 14.5 ± 2.27 1.13 ± 0.24 0.32 ± 0.06 59 −0.8 1.5

532 3 161.22349 (1.01) 59.02105 (1.04) 13.3 ± 3.05 14.5 ± 3.36 3.42 ± 0.3 0 ± 0.11 −128 0.1 −0.6

533 5 161.4128 (0.97) 58.87168 (0.95) 14.2 ± 3.67 14.5 ± 3.71 1.68 ± 0.29 0.61 ± 0.1 0 0 1.4

534 5 161.79901 (0.97) 59.03401 (0.95) 14.1 ± 3.66 14.5 ± 3.7 1.68 ± 0.29 0.61 ± 0.1 84 −0.3 −1.2

535 3 161.69863 (0.89) 59.04438 (0.9) 13.7 ± 2.31 14.4 ± 2.5 2.64 ± 0.33 0 ± 0.08 −161 −1.4 −0.6

536 5 161.61792 (0.97) 59.14459 (0.95) 14 ± 3.45 14.3 ± 3.48 1.56 ± 0.26 0.57 ± 0.09 0 0 −1.5

537 3 161.75028 (1.01) 58.98855 (1.04) 12.9 ± 2.77 14.3 ± 3.12 3.78 ± 0.33 0 ± 0.11 44 1.8 0.4

538 5 161.45683 (0.97) 59.16813 (0.95) 13.9 ± 3.62 14.3 ± 3.65 1.68 ± 0.29 0.61 ± 0.1 0 2 −0.6

539 3 161.37687 (1.07) 58.92101 (1.06) 12 ± 2.34 14.2 ± 2.87 5.02 ± 0.42 0 ± 0.24 −141 −1.1 −0.9

540 5 161.44772 (0.96) 58.88671 (0.94) 13.9 ± 3.2 14.2 ± 3.23 1.4 ± 0.22 0.5 ± 0.08 −135 −0.2 0.5

541 5 161.41781 (0.97) 59.14851 (0.95) 14 ± 3.36 14.2 ± 3.39 1.51 ± 0.24 0.54 ± 0.08 222 −0.3 −2

542 3 161.29843 (1.05) 59.1033 (1.05) 13.4 ± 2.97 14.2 ± 3.21 2.93 ± 0.31 0 ± 0.1 −90 0.1 0

543 3 161.27678 (1) 58.94347 (1.03) 12.9 ± 2.88 14.2 ± 3.21 3.67 ± 0.32 0 ± 0.11 −48 −0.5 −0.1

544 3 161.72109 (1.02) 58.98704 (1.04) 12.4 ± 2.4 14.1 ± 2.77 4.27 ± 0.32 0 ± 0.12 −109 −1.8 −0.1

545 5 161.5399 (0.97) 59.15229 (0.95) 13.8 ± 3.31 14.1 ± 3.34 1.5 ± 0.24 0.54 ± 0.08 −20 −0.8 −0.4

546 6 161.40002 (0.59) 59.03137 (0.57) 13.4 ± 1.89 14 ± 2.24 2.58 ± 0.6 0 ± 0.4 −40 −1.6 −2.2

547 5 161.71501 (0.83) 59.02842 (0.82) 13.8 ± 2.58 14 ± 2.61 1.17 ± 0.21 0.37 ± 0.06 −73 −1.3 −1.3

548 3 161.50319 (0.77) 59.10383 (0.83) 12.8 ± 2.05 13.9 ± 2.3 3.29 ± 0.35 0 ± 0.14 −78 −0.6 0.1

549 3 161.38961 (0.86) 59.09488 (0.86) 13.3 ± 2.15 13.9 ± 2.29 2.33 ± 0.27 0 ± 0.07 −26 −1.5 −0.3
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C Catalogue continued

ID Size Flag RA Dec SP ST θDM θDm φ αIF αIM

(J2000) (arcsec) (J2000) (arcsec) (µJy beam−1) (µJy) (arcsec) (arcsec) (degrees)
550 5 161.73319 (0.91) 59.04285 (0.89) 13.7 ± 2.91 13.9 ± 2.93 1.21 ± 0.18 0.41 ± 0.06 −24 −1.5 −1.5

551 3 161.51579 (0.95) 58.90318 (0.98) 12.9 ± 2.42 13.9 ± 2.71 3.3 ± 0.4 0 ± 0.09 −50 −1.9 −2.7

552 5 161.20322 (0.97) 59.04588 (0.95) 13.6 ± 3.53 13.9 ± 3.57 1.68 ± 0.29 0.61 ± 0.1 0 −0.3 0

553 5 161.43181 (0.81) 59.1185 (0.81) 13.7 ± 2.48 13.8 ± 2.51 1.16 ± 0.21 0.36 ± 0.06 −122 −0.4 −0.4

554 5 161.38533 (0.96) 58.90427 (0.99) 13.5 ± 2.83 13.8 ± 2.91 1.63 ± 0.39 0.35 ± 0.09 −82 −2.1 −0.9

555 6 161.77145 (1.33) 58.98043 (1.4) 12.6 ± 3.15 13.8 ± 3.79 3.6 ± 1.1 0 ± 0.77 68 −0.9 −0.1

556 6 161.57533 (0.46) 59.0255 (0.54) 13.6 ± 1.7 13.7 ± 1.79 1.23 ± 0.3 0.2 ± 0.13 29 −1.4 −1.6

557 6 161.45776 (0.5) 58.97474 (0.52) 13.6 ± 1.67 13.7 ± 1.71 0.93 ± 0.22 0.25 ± 0.04 −29 −1.4 −0.6

558 3 161.46972 (0.59) 59.06162 (0.68) 12.3 ± 1.76 13.7 ± 2.07 3.87 ± 0.35 0 ± 0.23 −53 −2.1 −0.2

559 3 161.395 (0.82) 58.95067 (0.86) 12.2 ± 2.03 13.7 ± 2.37 4.14 ± 0.35 0 ± 0.2 −156 −1.1 0

560 5 161.25345 (0.97) 58.98002 (0.95) 13.4 ± 3.13 13.6 ± 3.16 1.45 ± 0.23 0.52 ± 0.08 171 −1.3 −1.6

561 5 161.6362 (1.1) 59.13907 (1.08) 13.3 ± 3.29 13.6 ± 3.33 1.52 ± 0.29 0.64 ± 0.11 −145 0.2 −0.7

562 5 161.45451 (0.96) 59.1418 (1) 13.2 ± 2.79 13.5 ± 2.86 1.68 ± 0.36 0.42 ± 0.11 −89 1.6 −0.1

563 5 161.49897 (0.94) 59.14258 (0.92) 13.3 ± 2.97 13.5 ± 2.99 1.33 ± 0.21 0.46 ± 0.07 −250 0.5 0.4

564 5 161.76455 (1) 58.98702 (1.03) 13.2 ± 3.11 13.5 ± 3.16 1.71 ± 0.33 0.39 ± 0.11 85 −1 −1.2

565 5 161.64888 (0.96) 59.13959 (1.02) 13.3 ± 3.26 13.5 ± 3.3 1.5 ± 0.29 0.72 ± 0.12 −185 −0.8 −0.7

566 6 161.44801 (0.48) 59.03592 (0.55) 13.1 ± 1.77 13.4 ± 1.93 1.79 ± 0.38 0.07 ± 0.27 −51 −1 −0.5

567 3 161.49657 (0.73) 59.07948 (0.77) 11.7 ± 1.85 13.3 ± 2.23 4.34 ± 0.38 0 ± 0.28 −64 −1.6 −1.4

568 3 161.51676 (1.44) 59.07664 (1.58) 7.4 ± 1.72 13.3 ± 3.65 11.96 ± 1.34 0 ± 0.89 77 −0.2 −1.4

569 2 161.53446 (0.6) 58.98259 (0.69) 11.7 ± 1.68 13.2 ± 1.96 3.78 ± 0.35 1.39 ± 0.23 −13 0.3 −1.1

570 3 161.53017 (0.99) 58.90383 (1.02) 11.8 ± 2.33 13.1 ± 2.64 3.78 ± 0.35 0 ± 0.11 −31 0.4 −1.5

571 5 161.49354 (0.98) 58.8882 (1.02) 12.8 ± 2.81 13.1 ± 2.87 1.67 ± 0.35 0.34 ± 0.1 −85 −0.2 −1.1

572 6 161.62965 (1.03) 59.13064 (1.05) 12.8 ± 2.9 13.1 ± 2.94 1.76 ± 0.28 0 ± 0.12 172 0 0.1

573 5 161.42303 (0.97) 58.88585 (0.95) 12.8 ± 3.18 13.1 ± 3.21 1.59 ± 0.26 0.58 ± 0.09 −233 −0.6 −1

574 5 161.47965 (0.97) 58.87956 (0.95) 12.9 ± 3.21 13.1 ± 3.24 1.59 ± 0.26 0.58 ± 0.09 0 −1.9 −1.2

575 7 161.46141 (0.5) 58.99672 (0.52) 13 ± 1.56 13 ± 1.6 0 ± 0.22 0 ± 0.04 4 0.9 0.9

576 3 161.39297 (0.87) 58.94458 (0.91) 11.6 ± 2.02 13 ± 2.33 4.03 ± 0.35 0 ± 0.16 −145 −1.1 −0.4

577 5 161.68022 (1.01) 59.1025 (1.03) 12.7 ± 2.8 13 ± 2.87 1.6 ± 0.39 0.33 ± 0.08 −326 −0.7 0.2

578 1 161.53557 (0.85) 58.91624 (0.91) 11.9 ± 2.24 12.9 ± 2.51 2.89 ± 0.37 1.61 ± 0.14 −228 0.6 0.6

579 2 161.45633 (1.74) 58.9548 (1.85) 7.3 ± 1.9 12.9 ± 4.3 10.87 ± 2.35 2.33 ± 1.23 −86 −0.2 1.7

580 5 161.4326 (0.93) 59.15674 (1.01) 12.6 ± 3.04 12.9 ± 3.09 1.47 ± 0.29 0.72 ± 0.13 −104 1 −1.7

581 1 161.53404 (1.27) 59.12664 (1.21) 7.7 ± 1.59 12.9 ± 3.01 7.07 ± 0.84 6.06 ± 0.73 299 −1.8 −2

582 3 161.54584 (0.61) 59.05361 (0.68) 11.9 ± 1.64 12.8 ± 1.83 3.12 ± 0.3 0 ± 0.14 −63 −0.9 −0.8

583 3 161.46413 (0.89) 58.92563 (0.89) 12.3 ± 2.02 12.8 ± 2.16 2.35 ± 0.28 0 ± 0.07 −37 −0.4 −0.7

584 3 161.5301 (0.85) 59.10684 (0.91) 11.7 ± 2.04 12.8 ± 2.3 3.42 ± 0.37 0 ± 0.12 −87 −0.7 0.3

585 6 161.27684 (1.07) 59.02611 (1.04) 12.3 ± 2.53 12.8 ± 2.73 2.21 ± 0.55 0 ± 0.38 −134 0 −0.5

586 6 161.5867 (0.77) 59.02942 (0.81) 11.7 ± 1.74 12.7 ± 2.26 3.29 ± 0.83 0 ± 0.52 −13 −0.3 −0.5

587 5 161.58914 (0.68) 59.0744 (0.69) 12.5 ± 1.74 12.7 ± 1.78 1.11 ± 0.26 0.29 ± 0.06 0 −1.4 −1.6

588 5 161.31951 (0.89) 59.08114 (0.88) 12.5 ± 2.6 12.7 ± 2.62 1.19 ± 0.18 0.4 ± 0.06 114 −1.3 −1.7

589 3 161.29349 (1.01) 58.99307 (1) 12.1 ± 2.19 12.7 ± 2.34 2.49 ± 0.33 0 ± 0.07 32 0.2 1.3

590 3 161.63584 (1.04) 59.10951 (1.04) 12 ± 2.43 12.7 ± 2.64 2.84 ± 0.36 0 ± 0.09 −84 −0.2 −0.2

591 7 161.54077 (0.97) 59.1472 (0.95) 12.6 ± 2.97 12.6 ± 3 0 ± 0.27 0 ± 0.09 14 −1.8 −1.2

592 3 161.3342 (1.02) 59.13018 (1.04) 11.7 ± 2.69 12.6 ± 2.94 3.26 ± 0.29 0 ± 0.11 298 −0.1 −1.6

593 5 161.56703 (0.66) 58.95915 (0.67) 12.4 ± 1.69 12.5 ± 1.73 1.09 ± 0.25 0.29 ± 0.05 −22 −0.5 −0.4

594 5 161.50396 (0.9) 59.12228 (0.91) 12.3 ± 2.29 12.5 ± 2.35 1.35 ± 0.34 0.28 ± 0.08 −172 −0.5 −1.5

595 5 161.37082 (0.65) 59.01829 (0.66) 12.3 ± 1.85 12.4 ± 1.88 0.81 ± 0.18 0.38 ± 0.04 −72 −1.2 −1

596 7 161.41743 (0.76) 59.08879 (0.76) 12.4 ± 1.95 12.4 ± 1.99 0 ± 0.23 0 ± 0.06 96 −0.3 0.1

597 3 161.34304 (1.05) 58.92966 (1.05) 11.7 ± 2.47 12.4 ± 2.68 2.9 ± 0.34 0 ± 0.09 −124 −0.8 0.7

598 3 161.26675 (1.16) 59.00184 (1.12) 10.1 ± 2.16 12.4 ± 2.81 5.74 ± 0.58 0 ± 0.36 −90 −0.4 −1.3

599 5 161.38286 (0.65) 59.03491 (0.66) 12.2 ± 1.65 12.3 ± 1.7 1.08 ± 0.25 0.29 ± 0.05 −124 −0.4 0.2
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C Catalogue continued

ID Size Flag RA Dec SP ST θDM θDm φ αIF αIM

(J2000) (arcsec) (J2000) (arcsec) (µJy beam−1) (µJy) (arcsec) (arcsec) (degrees)
600 3 161.58806 (0.7) 58.98313 (0.77) 11.3 ± 1.69 12.2 ± 1.89 3.24 ± 0.32 0 ± 0.16 −125 −1 −1

601 7 161.46267 (0.71) 58.94951 (0.71) 12.2 ± 1.71 12.2 ± 1.76 0 ± 0.25 0 ± 0.06 121 −1.5 −1.2

602 5 161.64546 (0.89) 59.09572 (0.88) 12 ± 2.49 12.2 ± 2.5 1.19 ± 0.19 0.4 ± 0.06 −50 −0.9 −0.8

603 5 161.42111 (0.97) 59.13197 (0.95) 12 ± 2.77 12.2 ± 2.79 1.42 ± 0.23 0.5 ± 0.08 −147 −1.4 −2.2

604 3 161.37222 (1.17) 58.9402 (1.13) 9.9 ± 1.98 12.2 ± 2.63 5.89 ± 0.58 0 ± 0.39 −312 −0.4 2

605 6 161.30164 (1.26) 59.11454 (1.2) 11.7 ± 2.78 12.2 ± 3.15 2.34 ± 0.83 0.04 ± 0.58 74 0.4 −1

606 3 161.36454 (0.8) 59.02246 (0.86) 10.9 ± 1.8 12.1 ± 2.09 3.96 ± 0.35 0 ± 0.19 128 −0.6 −0.9

607 3 161.49406 (0.92) 59.10009 (0.94) 10.6 ± 1.86 12.1 ± 2.19 4.45 ± 0.33 0 ± 0.18 −121 −0.4 −1.2

608 5 161.55567 (0.91) 58.90834 (0.9) 12 ± 2.55 12.1 ± 2.57 1.22 ± 0.19 0.42 ± 0.06 −5 −0.5 0.3

609 3 161.62366 (0.95) 58.93659 (0.99) 11 ± 2.1 12.1 ± 2.36 3.67 ± 0.36 0 ± 0.1 3 −0.9 −0.5

610 3 161.68823 (1.06) 59.012 (1.05) 10.3 ± 1.96 12.1 ± 2.41 5.01 ± 0.42 0 ± 0.24 1 −0.4 −0.2

611 5 161.24204 (0.97) 59.00957 (0.95) 11.8 ± 2.98 12.1 ± 3.01 1.61 ± 0.27 0.59 ± 0.09 147 −1 1.4

612 3 161.64254 (1.01) 59.12423 (1.04) 11.2 ± 2.56 12.1 ± 2.81 3.39 ± 0.3 0 ± 0.11 10 −0.8 −0.6

613 3 161.67701 (1.01) 58.91836 (1.04) 10.9 ± 2.47 12.1 ± 2.77 3.78 ± 0.32 0 ± 0.11 50 0.8 0.4

614 3 161.71994 (1.03) 59.09356 (1.04) 11.3 ± 2.6 12.1 ± 2.83 3.21 ± 0.29 0 ± 0.11 −136 −1.3 −1.8

615 3 161.50062 (1.01) 59.15588 (1.04) 11 ± 2.48 12.1 ± 2.78 3.78 ± 0.32 0 ± 0.11 −122 0.2 −1.1

616 3 161.41474 (0.91) 58.97559 (0.89) 10 ± 1.7 12 ± 2.18 5.3 ± 0.49 0 ± 0.33 −53 −2.2 −0.7

617 5 161.57043 (1) 58.89952 (1.02) 11.8 ± 2.43 12 ± 2.46 1.32 ± 0.22 0.45 ± 0.07 32 0.2 −0.7

618 7 161.44143 (0.63) 58.97808 (0.65) 11.9 ± 1.56 11.9 ± 1.6 0 ± 0.25 0 ± 0.05 186 −1.7 −1.7

619 6 161.50422 (0.71) 58.9485 (0.75) 11.8 ± 1.82 11.9 ± 1.87 1.1 ± 0.27 0.25 ± 0.11 −204 −0.9 −0.6

620 3 161.56242 (1.04) 59.12632 (1.05) 11.2 ± 2.36 11.9 ± 2.57 3.02 ± 0.36 0 ± 0.09 −80 −1.2 −1.6

621 5 161.27775 (1.02) 58.95318 (1.04) 11.6 ± 2.78 11.9 ± 2.82 1.6 ± 0.32 0.38 ± 0.1 67 0.1 −1.6

622 5 161.77391 (0.97) 59.03535 (0.95) 11.6 ± 3.01 11.9 ± 3.04 1.68 ± 0.29 0.61 ± 0.1 −314 0.8 −0.7

623 3 161.68732 (1.1) 58.91392 (1.08) 11.4 ± 2.75 11.9 ± 2.89 2.26 ± 0.3 0 ± 0.13 −12 0.8 1.3

624 6 161.64257 (0.71) 58.99484 (0.76) 11.8 ± 1.97 11.8 ± 1.99 0.97 ± 0.18 0 ± 0.05 −142 −0.6 −0.3

625 3 161.45466 (0.82) 59.08469 (0.87) 10.7 ± 1.8 11.8 ± 2.06 3.78 ± 0.36 0 ± 0.16 1 −0.6 −0.6

626 5 161.53233 (0.88) 58.9134 (0.87) 11.6 ± 2.38 11.8 ± 2.4 1.19 ± 0.19 0.4 ± 0.06 0 −0.7 0

627 7 161.47566 (0.7) 59.07655 (0.7) 11.7 ± 1.61 11.7 ± 1.66 0 ± 0.25 0 ± 0.06 −143 −1.4 −0.7

628 6 161.59777 (1.32) 59.12774 (1.27) 10.9 ± 2.55 11.7 ± 2.97 3.09 ± 0.9 0 ± 0.65 −15 1.6 −1.1

629 5 161.2781 (0.97) 58.96365 (0.95) 11.5 ± 2.8 11.7 ± 2.82 1.54 ± 0.25 0.56 ± 0.09 0 −0.7 −1.5

630 5 161.25475 (1.1) 58.97968 (1.08) 11.5 ± 2.86 11.7 ± 2.9 1.52 ± 0.29 0.62 ± 0.12 −103 −1.3 −1.6

631 6 161.58841 (1.07) 59.14396 (1.07) 11.4 ± 2.79 11.7 ± 2.83 1.95 ± 0.31 0 ± 0.14 −155 1.1 1.7

632 5 161.30026 (0.97) 58.95454 (0.95) 11.4 ± 2.67 11.6 ± 2.7 1.46 ± 0.23 0.52 ± 0.08 0 0.4 0.8

633 7 161.33686 (0.97) 59.12367 (0.95) 11.6 ± 2.82 11.6 ± 2.85 0 ± 0.29 0 ± 0.1 15 0.1 −1.8

634 3 161.24071 (1.09) 58.98455 (1.07) 11.2 ± 2.69 11.6 ± 2.83 2.3 ± 0.3 0 ± 0.13 −132 −1.9 −1.2

635 5 161.5402 (0.71) 58.9542 (0.72) 11.3 ± 1.68 11.5 ± 1.72 1.12 ± 0.25 0.31 ± 0.06 −36 0 0.4

636 3 161.40328 (1) 58.89862 (1.03) 10.4 ± 2.37 11.4 ± 2.63 3.6 ± 0.31 0 ± 0.11 −140 −0.7 −1.2

637 7 161.59044 (0.69) 59.04088 (0.69) 11.3 ± 1.53 11.3 ± 1.57 0 ± 0.26 0 ± 0.06 92 −1.3 −1

638 3 161.50103 (0.74) 59.02063 (0.77) 9.8 ± 1.55 11.3 ± 1.89 4.48 ± 0.4 0 ± 0.3 −92 −1.4 −1.4

639 5 161.53725 (0.78) 59.09275 (0.78) 11.2 ± 1.89 11.3 ± 1.92 1.15 ± 0.23 0.35 ± 0.06 31 −2 −2.3

640 5 161.3734 (0.84) 58.95119 (0.84) 11.2 ± 2.13 11.3 ± 2.15 1.17 ± 0.2 0.38 ± 0.06 −40 −1.9 −2

641 5 161.30038 (0.97) 58.92716 (0.95) 11 ± 2.86 11.3 ± 2.89 1.68 ± 0.29 0.61 ± 0.1 167 −0.8 0

642 3 161.3319 (1.04) 59.11272 (1.05) 10 ± 2.23 11.3 ± 2.56 4.17 ± 0.34 0 ± 0.11 −134 −0.5 −1.4

643 6 161.51695 (0.61) 58.98242 (0.69) 11 ± 1.67 11.2 ± 1.77 1.61 ± 0.36 0.14 ± 0.24 −79 −0.6 −0.9

644 3 161.47681 (1.19) 58.94982 (1.15) 8.4 ± 1.68 11.2 ± 2.5 6.98 ± 0.78 0 ± 0.57 23 −0.4 −0.9

645 5 161.28203 (0.97) 58.95532 (0.95) 11 ± 2.77 11.2 ± 2.8 1.62 ± 0.27 0.59 ± 0.09 0 −0.9 −1.8

646 7 161.29197 (0.97) 58.95044 (0.95) 11.2 ± 2.68 11.2 ± 2.71 0 ± 0.28 0 ± 0.1 102 −1 −0.8

647 6 161.52233 (0.56) 59.0036 (0.66) 11 ± 1.58 11.1 ± 1.66 1.42 ± 0.33 0.19 ± 0.19 −99 −0.8 0.3

648 7 161.53229 (0.65) 59.04752 (0.66) 11.1 ± 1.46 11.1 ± 1.5 0 ± 0.25 0 ± 0.05 −74 −0.6 −1.1

649 3 161.46035 (0.99) 59.07625 (0.97) 9.2 ± 1.65 11.1 ± 2.12 5.43 ± 0.49 0 ± 0.33 −145 −1.3 −1.1

continued on the next page

245



C Catalogue continued

ID Size Flag RA Dec SP ST θDM θDm φ αIF αIM

(J2000) (arcsec) (J2000) (arcsec) (µJy beam−1) (µJy) (arcsec) (arcsec) (degrees)
650 3 161.52394 (1.47) 58.96979 (1.61) 6.1 ± 1.45 11.1 ± 3.14 12.21 ± 1.43 0 ± 0.95 −270 −1.6 2.5

651 7 161.25862 (0.97) 59.06814 (0.95) 11.1 ± 2.71 11.1 ± 2.74 0 ± 0.29 0 ± 0.1 193 1.1 −0.8

652 3 161.46356 (0.99) 59.07979 (0.97) 9.2 ± 1.66 11 ± 2.08 5.2 ± 0.45 0 ± 0.29 −136 −0.7 −2.1

653 5 161.70283 (0.97) 58.9711 (0.95) 10.8 ± 2.5 11 ± 2.52 1.43 ± 0.23 0.51 ± 0.08 −164 −0.1 −0.9

654 5 161.43861 (1.02) 59.1536 (1.04) 10.7 ± 2.68 11 ± 2.72 1.85 ± 0.33 0.44 ± 0.11 −89 −2.1 1

655 3 161.58797 (0.79) 59.04684 (0.83) 10.2 ± 1.64 10.9 ± 1.82 3.14 ± 0.35 0 ± 0.12 −92 −2 −1

656 6 161.69265 (1.01) 59.05962 (1) 10.8 ± 2.09 10.9 ± 2.12 1.27 ± 0.28 0.28 ± 0.06 −127 0.2 −0.1

657 3 161.37838 (1.12) 58.94489 (1.1) 9.1 ± 1.84 10.9 ± 2.3 5.27 ± 0.48 0 ± 0.28 −105 −0.9 −0.4

658 7 161.74537 (0.97) 58.9993 (0.95) 10.9 ± 2.65 10.9 ± 2.68 0 ± 0.29 0 ± 0.1 0 −0.2 −2

659 7 161.51453 (0.8) 59.0898 (0.8) 10.8 ± 1.83 10.8 ± 1.86 0 ± 0.22 0 ± 0.06 −124 −1 0.4

660 2 161.56786 (1.33) 59.08793 (1.4) 6.3 ± 1.41 10.8 ± 2.57 9.46 ± 1.1 3.75 ± 0.85 344 0.4 1.2

661 5 161.40182 (0.73) 59.04904 (0.74) 10.6 ± 1.65 10.7 ± 1.68 1.13 ± 0.24 0.32 ± 0.06 −88 −1.2 −1.6

662 6 161.62993 (0.77) 58.98854 (0.85) 10.5 ± 1.83 10.7 ± 1.9 1.57 ± 0.35 0.23 ± 0.16 −92 0.2 −0.3

663 6 161.59173 (0.74) 58.97244 (0.79) 10.6 ± 1.81 10.7 ± 1.82 1.12 ± 0.19 0 ± 0.05 150 −0.9 0.4

664 1 161.60031 (0.91) 59.05963 (0.96) 8.9 ± 1.61 10.7 ± 2.01 3.76 ± 0.36 3.56 ± 0.13 −81 0.8 −2

665 5 161.3081 (0.97) 58.92683 (0.95) 10.4 ± 2.7 10.7 ± 2.73 1.68 ± 0.29 0.61 ± 0.1 −110 −2.1 0

666 7 161.39443 (0.77) 58.98374 (0.77) 10.6 ± 1.71 10.6 ± 1.74 0 ± 0.23 0 ± 0.06 −85 −1.1 −0.1

667 5 161.62836 (0.76) 59.06098 (0.82) 10.5 ± 2.01 10.6 ± 2.02 1.04 ± 0.19 0.48 ± 0.05 31 0.5 −1

668 6 161.48687 (0.9) 59.10587 (0.93) 10.4 ± 1.96 10.6 ± 2.02 1.74 ± 0.34 0.24 ± 0.15 −122 −1.9 −1.7

669 6 161.61424 (0.91) 59.09356 (0.96) 10.4 ± 2.04 10.6 ± 2.09 1.68 ± 0.36 0.27 ± 0.12 64 −0.3 −0.2

670 7 161.37902 (0.9) 59.08801 (0.89) 10.6 ± 2.14 10.6 ± 2.16 0 ± 0.18 0 ± 0.06 −124 −0.8 −1.2

671 7 161.3037 (0.97) 59.0564 (0.95) 10.6 ± 2.35 10.6 ± 2.37 0 ± 0.23 0 ± 0.08 77 −0.2 0.4

672 3 161.30436 (1.05) 59.06949 (1.06) 9.3 ± 2.05 10.6 ± 2.38 4.4 ± 0.35 0 ± 0.12 −46 −1.2 −0.5

673 3 161.56376 (0.8) 59.04931 (0.83) 9.9 ± 1.57 10.5 ± 1.73 2.87 ± 0.33 0 ± 0.11 −20 −1 −2.2

674 5 161.37597 (0.78) 58.99344 (0.84) 10.3 ± 1.79 10.5 ± 1.86 1.63 ± 0.35 0.34 ± 0.18 −174 −1 −2.2

675 6 161.64198 (0.84) 59.05758 (0.9) 10.3 ± 1.92 10.5 ± 1.99 1.59 ± 0.37 0.26 ± 0.13 22 −1.1 −0.5

676 4 161.71304 (1.08) 59.04614 (1.08) 9.9 ± 2.22 10.5 ± 2.35 1.99 ± 0.38 1.99 ± 0.19 −67 −0.5 −1.2

677 3 161.70078 (1.14) 58.98811 (1.11) 8.7 ± 1.86 10.5 ± 2.37 5.48 ± 0.53 0 ± 0.31 −89 −1.3 −0.6

678 5 161.36988 (0.97) 59.13386 (0.95) 10.2 ± 2.66 10.5 ± 2.68 1.68 ± 0.29 0.61 ± 0.1 −254 0.6 0.1

679 3 161.27196 (1.1) 59.04928 (1.09) 8.9 ± 1.94 10.5 ± 2.35 4.98 ± 0.45 0 ± 0.22 159 −1.7 −1.3

680 3 161.47412 (0.74) 58.99912 (0.79) 9.6 ± 1.48 10.4 ± 1.64 3.13 ± 0.33 0 ± 0.14 −165 0.1 −0.2

681 3 161.4106 (0.92) 58.97993 (0.93) 9.1 ± 1.59 10.4 ± 1.88 4.48 ± 0.34 0 ± 0.19 −130 0.5 0.3

682 5 161.55214 (0.87) 59.10078 (0.86) 10.3 ± 2.05 10.4 ± 2.07 1.18 ± 0.19 0.39 ± 0.06 −106 −0.9 −0.7

683 5 161.62026 (1.04) 58.91939 (1.05) 10.2 ± 2.36 10.4 ± 2.41 1.57 ± 0.34 0.36 ± 0.1 −113 0.7 0.5

684 6 161.63354 (0.81) 59.01189 (0.85) 10.1 ± 1.77 10.3 ± 1.83 1.45 ± 0.36 0.28 ± 0.11 −96 −0.9 −0.4

685 3 161.47128 (1.02) 59.10031 (1.03) 9.1 ± 1.73 10.3 ± 2.01 4.4 ± 0.32 0 ± 0.13 −91 0 −1.1

686 5 161.67755 (0.96) 58.95974 (0.95) 10.1 ± 2.34 10.3 ± 2.36 1.41 ± 0.22 0.5 ± 0.08 136 −0.8 0

687 5 161.32004 (0.97) 59.07288 (0.95) 10.1 ± 2.35 10.3 ± 2.36 1.43 ± 0.23 0.51 ± 0.08 0 −0.6 −1.9

688 7 161.49079 (0.97) 58.90885 (0.95) 10.3 ± 2.31 10.3 ± 2.33 0 ± 0.24 0 ± 0.08 −55 0.9 1

689 3 161.70977 (1.06) 59.06005 (1.07) 9 ± 1.98 10.3 ± 2.31 4.48 ± 0.37 0 ± 0.13 −114 0.8 0.5

690 5 161.3547 (0.83) 58.99743 (0.83) 10.1 ± 1.89 10.2 ± 1.91 1.17 ± 0.21 0.37 ± 0.06 −8 −1 −1.1

691 6 161.32453 (0.96) 59.00152 (0.95) 10.1 ± 1.87 10.2 ± 1.89 1.16 ± 0.25 0.27 ± 0.06 −116 −0.2 −0.7

692 3 161.49263 (1.12) 59.03543 (1.09) 7.7 ± 1.44 10.2 ± 2.18 6.98 ± 0.78 0 ± 0.56 −6 −0.9 −0.7

693 5 161.76352 (1) 58.98528 (1.03) 9.9 ± 2.48 10.2 ± 2.52 1.73 ± 0.31 0.43 ± 0.11 −41 −1.1 0

694 3 161.58198 (0.82) 59.01644 (0.87) 9.1 ± 1.53 10.1 ± 1.76 3.78 ± 0.36 0 ± 0.16 −16 −1.4 0.1

695 5 161.50426 (0.96) 59.12089 (0.94) 9.9 ± 2.27 10.1 ± 2.29 1.39 ± 0.22 0.49 ± 0.07 112 −0.6 −0.9

696 5 161.61039 (0.97) 58.89666 (0.95) 9.8 ± 2.55 10.1 ± 2.57 1.68 ± 0.29 0.61 ± 0.1 0 −0.7 −0.4

697 5 161.51958 (0.94) 58.9187 (0.98) 9.8 ± 2.03 10 ± 2.08 1.67 ± 0.37 0.31 ± 0.1 −77 −0.5 −0.5

698 6 161.70738 (1.43) 59.01543 (1.57) 8.7 ± 2.23 10 ± 2.86 4.51 ± 1.35 0 ± 0.94 70 −0.3 0

699 3 161.45104 (0.91) 59.08152 (0.96) 9 ± 1.64 9.9 ± 1.85 3.59 ± 0.38 0 ± 0.11 −11 −1.7 −1.6
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C Catalogue continued

ID Size Flag RA Dec SP ST θDM θDm φ αIF αIM

(J2000) (arcsec) (J2000) (arcsec) (µJy beam−1) (µJy) (arcsec) (arcsec) (degrees)
700 3 161.62599 (1.41) 58.96725 (1.54) 8.4 ± 2.05 9.9 ± 2.98 5.05 ± 1.29 0 ± 0.86 −19 −1.7 0.5

701 7 161.32979 (0.94) 59.05256 (0.92) 9.9 ± 2.09 9.9 ± 2.11 0 ± 0.21 0 ± 0.07 70 0.9 1.6

702 5 161.55597 (0.97) 58.89361 (0.95) 9.7 ± 2.51 9.9 ± 2.54 1.68 ± 0.29 0.61 ± 0.1 0 −0.8 0

703 6 161.552 (0.73) 58.98306 (0.81) 9.6 ± 1.6 9.8 ± 1.67 1.54 ± 0.34 0.21 ± 0.18 −111 −1.4 −1.8

704 3 161.5002 (0.81) 58.9845 (0.87) 8.8 ± 1.49 9.8 ± 1.7 3.81 ± 0.35 0 ± 0.17 −86 −1.3 −0.7

705 3 161.46299 (0.9) 59.06276 (0.93) 8.6 ± 1.51 9.8 ± 1.76 4.24 ± 0.33 0 ± 0.16 −83 −1.7 −2.9

706 7 161.45136 (0.97) 59.13763 (0.95) 9.8 ± 2.38 9.8 ± 2.41 0 ± 0.29 0 ± 0.1 −230 −1 −2.7

707 6 161.54588 (0.8) 59.05818 (0.83) 9.5 ± 1.55 9.7 ± 1.57 1.56 ± 0.19 0 ± 0.05 −144 −1.9 −1.8

708 3 161.54321 (1.73) 58.96444 (1.83) 7.1 ± 1.83 9.7 ± 3.27 7.47 ± 1.88 0 ± 1.04 10 −1.1 1.2

709 7 161.475 (0.97) 59.11486 (0.95) 9.7 ± 2.13 9.7 ± 2.15 0 ± 0.23 0 ± 0.08 64 −0.5 −1.3

710 7 161.35603 (0.97) 59.08916 (0.95) 9.7 ± 2.19 9.7 ± 2.21 0 ± 0.24 0 ± 0.08 19 −0.1 −1.4

711 6 161.4542 (0.74) 58.97673 (0.78) 9.6 ± 1.68 9.6 ± 1.7 0.42 ± 0.2 0 ± 0.06 −85 0 0

712 5 161.4844 (0.91) 59.10587 (0.9) 9.5 ± 2.03 9.6 ± 2.05 1.24 ± 0.19 0.42 ± 0.06 −120 −1.5 −0.8

713 5 161.53806 (0.94) 58.92539 (0.98) 9.4 ± 1.93 9.6 ± 1.98 1.67 ± 0.37 0.3 ± 0.1 45 −1.4 −1.1

714 6 161.29239 (0.88) 59.05262 (0.99) 9.5 ± 1.9 9.6 ± 1.93 1.04 ± 0.28 0 ± 0.11 283 −0.3 −1

715 6 161.52343 (1.26) 58.8865 (1.2) 9.2 ± 2.2 9.6 ± 2.49 2.34 ± 0.83 0.05 ± 0.58 34 0.5 −0.8

716 5 161.48011 (0.89) 58.93344 (0.88) 9.4 ± 1.96 9.5 ± 1.97 1.19 ± 0.18 0.4 ± 0.06 −57 −0.7 −1.7

717 5 161.59181 (0.78) 59.02486 (0.78) 9.3 ± 1.58 9.4 ± 1.6 1.15 ± 0.22 0.35 ± 0.06 −26 0 0.2

718 3 161.39196 (1) 58.94865 (1.03) 8.6 ± 1.78 9.4 ± 1.98 3.52 ± 0.34 0 ± 0.1 −34 0 −0.3

719 3 161.38886 (1.1) 58.93704 (1.08) 9.1 ± 1.94 9.4 ± 2.05 2.26 ± 0.29 0 ± 0.1 −40 −0.7 −2.1

720 7 161.34793 (0.97) 58.93784 (0.95) 9.4 ± 2.25 9.4 ± 2.27 0 ± 0.27 0 ± 0.1 36 1.2 0.3

721 5 161.5056 (0.75) 59.04715 (0.75) 9.2 ± 1.47 9.3 ± 1.49 1.14 ± 0.24 0.33 ± 0.06 −127 −1.1 −0.8

722 7 161.60505 (0.87) 59.06158 (0.86) 9.3 ± 1.79 9.3 ± 1.8 0 ± 0.19 0 ± 0.06 −105 0.3 −0.3

723 5 161.3451 (0.89) 59.01142 (0.88) 9.2 ± 1.9 9.3 ± 1.92 1.19 ± 0.19 0.4 ± 0.06 −14 −1.4 −2.1

724 5 161.70476 (0.97) 58.99821 (0.95) 9.1 ± 2.23 9.3 ± 2.25 1.54 ± 0.25 0.56 ± 0.09 −18 0.7 −1

725 7 161.27941 (0.97) 59.04987 (0.95) 9.3 ± 2.26 9.3 ± 2.29 0 ± 0.29 0 ± 0.1 0 −0.5 −1.2

726 3 161.49791 (0.84) 58.98922 (0.89) 8.5 ± 1.45 9.2 ± 1.62 3.24 ± 0.37 0 ± 0.12 −104 −0.6 −0.8

727 5 161.38534 (0.82) 59.01414 (0.82) 9.1 ± 1.68 9.2 ± 1.7 1.17 ± 0.21 0.37 ± 0.06 −241 −1.7 −1.8

728 5 161.43169 (0.9) 58.94293 (0.89) 9.1 ± 1.92 9.2 ± 1.93 1.2 ± 0.18 0.41 ± 0.06 −136 −0.3 0.6

729 5 161.33765 (0.84) 59.01465 (0.91) 9.1 ± 2.23 9.2 ± 2.25 1.28 ± 0.24 0.57 ± 0.08 −9 −1.6 0.4

730 5 161.67857 (1.04) 58.98011 (1.05) 9.1 ± 2.02 9.2 ± 2.06 1.52 ± 0.35 0.38 ± 0.09 −134 −0.6 −0.7

731 5 161.36409 (0.97) 58.92167 (0.95) 9 ± 2.34 9.2 ± 2.36 1.68 ± 0.29 0.61 ± 0.1 −9 −0.6 −0.3

732 5 161.27533 (1.06) 58.98571 (1.06) 8.9 ± 2.28 9.1 ± 2.3 1.52 ± 0.29 0.53 ± 0.12 −181 0.5 −0.7

733 5 161.5212 (0.97) 58.88749 (0.95) 8.9 ± 2.31 9.1 ± 2.34 1.68 ± 0.29 0.61 ± 0.1 26 −0.7 −1.5

734 5 161.51817 (0.97) 58.88766 (0.95) 8.9 ± 2.31 9.1 ± 2.33 1.68 ± 0.29 0.61 ± 0.1 0 −1.6 −1.7

735 5 161.51167 (0.86) 58.95118 (0.85) 8.9 ± 1.74 9 ± 1.76 1.18 ± 0.2 0.39 ± 0.06 −46 0.7 0.9

736 5 161.65248 (0.93) 59.04609 (0.91) 8.8 ± 1.93 9 ± 1.94 1.28 ± 0.2 0.44 ± 0.07 −103 −2 −1.5

737 5 161.73007 (0.97) 59.03682 (0.95) 8.7 ± 2.27 9 ± 2.29 1.68 ± 0.29 0.61 ± 0.1 −131 −1.8 −1

738 5 161.26612 (1.08) 58.98869 (1.07) 8.8 ± 2.3 9 ± 2.32 1.54 ± 0.29 0.61 ± 0.13 −299 −0.8 −1.6

739 5 161.25199 (0.97) 59.02089 (0.95) 8.8 ± 2.27 9 ± 2.3 1.68 ± 0.29 0.61 ± 0.1 231 −0.3 −0.8

740 7 161.63177 (0.97) 59.12232 (0.95) 9 ± 2.2 9 ± 2.23 0 ± 0.29 0 ± 0.1 −58 2.2 1.5

741 5 161.52578 (0.84) 59.07064 (0.89) 8.7 ± 1.61 8.9 ± 1.66 1.55 ± 0.37 0.53 ± 0.12 −118 −1.3 0

742 5 161.38249 (0.86) 59.03765 (0.85) 8.8 ± 1.72 8.9 ± 1.74 1.18 ± 0.2 0.38 ± 0.06 72 0 −1.3

743 3 161.61541 (1.35) 59.03981 (1.48) 7.5 ± 1.81 8.8 ± 2.55 4.82 ± 1.19 0 ± 0.81 −102 −1.3 −1.3

744 5 161.60247 (0.93) 58.95191 (0.92) 8.7 ± 1.91 8.8 ± 1.93 1.31 ± 0.2 0.45 ± 0.07 −3 −0.3 −1.1

745 3 161.62386 (0.98) 59.03348 (1.01) 7.9 ± 1.54 8.8 ± 1.74 3.78 ± 0.35 0 ± 0.11 14 0.6 0.5

746 7 161.34532 (0.97) 59.0668 (0.95) 8.8 ± 1.99 8.8 ± 2.01 0 ± 0.24 0 ± 0.08 −21 −1.2 −1.2

747 6 161.63907 (1.14) 59.1018 (1.11) 8.5 ± 2.03 8.8 ± 2.14 2.16 ± 0.54 0 ± 0.33 9 0.5 −0.3

748 3 161.46869 (1.02) 58.9248 (1.04) 7.9 ± 1.73 8.8 ± 1.96 3.93 ± 0.33 0 ± 0.11 −25 −0.2 1.2

749 3 161.61239 (1.03) 59.09625 (1.05) 8.2 ± 1.86 8.8 ± 2.02 3.1 ± 0.3 0 ± 0.11 −46 0.1 −1.1
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C Catalogue continued

ID Size Flag RA Dec SP ST θDM θDm φ αIF αIM

(J2000) (arcsec) (J2000) (arcsec) (µJy beam−1) (µJy) (arcsec) (arcsec) (degrees)
750 3 161.34775 (1.02) 58.934 (1.04) 8.1 ± 1.86 8.8 ± 2.04 3.34 ± 0.3 0 ± 0.11 35 −0.8 −1.9

751 6 161.48113 (0.8) 59.04994 (0.86) 8.5 ± 1.51 8.7 ± 1.57 1.63 ± 0.35 0.23 ± 0.17 −31 −1.2 −1.3

752 3 161.57076 (1.01) 58.93465 (1.04) 7.9 ± 1.71 8.7 ± 1.92 3.78 ± 0.33 0 ± 0.11 30 −0.9 −1.2

753 3 161.64992 (1.05) 58.94703 (1.06) 7.7 ± 1.7 8.7 ± 1.96 4.33 ± 0.35 0 ± 0.11 −72 −0.7 0

754 5 161.28815 (0.97) 59.07316 (0.95) 8.5 ± 2.21 8.7 ± 2.23 1.68 ± 0.29 0.61 ± 0.1 158 0.5 1.4

755 5 161.45789 (0.79) 59.03339 (0.79) 8.5 ± 1.47 8.6 ± 1.49 1.15 ± 0.22 0.35 ± 0.06 0 0 −1

756 5 161.56114 (0.8) 59.02578 (0.8) 8.5 ± 1.5 8.6 ± 1.52 1.16 ± 0.22 0.36 ± 0.06 0 −0.1 0.3

757 5 161.56236 (0.86) 59.06359 (0.85) 8.5 ± 1.66 8.6 ± 1.67 1.18 ± 0.2 0.38 ± 0.06 −120 −0.7 −0.3

758 5 161.40502 (0.92) 59.06821 (0.96) 8.3 ± 1.64 8.6 ± 1.69 1.68 ± 0.36 1.3 ± 0.12 −50 −1.7 0.7

759 5 161.62989 (1.08) 59.10317 (1.07) 8.4 ± 2.13 8.6 ± 2.16 1.52 ± 0.3 0.59 ± 0.12 182 −0.6 −1.2

760 5 161.41551 (0.97) 59.11579 (0.95) 8.4 ± 2.16 8.6 ± 2.18 1.65 ± 0.28 0.6 ± 0.1 176 1.8 1.6

761 3 161.35519 (1.11) 58.96032 (1.09) 7.2 ± 1.57 8.6 ± 1.93 5.07 ± 0.46 0 ± 0.24 −97 0.6 1.1

762 5 161.55419 (0.97) 58.90613 (0.95) 8.3 ± 2.17 8.6 ± 2.19 1.68 ± 0.29 0.61 ± 0.1 0 −2.1 −1.1

763 5 161.73438 (0.97) 59.02381 (0.95) 8.4 ± 2.18 8.6 ± 2.2 1.68 ± 0.29 0.61 ± 0.1 −1 −0.6 −0.1

764 3 161.48615 (0.9) 58.99069 (0.94) 7.7 ± 1.37 8.5 ± 1.56 3.78 ± 0.36 0 ± 0.12 28 −0.2 1.3

765 5 161.35424 (0.93) 58.99416 (0.92) 8.4 ± 1.84 8.5 ± 1.85 1.3 ± 0.2 0.45 ± 0.07 53 −0.2 −0.9

766 5 161.66792 (0.97) 59.05067 (0.95) 8.3 ± 1.98 8.5 ± 2 1.49 ± 0.24 0.53 ± 0.08 161 0.4 1.8

767 5 161.51048 (0.97) 59.11905 (0.95) 8.3 ± 2.08 8.5 ± 2.1 1.6 ± 0.27 0.58 ± 0.09 −90 0.5 1.2

768 5 161.53275 (1.02) 58.91103 (1.04) 8.3 ± 2.03 8.5 ± 2.06 1.6 ± 0.3 0.39 ± 0.11 −68 0 1.3

769 5 161.72139 (0.97) 59.01302 (0.95) 8.3 ± 2.15 8.5 ± 2.17 1.68 ± 0.29 0.61 ± 0.1 5 −0.9 −0.5

770 5 161.74531 (1.02) 59.02359 (1.05) 8.3 ± 2.07 8.5 ± 2.1 1.86 ± 0.33 0.44 ± 0.11 −88 −0.5 0

771 6 161.43708 (0.86) 59.03747 (0.9) 8.2 ± 1.49 8.4 ± 1.55 1.74 ± 0.35 0.22 ± 0.18 −117 0.3 1

772 7 161.44004 (0.84) 58.99166 (0.84) 8.4 ± 1.54 8.4 ± 1.55 0 ± 0.2 0 ± 0.06 −34 0 −0.6

773 3 161.38822 (1.06) 58.98076 (1.04) 8.1 ± 1.5 8.4 ± 1.58 2.15 ± 0.27 0 ± 0.07 −20 0 −1

774 5 161.69475 (1.08) 59.03195 (1.07) 8.2 ± 2 8.4 ± 2.02 1.49 ± 0.3 0.54 ± 0.11 −39 −0.7 −0.8

775 7 161.59835 (0.88) 59.03477 (0.87) 8.3 ± 1.62 8.3 ± 1.63 0 ± 0.19 0 ± 0.06 −12 0.7 0

776 5 161.5049 (0.95) 58.93542 (0.93) 8.2 ± 1.86 8.3 ± 1.87 1.37 ± 0.21 0.48 ± 0.07 −54 0 −1.8

777 6 161.66119 (1.1) 59.08641 (1.08) 8.1 ± 1.96 8.3 ± 1.99 2.1 ± 0.3 0 ± 0.14 −111 −1.1 2

778 7 161.3608 (0.95) 59.03029 (0.93) 8.2 ± 1.75 8.2 ± 1.76 0 ± 0.21 0 ± 0.07 410 −0.7 0.3

779 5 161.35231 (0.97) 58.97055 (0.95) 8 ± 1.91 8.2 ± 1.93 1.49 ± 0.24 0.53 ± 0.08 0 −1.2 −1.1

780 7 161.66206 (0.97) 58.9339 (0.95) 8.2 ± 1.99 8.2 ± 2.02 0 ± 0.29 0 ± 0.1 −85 −0.8 −1.6

781 7 161.63211 (0.97) 59.11257 (0.95) 8.2 ± 1.98 8.2 ± 2.01 0 ± 0.29 0 ± 0.1 −585 2 −1

782 6 161.52861 (0.81) 59.00983 (0.87) 8 ± 1.43 8.1 ± 1.48 1.56 ± 0.36 0.25 ± 0.14 −92 −1.4 −0.2

783 3 161.66316 (1.06) 58.97631 (1.06) 7.6 ± 1.77 8.1 ± 1.9 2.79 ± 0.29 0 ± 0.12 199 −0.1 0.5

784 5 161.71768 (0.97) 59.04569 (0.95) 7.9 ± 2.05 8.1 ± 2.08 1.68 ± 0.29 0.61 ± 0.1 0 2.1 −0.4

785 7 161.71288 (0.97) 58.97661 (0.95) 8.1 ± 1.98 8.1 ± 2 0 ± 0.29 0 ± 0.1 −146 −0.2 −1.4

786 5 161.50255 (0.86) 58.97301 (0.85) 7.9 ± 1.56 8 ± 1.57 1.18 ± 0.2 0.39 ± 0.06 0 −1.5 −1

787 5 161.44483 (0.9) 59.06671 (0.89) 7.9 ± 1.64 8 ± 1.65 1.19 ± 0.18 0.4 ± 0.06 110 −2.1 0

788 5 161.62375 (0.95) 58.97306 (0.94) 7.9 ± 1.79 8 ± 1.81 1.38 ± 0.22 0.49 ± 0.07 −37 −2.1 −0.3

789 5 161.50869 (1.04) 59.10954 (1.05) 7.8 ± 1.79 8 ± 1.82 1.89 ± 0.33 0.39 ± 0.12 −108 −0.9 −1.2

790 6 161.51785 (1.26) 59.11052 (1.2) 7.6 ± 1.77 8 ± 2.01 2.4 ± 0.81 0 ± 0.58 −63 −1.3 −1.3

791 7 161.36299 (0.97) 58.93734 (0.95) 8 ± 1.94 8 ± 1.96 0 ± 0.29 0 ± 0.1 −119 −0.5 0.4

792 5 161.58507 (0.87) 59.00356 (0.86) 7.8 ± 1.57 7.9 ± 1.58 1.18 ± 0.19 0.39 ± 0.06 0 −1.5 0.6

793 5 161.4759 (0.89) 58.96248 (0.88) 7.8 ± 1.63 7.9 ± 1.64 1.19 ± 0.18 0.4 ± 0.06 −123 −1.8 0.1

794 5 161.46898 (0.89) 58.96485 (0.88) 7.8 ± 1.62 7.9 ± 1.63 1.19 ± 0.18 0.4 ± 0.06 0 −1.9 −2

795 5 161.57292 (0.9) 59.05937 (0.89) 7.8 ± 1.64 7.9 ± 1.65 1.19 ± 0.18 0.4 ± 0.06 −63 −0.8 0.2

796 3 161.59079 (1.03) 59.05779 (1.04) 7.4 ± 1.53 7.9 ± 1.67 3.01 ± 0.37 0 ± 0.09 176 0 0.3

797 3 161.60696 (1.04) 59.03202 (1.06) 7 ± 1.41 7.9 ± 1.62 4.26 ± 0.33 0 ± 0.12 −95 −0.4 0.4

798 5 161.62592 (0.97) 59.09845 (0.95) 7.7 ± 1.99 7.9 ± 2.01 1.68 ± 0.29 0.61 ± 0.1 −136 −0.4 −1.5

799 5 161.61673 (0.95) 58.98135 (0.99) 7.6 ± 1.6 7.8 ± 1.64 1.67 ± 0.36 0.32 ± 0.1 −16 −1.7 −2.2
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C Catalogue continued

ID Size Flag RA Dec SP ST θDM θDm φ αIF αIM

(J2000) (arcsec) (J2000) (arcsec) (µJy beam−1) (µJy) (arcsec) (arcsec) (degrees)
800 5 161.65057 (0.99) 59.02086 (1.02) 7.6 ± 1.66 7.8 ± 1.7 1.67 ± 0.36 0.34 ± 0.1 −90 −1.6 −1.2

801 5 161.68309 (1.02) 59.06557 (1.04) 7.6 ± 1.89 7.8 ± 1.92 1.83 ± 0.32 0.44 ± 0.11 −82 2.2 1.4

802 5 161.50308 (0.97) 58.90764 (0.95) 7.6 ± 1.96 7.8 ± 1.98 1.68 ± 0.29 0.61 ± 0.1 0 −0.1 −0.1

803 7 161.28163 (0.97) 59.00181 (0.95) 7.8 ± 1.9 7.8 ± 1.92 0 ± 0.29 0 ± 0.1 17 0.5 −0.2

804 3 161.55503 (1.01) 58.96837 (1.04) 7.1 ± 1.46 7.7 ± 1.61 3.29 ± 0.36 0 ± 0.1 −155 −1.9 0

805 5 161.33684 (0.97) 58.96792 (0.95) 7.5 ± 1.92 7.7 ± 1.94 1.66 ± 0.28 0.61 ± 0.1 −35 −0.5 0

806 5 161.47714 (1.01) 58.91596 (1.04) 7.5 ± 1.86 7.7 ± 1.89 1.66 ± 0.3 0.41 ± 0.11 −105 −0.2 0.6

807 5 161.54571 (0.97) 59.09616 (0.95) 7.4 ± 1.79 7.6 ± 1.81 1.52 ± 0.25 0.55 ± 0.09 35 −1.4 −2.3

808 5 161.39206 (0.97) 58.93109 (0.95) 7.4 ± 1.93 7.6 ± 1.95 1.68 ± 0.29 0.61 ± 0.1 0 −1.1 0.3

809 5 161.68192 (0.97) 59.06394 (0.95) 7.4 ± 1.93 7.6 ± 1.95 1.68 ± 0.29 0.61 ± 0.1 223 −0.9 0

810 5 161.28656 (0.97) 59.0158 (0.95) 7.4 ± 1.92 7.6 ± 1.94 1.68 ± 0.29 0.61 ± 0.1 0 −1 −1.8

811 5 161.45672 (0.87) 59.00928 (0.86) 7.4 ± 1.46 7.5 ± 1.47 1.18 ± 0.19 0.39 ± 0.06 0 −2 −1.5

812 5 161.58025 (0.98) 59.05434 (0.98) 7.4 ± 1.45 7.5 ± 1.48 1.35 ± 0.33 0.29 ± 0.06 −70 −0.3 −0.3

813 2 161.38884 (1.11) 59.03459 (1.09) 6.6 ± 1.45 7.5 ± 1.67 3.8 ± 0.45 2.06 ± 0.29 −155 −1.7 −2.1

814 5 161.60931 (0.97) 58.96512 (0.95) 7.4 ± 1.74 7.5 ± 1.76 1.47 ± 0.24 0.52 ± 0.08 −35 0 0.6

815 5 161.54503 (1.07) 58.93215 (1.07) 7.3 ± 1.76 7.5 ± 1.78 1.5 ± 0.27 0.63 ± 0.11 12 −1.4 −1.2

816 5 161.65675 (0.97) 59.00407 (0.95) 7.4 ± 1.78 7.5 ± 1.8 1.52 ± 0.25 0.55 ± 0.09 17 −0.6 1.1

817 5 161.65704 (0.97) 59.08994 (0.95) 7.4 ± 1.91 7.5 ± 1.93 1.68 ± 0.29 0.61 ± 0.1 0 −0.8 0

818 5 161.55163 (0.87) 59.00747 (0.86) 7.3 ± 1.47 7.4 ± 1.49 1.18 ± 0.19 0.39 ± 0.06 0 −2.2 −0.5

819 5 161.43863 (0.88) 59.01786 (0.87) 7.3 ± 1.49 7.4 ± 1.5 1.19 ± 0.19 0.39 ± 0.06 0 −1.8 −1.1

820 7 161.46511 (0.88) 59.01528 (0.87) 7.4 ± 1.44 7.4 ± 1.45 0 ± 0.19 0 ± 0.06 32 −2 0.4

821 7 161.59968 (0.96) 58.98421 (0.94) 7.4 ± 1.61 7.4 ± 1.62 0 ± 0.22 0 ± 0.08 −89 −1.1 −1.8

822 5 161.54231 (1.05) 58.91225 (1.05) 7.2 ± 1.81 7.4 ± 1.83 1.52 ± 0.28 0.43 ± 0.11 −36 0 0.3

823 5 161.64821 (0.97) 59.08035 (0.95) 7.1 ± 1.84 7.3 ± 1.86 1.68 ± 0.29 0.61 ± 0.1 0 −0.8 −0.4

824 5 161.47764 (0.97) 59.12098 (0.95) 7.2 ± 1.86 7.3 ± 1.88 1.68 ± 0.29 0.61 ± 0.1 0 −1.1 1.2

825 6 161.6289 (1.31) 58.97508 (1.25) 6.8 ± 1.59 7.2 ± 1.83 2.85 ± 0.87 0 ± 0.62 5 0.4 −0.3

826 5 161.38096 (0.97) 59.0646 (0.95) 7 ± 1.71 7.1 ± 1.72 1.55 ± 0.26 0.56 ± 0.09 0 −0.1 0.8

827 5 161.60397 (0.97) 58.93382 (0.95) 6.9 ± 1.8 7.1 ± 1.82 1.68 ± 0.29 0.61 ± 0.1 0 1 1.3

828 5 161.42834 (0.93) 58.91254 (1.01) 6.9 ± 1.68 7.1 ± 1.71 1.48 ± 0.3 0.73 ± 0.13 −4 −1.9 −0.6

829 7 161.40583 (0.97) 59.05603 (0.95) 7 ± 1.58 7 ± 1.6 0 ± 0.24 0 ± 0.08 28 0 −0.2

830 3 161.35943 (1.08) 58.97909 (1.08) 6 ± 1.32 7 ± 1.57 4.77 ± 0.41 0 ± 0.18 −72 −1.8 0

831 5 161.54121 (0.97) 59.11824 (0.95) 6.8 ± 1.77 7 ± 1.79 1.68 ± 0.29 0.61 ± 0.1 −49 1.1 −2.8

832 5 161.42702 (0.93) 59.02951 (0.92) 6.8 ± 1.49 6.9 ± 1.5 1.3 ± 0.2 0.45 ± 0.07 0 −0.5 −0.8

833 5 161.63323 (0.97) 59.05948 (0.95) 6.7 ± 1.7 6.9 ± 1.71 1.62 ± 0.27 0.59 ± 0.1 36 1 −0.5

834 5 161.46065 (0.97) 59.10803 (0.95) 6.8 ± 1.75 6.9 ± 1.77 1.68 ± 0.29 0.61 ± 0.1 0 −2.1 −0.1

835 5 161.48848 (0.97) 59.11611 (0.95) 6.7 ± 1.75 6.9 ± 1.76 1.68 ± 0.29 0.61 ± 0.1 0 0.1 −0.6

836 5 161.61036 (0.97) 59.07505 (0.95) 6.7 ± 1.7 6.8 ± 1.71 1.63 ± 0.27 0.59 ± 0.1 −24 −0.9 −1.4

837 5 161.34441 (0.97) 59.04333 (0.95) 6.6 ± 1.71 6.8 ± 1.73 1.66 ± 0.28 0.61 ± 0.1 88 −1.6 0.2

838 7 161.36656 (0.97) 59.05698 (0.95) 6.8 ± 1.64 6.8 ± 1.66 0 ± 0.28 0 ± 0.1 −6 −1.1 0.4

839 5 161.46885 (0.97) 59.10574 (0.95) 6.7 ± 1.73 6.8 ± 1.75 1.68 ± 0.29 0.61 ± 0.1 0 −0.4 −0.9

840 5 161.56109 (0.86) 58.98501 (0.96) 6.6 ± 1.52 6.7 ± 1.53 1.21 ± 0.24 0.54 ± 0.08 −94 −1.6 −0.6

841 5 161.41074 (0.99) 59.01624 (1.02) 6.5 ± 1.38 6.7 ± 1.41 1.74 ± 0.34 0.33 ± 0.11 −328 −0.3 0.9

842 5 161.39689 (0.97) 58.9727 (0.95) 6.6 ± 1.61 6.7 ± 1.62 1.55 ± 0.25 0.56 ± 0.09 2 −0.2 −0.9

843 5 161.67038 (0.86) 59.0164 (0.97) 6.6 ± 1.35 6.7 ± 1.37 1.32 ± 0.28 0.58 ± 0.1 −28 0 −0.9

844 5 161.45242 (0.96) 59.03649 (1) 6.3 ± 1.33 6.6 ± 1.36 1.7 ± 0.35 1.18 ± 0.11 −19 −0.6 0.8

845 7 161.48895 (0.96) 58.98182 (0.94) 6.6 ± 1.43 6.6 ± 1.45 0 ± 0.22 0 ± 0.08 −254 −1.3 1.6

846 5 161.5731 (0.97) 59.06531 (0.95) 6.5 ± 1.56 6.6 ± 1.57 1.51 ± 0.25 0.54 ± 0.09 −45 −0.2 −1.1

847 5 161.37608 (0.97) 59.07779 (0.95) 6.4 ± 1.66 6.6 ± 1.68 1.68 ± 0.29 0.61 ± 0.1 0 −1.1 −1.5

848 5 161.48633 (0.95) 59.11089 (0.95) 6.5 ± 1.6 6.6 ± 1.61 1.58 ± 0.28 0.61 ± 0.1 −173 −1.4 −0.3

849 1 161.4565 (1.07) 59.06203 (1.07) 5.8 ± 1.33 6.5 ± 1.53 3.6 ± 0.36 1.99 ± 0.17 −238 −1.1 −2
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C Catalogue continued

ID Size Flag RA Dec SP ST θDM θDm φ αIF αIM

(J2000) (arcsec) (J2000) (arcsec) (µJy beam−1) (µJy) (arcsec) (arcsec) (degrees)
850 5 161.58692 (0.97) 59.09591 (0.95) 6.3 ± 1.64 6.5 ± 1.65 1.68 ± 0.29 0.61 ± 0.1 626 −0.8 0.1

851 6 161.45444 (1.26) 59.05628 (1.21) 6.1 ± 1.39 6.4 ± 1.59 2.57 ± 0.82 0 ± 0.59 −81 −0.9 −1.3

852 3 161.49039 (1) 59.00236 (1.03) 5.8 ± 1.22 6.4 ± 1.38 3.73 ± 0.33 0 ± 0.11 −97 −1.6 0.3

853 5 161.36635 (1.03) 59.0324 (1.05) 6.3 ± 1.51 6.4 ± 1.54 1.57 ± 0.31 0.38 ± 0.1 −86 −0.4 −0.1

854 5 161.38667 (0.97) 59.06676 (0.95) 6.3 ± 1.62 6.4 ± 1.63 1.66 ± 0.28 0.61 ± 0.1 20 0 0.6

855 5 161.60041 (1) 58.94066 (1.03) 6.3 ± 1.57 6.4 ± 1.59 1.73 ± 0.31 0.43 ± 0.11 −90 −1.4 −0.3

856 5 161.53351 (0.97) 59.10305 (0.95) 6.2 ± 1.61 6.4 ± 1.63 1.68 ± 0.29 0.61 ± 0.1 0 0.5 0.1

857 5 161.44773 (0.97) 58.92795 (0.95) 6.2 ± 1.62 6.4 ± 1.63 1.68 ± 0.29 0.61 ± 0.1 274 −0.1 −0.3

858 5 161.50248 (0.97) 58.96052 (0.95) 6.1 ± 1.5 6.3 ± 1.51 1.54 ± 0.25 0.56 ± 0.09 40 0 0

859 3 161.60189 (1.03) 59.04428 (1.05) 5.9 ± 1.36 6.3 ± 1.48 3.17 ± 0.29 0 ± 0.11 −123 0.3 −0.7

860 5 161.58507 (1) 58.94303 (1.03) 6.2 ± 1.54 6.3 ± 1.56 1.72 ± 0.31 0.42 ± 0.11 −90 −0.9 −1.6

861 1 161.46225 (1) 59.05865 (1.03) 5.2 ± 1.18 6.3 ± 1.45 3.67 ± 0.31 3.67 ± 0.12 −18 −1.9 0.2

862 5 161.66684 (1) 59.0385 (1.03) 6.2 ± 1.54 6.3 ± 1.56 1.73 ± 0.31 0.48 ± 0.11 −90 −0.8 −1.8

863 5 161.50312 (0.95) 59.00642 (0.93) 6.1 ± 1.37 6.2 ± 1.38 1.37 ± 0.21 0.48 ± 0.07 −32 1.2 −1.5

864 7 161.45741 (0.97) 59.02477 (0.95) 6.2 ± 1.38 6.2 ± 1.39 0 ± 0.23 0 ± 0.08 76 −0.4 −0.5

865 6 161.44333 (1.4) 58.98251 (1.55) 5.4 ± 1.38 6.2 ± 1.75 4.35 ± 1.3 0 ± 0.89 −90 0 −1

866 5 161.36874 (0.97) 59.01388 (0.95) 6.1 ± 1.54 6.2 ± 1.55 1.63 ± 0.27 0.6 ± 0.1 8 −1.5 −1.5

867 5 161.47098 (0.98) 59.02183 (1.01) 6 ± 1.3 6.1 ± 1.33 1.63 ± 0.38 0.36 ± 0.1 0 −1.4 −0.8

868 5 161.42481 (0.97) 59.07434 (0.95) 6 ± 1.53 6.1 ± 1.55 1.66 ± 0.28 0.61 ± 0.1 −242 −0.5 −2.2

869 3 161.54152 (1.1) 59.07204 (1.08) 5.9 ± 1.42 6.1 ± 1.49 2.24 ± 0.3 0 ± 0.13 −176 −0.6 0.2

870 5 161.38212 (0.97) 58.96669 (0.95) 6 ± 1.55 6.1 ± 1.56 1.68 ± 0.29 0.61 ± 0.1 0 −0.8 −1.4

871 5 161.63274 (1) 59.06309 (1.03) 5.9 ± 1.48 6.1 ± 1.5 1.73 ± 0.31 1.14 ± 0.11 39 2 1.1

872 5 161.65235 (0.97) 59.0291 (0.95) 6 ± 1.55 6.1 ± 1.56 1.68 ± 0.29 0.61 ± 0.1 0 −1.7 −1.3

873 6 161.57314 (0.83) 58.95116 (0.97) 6.1 ± 1.08 6.1 ± 1.1 0.74 ± 0.28 0 ± 0.11 −8 −0.3 −0.1

874 5 161.34456 (0.97) 59.01665 (0.95) 5.9 ± 1.53 6.1 ± 1.55 1.68 ± 0.29 0.61 ± 0.1 7 −1.3 2

875 5 161.37539 (0.97) 59.06659 (0.95) 5.9 ± 1.53 6.1 ± 1.55 1.68 ± 0.29 0.61 ± 0.1 0 0 1.5

876 5 161.52546 (0.97) 59.0998 (0.95) 6 ± 1.55 6.1 ± 1.57 1.68 ± 0.29 0.61 ± 0.1 491 0 −0.7

877 3 161.55618 (1) 58.99773 (1.03) 5.4 ± 1.22 6 ± 1.36 3.67 ± 0.32 0 ± 0.11 −49 −0.7 0.3

878 3 161.59337 (1.02) 58.97442 (1.04) 5.6 ± 1.28 6 ± 1.41 3.33 ± 0.29 0 ± 0.11 −121 −0.2 −1.2

879 5 161.5759 (1) 58.93094 (1.03) 5.9 ± 1.47 6 ± 1.49 1.72 ± 0.31 0.42 ± 0.11 −95 −0.5 1.2

880 5 161.47465 (1) 59.04927 (1.03) 5.7 ± 1.3 5.9 ± 1.32 1.72 ± 0.34 0.37 ± 0.11 −109 −1.7 −0.4

881 5 161.47006 (0.97) 59.05555 (0.95) 5.8 ± 1.4 5.9 ± 1.42 1.54 ± 0.25 0.56 ± 0.09 44 −0.9 −0.6

882 5 161.54724 (0.97) 58.98241 (0.95) 5.8 ± 1.4 5.9 ± 1.42 1.54 ± 0.25 0.56 ± 0.09 43 −1.7 1.7

883 5 161.44425 (0.97) 59.07239 (0.95) 5.8 ± 1.48 5.9 ± 1.49 1.65 ± 0.28 0.6 ± 0.1 0 0 −1

884 5 161.4265 (1.09) 59.01627 (1.07) 5.7 ± 1.32 5.8 ± 1.34 1.45 ± 0.3 0.51 ± 0.1 −8 0 −1.4

885 5 161.55258 (1) 58.99056 (1.03) 5.7 ± 1.31 5.8 ± 1.33 1.7 ± 0.34 0.37 ± 0.11 −88 −2.1 −0.5

886 3 161.48397 (1.01) 58.99792 (1.04) 5.4 ± 1.2 5.8 ± 1.32 3.4 ± 0.31 0 ± 0.11 −129 −0.2 0.4

887 5 161.50369 (0.97) 59.09076 (0.95) 5.7 ± 1.48 5.8 ± 1.5 1.68 ± 0.29 0.61 ± 0.1 0 0.1 0.9

888 5 161.58663 (0.97) 59.08375 (0.95) 5.6 ± 1.46 5.8 ± 1.48 1.68 ± 0.29 0.61 ± 0.1 0 1.4 1.3

889 5 161.63528 (0.97) 59.06528 (0.95) 5.6 ± 1.46 5.8 ± 1.48 1.68 ± 0.29 0.61 ± 0.1 0 −0.4 1.3

890 5 161.54881 (1.1) 59.03371 (1.08) 5.6 ± 1.29 5.7 ± 1.31 1.44 ± 0.29 0.53 ± 0.1 −113 −0.4 −0.3

891 5 161.55513 (1.05) 58.98567 (1.05) 5.6 ± 1.33 5.7 ± 1.36 1.55 ± 0.32 0.39 ± 0.1 −13 0.6 0.7

892 6 161.52506 (1.32) 58.98192 (1.3) 5.3 ± 1.26 5.7 ± 1.47 3.2 ± 0.95 0 ± 0.67 388 0 1.1

893 5 161.66521 (1) 59.03406 (1.03) 5.6 ± 1.39 5.7 ± 1.41 1.72 ± 0.31 0.44 ± 0.11 −90 −0.6 −0.8

894 5 161.41668 (0.97) 59.02476 (0.95) 5.4 ± 1.37 5.6 ± 1.38 1.62 ± 0.27 0.59 ± 0.09 −90 −0.8 −1.7

895 5 161.43729 (0.97) 58.95997 (0.95) 5.4 ± 1.41 5.6 ± 1.42 1.68 ± 0.29 0.61 ± 0.1 0 0 −1.3

896 7 161.59335 (0.97) 59.06879 (0.95) 5.6 ± 1.37 5.6 ± 1.39 0 ± 0.29 0 ± 0.1 0 0 0

897 5 161.38162 (0.97) 59.06668 (0.95) 5.5 ± 1.41 5.6 ± 1.43 1.68 ± 0.29 0.61 ± 0.1 0 2.1 0

898 5 161.50676 (1) 58.94283 (1.03) 5.3 ± 1.33 5.5 ± 1.35 1.7 ± 0.31 0.42 ± 0.11 −75 −1.3 −0.5

899 3 161.46163 (1) 59.06319 (1.03) 5 ± 1.13 5.5 ± 1.27 3.68 ± 0.31 0.22 ± 0.11 −90 −1.4 −1.2
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C Catalogue continued

ID Size Flag RA Dec SP ST θDM θDm φ αIF αIM

(J2000) (arcsec) (J2000) (arcsec) (µJy beam−1) (µJy) (arcsec) (arcsec) (degrees)
900 5 161.59946 (0.97) 59.0747 (0.95) 5.4 ± 1.39 5.5 ± 1.41 1.68 ± 0.29 0.61 ± 0.1 0 −0.5 0.2

901 5 161.50485 (0.97) 58.99817 (0.95) 5.3 ± 1.3 5.4 ± 1.31 1.57 ± 0.26 0.57 ± 0.09 −62 0 −0.9

902 5 161.47498 (0.97) 59.04262 (0.95) 5.3 ± 1.32 5.4 ± 1.33 1.59 ± 0.26 0.58 ± 0.09 −29 −0.2 0.5

903 5 161.52523 (0.97) 59.0555 (0.95) 5.2 ± 1.34 5.4 ± 1.35 1.64 ± 0.28 0.6 ± 0.1 137 −1.4 −2.1

904 3 161.44913 (1.04) 59.01834 (1.05) 5 ± 1.16 5.4 ± 1.25 3.08 ± 0.28 0 ± 0.11 −118 1.1 1

905 5 161.52729 (0.97) 59.08034 (0.95) 5.3 ± 1.38 5.4 ± 1.39 1.68 ± 0.29 0.61 ± 0.1 0 −0.5 0.6

906 5 161.39783 (1) 59.06307 (1.03) 5.3 ± 1.32 5.4 ± 1.33 1.76 ± 0.32 0.43 ± 0.11 −101 −0.3 −0.7

907 5 161.53159 (0.97) 58.99178 (0.95) 5.2 ± 1.31 5.3 ± 1.32 1.61 ± 0.27 0.59 ± 0.09 −41 0 −1.3

908 5 161.41748 (0.97) 59.06323 (0.95) 5.2 ± 1.35 5.3 ± 1.37 1.68 ± 0.29 0.61 ± 0.1 0 0.6 −1.4

909 3 161.54721 (0.01) 58.96701 (0.01) 4.8 ± 1.09 5.3 ± 1.23 3.78 ± 0.32 0 ± 0.11 16 −2.1 −1.4

910 5 161.44124 (0.97) 59.00372 (0.95) 5.1 ± 1.3 5.2 ± 1.31 1.65 ± 0.28 0.6 ± 0.1 15 −2.1 −0.9

911 5 161.43143 (1.03) 59.03707 (1.05) 5.1 ± 1.26 5.2 ± 1.28 1.56 ± 0.29 0.42 ± 0.11 −142 0 −0.6

912 5 161.49459 (0.97) 59.06628 (0.95) 5.1 ± 1.31 5.2 ± 1.33 1.68 ± 0.29 0.61 ± 0.1 0 0 −1.1

913 5 161.53844 (1) 58.96281 (1.03) 5 ± 1.25 5.2 ± 1.27 1.73 ± 0.31 0.43 ± 0.11 35 −0.6 −1

914 5 161.63492 (1.01) 59.01534 (1.04) 5.1 ± 1.26 5.2 ± 1.28 1.64 ± 0.3 0.41 ± 0.11 −99 −0.5 −1.2

915 5 161.48242 (0.97) 59.08825 (0.95) 5.1 ± 1.33 5.2 ± 1.34 1.68 ± 0.29 0.61 ± 0.1 −74 −1.6 −3

916 5 161.49218 (1) 58.93883 (1.03) 5.1 ± 1.27 5.2 ± 1.28 1.71 ± 0.31 0.42 ± 0.11 −83 −1.8 −0.9

917 3 161.48741 (1.02) 58.97797 (1.05) 4.5 ± 1.01 5.1 ± 1.15 3.99 ± 0.33 0 ± 0.11 −98 −2.2 0.7

918 7 161.48314 (0.97) 58.95616 (0.95) 5 ± 1.23 5 ± 1.24 0 ± 0.29 0 ± 0.1 0 −1.5 −2.2

919 5 161.601 (0.97) 59.00383 (0.95) 4.8 ± 1.24 4.9 ± 1.26 1.68 ± 0.29 0.61 ± 0.1 108 0 −1.5

920 5 161.6219 (1.04) 58.99472 (1.05) 4.8 ± 1.2 4.9 ± 1.22 1.53 ± 0.28 0.38 ± 0.11 −96 0 0.4

921 7 161.48659 (0.97) 58.9869 (0.95) 4.8 ± 1.17 4.8 ± 1.19 0 ± 0.29 0 ± 0.1 29 0.5 −0.6

922 5 161.45244 (1) 59.05024 (1.03) 4.6 ± 1.14 4.7 ± 1.15 1.67 ± 0.3 0.42 ± 0.11 −84 0 0

923 5 161.57834 (0.97) 59.01143 (0.95) 4.6 ± 1.19 4.7 ± 1.2 1.68 ± 0.29 0.61 ± 0.1 0 −1.2 −0.3

924 5 161.56744 (0.97) 59.03607 (0.95) 4.5 ± 1.18 4.7 ± 1.19 1.68 ± 0.29 0.61 ± 0.1 29 −1.8 −0.4

925 5 161.42363 (0.97) 59.03542 (0.95) 4.6 ± 1.18 4.7 ± 1.2 1.68 ± 0.29 0.61 ± 0.1 0 0.2 0.2

926 5 161.54588 (0.97) 58.97737 (0.95) 4.6 ± 1.19 4.7 ± 1.2 1.68 ± 0.29 0.61 ± 0.1 0 −0.7 1.7

927 5 161.41484 (0.97) 59.0375 (0.95) 4.6 ± 1.2 4.7 ± 1.21 1.68 ± 0.29 0.61 ± 0.1 0 −1.6 −0.1

928 5 161.5216 (0.97) 58.99233 (0.95) 4.4 ± 1.14 4.5 ± 1.15 1.68 ± 0.29 0.61 ± 0.1 0 0 −2

929 5 161.5123 (1.01) 59.04032 (1.04) 4 ± 1.1 4.2 ± 1.11 1.71 ± 0.31 0.82 ± 0.15 −81 −1.6 0.4

930 5 161.51888 (1) 59.00055 (1.03) 4 ± 1 4.1 ± 1.01 1.7 ± 0.31 0.42 ± 0.11 −93 −1.1 −0.3

931 5 161.50384 (1) 59.04229 (1.03) 4 ± 0.99 4.1 ± 1 1.75 ± 0.31 0.43 ± 0.11 −80 −1.6 0
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Table B.1: Discrete VLA CB Catalogue

ID Size Flag RA Dec SP ST θDM θDm φ αIF αIM

(J2000) (arcsec) (J2000) (arcsec) (µJy beam−1) (µJy) (arcsec) (arcsec) (degrees)
000 0 161.60004 (0) 59.08947 (0) 4956± 8937.95 8447± 8572.76 765.84± 25.85± −1 −0.7

001 0 161.41577 (0) 58.95854 (0) 644.6 ±
2078.88

1870± 2076.71 1118.13± 37.86± −0.3 −0.3

002 7 161.79796 (0.01) 58.91626 (0.02) 859.7 ± 20.14 859.7 ± 20.31 0 ± 0.01 0 ± 0.01 −3 −0.9 −2

003 2 161.51745 (0.01) 59.14101 (0.01) 779.4 ± 13.31 790 ± 15.2 0.4 ± 0.02 0.22 ± 0.01 −111 −1.3 −1.4

004 3 161.70731 (0.02) 59.16544 (0.02) 649.3 ± 12.74 663 ± 15.8 0.57 ± 0.04 0.01 ± 0.01 −53 0.1 −0.8

005 6 161.20335 (0.02) 59.11376 (0.02) 555.2 ± 14.51 558 ± 15.42 0.28 ± 0.02 0 ± 0.01 4 −0.6 −1.1

006 7 161.30223 (0.01) 59.04216 (0.01) 545.6 ± 11.09 545.6 ± 11.29 0 ± 0.01 0 ± 0.01 6 −1.1 −1.1

007 6 161.46216 (0.01) 59.14488 (0.01) 540.1 ± 10.73 542.7 ± 11.43 0.27 ± 0.02 0 ± 0.01 22 −0.2 −0.1

008 0 161.6575 (0) 58.90627 (0) 176.2 ± 600.56 500.1 ± 592.61 227.18± 7.21± −0.5 −0.2

009 0 161.45365 (0) 58.9023 (0) 239.9 ± 498.89 446.1 ± 499.49 361.85± 11.97± −0.4 −0.5

010 6 161.65734 (0.01) 59.03617 (0.01) 365.4 ± 7.05 367.2 ± 7.65 0.27 ± 0.02 0 ± 0.01 −86 −0.8 −0.8

011 3 161.49451 (0.01) 59.05543 (0.01) 327.1 ± 5.98 330.2 ± 6.64 0.35 ± 0.02 0.14 ± 0.01 −63 0.7 0.8

012 2 161.67188 (0.04) 58.8704 (0.05) 267.2 ± 8.81 306.9 ± 21.39 1.53 ± 0.17 0.26 ± 0.08 −18 −1.5 −1.7

013 2 161.40534 (0.03) 59.16268 (0.05) 237.5 ± 6.5 297.7 ± 16.51 2.01 ± 0.14 0.42 ± 0.07 −119 −1.2 −2

014 1 161.63816 (0.01) 58.97085 (0.01) 241.7 ± 2.04 282.5 ± 4.49 1.42 ± 0.04 0.77 ± 0.01 −82 0.1 0.1

015 3 161.53149 (0.01) 58.93385 (0.01) 269.5 ± 5.05 274.7 ± 5.99 0.53 ± 0.03 0.11 ± 0.01 −104 −0.4 −0.3

016 6 161.63641 (0.01) 58.98384 (0.02) 252.8 ± 5.28 253.5 ± 5.59 0.21 ± 0.02 0 ± 0.01 −85 −0.6 −0.6

017 3 161.72327 (0.02) 59.04986 (0.02) 215.5 ± 3.87 224.8 ± 5.25 0.82 ± 0.04 0 ± 0.01 −46 −0.6 −0.6

018 1 161.76558 (0.04) 58.98569 (0.04) 144.9 ± 5.38 220.6 ± 16.32 2.72 ± 0.19 1.14 ± 0.13 −63 −1.2 −1.3

019 7 161.28425 (0.03) 58.897 (0.04) 220.2 ± 8.15 220.2 ± 9.39 0 ± 0.06 0 ± 0.02 −82 0 −0.7

020 1 161.40993 (0.02) 59.12602 (0.02) 210.3 ± 4.19 219.6 ± 5.46 0.68 ± 0.04 0.45 ± 0.01 −39 −1.2 −1.3

021 1 161.59129 (0.01) 58.9415 (0.02) 209.8 ± 4.02 217.8 ± 4.9 0.56 ± 0.03 0.51 ± 0.01 −93 −0.9 −1

022 1 161.51795 (0.02) 58.88871 (0.02) 204.1 ± 4.68 214.3 ± 6.61 0.79 ± 0.06 0.38 ± 0.02 −62 −1.2 −1.6

023 7 161.20904 (0.03) 58.99958 (0.03) 202 ± 8.46 202 ± 8.53 0 ± 0.01 0 ± 0.01 −14 −0.8 −0.8

024 2 161.51482 (0.03) 59.07333 (0.03) 103 ± 1.23 186.3 ± 4.42 4.07 ± 0.08 0.42 ± 0.04 −48 −0.9 −0.9

025 7 161.51961 (0.01) 58.91443 (0.02) 178.7 ± 4.5 178.7 ± 4.53 0 ± 0.01 0 ± 0.01 4 −0.1 0

026 1 161.56404 (0.01) 59.04326 (0.01) 164.2 ± 2.98 170.5 ± 3.8 0.67 ± 0.03 0.37 ± 0.01 −6 −0.9 −0.8

027 3 161.90875 (0.3) 59.06516 (0.29) 146.6 ± 23.21 165.3 ± 32.02 1.43 ± 0.32 0 ± 0.11 64 0.4 0

028 2 161.63069 (0.11) 58.84878 (0.12) 128.9 ± 8.85 161.1 ± 18.87 2.05 ± 0.29 0.2 ± 0.12 −91 −1.4 −0.7

029 1 161.64838 (0.09) 58.89449 (0.1) 95.4 ± 5.77 159 ± 18.71 3.23 ± 0.36 1.12 ± 0.16 8 −1 −1.4

030 2 161.48677 (0.04) 58.88855 (0.05) 131 ± 4.26 146.9 ± 8.54 1.36 ± 0.13 0.28 ± 0.06 11 0 −0.2

031 3 161.24844 (0.05) 59.10257 (0.06) 137.6 ± 6.19 146.8 ± 9.38 1.03 ± 0.12 0 ± 0.05 39 −1.3 −1

032 1 161.82868 (0.12) 59.06113 (0.13) 107.9 ± 7.28 139.7 ± 15.8 1.93 ± 0.27 0.97 ± 0.12 −55 −1.1 −2.8

033 2 161.2964 (0.05) 59.12008 (0.06) 127.4 ± 5.37 135.2 ± 8.02 0.95 ± 0.11 0.2 ± 0.04 −62 −1.2 −1.6

034 1 161.63837 (0.02) 58.96796 (0.03) 127.7 ± 3.07 133.8 ± 4.19 0.7 ± 0.05 0.49 ± 0.02 −132 0.6 0.3

035 6 161.68565 (0.03) 59.021 (0.03) 129.4 ± 3.3 131.9 ± 4.41 0.54 ± 0.06 0.06 ± 0.02 −58 −0.7 −0.7

036 1 161.4075 (0.65) 59.20686 (0.62) 39.3 ± 10.14 131.6 ± 47.56 5.01 ± 1.02 3.48 ± 0.8 −216 1.6 0

037 1 161.51923 (0.03) 59.11311 (0.04) 107.6 ± 3.03 130.8 ± 6.59 1.35 ± 0.12 1.2 ± 0.05 32 −1 −1.1

038 2 161.87051 (0.42) 58.9152 (0.41) 104.6 ± 22.93 128.8 ± 33.23 1.81 ± 0.46 0.67 ± 0.15 50 −1.3 0

039 6 161.75085 (0.04) 59.01858 (0.04) 125.4 ± 4.26 128.1 ± 5.46 0.58 ± 0.07 0 ± 0.02 −31 −1 −1.1

040 7 161.56658 (0.02) 58.93288 (0.03) 125.6 ± 4.26 125.6 ± 4.3 0 ± 0.01 0 ± 0.01 36 −0.9 −1

041 2 161.41807 (0.62) 58.81823 (0.6) 58.5 ± 13.53 124.2 ± 38.55 4.54 ± 0.94 1.26 ± 0.49 −154 1 0

042 7 161.73145 (0.03) 59.05004 (0.04) 121.9 ± 4.4 121.9 ± 5.12 0 ± 0.06 0 ± 0.02 7 −1 −1.4

043 7 161.81524 (0.06) 58.95548 (0.08) 118.8 ± 8.32 118.8 ± 8.36 0 ± 0.02 0 ± 0.01 −38 0 −1.2

044 2 161.67519 (0.07) 59.14194 (0.08) 105.1 ± 5.74 118 ± 9.18 1.27 ± 0.16 0.55 ± 0.06 −90 1.2 −1.5

045 3 161.82799 (0.16) 59.02094 (0.16) 82.6 ± 7.05 114.1 ± 17.55 2.62 ± 0.44 0 ± 0.15 −127 −0.7 −1

046 3 161.48863 (0.02) 59.01139 (0.02) 110.8 ± 2.18 113 ± 2.65 0.54 ± 0.03 0 ± 0.01 −76 0.9 1

047 2 161.08942 (0.57) 59.01577 (0.56) 64.5 ± 16.18 109.3 ± 36.47 3.71 ± 0.8 0.38 ± 0.4 −36 0 0

048 1 161.64275 (0.47) 59.21661 (0.46) 70.5 ± 17.77 108.9 ± 34.5 2.38 ± 0.63 1.65 ± 0.27 −58 0 0
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CB Catalogue continued

ID Size Flag RA Dec SP ST θDM θDm φ αIF αIM

(J2000) (arcsec) (J2000) (arcsec) (µJy beam−1) (µJy) (arcsec) (arcsec) (degrees)
049 1 161.21188 (0.09) 59.02493 (0.11) 74.4 ± 4.95 108 ± 12.37 2.05 ± 0.28 1.63 ± 0.14 −77 −0.8 −1.7

050 1 161.46614 (0.02) 59.05314 (0.03) 98.1 ± 2.07 107.4 ± 3.46 1.06 ± 0.07 0.57 ± 0.03 10 −0.9 −0.8

051 3 161.65204 (0.27) 59.19055 (0.26) 79.8 ± 10.63 104 ± 19.77 2.3 ± 0.43 0 ± 0.17 −115 −0.5 0

052 2 161.86991 (0.39) 59.02922 (0.38) 63.6 ± 10.9 102.1 ± 23.41 2.98 ± 0.61 1.2 ± 0.28 −45 −1 0

053 1 161.75729 (0.41) 58.89916 (0.4) 49.2 ± 7.7 97 ± 25.43 4 ± 0.91 1.37 ± 0.3 −12 0.4 0

054 3 161.23985 (0.4) 58.87673 (0.39) 66.9 ± 11.84 95.8 ± 23.67 2.82 ± 0.58 0 ± 0.25 −96 −0.9 0

055 7 161.53636 (0.02) 58.97453 (0.03) 93.6 ± 3.2 93.6 ± 3.23 0 ± 0.01 0 ± 0.01 −12 −0.9 −1

056 1 161.87728 (0.48) 58.95796 (0.47) 55.5 ± 13.39 91.6 ± 28.08 2.51 ± 0.62 1.91 ± 0.3 −2 0 0

057 4 161.5871 (0.14) 58.83743 (0.14) 87.6 ± 8.75 91.2 ± 10.2 0.66 ± 0.16 0.44 ± 0.02 37 −1.3 0

058 3 161.90179 (0.44) 59.0381 (0.43) 73.3 ± 16.3 90.9 ± 24.81 2.01 ± 0.49 0 ± 0.18 −119 −1 0

059 3 161.52542 (0.06) 59.1412 (0.07) 81 ± 3.92 90.5 ± 6.9 1.37 ± 0.16 0 ± 0.07 −87 −0.9 −1

060 3 161.71928 (0.05) 58.98408 (0.06) 80.1 ± 3.58 86 ± 5.58 1.08 ± 0.13 0 ± 0.05 121 −0.9 −1.1

061 2 161.7224 (0.06) 59.05467 (0.07) 79.1 ± 3.69 85.8 ± 5.78 1.11 ± 0.13 0.31 ± 0.05 −112 −1.3 −1.2

062 2 161.13379 (0.56) 59.08284 (0.56) 46 ± 11.46 84.2 ± 25.56 3.55 ± 0.78 1.39 ± 0.42 −55 −1 0

063 3 161.56846 (0.03) 58.98901 (0.03) 81.3 ± 2.3 83.6 ± 3.12 0.67 ± 0.07 0 ± 0.02 2 −0.3 −0.5

064 7 161.4997 (0.06) 58.87315 (0.07) 83.4 ± 5.13 83.4 ± 5.34 0 ± 0.05 0 ± 0.01 −125 −1.4 −1.3

065 2 161.1986 (0.11) 59.01016 (0.11) 73.7 ± 4.75 83.4 ± 7.7 1.4 ± 0.19 0.33 ± 0.08 −119 −0.5 −1.8

066 7 161.24189 (0.11) 59.14006 (0.12) 82.7 ± 8.94 82.8 ± 9.21 0.09 ± 0.07 0 ± 0.01 3 0.2 −2

067 2 161.4627 (0.04) 58.94398 (0.04) 77.3 ± 2.47 81.1 ± 3.63 0.78 ± 0.09 0.37 ± 0.03 −53 −0.7 −0.9

068 3 161.14075 (0.68) 58.99297 (0.64) 35.9 ± 8.73 79.9 ± 28.5 5.48 ± 1.18 0 ± 0.48 −36 −1.3 0

069 2 161.51138 (0.43) 58.80702 (0.42) 65.2 ± 16.29 78.4 ± 23.55 1.8 ± 0.52 0.32 ± 0.16 −105 −0.6 −0.6

070 5 161.27694 (0.23) 58.83727 (0.24) 75.9 ± 19.75 76.7 ± 20.54 0.31 ± 0.19 0.24 ± 0.07 14 0 0

071 7 161.75122 (0.09) 58.90851 (0.11) 76.3 ± 6.41 76.3 ± 6.46 0 ± 0.03 0 ± 0.01 −2 −0.5 −2.5

072 3 161.782 (0.63) 58.89426 (0.6) 38.9 ± 9.36 76 ± 25.95 4.62 ± 0.94 0 ± 0.46 −158 0.9 0

073 2 161.83879 (0.53) 58.91796 (0.53) 45.2 ± 11.25 74.3 ± 23.04 3.19 ± 0.76 1.07 ± 0.35 −156 −1.4 0

074 3 161.28162 (0.62) 58.86038 (0.6) 38.5 ± 9.68 74.1 ± 25.84 4.53 ± 0.89 0 ± 0.47 15 1.4 0

075 3 161.62001 (0.87) 58.85111 (0.81) 25.5 ± 7.17 74.1 ± 30.82 7.5 ± 1.83 0 ± 0.56 −79 0.8 0

076 1 161.44931 (0.41) 58.83588 (0.4) 47.8 ± 8.97 73.2 ± 18.48 2.67 ± 0.55 1.25 ± 0.27 −71 −0.3 0

077 2 161.13923 (0.46) 58.92525 (0.45) 54 ± 13.65 73 ± 22.12 2.26 ± 0.61 0.81 ± 0.23 −157 −1.9 0

078 3 161.51779 (0.04) 59.08037 (0.04) 70.7 ± 2.28 72.7 ± 3.15 0.66 ± 0.08 0 ± 0.02 −160 −1.1 −0.9

079 3 161.54534 (0.07) 58.8791 (0.08) 67.3 ± 4.1 71.1 ± 5.4 0.93 ± 0.13 0 ± 0.04 −70 −0.2 −1.3

080 3 161.5783 (0.04) 59.08384 (0.05) 66.9 ± 2.34 70.8 ± 3.78 0.95 ± 0.11 0 ± 0.04 −63 −0.6 −0.7

081 2 161.22711 (0.17) 59.07662 (0.16) 56.4 ± 4.62 70.7 ± 9.31 2.06 ± 0.32 0.2 ± 0.13 −90 −1.4 −2.1

082 6 161.48799 (0.38) 58.80385 (0.37) 66 ± 16.6 70.6 ± 19.74 1.05 ± 0.42 0 ± 0.14 122 0 −0.4

083 6 161.66086 (0.05) 58.93669 (0.06) 68.9 ± 3.54 70.1 ± 4.01 0.51 ± 0.07 0 ± 0.01 −63 −1.2 −1.2

084 1 161.74226 (0.07) 59.03917 (0.09) 60.2 ± 3.53 69.9 ± 5.97 1.34 ± 0.17 0.82 ± 0.07 12 −0.4 −1.3

085 3 161.53147 (0.45) 58.80977 (0.44) 54.7 ± 13.85 69.3 ± 21.73 2.14 ± 0.59 0 ± 0.21 −92 0 0

086 3 161.24886 (0.07) 59.05075 (0.08) 64.3 ± 3.84 69.2 ± 5.47 1.09 ± 0.14 0 ± 0.05 −124 −1.6 −1.4

087 3 161.63671 (0.05) 59.03725 (0.06) 58.5 ± 2.42 68.9 ± 5.52 1.72 ± 0.19 0 ± 0.09 −95 −0.9 −0.8

088 2 161.61903 (0.67) 59.18548 (0.63) 28.1 ± 7.19 68.5 ± 22.97 5.31 ± 1.11 1.4 ± 0.56 −54 2.1 0

089 3 161.89269 (0.48) 58.97984 (0.47) 50.1 ± 12.58 68.3 ± 21.8 2.54 ± 0.65 0 ± 0.25 −350 −1.2 0

090 1 161.50635 (0.34) 58.86472 (0.33) 32.9 ± 4.63 68 ± 15.77 3.47 ± 0.72 2.22 ± 0.3 −86 −0.8 −1.2

091 2 161.86249 (0.43) 58.92955 (0.42) 52.3 ± 13.35 67.1 ± 19.63 1.86 ± 0.55 0.99 ± 0.18 −62 −1.5 0

092 7 161.52157 (0.02) 59.00702 (0.03) 66.9 ± 2.76 66.9 ± 2.79 0 ± 0.01 0 ± 0.01 −3 −0.8 −0.7

093 3 161.34127 (0.06) 58.95113 (0.07) 63 ± 3.06 66.7 ± 4.33 0.95 ± 0.12 0 ± 0.04 −37 −1 −1.1

094 1 161.36242 (0.57) 59.14937 (0.55) 23.1 ± 4.44 66.7 ± 20.55 4.95 ± 1.11 2.69 ± 0.54 −19 −0.5 −1.1

095 7 161.11867 (0.2) 58.98544 (0.21) 66.4 ± 12.4 66.4 ± 12.77 0 ± 0.12 0 ± 0.02 −12 1.4 0

096 7 161.48435 (0.03) 59.07867 (0.04) 66.3 ± 2.35 66.3 ± 2.87 0 ± 0.07 0 ± 0.02 −71 −1.1 −1.2

097 3 161.74184 (0.09) 59.08687 (0.09) 63.3 ± 4.05 66.2 ± 5.07 0.84 ± 0.12 0 ± 0.03 −39 −0.7 −1.4

098 1 161.70787 (0.42) 58.90566 (0.41) 29.9 ± 4.95 66 ± 17.22 3.7 ± 0.8 2.36 ± 0.37 −93 −0.8 −2.6
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CB Catalogue continued

ID Size Flag RA Dec SP ST θDM θDm φ αIF αIM

(J2000) (arcsec) (J2000) (arcsec) (µJy beam−1) (µJy) (arcsec) (arcsec) (degrees)
099 3 161.60743 (0.45) 58.81865 (0.43) 52.9 ± 13.45 65.8 ± 20.51 2.03 ± 0.57 0 ± 0.19 −65 2.2 −0.6

100 4 161.37477 (0.12) 58.8732 (0.12) 61.7 ± 4.66 65.6 ± 5.59 0.79 ± 0.13 0.59 ± 0.02 −76 −1.3 −0.3

101 1 161.81823 (0.67) 59.02337 (0.63) 19.4 ± 5.04 64.1 ± 23.57 5.28 ± 1.1 3.16 ± 0.77 −37 −0.8 0

102 7 161.50425 (0.03) 59.08072 (0.03) 63.3 ± 2.87 63.3 ± 2.92 0 ± 0.02 0 ± 0.01 4 −0.7 −0.7

103 2 161.75987 (0.09) 59.04819 (0.1) 58.1 ± 3.7 62.9 ± 5.23 1.12 ± 0.15 0.26 ± 0.05 −55 −1.1 −1.4

104 3 161.18455 (0.54) 59.12738 (0.53) 40.6 ± 10.12 62.6 ± 20.64 3.22 ± 0.76 0 ± 0.33 −137 0.2 0

105 7 161.78236 (0.21) 58.88471 (0.22) 62.3 ± 11.43 62.3 ± 11.78 0 ± 0.13 0 ± 0.02 52 −1.4 0.3

106 3 161.39247 (0.08) 58.9074 (0.09) 54.9 ± 3.28 62 ± 5.54 1.44 ± 0.19 0 ± 0.08 −74 −0.8 −1.4

107 7 161.48955 (0.03) 58.94327 (0.04) 61.9 ± 3.02 61.9 ± 3.05 0 ± 0.02 0 ± 0.01 7 −0.9 −0.9

108 2 161.65577 (0.05) 59.02447 (0.06) 57.4 ± 2.48 61.3 ± 3.74 0.98 ± 0.12 0.28 ± 0.04 −43 −0.9 −0.9

109 2 161.61247 (0.52) 59.18537 (0.51) 37 ± 7.89 61.2 ± 18.23 3.56 ± 0.77 0.45 ± 0.35 −36 −1.2 0.2

110 7 161.74793 (0.07) 58.95918 (0.08) 60.9 ± 4.35 60.9 ± 4.37 0 ± 0.02 0 ± 0.01 6 −0.6 −1.5

111 7 161.56958 (0.03) 58.98549 (0.03) 60.1 ± 2.75 60.1 ± 2.78 0 ± 0.02 0 ± 0.01 −6 −0.8 −0.9

112 6 161.53656 (0.04) 58.98454 (0.04) 58.6 ± 1.95 58.9 ± 2.64 0.26 ± 0.08 0.01 ± 0.02 10 −0.5 −0.1

113 1 161.23811 (0.57) 58.98003 (0.55) 20.1 ± 3.79 58 ± 17.76 5.04 ± 1.13 2.62 ± 0.53 −53 −1.6 −1.5

114 1 161.78693 (0.22) 59.08057 (0.2) 45.3 ± 5.61 57.9 ± 9.64 1.81 ± 0.33 1.04 ± 0.15 21 −0.6 −2.1

115 1 161.51499 (0.14) 59.06115 (0.14) 25.9 ± 1.93 57 ± 7.93 3.88 ± 0.47 2.18 ± 0.22 −55 −0.7 −0.8

116 5 161.41738 (0.48) 58.82083 (0.47) 48.3 ± 12.9 55.6 ± 17.07 1.56 ± 0.59 0.18 ± 0.24 9 0 0

117 6 161.83644 (0.38) 59.12083 (0.37) 51.7 ± 12.55 55.6 ± 15 1.09 ± 0.42 0 ± 0.13 −47 −1.1 −2.6

118 3 161.6498 (0.22) 59.13013 (0.21) 35.5 ± 4.17 55 ± 10.94 3.24 ± 0.6 0 ± 0.21 −102 −0.1 −1.2

119 2 161.45117 (0.06) 59.08406 (0.07) 47.4 ± 2.33 54.9 ± 4.45 1.53 ± 0.18 0.44 ± 0.08 21 −0.9 −0.8

120 3 161.60981 (0.06) 59.09399 (0.07) 52.2 ± 2.73 54.9 ± 3.7 0.91 ± 0.12 0 ± 0.04 −10 −1 −0.8

121 3 161.7286 (0.72) 59.13844 (0.68) 23.2 ± 5.9 54.7 ± 20.41 5.89 ± 1.3 0 ± 0.51 −66 −0.4 0

122 1 161.27066 (0.08) 58.99669 (0.08) 49.5 ± 3.07 53.4 ± 4.17 0.98 ± 0.13 0.49 ± 0.04 −101 −1 −1.2

123 2 161.61021 (0.07) 59.07518 (0.08) 45.9 ± 2.42 53.3 ± 4.6 1.58 ± 0.19 0.33 ± 0.09 −63 −0.8 −1.4

124 6 161.24266 (0.29) 58.91104 (0.27) 46.1 ± 6.52 53 ± 10.62 1.55 ± 0.46 0 ± 0.19 −62 −1.2 −1.7

125 3 161.79083 (0.17) 59.03648 (0.16) 46.3 ± 4.58 52.5 ± 6.87 1.47 ± 0.24 0 ± 0.1 29 0.2 −0.7

126 1 161.25072 (0.13) 59.05022 (0.13) 44.8 ± 3.03 52.3 ± 4.8 1.27 ± 0.17 0.97 ± 0.07 −24 0 −0.7

127 1 161.59016 (0.07) 59.10523 (0.08) 46.7 ± 2.68 51 ± 3.78 1 ± 0.13 0.63 ± 0.04 26 −1 −1.3

128 1 161.19551 (0.42) 59.03256 (0.41) 29.6 ± 5.39 50.8 ± 13.19 3.08 ± 0.64 1.53 ± 0.32 −102 1.3 −1.8

129 1 161.81508 (0.47) 59.02282 (0.46) 28.1 ± 5.95 50.8 ± 14.61 3.07 ± 0.66 1.86 ± 0.37 32 0.2 −1.8

130 6 161.38137 (0.24) 59.17424 (0.23) 45.8 ± 6.02 49.6 ± 7.47 1.14 ± 0.25 0 ± 0.08 1 −0.1 −2.3

131 2 161.22034 (0.52) 59.10943 (0.52) 28.4 ± 6.55 49 ± 13.66 3.16 ± 0.71 1.44 ± 0.37 −49 −1 0

132 1 161.31514 (0.15) 58.93339 (0.15) 39.1 ± 2.8 48.7 ± 5.37 1.7 ± 0.24 0.95 ± 0.11 −36 −0.8 −1

133 6 161.34449 (0.07) 58.93595 (0.08) 46.9 ± 2.9 48.3 ± 3.35 0.67 ± 0.1 0 ± 0.01 −39 −1 −1.5

134 3 161.12457 (0.46) 59.04386 (0.45) 37.8 ± 9.56 48.3 ± 15.16 2.19 ± 0.6 0 ± 0.21 −84 0 0

135 1 161.25436 (0.29) 58.96915 (0.28) 26.9 ± 3.63 48.2 ± 10.27 2.97 ± 0.58 1.91 ± 0.27 3 −0.7 −2

136 1 161.83256 (0.46) 59.09136 (0.45) 32.1 ± 8.11 48 ± 15.14 2.27 ± 0.61 1.58 ± 0.25 −75 1 0

137 1 161.25953 (0.27) 58.91965 (0.26) 35.9 ± 5.01 47.8 ± 8.55 1.66 ± 0.32 1.51 ± 0.15 −2 −0.2 −0.9

138 3 161.62621 (0.06) 59.01081 (0.07) 42.8 ± 2.19 47.6 ± 3.72 1.34 ± 0.16 0 ± 0.07 −130 −1.1 −0.8

139 6 161.37503 (0.16) 58.87684 (0.15) 44.8 ± 4.74 47.6 ± 5.81 0.99 ± 0.2 0 ± 0.05 −44 −0.7 −2.1

140 7 161.56725 (0.09) 58.8954 (0.1) 46.8 ± 3.09 46.8 ± 3.52 0 ± 0.1 0 ± 0.01 −10 −1 −1.4

141 7 161.22076 (0.17) 58.91491 (0.18) 46.7 ± 7.55 46.7 ± 7.81 0 ± 0.12 0 ± 0.01 23 −1 −1.3

142 3 161.57084 (0.09) 59.07968 (0.1) 35.4 ± 2.4 46.6 ± 5.68 2.36 ± 0.32 0 ± 0.13 −44 0.1 −0.1

143 2 161.34087 (0.69) 59.16109 (0.64) 19.1 ± 4.99 46.6 ± 16.33 5.52 ± 1.17 1.18 ± 0.56 −138 0 0

144 2 161.46271 (0.06) 58.96782 (0.07) 42.6 ± 2.07 46.5 ± 3.18 1.11 ± 0.14 0.41 ± 0.05 −51 −0.7 −0.8

145 2 161.14953 (0.59) 59.0091 (0.58) 26 ± 6.55 46.4 ± 15.54 3.95 ± 0.81 0.55 ± 0.43 −158 −1.8 1.3

146 6 161.20099 (0.22) 58.93509 (0.22) 45.5 ± 6.74 46.2 ± 7.58 0.49 ± 0.21 0 ± 0.03 3 −0.5 0

147 1 161.49202 (0.14) 58.91922 (0.14) 32.2 ± 2.37 46.1 ± 5.82 2.16 ± 0.32 1.43 ± 0.14 4 −1.4 −1.5

148 7 161.60257 (0.1) 58.88225 (0.11) 45.9 ± 4.27 46 ± 4.38 0.12 ± 0.06 0 ± 0.01 −63 −1.1 −1.3
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CB Catalogue continued

ID Size Flag RA Dec SP ST θDM θDm φ αIF αIM

(J2000) (arcsec) (J2000) (arcsec) (µJy beam−1) (µJy) (arcsec) (arcsec) (degrees)
149 1 161.63463 (0.68) 58.90333 (0.64) 14 ± 3.26 45.3 ± 15.72 5.45 ± 1.18 2.91 ± 0.68 −124 −1.6 −1.3

150 3 161.69653 (0.63) 59.14698 (0.61) 22.3 ± 5.37 44.4 ± 15.2 4.72 ± 0.97 0 ± 0.46 −123 0.8 −0.5

151 3 161.25187 (0.61) 59.10872 (0.59) 22.6 ± 4.84 44.2 ± 14.24 4.62 ± 0.99 0 ± 0.42 −106 −1.6 −1.4

152 3 161.76756 (0.15) 59.04314 (0.15) 40.2 ± 3.78 43.9 ± 5.2 1.2 ± 0.2 0 ± 0.07 −118 −0.7 −2

153 7 161.66308 (0.08) 58.92273 (0.1) 43.8 ± 3.25 43.8 ± 3.26 0 ± 0.02 0 ± 0.01 17 −0.4 −0.8

154 3 161.75926 (0.34) 59.12912 (0.33) 38.4 ± 6.96 43.4 ± 9.49 1.45 ± 0.36 0 ± 0.11 18 −1.7 −2.8

155 1 161.44173 (0.41) 58.91715 (0.41) 15.4 ± 2.48 43 ± 11.2 3.81 ± 0.84 3.57 ± 0.45 −17 −0.7 −1

156 3 161.23407 (0.5) 59.14402 (0.49) 30.6 ± 7.64 42.9 ± 13.8 2.7 ± 0.68 0 ± 0.27 18 0 0

157 7 161.45402 (0.04) 59.05933 (0.05) 42.8 ± 2.47 42.8 ± 2.48 0 ± 0.02 0 ± 0.01 −12 −0.8 0.1

158 3 161.54065 (0.07) 58.92624 (0.08) 41 ± 2.44 42.7 ± 3.04 0.79 ± 0.11 0 ± 0.03 −136 −0.7 −0.8

159 3 161.14336 (0.47) 59.05013 (0.46) 32.5 ± 8.18 42.7 ± 13.47 2.34 ± 0.62 0 ± 0.23 −49 0 0

160 1 161.55578 (0.06) 58.9727 (0.07) 38.4 ± 2.01 42.6 ± 3.07 1.09 ± 0.14 0.68 ± 0.05 −134 −0.9 −1

161 6 161.56745 (0.05) 59.04119 (0.06) 42.3 ± 1.98 42.5 ± 2.54 0.27 ± 0.1 0 ± 0.03 −13 −0.6 −0.6

162 6 161.50786 (0.11) 59.15468 (0.12) 42.2 ± 3.7 42.5 ± 3.92 0.34 ± 0.08 0 ± 0.01 −3 −0.6 −0.8

163 1 161.20474 (0.42) 58.97861 (0.41) 27.1 ± 5.27 42.5 ± 10.97 2.63 ± 0.55 1.46 ± 0.28 −53 −0.9 −1.5

164 1 161.64786 (0.07) 59.04012 (0.09) 36.4 ± 2.16 42.2 ± 3.57 1.3 ± 0.17 0.86 ± 0.07 −57 −1 −0.9

165 3 161.29149 (0.13) 59.05858 (0.13) 38.5 ± 2.62 42.1 ± 4.92 1.23 ± 0.26 0 ± 0.11 −12 −0.2 −0.7

166 2 161.57522 (0.4) 58.88714 (0.39) 23.2 ± 3.61 42.1 ± 10.21 3.8 ± 0.84 1.01 ± 0.28 −126 −1.6 −1.7

167 1 161.73573 (0.43) 58.90558 (0.42) 29.1 ± 5.95 42 ± 10.96 2.39 ± 0.51 1.19 ± 0.24 −144 1 −2.6

168 1 161.69915 (0.13) 59.00629 (0.14) 33.4 ± 2.23 41.8 ± 4.55 1.8 ± 0.25 0.86 ± 0.12 −133 −1.1 −1.3

169 5 161.55611 (0.06) 58.99478 (0.07) 39.2 ± 1.94 41.7 ± 3.23 0.95 ± 0.17 0.31 ± 0.07 −79 −0.8 −1

170 1 161.54932 (0.12) 59.04057 (0.13) 25.4 ± 2.13 41.5 ± 6.52 3.04 ± 0.48 1.23 ± 0.18 −26 −0.9 −0.7

171 2 161.48346 (0.45) 59.18833 (0.44) 30.8 ± 6.72 41.3 ± 11.38 2.43 ± 0.54 0.21 ± 0.23 −50 0.7 0

172 7 161.2156 (0.23) 59.15175 (0.24) 41.3 ± 11.23 41.3 ± 11.68 0 ± 0.2 0 ± 0.07 37 0 0

173 3 161.34088 (0.16) 59.10362 (0.16) 34.6 ± 2.66 41.2 ± 4.86 1.78 ± 0.26 0 ± 0.11 28 −0.5 −1

174 3 161.19806 (0.3) 58.98881 (0.29) 34.4 ± 5.09 41 ± 7.81 1.79 ± 0.35 0 ± 0.14 −20 −0.9 −2.1

175 6 161.55165 (0.29) 59.18943 (0.28) 39.5 ± 6.9 41 ± 8.14 0.75 ± 0.29 0.13 ± 0.06 −3 −0.7 −1.6

176 3 161.81374 (0.45) 59.11714 (0.44) 32.6 ± 8.27 41 ± 12.82 2.1 ± 0.58 0 ± 0.2 −5 0 0

177 3 161.71871 (0.14) 59.06209 (0.14) 35.9 ± 2.68 40.7 ± 4.28 1.46 ± 0.21 0 ± 0.09 −96 −0.6 −1

178 6 161.1871 (0.35) 59.04804 (0.34) 35.4 ± 5.79 40.7 ± 9.09 1.57 ± 0.5 0 ± 0.21 −30 −1.5 −2.9

179 3 161.32163 (0.2) 58.93123 (0.19) 31.7 ± 3.34 40.6 ± 6.46 2.2 ± 0.37 0 ± 0.15 −83 −0.7 −1

180 1 161.6727 (0.22) 58.91971 (0.21) 28.7 ± 3.54 40.3 ± 6.93 2.02 ± 0.36 1.46 ± 0.17 −110 −0.4 −1.2

181 2 161.30997 (0.57) 58.90048 (0.56) 20.6 ± 4.49 40.1 ± 11.58 3.96 ± 0.85 1.34 ± 0.43 −103 −0.7 −0.1

182 2 161.62608 (0.78) 59.14141 (0.73) 14 ± 3.62 40.1 ± 14.39 6.55 ± 1.52 1.31 ± 0.59 −102 −0.4 −0.8

183 1 161.81355 (0.57) 59.05448 (0.56) 20.2 ± 5.07 40 ± 13.41 3.61 ± 0.79 1.82 ± 0.46 −73 0.9 −3

184 6 161.6977 (0.07) 59.02247 (0.08) 39.1 ± 2.56 39.7 ± 2.76 0.46 ± 0.07 0 ± 0.01 −35 −1 −1.3

185 3 161.33074 (0.46) 59.17521 (0.45) 30.6 ± 7.43 39.7 ± 12.03 2.26 ± 0.58 0 ± 0.22 −87 −0.3 −0.6

186 3 161.73046 (0.53) 58.91027 (0.52) 24.3 ± 5.31 39.6 ± 12.11 3.55 ± 0.77 0 ± 0.35 −5 −1 −2.6

187 2 161.47227 (0.09) 58.92153 (0.1) 36.1 ± 2.29 39.4 ± 3.28 1.15 ± 0.15 0.32 ± 0.05 −69 0.3 −0.3

188 2 161.44463 (0.21) 58.97377 (0.22) 19.9 ± 1.71 39.2 ± 5.99 4.47 ± 0.57 0.67 ± 0.21 −131 −0.8 −1

189 7 161.76327 (0.1) 58.98609 (0.12) 39.1 ± 4.15 39.1 ± 4.24 0 ± 0.06 0 ± 0.01 −64 −1.2 −1.2

190 1 161.67585 (0.16) 58.97691 (0.16) 28.7 ± 2.18 38.8 ± 4.83 2 ± 0.3 1.21 ± 0.14 21 −0.1 −0.9

191 7 161.23209 (0.1) 59.0352 (0.11) 38.8 ± 4.13 38.8 ± 4.21 0 ± 0.06 0 ± 0.01 40 −1.2 −1.3

192 2 161.19912 (0.46) 59.03784 (0.45) 24.7 ± 5.3 38.7 ± 10.38 2.9 ± 0.62 1.11 ± 0.32 −110 −0.6 −2.5

193 1 161.5216 (0.61) 59.15631 (0.59) 14.4 ± 3.46 38.6 ± 13 4.32 ± 0.87 2.86 ± 0.65 −135 1.1 −0.6

194 5 161.52014 (0.35) 59.21248 (0.34) 36.4 ± 9.63 38.6 ± 11.03 0.93 ± 0.39 0.26 ± 0.13 −150 0 0

195 3 161.55353 (0.59) 58.84587 (0.58) 22 ± 5.55 38.6 ± 13.12 3.95 ± 0.81 0 ± 0.42 −14 0 0

196 2 161.65062 (0.12) 58.96734 (0.12) 31.7 ± 2.05 38.1 ± 3.79 1.67 ± 0.23 0.66 ± 0.1 −137 −0.2 −0.7

197 6 161.59592 (0.06) 58.99294 (0.07) 37.4 ± 2.09 38 ± 2.32 0.49 ± 0.07 0 ± 0.01 −81 −0.6 −1

198 3 161.34506 (0.08) 58.9802 (0.08) 35.8 ± 2.21 38 ± 2.97 0.99 ± 0.13 0 ± 0.04 −131 0.7 0
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CB Catalogue continued

ID Size Flag RA Dec SP ST θDM θDm φ αIF αIM

(J2000) (arcsec) (J2000) (arcsec) (µJy beam−1) (µJy) (arcsec) (arcsec) (degrees)
199 6 161.31089 (0.19) 59.12072 (0.18) 36 ± 4.08 38 ± 5.74 0.92 ± 0.29 0 ± 0.12 −6 −1.3 −1.6

200 7 161.7405 (0.1) 59.07544 (0.11) 37.6 ± 4 37.6 ± 4.08 0 ± 0.06 0 ± 0.01 8 −1 −1.5

201 2 161.1676 (0.5) 58.99155 (0.5) 24.5 ± 6.05 37.6 ± 11.31 2.8 ± 0.69 1.07 ± 0.3 −30 −0.9 −1.5

202 2 161.31441 (0.62) 59.13515 (0.6) 18.4 ± 4.28 37.4 ± 11.77 4.4 ± 0.9 1.1 ± 0.48 −83 0.1 −1.3

203 1 161.47559 (0.08) 59.01836 (0.1) 27.1 ± 1.72 37.3 ± 4.1 2.01 ± 0.27 1.34 ± 0.13 −55 −0.8 −1.1

204 3 161.64633 (0.18) 58.99017 (0.18) 24.7 ± 2.21 37.3 ± 6.36 3.1 ± 0.53 0 ± 0.18 −98 −0.9 −0.5

205 2 161.49119 (0.51) 58.87385 (0.5) 20.7 ± 4.02 37.2 ± 10.84 4.02 ± 0.88 0.47 ± 0.36 −124 1 −0.5

206 1 161.77686 (0.6) 58.95512 (0.58) 16.8 ± 4.26 37.2 ± 12.8 4.17 ± 0.83 1.91 ± 0.55 −82 0.1 −0.1

207 4 161.54575 (0.09) 58.92124 (0.09) 35 ± 2.28 36.6 ± 2.69 0.73 ± 0.11 0.38 ± 0.02 −47 −0.5 −0.8

208 1 161.45359 (0.1) 59.08888 (0.11) 30.1 ± 1.9 36.4 ± 3.43 1.48 ± 0.2 1.01 ± 0.09 −4 −1.1 −1.1

209 1 161.72279 (0.57) 59.11911 (0.57) 15.3 ± 3.84 36.3 ± 12.21 3.72 ± 0.8 2.74 ± 0.56 −126 0 0

210 7 161.44546 (0.05) 59.02973 (0.06) 36 ± 2.2 36 ± 2.22 0 ± 0.02 0 ± 0.01 10 −1 −0.7

211 1 161.60176 (0.93) 59.04128 (0.79) 6.5 ± 1.77 35.9 ± 14.22 9.01 ± 2.07 3.47 ± 0.83 −229 −1.5 −1

212 2 161.32698 (0.22) 58.91737 (0.2) 28.9 ± 3.59 35.4 ± 5.76 1.8 ± 0.33 0.6 ± 0.14 −63 −0.7 −1.2

213 2 161.40934 (0.1) 58.97351 (0.11) 28.6 ± 1.8 35.1 ± 3.58 1.79 ± 0.24 0.65 ± 0.11 17 −0.6 −0.7

214 3 161.68459 (0.59) 58.88059 (0.58) 19.9 ± 5.02 34.9 ± 11.89 3.97 ± 0.82 0 ± 0.42 −30 1.9 −1.6

215 6 161.6183 (0.07) 58.99849 (0.08) 34.2 ± 2 34.7 ± 2.66 0.47 ± 0.13 0 ± 0.04 −25 −1.3 −1.3

216 1 161.65148 (0.67) 58.91868 (0.63) 11.3 ± 2.83 34.5 ± 12.43 5.25 ± 1.1 2.78 ± 0.7 −147 −1.6 −0.9

217 3 161.39273 (0.08) 59.0034 (0.09) 31.6 ± 1.87 34.2 ± 3.48 1.13 ± 0.22 0 ± 0.1 20 −0.6 −0.9

218 2 161.48168 (0.72) 59.15423 (0.67) 12 ± 3.16 33.8 ± 11.27 5.84 ± 1.27 1.82 ± 0.63 −44 −0.2 −0.9

219 1 161.75423 (0.51) 58.99203 (0.5) 15.2 ± 3.47 33.6 ± 10.27 3.1 ± 0.69 2.96 ± 0.47 4 −1.1 −0.2

220 3 161.46426 (0.59) 58.86758 (0.58) 18.8 ± 4.26 33.4 ± 10.7 4.02 ± 0.85 0 ± 0.4 −30 −0.8 −0.4

221 2 161.53387 (0.62) 58.87559 (0.6) 15.5 ± 3.64 33.4 ± 10.14 4.42 ± 0.9 1.48 ± 0.51 14 −1.4 −0.5

222 6 161.16747 (0.34) 58.93873 (0.33) 32.3 ± 8.04 33.2 ± 9.29 0.65 ± 0.38 0 ± 0.12 −126 −1.4 0

223 3 161.80362 (0.48) 59.10063 (0.47) 24.6 ± 6.18 33.2 ± 10.56 2.48 ± 0.64 0 ± 0.25 −125 0 0

224 3 161.70505 (0.47) 59.15939 (0.46) 25.1 ± 6.34 33 ± 10.44 2.34 ± 0.62 0 ± 0.23 −21 0 0

225 1 161.4981 (0.25) 59.1333 (0.24) 22.6 ± 2.92 32.6 ± 6.17 2.42 ± 0.45 1.11 ± 0.19 −113 −0.3 −1.1

226 3 161.16723 (0.46) 59.06261 (0.45) 25.1 ± 6.34 32.5 ± 10.22 2.25 ± 0.61 0.14 ± 0.22 −127 0.5 0

227 3 161.44676 (0.15) 58.91713 (0.15) 28.1 ± 2.27 32.3 ± 3.71 1.56 ± 0.23 0 ± 0.1 −313 −0.2 −0.5

228 1 161.39735 (0.14) 58.92165 (0.14) 28.5 ± 2.45 32.2 ± 3.42 1.06 ± 0.17 0.92 ± 0.06 −99 0.1 0

229 1 161.57794 (0.15) 58.96255 (0.15) 22.7 ± 1.61 32.1 ± 3.73 1.9 ± 0.27 1.63 ± 0.14 −83 −0.5 −1.2

230 7 161.70505 (0.09) 59.02431 (0.1) 31.9 ± 2.41 31.9 ± 2.41 0 ± 0.02 0 ± 0.01 −11 −1.3 −1.2

231 3 161.26109 (0.26) 58.98067 (0.24) 25.3 ± 3.32 31.8 ± 5.74 2.07 ± 0.38 0.15 ± 0.16 −45 −0.4 −1.1

232 1 161.55409 (0.17) 59.089 (0.17) 23.2 ± 1.92 31.7 ± 4.3 2.14 ± 0.33 1.13 ± 0.14 −88 −0.9 −1.3

233 3 161.22131 (0.53) 59.09477 (0.52) 21.1 ± 5.11 31.7 ± 10.2 3.09 ± 0.73 0 ± 0.32 −97 0 0

234 6 161.36358 (0.35) 58.85291 (0.34) 30.5 ± 7.03 31.6 ± 8.21 0.73 ± 0.37 0 ± 0.11 6 0 0

235 1 161.47633 (0.36) 58.92045 (0.35) 15.2 ± 2.24 31.5 ± 7.23 3.16 ± 0.64 2.54 ± 0.33 −86 −1.2 −0.9

236 3 161.82578 (0.52) 59.0406 (0.51) 21.2 ± 5.26 31.5 ± 10.33 3.03 ± 0.74 0 ± 0.31 −115 −0.1 0

237 1 161.44772 (0.69) 59.12907 (0.65) 9.1 ± 2.38 31.4 ± 11.73 5.56 ± 1.19 3.18 ± 0.78 −13 0 0

238 3 161.73537 (0.26) 59.04306 (0.24) 24.3 ± 3.16 31.3 ± 5.79 2.24 ± 0.41 0 ± 0.17 −125 −1.2 −0.9

239 1 161.30047 (0.49) 58.90675 (0.48) 18.4 ± 4.31 31.3 ± 9.41 2.65 ± 0.63 1.93 ± 0.32 −118 −1.6 −1.6

240 1 161.41121 (0.36) 58.91248 (0.36) 17.8 ± 2.71 31.1 ± 7.24 3.12 ± 0.63 1.59 ± 0.28 8 0.6 0.4

241 1 161.70856 (0.23) 58.95617 (0.22) 24.4 ± 3.12 31 ± 5.31 1.84 ± 0.34 0.94 ± 0.15 18 −0.9 −0.8

242 1 161.36309 (0.69) 59.05273 (0.65) 7.1 ± 1.79 30.8 ± 11.28 5.6 ± 1.21 4.5 ± 0.96 −97 −0.8 −1.4

243 1 161.56482 (0.08) 59.01735 (0.09) 26.9 ± 1.64 30.7 ± 2.55 1.2 ± 0.16 0.82 ± 0.06 −46 −0.9 −1.1

244 2 161.62493 (0.14) 59.08833 (0.14) 27.3 ± 2.04 30.7 ± 3.04 1.3 ± 0.19 0.53 ± 0.07 31 −0.6 −0.2

245 6 161.40158 (0.07) 59.07563 (0.09) 30.4 ± 2.09 30.5 ± 2.16 0.25 ± 0.05 0 ± 0.01 −10 −1.5 −0.9

246 3 161.4892 (0.44) 58.83803 (0.43) 24.8 ± 6.31 30.5 ± 9.5 1.97 ± 0.56 0 ± 0.19 −14 0 0

247 1 161.70268 (0.35) 59.07288 (0.33) 18.8 ± 2.85 30.4 ± 6.6 2.61 ± 0.51 1.7 ± 0.25 −25 −1.5 −0.9

248 3 161.29336 (0.2) 59.06878 (0.19) 25 ± 2.97 30.1 ± 4.87 1.84 ± 0.33 0 ± 0.14 −101 −1.4 −0.8
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CB Catalogue continued

ID Size Flag RA Dec SP ST θDM θDm φ αIF αIM

(J2000) (arcsec) (J2000) (arcsec) (µJy beam−1) (µJy) (arcsec) (arcsec) (degrees)
249 7 161.78769 (0.25) 58.96699 (0.24) 30.1 ± 4.72 30.1 ± 5.44 0 ± 0.25 0 ± 0.04 −11 0.2 −1.2

250 1 161.7785 (0.43) 59.10649 (0.42) 22.5 ± 5.66 30 ± 9.12 1.8 ± 0.53 1.36 ± 0.18 110 0.9 0

251 3 161.58645 (0.46) 59.18523 (0.45) 23 ± 5.81 29.9 ± 9.45 2.29 ± 0.61 0 ± 0.22 −27 0 0

252 6 161.56751 (0.11) 59.0749 (0.12) 27.5 ± 1.78 29.8 ± 3.18 1.14 ± 0.24 0 ± 0.11 −8 −0.9 −0.9

253 1 161.55465 (0.11) 58.95961 (0.12) 25.8 ± 1.67 29.8 ± 2.75 1.37 ± 0.18 0.75 ± 0.08 −31 −0.8 −0.5

254 3 161.42133 (0.15) 58.94478 (0.15) 25 ± 1.77 29.8 ± 3.38 1.8 ± 0.26 0 ± 0.11 −127 −0.6 −0.9

255 3 161.50919 (0.11) 59.08225 (0.12) 26.1 ± 1.69 29.7 ± 2.85 1.49 ± 0.2 0 ± 0.08 −53 −1.1 −1

256 3 161.53911 (0.63) 58.87723 (0.61) 14.9 ± 3.56 29.6 ± 10.11 4.71 ± 0.97 0 ± 0.46 10 0.8 −0.8

257 1 161.59681 (0.15) 58.96275 (0.15) 23.6 ± 1.62 29.3 ± 3.22 1.78 ± 0.25 0.81 ± 0.11 28 −0.9 −1.5

258 1 161.40183 (0.32) 59.02795 (0.32) 13.1 ± 1.77 29.3 ± 7.19 4.43 ± 0.96 1.75 ± 0.29 −50 −0.9 −1

259 2 161.43436 (0.46) 58.85102 (0.44) 22.1 ± 5.57 29.1 ± 8.82 2.17 ± 0.59 0.72 ± 0.22 −4 −1.1 0

260 7 161.21352 (0.17) 59.05423 (0.18) 29 ± 4.73 29 ± 4.89 0 ± 0.12 0 ± 0.01 −14 0 −1

261 1 161.59301 (0.09) 59.0511 (0.09) 26.9 ± 1.73 28.9 ± 2.23 0.86 ± 0.12 0.62 ± 0.03 −152 −0.6 −0.6

262 1 161.561 (0.19) 59.11049 (0.18) 21.7 ± 2.38 28.8 ± 4.29 1.7 ± 0.29 1.46 ± 0.14 −125 −0.8 −1.4

263 1 161.51842 (0.18) 59.11117 (0.18) 21.8 ± 2.28 28.7 ± 4.12 1.7 ± 0.28 1.41 ± 0.13 −63 0.1 −0.9

264 7 161.67632 (0.09) 59.06968 (0.11) 28.6 ± 2.56 28.6 ± 2.58 0 ± 0.04 0 ± 0.01 20 −0.3 −0.2

265 7 161.21309 (0.17) 58.99515 (0.18) 28.6 ± 4.53 28.6 ± 4.69 0 ± 0.12 0 ± 0.01 49 0.1 −1.9

266 1 161.53714 (0.41) 59.07027 (0.41) 12 ± 1.77 28.5 ± 7.66 4.82 ± 1.12 1.7 ± 0.32 5 −1.1 −1.8

267 1 161.45827 (0.8) 58.9938 (0.74) 5.5 ± 1.43 28.5 ± 11.15 6.68 ± 1.56 4.7 ± 1.06 72 −1.4 −1

268 3 161.36028 (0.49) 59.16898 (0.48) 20.5 ± 5.12 28.5 ± 9.16 2.66 ± 0.68 0 ± 0.27 11 0 0

269 2 161.56492 (0.1) 58.96938 (0.11) 25.9 ± 1.67 28.4 ± 2.46 1.21 ± 0.16 0.21 ± 0.06 −21 −0.1 −0.2

270 3 161.52429 (0.2) 58.95671 (0.2) 19 ± 1.97 28.3 ± 5.45 3.04 ± 0.6 0 ± 0.2 −10 0 −0.1

271 7 161.70578 (0.21) 59.14137 (0.22) 28.3 ± 5.38 28.3 ± 5.53 0 ± 0.13 0 ± 0.02 −3 −0.8 0

272 1 161.2252 (0.57) 59.03103 (0.56) 13.6 ± 3.42 27.7 ± 9.29 3.69 ± 0.8 1.88 ± 0.47 −111 0.8 −1.9

273 3 161.7458 (0.66) 58.95279 (0.63) 13 ± 3.36 27.7 ± 10.1 5.18 ± 1.07 0 ± 0.5 8 1.4 1.1

274 3 161.55528 (0.15) 59.05594 (0.15) 22 ± 1.81 27.5 ± 4.18 2.05 ± 0.4 0 ± 0.15 −100 −1.4 −0.7

275 6 161.25539 (0.35) 58.93199 (0.34) 25.7 ± 4.64 27.5 ± 6.1 1.07 ± 0.4 0 ± 0.15 28 −0.6 −1.2

276 1 161.52204 (0.16) 59.01419 (0.16) 18.3 ± 1.5 27.4 ± 3.89 2.34 ± 0.37 1.49 ± 0.16 −121 −1.2 −0.9

277 1 161.55217 (0.72) 59.10113 (0.67) 7.5 ± 1.93 27.4 ± 10.27 5.84 ± 1.28 3.29 ± 0.8 30 0.5 0.6

278 7 161.32793 (0.12) 58.97676 (0.12) 27.3 ± 2.07 27.3 ± 2.43 0 ± 0.13 0 ± 0.02 −157 −0.5 −1.2

279 6 161.38084 (0.08) 59.04112 (0.09) 26.9 ± 1.84 27.2 ± 1.94 0.37 ± 0.06 0 ± 0.01 −65 −1.1 −1.3

280 3 161.71595 (0.51) 59.13136 (0.5) 18.8 ± 4.64 27.2 ± 8.74 2.86 ± 0.71 0 ± 0.29 9 −0.3 0

281 6 161.73233 (0.43) 59.14139 (0.42) 22.8 ± 5.83 27.1 ± 7.44 1.78 ± 0.53 0 ± 0.16 9 0 0

282 6 161.56235 (0.4) 59.18497 (0.39) 24.1 ± 5.94 26.9 ± 7.25 1.35 ± 0.45 0 ± 0.14 −30 1.8 0

283 2 161.77808 (0.39) 58.97987 (0.38) 22 ± 4.25 26.8 ± 6.36 1.91 ± 0.42 0.19 ± 0.16 −115 1.4 −1.2

284 3 161.74843 (0.51) 59.11938 (0.51) 18.3 ± 4.55 26.7 ± 8.71 2.93 ± 0.73 0 ± 0.3 −22 0 0

285 7 161.76232 (0.14) 59.00071 (0.15) 26.6 ± 3.82 26.6 ± 3.95 0 ± 0.1 0 ± 0.01 −8 −0.3 −0.6

286 1 161.58444 (0.2) 58.99224 (0.2) 16.4 ± 1.81 26.5 ± 4.66 2.57 ± 0.46 1.72 ± 0.2 33 −1.2 −0.3

287 3 161.27649 (0.65) 58.94375 (0.62) 12.9 ± 3.25 26.5 ± 9.43 4.95 ± 1.01 0 ± 0.49 −65 −1.1 −1.5

288 7 161.52199 (0.06) 58.97979 (0.08) 26.3 ± 1.85 26.3 ± 1.85 0 ± 0.02 0 ± 0.01 −6 −0.6 −0.1

289 6 161.77072 (0.31) 59.05784 (0.3) 24.1 ± 4.03 26.3 ± 4.95 1.18 ± 0.31 0 ± 0.09 −146 −0.9 −2.2

290 1 161.6422 (0.76) 59.05779 (0.71) 6.6 ± 1.76 26.3 ± 10.25 6.26 ± 1.42 3.44 ± 0.86 −21 −0.1 −0.1

291 2 161.37576 (0.17) 58.99686 (0.17) 20.9 ± 1.76 26.2 ± 3.35 1.95 ± 0.3 0.58 ± 0.13 −74 −1 −0.5

292 3 161.30284 (0.24) 59.09315 (0.23) 23.4 ± 3.09 26.1 ± 4.29 1.36 ± 0.28 0 ± 0.1 −21 0.1 −0.2

293 5 161.6718 (0.47) 58.87134 (0.46) 22.7 ± 6.14 26 ± 8.02 1.52 ± 0.58 0.2 ± 0.23 −92 −0.3 −2

294 1 161.60589 (0.17) 58.93976 (0.17) 21.3 ± 2.24 25.9 ± 3.53 1.43 ± 0.25 1.09 ± 0.1 −52 −1.5 −0.7

295 1 161.55575 (0.5) 58.90845 (0.5) 12.5 ± 2.73 25.9 ± 7.78 3.3 ± 0.71 2.42 ± 0.44 −28 0.1 0.1

296 1 161.56144 (0.57) 59.12634 (0.56) 10.5 ± 2.49 25.8 ± 8.4 3.7 ± 0.8 2.97 ± 0.56 309 −0.6 −1.9

297 2 161.29448 (0.48) 59.09861 (0.47) 16.9 ± 3.71 25.7 ± 7.42 3.03 ± 0.65 0.58 ± 0.32 −29 0.8 −1.4

298 7 161.39827 (0.09) 58.9471 (0.1) 25.6 ± 2.06 25.6 ± 2.08 0 ± 0.02 0 ± 0.01 49 −0.8 −0.7
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CB Catalogue continued

ID Size Flag RA Dec SP ST θDM θDm φ αIF αIM

(J2000) (arcsec) (J2000) (arcsec) (µJy beam−1) (µJy) (arcsec) (arcsec) (degrees)
299 7 161.49875 (0.09) 59.10857 (0.11) 25.6 ± 2.22 25.6 ± 2.25 0 ± 0.03 0 ± 0.01 −94 −1.4 −0.9

300 3 161.49555 (0.18) 59.09199 (0.17) 20.9 ± 1.92 25.6 ± 3.52 1.94 ± 0.31 0 ± 0.13 −134 −0.7 −1.3

301 3 161.39052 (0.44) 59.1759 (0.43) 20.7 ± 5.27 25.6 ± 7.99 2 ± 0.57 0 ± 0.19 −134 1.2 0

302 1 161.65986 (0.53) 59.06983 (0.52) 11.5 ± 2.27 25.5 ± 7.65 4.13 ± 0.91 1.94 ± 0.45 −109 −0.6 −1.3

303 1 161.63341 (0.58) 59.01177 (0.56) 9.5 ± 1.8 25.4 ± 7.85 5.19 ± 1.17 2.08 ± 0.49 −113 −1.6 −0.4

304 1 161.3443 (0.2) 58.99766 (0.19) 18.8 ± 2.09 25.2 ± 3.94 1.92 ± 0.33 1.24 ± 0.15 −81 −1 −1.2

305 7 161.57934 (0.11) 59.12646 (0.12) 25.1 ± 3.11 25.1 ± 3.19 0 ± 0.08 0 ± 0.01 −13 0.1 0

306 2 161.53199 (0.65) 58.89065 (0.62) 11.1 ± 2.83 24.9 ± 8.42 4.99 ± 1.02 1.16 ± 0.53 −91 0.7 −0.4

307 3 161.52044 (0.11) 58.97559 (0.11) 22.9 ± 1.5 24.7 ± 2.11 1.12 ± 0.15 0 ± 0.05 26 −1.3 −1

308 3 161.49505 (0.2) 58.95292 (0.19) 18.2 ± 1.94 24.6 ± 4.16 2.48 ± 0.43 0 ± 0.17 −83 −0.8 −0.8

309 3 161.39729 (0.22) 58.91195 (0.21) 22 ± 2.78 24.5 ± 3.86 1.33 ± 0.27 0 ± 0.09 −138 −0.7 −0.8

310 7 161.3983 (0.08) 59.00224 (0.1) 24.3 ± 1.7 24.3 ± 1.76 0 ± 0.05 0 ± 0.01 −69 −0.8 −0.4

311 3 161.44761 (0.6) 59.15636 (0.58) 13.5 ± 3.41 24.3 ± 8.34 4.12 ± 0.83 0 ± 0.44 −44 2 0

312 3 161.50481 (0.12) 59.03511 (0.12) 21 ± 1.38 24.2 ± 2.39 1.55 ± 0.21 0 ± 0.09 −12 −1.3 −1.1

313 3 161.63355 (0.76) 59.04908 (0.72) 8.9 ± 1.85 24.2 ± 8.28 6.95 ± 1.6 0 ± 0.46 −320 0.2 −0.5

314 2 161.51491 (0.5) 58.90313 (0.49) 14 ± 2.77 24.1 ± 6.88 3.72 ± 0.81 0.58 ± 0.34 −60 −0.9 −1

315 3 161.49869 (0.16) 58.94216 (0.15) 21 ± 1.82 23.9 ± 2.81 1.47 ± 0.23 0 ± 0.09 −53 0.7 −0.1

316 3 161.57049 (0.23) 58.91582 (0.22) 20.2 ± 2.58 23.9 ± 4.04 1.75 ± 0.32 0 ± 0.13 −22 −0.9 −1.7

317 2 161.49927 (0.25) 59.1254 (0.24) 19.6 ± 2.59 23.8 ± 4.02 1.74 ± 0.33 0.67 ± 0.14 1 −1.3 −1.3

318 6 161.63442 (0.41) 59.17177 (0.4) 20.7 ± 5.27 23.8 ± 6.57 1.56 ± 0.5 0 ± 0.15 −88 −0.9 1.2

319 6 161.39758 (0.26) 58.91408 (0.25) 20.8 ± 2.84 23.7 ± 4.56 1.51 ± 0.44 0 ± 0.18 16 −0.5 −0.5

320 3 161.31279 (0.5) 59.13314 (0.49) 16.7 ± 4.07 23.7 ± 7.52 2.78 ± 0.68 0 ± 0.28 −128 0 −0.9

321 3 161.64725 (0.19) 58.98642 (0.18) 19.8 ± 2.04 23.6 ± 3.43 1.8 ± 0.3 0 ± 0.13 −14 −0.7 −0.5

322 1 161.40933 (0.34) 58.92263 (0.33) 15.7 ± 2.47 23.6 ± 5.02 2.29 ± 0.45 1.58 ± 0.22 17 −0.8 −0.9

323 2 161.68697 (0.35) 59.09038 (0.34) 18 ± 2.98 23.6 ± 4.89 2.1 ± 0.42 0.82 ± 0.18 −138 −0.5 −1.1

324 1 161.41983 (0.17) 59.0857 (0.16) 19.5 ± 1.98 23.5 ± 3.09 1.37 ± 0.24 1.12 ± 0.09 9 −0.3 −0.7

325 3 161.4174 (0.38) 58.89758 (0.37) 18.1 ± 3.23 23.5 ± 5.44 2.26 ± 0.47 0 ± 0.19 −63 −0.6 −0.5

326 1 161.70213 (0.54) 59.01258 (0.53) 11.3 ± 2.41 23.5 ± 7.21 3.79 ± 0.82 1.95 ± 0.45 −20 0.1 −0.9

327 3 161.27557 (0.25) 59.00993 (0.24) 20.4 ± 2.73 23.4 ± 4 1.55 ± 0.3 0 ± 0.12 −71 −0.6 −0.5

328 3 161.57097 (0.6) 58.89945 (0.59) 12.7 ± 2.84 23.3 ± 7.53 4.24 ± 0.89 0 ± 0.42 −118 0.2 −0.4

329 1 161.61272 (0.2) 58.97512 (0.19) 17.8 ± 1.93 23.2 ± 3.56 1.92 ± 0.32 1.05 ± 0.15 8 0.9 −0.9

330 6 161.81627 (0.37) 58.97221 (0.37) 21.8 ± 5.48 23.2 ± 6.5 1.02 ± 0.42 0 ± 0.13 −2 1.7 0.5

331 7 161.69082 (0.1) 59.02143 (0.12) 23.1 ± 2.52 23.1 ± 2.58 0 ± 0.06 0 ± 0.01 22 −1.3 −1.2

332 1 161.56201 (0.13) 59.01116 (0.13) 19.4 ± 1.32 23 ± 2.19 1.36 ± 0.19 1.02 ± 0.08 8 −0.8 −0.8

333 3 161.55362 (0.58) 59.15834 (0.57) 13.5 ± 3.4 23 ± 7.75 3.77 ± 0.8 0 ± 0.4 7 1.8 0.1

334 2 161.31448 (0.44) 59.06509 (0.43) 13.8 ± 2.67 22.7 ± 5.71 3.1 ± 0.65 1.22 ± 0.32 −129 0 −1.2

335 1 161.73628 (0.43) 59.06209 (0.42) 15.8 ± 3.29 22.7 ± 5.92 2.24 ± 0.49 1.33 ± 0.23 −119 0.8 −0.1

336 3 161.35514 (0.19) 59.02451 (0.18) 18.9 ± 1.94 22.6 ± 3.28 1.81 ± 0.3 0 ± 0.13 −130 −0.5 −1.2

337 1 161.36945 (0.21) 59.03592 (0.2) 16.9 ± 1.93 22.6 ± 3.67 2.02 ± 0.35 1.11 ± 0.16 8 −0.8 −1.2

338 3 161.55008 (0.14) 59.04256 (0.14) 19.8 ± 1.34 22.5 ± 2.21 1.48 ± 0.2 0 ± 0.08 −92 −0.5 −0.2

339 1 161.56865 (0.45) 59.02429 (0.44) 9.5 ± 1.58 22.5 ± 6.22 4.25 ± 0.98 2.2 ± 0.38 −53 −0.6 −0.8

340 1 161.40847 (0.16) 58.99038 (0.16) 17.7 ± 1.65 22.4 ± 2.78 1.46 ± 0.24 1.35 ± 0.1 −124 −0.9 −1

341 1 161.47933 (0.27) 59.00197 (0.26) 11.7 ± 1.55 22.3 ± 4.75 3.09 ± 0.6 2.15 ± 0.28 −114 −0.1 −0.4

342 2 161.52571 (0.37) 58.90723 (0.36) 15.8 ± 2.66 22.3 ± 4.89 2.48 ± 0.5 0.9 ± 0.22 27 0.5 −1

343 3 161.59263 (0.16) 58.98537 (0.15) 19.3 ± 1.61 22.2 ± 2.62 1.57 ± 0.24 0 ± 0.1 15 0.1 −0.7

344 3 161.3124 (0.61) 58.98168 (0.58) 11 ± 2.29 22.2 ± 7.1 4.82 ± 1.05 0 ± 0.42 −73 0.5 −0.6

345 3 161.62811 (0.19) 58.98532 (0.18) 18.4 ± 1.93 22.1 ± 3.26 1.83 ± 0.31 0 ± 0.13 −57 −0.1 −0.1

346 6 161.5935 (0.1) 59.03106 (0.11) 21.7 ± 1.52 22 ± 1.64 0.48 ± 0.08 0 ± 0.01 −176 −1 −0.5

347 7 161.62094 (0.09) 59.0361 (0.1) 22 ± 1.74 22 ± 1.75 0 ± 0.02 0 ± 0.01 0 −1.5 −1.7

348 6 161.22336 (0.37) 58.98506 (0.36) 19.8 ± 3.98 21.9 ± 4.87 1.31 ± 0.37 0 ± 0.11 −24 −1.6 −1.5
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CB Catalogue continued

ID Size Flag RA Dec SP ST θDM θDm φ αIF αIM

(J2000) (arcsec) (J2000) (arcsec) (µJy beam−1) (µJy) (arcsec) (arcsec) (degrees)
349 7 161.54023 (0.09) 58.95438 (0.1) 21.8 ± 1.77 21.8 ± 1.78 0 ± 0.02 0 ± 0.01 57 −0.3 0.5

350 2 161.46761 (0.66) 59.12378 (0.63) 8.4 ± 2.17 21.8 ± 6.9 5.17 ± 1.07 1.91 ± 0.61 −65 0.5 −0.6

351 3 161.28796 (0.63) 59.07409 (0.6) 11 ± 2.72 21.5 ± 7.44 4.61 ± 0.92 0 ± 0.47 −12 1 1.3

352 7 161.49521 (0.23) 58.84524 (0.24) 21.5 ± 5.85 21.5 ± 6.09 0 ± 0.2 0 ± 0.07 24 −0.9 −0.4

353 3 161.61483 (0.5) 59.0935 (0.49) 12.2 ± 2.3 21.4 ± 6.21 3.99 ± 0.88 0 ± 0.34 −87 0 −0.5

354 3 161.29903 (0.46) 58.97195 (0.45) 14 ± 2.83 21.4 ± 6.03 3.19 ± 0.68 0 ± 0.3 −51 −1.1 −0.2

355 7 161.61659 (0.12) 59.10688 (0.13) 21.3 ± 2.79 21.3 ± 2.87 0 ± 0.09 0 ± 0.01 38 −0.7 −0.8

356 6 161.68448 (0.16) 59.00859 (0.15) 20.1 ± 2.2 21.2 ± 2.66 0.94 ± 0.2 0 ± 0.05 −137 −1 −1.3

357 1 161.29671 (0.34) 59.03124 (0.33) 15.5 ± 2.48 21.1 ± 4.44 2.12 ± 0.42 1.09 ± 0.19 −142 −0.5 −0.8

358 1 161.25468 (0.56) 58.97998 (0.55) 11.2 ± 2.81 21.1 ± 7.04 3.52 ± 0.78 1.61 ± 0.43 −97 −1.4 −1.5

359 2 161.5813 (0.15) 59.02242 (0.15) 18.3 ± 1.49 21 ± 2.35 1.48 ± 0.22 0.43 ± 0.09 −125 −0.4 −0.7

360 3 161.19304 (0.45) 59.03578 (0.44) 16.8 ± 4.26 21 ± 6.57 2.07 ± 0.58 0 ± 0.2 −129 0.7 0

361 3 161.48744 (0.13) 59.00006 (0.13) 19 ± 1.29 20.9 ± 1.91 1.25 ± 0.17 0 ± 0.06 −100 −1.3 −1.3

362 3 161.57368 (0.2) 59.09812 (0.19) 17.9 ± 2.17 20.8 ± 3.28 1.6 ± 0.29 0 ± 0.12 −114 −0.3 −0.2

363 7 161.60317 (0.22) 58.89628 (0.22) 20.8 ± 3.3 20.8 ± 3.6 0 ± 0.19 0 ± 0.03 8 1.3 −1.1

364 3 161.38926 (0.54) 59.13385 (0.53) 13.4 ± 3.15 20.8 ± 6.57 3.27 ± 0.74 0 ± 0.33 −83 −0.4 −0.6

365 3 161.54913 (0.25) 58.93888 (0.24) 15.9 ± 2.06 20.6 ± 3.83 2.28 ± 0.42 0 ± 0.17 −100 −0.2 −1.1

366 3 161.37898 (0.27) 58.97188 (0.26) 14.9 ± 1.98 20.6 ± 4.11 2.63 ± 0.5 0 ± 0.2 −54 −1.6 −0.3

367 2 161.72834 (0.45) 58.93978 (0.44) 16.1 ± 3.66 20.6 ± 5.74 2.13 ± 0.52 0.38 ± 0.2 −89 0.7 0

368 3 161.37166 (0.19) 58.99989 (0.18) 17.2 ± 1.87 20.5 ± 3.06 1.77 ± 0.3 0 ± 0.13 22 −0.8 −0.9

369 1 161.43027 (0.43) 59.11635 (0.42) 12.6 ± 2.57 20.5 ± 5.42 2.57 ± 0.55 1.73 ± 0.29 19 −0.5 −1.1

370 3 161.2522 (0.53) 59.02108 (0.53) 13.3 ± 3.1 20.5 ± 6.4 3.21 ± 0.72 0 ± 0.33 −57 −0.3 −1.1

371 2 161.3048 (0.61) 59.08197 (0.59) 10 ± 2.53 20.5 ± 6.67 4.38 ± 0.85 1.18 ± 0.52 −35 0 −1.7

372 3 161.63563 (0.28) 59.00333 (0.27) 14.4 ± 1.96 20.4 ± 5.08 2.77 ± 0.75 0 ± 0.23 −105 0 0.4

373 1 161.69017 (0.29) 58.98763 (0.28) 16.1 ± 2.35 20.4 ± 3.82 1.75 ± 0.35 1.04 ± 0.15 −13 0.3 −1.2

374 7 161.72844 (0.18) 58.96339 (0.18) 20.3 ± 3.33 20.3 ± 3.44 0 ± 0.12 0 ± 0.01 17 −0.6 −0.8

375 3 161.67472 (0.57) 58.91585 (0.56) 12.3 ± 3.07 20.3 ± 6.8 3.62 ± 0.79 0 ± 0.38 −109 1.5 2

376 3 161.56753 (0.43) 59.16358 (0.42) 16.6 ± 4.1 20 ± 5.98 1.84 ± 0.52 0 ± 0.17 2 1.6 −0.3

377 2 161.49725 (0.56) 59.14225 (0.55) 11.1 ± 2.75 19.9 ± 6.07 3.51 ± 0.78 1.28 ± 0.4 −142 0 −0.5

378 2 161.59933 (0.25) 58.99295 (0.24) 13.8 ± 1.78 19.8 ± 3.92 2.76 ± 0.52 0.51 ± 0.21 −56 −1.6 −0.5

379 1 161.58376 (0.47) 59.1366 (0.46) 13.2 ± 3.05 19.8 ± 5.78 2.41 ± 0.58 1.43 ± 0.26 3 0.4 1.3

380 3 161.33192 (0.32) 58.99853 (0.31) 14.5 ± 2.04 19.7 ± 4.03 2.53 ± 0.49 0 ± 0.2 −78 −0.4 −0.8

381 7 161.38368 (0.23) 59.17303 (0.24) 19.7 ± 5.36 19.7 ± 5.57 0 ± 0.2 0 ± 0.07 1 0.6 −1.4

382 3 161.58957 (0.33) 59.07453 (0.32) 13.2 ± 1.84 19.6 ± 4.27 3.01 ± 0.59 0 ± 0.23 −99 −1 −1.5

383 2 161.62832 (0.45) 59.0611 (0.45) 11 ± 2.03 19.6 ± 5.04 3.59 ± 0.77 1.16 ± 0.33 −107 −0.7 −1

384 2 161.58681 (0.49) 59.08407 (0.48) 10.8 ± 2.01 19.6 ± 5.41 3.92 ± 0.86 0.8 ± 0.34 −107 −0.3 1.1

385 7 161.53278 (0.09) 59.00418 (0.1) 19.5 ± 1.4 19.5 ± 1.45 0 ± 0.05 0 ± 0.01 −68 −1.7 −1.1

386 1 161.62472 (0.66) 59.02078 (0.63) 6 ± 1.54 19.5 ± 7.1 5.13 ± 1.05 3.23 ± 0.77 −134 0 −1.1

387 6 161.42611 (0.14) 59.03969 (0.14) 18.9 ± 1.46 19.4 ± 2.06 0.67 ± 0.2 0 ± 0.08 −18 −0.3 −0.9

388 2 161.3899 (0.56) 59.09488 (0.55) 10.5 ± 2.18 19.4 ± 5.94 4.16 ± 0.9 0.52 ± 0.4 −115 0.1 −0.3

389 1 161.31992 (0.55) 59.08074 (0.54) 10.3 ± 2.47 19.4 ± 6.21 3.36 ± 0.75 1.76 ± 0.41 2 −0.5 −1.6

390 7 161.69194 (0.17) 59.08804 (0.18) 19.3 ± 3.05 19.3 ± 3.16 0 ± 0.12 0 ± 0.01 12 −0.7 −0.2

391 1 161.38673 (0.32) 59.0407 (0.31) 12.4 ± 1.73 19.2 ± 4.02 2.75 ± 0.53 1.21 ± 0.23 −76 −1.4 −1.1

392 2 161.47272 (0.47) 59.15322 (0.46) 13.9 ± 3.35 19.2 ± 5.56 2.35 ± 0.59 0.92 ± 0.24 −138 −0.2 0.3

393 3 161.61781 (0.47) 59.14477 (0.46) 14.7 ± 3.56 19.2 ± 5.84 2.32 ± 0.59 0 ± 0.22 −32 −0.1 −1

394 6 161.56177 (0.15) 58.95976 (0.15) 17.9 ± 1.75 19.1 ± 2.16 1.01 ± 0.19 0 ± 0.05 −2 −1 −1.4

395 1 161.49067 (0.17) 58.95997 (0.17) 16.4 ± 1.71 19.1 ± 2.58 1.41 ± 0.24 0.76 ± 0.1 −61 −0.7 −0.5

396 3 161.58775 (0.18) 58.96408 (0.17) 16.9 ± 1.85 19.1 ± 2.73 1.47 ± 0.26 0 ± 0.1 −51 −0.9 −1.2

397 6 161.28546 (0.32) 59.08419 (0.31) 17.7 ± 3.19 19.1 ± 3.87 1.13 ± 0.33 0 ± 0.09 −28 0.7 0.9

398 3 161.3145 (0.45) 59.13771 (0.44) 15.3 ± 3.89 19.1 ± 5.97 2.05 ± 0.57 0 ± 0.19 11 0.8 0
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CB Catalogue continued

ID Size Flag RA Dec SP ST θDM θDm φ αIF αIM

(J2000) (arcsec) (J2000) (arcsec) (µJy beam−1) (µJy) (arcsec) (arcsec) (degrees)
399 7 161.53175 (0.14) 58.91096 (0.15) 19 ± 2.67 19 ± 2.76 0 ± 0.1 0 ± 0.01 −20 −0.6 1.6

400 1 161.46575 (0.42) 59.06271 (0.41) 9.8 ± 1.69 19 ± 4.97 3.5 ± 0.75 1.84 ± 0.34 19 −1.5 −1.3

401 2 161.66923 (0.57) 59.08995 (0.57) 9.8 ± 2.4 19 ± 5.65 3.74 ± 0.8 1.56 ± 0.45 −105 −0.3 −1

402 1 161.41803 (0.62) 59.03421 (0.6) 5.8 ± 1.43 19 ± 6.55 4.56 ± 0.91 3.75 ± 0.79 −5 −1 −0.6

403 3 161.7174 (0.49) 58.94729 (0.48) 13.6 ± 3.2 18.9 ± 5.74 2.67 ± 0.63 0 ± 0.27 26 −0.8 −1.4

404 3 161.54056 (0.26) 59.10317 (0.25) 15.6 ± 2.12 18.8 ± 3.37 1.83 ± 0.35 0 ± 0.14 −139 1.6 −0.5

405 7 161.59212 (0.1) 59.06574 (0.11) 18.7 ± 1.97 18.7 ± 2.01 0 ± 0.06 0 ± 0.01 −9 −0.8 −0.7

406 7 161.49803 (0.11) 59.10351 (0.12) 18.7 ± 2.29 18.7 ± 2.35 0 ± 0.08 0 ± 0.01 −6 −1.4 −1.2

407 3 161.69876 (0.36) 59.04477 (0.35) 14.8 ± 2.51 18.7 ± 4.13 2.13 ± 0.43 0 ± 0.18 −111 −0.2 −1.2

408 3 161.7802 (0.47) 58.9959 (0.46) 14.3 ± 3.6 18.7 ± 5.93 2.34 ± 0.62 0 ± 0.23 30 1.1 0

409 1 161.40075 (0.55) 59.03083 (0.55) 7.4 ± 1.62 18.6 ± 5.77 3.82 ± 0.82 2.92 ± 0.54 6 −0.5 −0.5

410 3 161.52775 (0.15) 59.06112 (0.15) 17.1 ± 1.57 18.5 ± 2.12 1.13 ± 0.19 0 ± 0.06 −101 −0.9 −0.8

411 2 161.44817 (0.54) 58.88663 (0.54) 11.3 ± 2.82 18.5 ± 5.9 3.32 ± 0.77 0.84 ± 0.36 −7 1.9 0.8

412 3 161.61625 (0.26) 58.99011 (0.25) 13.9 ± 1.89 18.4 ± 4.4 2.38 ± 0.65 0 ± 0.22 −5 −0.3 −0.7

413 6 161.6481 (0.23) 58.89339 (0.23) 18.3 ± 3.95 18.4 ± 4.09 0.2 ± 0.15 0.15 ± 0.04 0 −0.2 −1.9

414 6 161.27887 (0.38) 58.90767 (0.37) 17.1 ± 4.31 18.4 ± 5.15 1.09 ± 0.43 0 ± 0.14 5 −0.7 −0.3

415 2 161.37513 (0.61) 58.92079 (0.59) 9 ± 2.27 18.4 ± 5.93 4.32 ± 0.84 1.27 ± 0.51 −28 −0.9 −2.8

416 2 161.62235 (0.3) 58.9609 (0.29) 14 ± 1.98 18.1 ± 3.38 2.08 ± 0.4 0.72 ± 0.17 −69 −0.4 −1.1

417 3 161.36027 (0.51) 59.05295 (0.5) 10.3 ± 1.98 18.1 ± 5.32 4 ± 0.88 0 ± 0.35 −64 0 0.2

418 3 161.53498 (0.17) 59.00611 (0.17) 15.5 ± 1.49 18 ± 2.37 1.61 ± 0.26 0 ± 0.11 −126 −1.3 −1.2

419 7 161.51758 (0.23) 59.16405 (0.24) 17.9 ± 4.13 17.9 ± 4.27 0 ± 0.16 0 ± 0.05 −24 0.1 0.1

420 3 161.59968 (0.47) 59.14964 (0.46) 13.6 ± 3.43 17.8 ± 5.61 2.31 ± 0.61 0 ± 0.22 −26 0.7 −0.1

421 3 161.42941 (0.55) 58.89004 (0.54) 11.3 ± 2.81 17.8 ± 5.9 3.36 ± 0.77 0 ± 0.35 −126 −0.1 0.8

422 4 161.6121 (0.28) 59.09575 (0.27) 14.8 ± 2.2 17.7 ± 2.98 1.28 ± 0.29 1.13 ± 0.1 −65 −0.5 −0.5

423 2 161.38787 (0.71) 58.93716 (0.67) 7.3 ± 1.92 17.6 ± 6.49 5.76 ± 1.25 0.74 ± 0.54 20 −1.5 −1.6

424 6 161.63573 (0.27) 59.1093 (0.27) 17.3 ± 2.65 17.5 ± 3.24 0.46 ± 0.28 0 ± 0.09 96 −0.4 −0.1

425 2 161.3082 (0.31) 59.00514 (0.3) 14.6 ± 2.3 17.5 ± 3.38 1.68 ± 0.35 0.59 ± 0.14 −130 −1.2 −1.5

426 3 161.38515 (0.42) 58.90439 (0.41) 14.4 ± 3.05 17.5 ± 4.55 1.93 ± 0.46 0 ± 0.16 18 0.6 −1

427 3 161.28729 (0.51) 58.94804 (0.5) 12.2 ± 2.95 17.5 ± 5.54 2.84 ± 0.69 0 ± 0.29 −33 −0.4 −2.1

428 6 161.6841 (0.24) 59.00744 (0.23) 16 ± 2.11 17.4 ± 2.63 1.16 ± 0.26 0 ± 0.08 −34 −0.6 −1.2

429 3 161.39322 (0.33) 58.94474 (0.31) 13.9 ± 2.13 17.4 ± 3.52 2.06 ± 0.41 0 ± 0.17 −124 −0.7 −0.3

430 3 161.54016 (0.47) 59.1527 (0.46) 13.3 ± 3.27 17.4 ± 5.41 2.35 ± 0.61 0 ± 0.23 8 1.2 −0.8

431 3 161.26564 (0.51) 59.08338 (0.5) 12.2 ± 3.03 17.4 ± 5.64 2.82 ± 0.71 0 ± 0.29 −108 2 1.5

432 3 161.51706 (0.49) 58.89977 (0.49) 13.4 ± 2.91 17.3 ± 5.69 2.26 ± 0.77 0 ± 0.33 −78 −1 −0.6

433 1 161.54405 (0.25) 58.98254 (0.24) 12.6 ± 1.62 17.2 ± 3.08 2.07 ± 0.38 1.22 ± 0.17 −29 −0.2 −1.1

434 1 161.58934 (0.45) 58.97354 (0.44) 9.7 ± 1.84 17.2 ± 4.7 3.36 ± 0.71 1.41 ± 0.34 −122 0.2 −0.6

435 3 161.32206 (0.58) 59.09244 (0.57) 9.9 ± 2.49 17.2 ± 5.83 3.9 ± 0.81 0 ± 0.42 −127 1.6 −1.3

436 5 161.50933 (0.23) 59.17176 (0.24) 17 ± 4.57 17.2 ± 4.76 0.33 ± 0.2 0.25 ± 0.07 0 0 0

437 7 161.64345 (0.11) 58.98721 (0.12) 17 ± 2.15 17 ± 2.21 0 ± 0.08 0 ± 0.01 38 −1 −1

438 3 161.53655 (0.24) 59.09301 (0.23) 14.8 ± 1.94 17 ± 2.84 1.55 ± 0.3 0.1 ± 0.12 −120 −0.9 −1.3

439 3 161.28696 (0.37) 59.02114 (0.36) 14.1 ± 2.57 17 ± 3.82 1.84 ± 0.4 0 ± 0.15 −29 −1.3 −1

440 1 161.67097 (0.54) 59.02552 (0.53) 9.2 ± 2.07 17 ± 5.26 3.46 ± 0.76 1.56 ± 0.4 −139 1.1 0.8

441 2 161.36066 (0.65) 59.08451 (0.62) 8 ± 2.05 17 ± 5.99 4.99 ± 1.02 0.65 ± 0.51 −61 0.3 0

442 7 161.63734 (0.23) 59.1577 (0.24) 17 ± 4.61 17 ± 4.79 0 ± 0.2 0 ± 0.07 −17 0.7 0.7

443 2 161.52248 (0.19) 59.00361 (0.19) 13.7 ± 1.53 16.9 ± 2.52 1.79 ± 0.31 0.74 ± 0.13 −36 −2.1 0.3

444 3 161.6044 (0.29) 59.07111 (0.28) 13.6 ± 1.89 16.9 ± 3.18 2.03 ± 0.39 0 ± 0.16 −143 0 −0.7

445 1 161.54925 (0.63) 59.01783 (0.6) 6.5 ± 1.43 16.8 ± 5.51 4.89 ± 1.05 2.12 ± 0.55 −101 −1.3 −0.9

446 3 161.63575 (0.7) 58.95407 (0.65) 7.4 ± 1.93 16.8 ± 6.3 5.63 ± 1.21 0 ± 0.52 −3 −1.5 0

447 2 161.47938 (0.67) 58.93377 (0.63) 6.6 ± 1.7 16.8 ± 5.43 5.24 ± 1.09 1.76 ± 0.6 3 0.2 −0.1

448 3 161.56673 (0.17) 58.99486 (0.17) 14.9 ± 1.59 16.7 ± 2.28 1.38 ± 0.24 0 ± 0.09 −75 −1.3 −1.4
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CB Catalogue continued

ID Size Flag RA Dec SP ST θDM θDm φ αIF αIM

(J2000) (arcsec) (J2000) (arcsec) (µJy beam−1) (µJy) (arcsec) (arcsec) (degrees)
449 3 161.376 (0.38) 59.11015 (0.37) 13.8 ± 2.64 16.7 ± 3.91 1.87 ± 0.41 0 ± 0.15 −83 −0.8 −0.9

450 1 161.27683 (0.51) 59.02632 (0.5) 10 ± 2.45 16.7 ± 5.35 2.91 ± 0.71 1.53 ± 0.34 −145 0 −0.4

451 1 161.60071 (0.54) 59.0755 (0.53) 7 ± 1.72 16.7 ± 5.42 3.23 ± 0.75 3.23 ± 0.51 −3 0 0

452 1 161.68745 (0.58) 58.98859 (0.57) 7.8 ± 1.95 16.7 ± 5.64 3.83 ± 0.81 2.07 ± 0.51 −68 0.7 0.3

453 1 161.47005 (0.26) 59.06138 (0.25) 12.3 ± 1.64 16.6 ± 2.98 1.95 ± 0.36 1.25 ± 0.17 −20 −0.6 −0.2

454 6 161.48966 (0.35) 58.89542 (0.34) 14.9 ± 2.85 16.4 ± 3.48 1.25 ± 0.35 0 ± 0.1 −63 −0.1 −1.5

455 3 161.53571 (0.16) 59.00685 (0.15) 15 ± 1.48 16.3 ± 2.02 1.2 ± 0.21 0 ± 0.07 −83 −1 −1.7

456 3 161.75761 (0.45) 59.00385 (0.44) 12.9 ± 3.14 16.3 ± 4.91 2.13 ± 0.56 0 ± 0.2 −34 −1.7 −0.8

457 3 161.62634 (0.44) 58.88692 (0.43) 13.1 ± 3.34 16.3 ± 5.07 2.01 ± 0.57 0 ± 0.19 11 0 0.7

458 3 161.55091 (0.17) 59.01885 (0.16) 14.5 ± 1.52 16.2 ± 2.17 1.35 ± 0.24 0 ± 0.09 −158 −1.1 −0.8

459 6 161.25014 (0.35) 59.00891 (0.34) 15.3 ± 3.09 16.2 ± 3.69 0.96 ± 0.35 0 ± 0.09 −133 −0.2 −1.8

460 3 161.46722 (0.32) 59.00521 (0.31) 10.7 ± 1.48 16.1 ± 3.52 3.08 ± 0.61 0 ± 0.23 −125 −1.7 −0.4

461 6 161.45897 (0.32) 59.13736 (0.31) 15.8 ± 2.92 16.1 ± 3.5 0.54 ± 0.32 0 ± 0.09 15 −0.1 −0.8

462 7 161.23121 (0.23) 59.09096 (0.24) 16.1 ± 4.38 16.1 ± 4.55 0 ± 0.2 0 ± 0.07 23 0 0

463 3 161.66001 (0.42) 59.06803 (0.41) 11.8 ± 2.35 16 ± 4.15 2.52 ± 0.53 0 ± 0.23 7 −1.3 −1.6

464 2 161.58116 (0.56) 58.91686 (0.56) 9 ± 2.22 16 ± 4.96 3.58 ± 0.78 1.16 ± 0.41 −96 −0.1 1.1

465 1 161.72971 (0.49) 59.03623 (0.48) 9.9 ± 2.47 16 ± 5.13 2.6 ± 0.67 1.72 ± 0.31 44 1.3 0

466 6 161.62972 (0.28) 59.10246 (0.28) 15.6 ± 2.46 15.9 ± 3.03 0.55 ± 0.3 0 ± 0.09 10 −0.8 −2

467 3 161.62944 (0.49) 59.13099 (0.48) 11.5 ± 2.88 15.9 ± 5.11 2.64 ± 0.67 0 ± 0.26 −101 −0.6 0

468 3 161.42396 (0.31) 58.98933 (0.3) 11.4 ± 1.59 15.8 ± 3.24 2.62 ± 0.5 0 ± 0.2 −101 −1.1 −0.6

469 2 161.42806 (0.44) 58.92895 (0.43) 10.9 ± 2.29 15.8 ± 4.05 2.54 ± 0.55 0.99 ± 0.26 −69 −1 −0.6

470 2 161.46845 (0.47) 58.92467 (0.47) 10.2 ± 2.26 15.8 ± 4.29 2.81 ± 0.62 1.15 ± 0.31 −74 −0.8 1.1

471 3 161.57354 (0.49) 59.13988 (0.48) 11.5 ± 2.86 15.8 ± 5 2.58 ± 0.65 0 ± 0.26 18 0 0

472 2 161.71349 (0.58) 59.03082 (0.57) 8.9 ± 2.23 15.8 ± 5.16 3.82 ± 0.8 0.78 ± 0.42 29 1.3 0

473 1 161.57568 (0.31) 59.02556 (0.3) 10.9 ± 1.53 15.7 ± 3.12 2.36 ± 0.45 1.2 ± 0.2 −98 −1.3 −1.6

474 1 161.37108 (0.5) 59.01814 (0.49) 8.6 ± 1.85 15.7 ± 4.68 3.36 ± 0.72 1.6 ± 0.39 −24 −0.8 −1

475 1 161.73455 (0.46) 59.02421 (0.45) 10.8 ± 2.65 15.7 ± 4.8 2.28 ± 0.59 1.37 ± 0.25 −140 0.6 −0.4

476 3 161.45382 (0.51) 58.9367 (0.51) 9.6 ± 2.06 15.5 ± 4.67 3.49 ± 0.75 0 ± 0.34 3 −0.1 0.6

477 7 161.47955 (0.23) 58.87957 (0.24) 15.5 ± 3.53 15.5 ± 3.65 0 ± 0.16 0 ± 0.04 85 0 −1.2

478 5 161.60905 (0.23) 59.15575 (0.24) 15.3 ± 4.11 15.5 ± 4.28 0.33 ± 0.2 0.25 ± 0.07 −9 −0.8 0

479 2 161.56051 (0.36) 58.98537 (0.35) 10.3 ± 1.6 15.3 ± 3.37 2.82 ± 0.56 0.77 ± 0.24 −59 −0.4 −0.5

480 7 161.2418 (0.23) 58.9915 (0.23) 15.3 ± 3.41 15.3 ± 3.53 0 ± 0.15 0 ± 0.04 −109 −1.2 0.1

481 7 161.3039 (0.18) 59.0568 (0.19) 15.2 ± 2.57 15.2 ± 2.65 0 ± 0.12 0 ± 0.01 −43 0.6 −0.7

482 3 161.59069 (0.22) 59.0412 (0.21) 13.1 ± 1.67 15.1 ± 2.46 1.55 ± 0.29 0 ± 0.11 −24 −1.4 −1.3

483 2 161.55218 (0.36) 59.05385 (0.34) 10.2 ± 1.62 15.1 ± 3.15 2.58 ± 0.51 1.1 ± 0.23 −77 0 −0.4

484 3 161.67326 (0.42) 58.92426 (0.41) 12.8 ± 3 15.1 ± 4.26 1.73 ± 0.48 0 ± 0.15 0 −0.1 1.6

485 5 161.76589 (0.23) 58.98564 (0.24) 15 ± 3.67 15.1 ± 3.81 0.28 ± 0.18 0.21 ± 0.06 0 −1.2 −1.3

486 5 161.76646 (0.39) 59.02945 (0.38) 13.2 ± 3.26 15 ± 3.93 1.18 ± 0.43 0.83 ± 0.14 −94 −0.6 0

487 3 161.58818 (0.22) 58.98296 (0.22) 13.1 ± 1.68 14.8 ± 2.38 1.43 ± 0.28 0 ± 0.1 26 −0.6 −1.1

488 2 161.44179 (0.31) 58.97303 (0.3) 11.3 ± 1.62 14.8 ± 2.83 2.17 ± 0.42 0.7 ± 0.18 −16 −2.2 −0.4

489 3 161.38268 (0.47) 59.11372 (0.46) 11.1 ± 2.58 14.8 ± 4.33 2.4 ± 0.58 0 ± 0.23 −120 −1 −0.3

490 6 161.46257 (0.17) 58.94924 (0.17) 14.5 ± 1.73 14.7 ± 1.98 0.44 ± 0.18 0 ± 0.02 −70 −0.1 −1.1

491 3 161.47586 (0.5) 59.07688 (0.49) 8.8 ± 1.78 14.7 ± 4.29 3.65 ± 0.79 0 ± 0.34 −139 −0.5 −0.3

492 7 161.41576 (0.22) 59.13901 (0.23) 14.7 ± 3.14 14.7 ± 3.24 0 ± 0.15 0 ± 0.03 −2 0.1 −1.1

493 1 161.40176 (0.57) 59.04945 (0.56) 7.4 ± 1.66 14.7 ± 4.66 3.84 ± 0.82 1.63 ± 0.44 −56 −1.2 −1.9

494 3 161.711 (0.53) 58.99416 (0.52) 9.7 ± 2.35 14.7 ± 4.73 3.14 ± 0.74 0 ± 0.32 2 1 0.7

495 6 161.56706 (0.14) 58.95898 (0.15) 14.5 ± 1.83 14.6 ± 1.96 0.29 ± 0.13 0 ± 0.01 9 −0.3 −0.3

496 2 161.46225 (0.26) 59.06303 (0.25) 12.1 ± 1.64 14.6 ± 2.51 1.72 ± 0.33 0.64 ± 0.14 −83 −0.6 −0.8

497 7 161.63941 (0.14) 59.0045 (0.15) 14.5 ± 1.98 14.5 ± 2.05 0 ± 0.1 0 ± 0.01 46 −0.9 −0.4

498 5 161.67839 (0.33) 59.12512 (0.33) 13.7 ± 3.46 14.4 ± 3.96 0.87 ± 0.37 0.23 ± 0.11 −25 −0.9 −0.1
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CB Catalogue continued

ID Size Flag RA Dec SP ST θDM θDm φ αIF αIM

(J2000) (arcsec) (J2000) (arcsec) (µJy beam−1) (µJy) (arcsec) (arcsec) (degrees)
499 3 161.43159 (0.33) 58.94295 (0.32) 12 ± 1.98 14.3 ± 2.96 1.78 ± 0.37 0 ± 0.14 −145 0.8 0.6

500 4 161.47065 (0.3) 59.10036 (0.29) 12.3 ± 1.98 14.3 ± 2.61 1.19 ± 0.31 1.03 ± 0.1 −31 −0.9 −1.2

501 2 161.5851 (0.66) 58.96556 (0.62) 6.8 ± 1.65 14.3 ± 4.99 5.06 ± 1.06 0.24 ± 0.48 −99 −0.3 −0.8

502 2 161.59148 (0.32) 59.0248 (0.31) 10.8 ± 1.6 14.2 ± 2.8 2.21 ± 0.43 0.63 ± 0.18 −102 −1 0.1

503 2 161.62346 (0.59) 58.97323 (0.58) 7.6 ± 1.78 14.2 ± 4.45 4.03 ± 0.84 0.9 ± 0.43 −131 −1.5 −0.3

504 3 161.52425 (0.43) 58.90659 (0.41) 11.6 ± 2.5 14.1 ± 3.73 1.93 ± 0.47 0 ± 0.16 −29 −1.3 −1.3

505 1 161.53449 (0.58) 58.9827 (0.57) 6.6 ± 1.49 14.1 ± 4.5 4 ± 0.85 1.85 ± 0.48 −48 −2.1 −1.1

506 2 161.61519 (0.63) 59.09093 (0.61) 7.2 ± 1.83 14.1 ± 4.96 4.63 ± 0.91 0.24 ± 0.48 19 −0.7 0.2

507 6 161.5258 (0.33) 59.11299 (0.32) 12.5 ± 2.22 14 ± 2.76 1.35 ± 0.34 0 ± 0.11 −102 −0.4 −0.5

508 2 161.68121 (0.4) 59.00807 (0.39) 11 ± 2.17 13.9 ± 3.34 2.02 ± 0.44 0.59 ± 0.17 12 −1.1 −0.7

509 5 161.25959 (0.23) 59.0773 (0.24) 13.7 ± 3.5 13.9 ± 3.64 0.3 ± 0.19 0.23 ± 0.07 90 −0.6 −1

510 7 161.49417 (0.16) 59.10013 (0.17) 13.8 ± 2.07 13.8 ± 2.15 0 ± 0.11 0 ± 0.01 40 0.3 −1.2

511 3 161.7148 (0.48) 59.02836 (0.47) 10.2 ± 2.43 13.8 ± 4.19 2.51 ± 0.61 0 ± 0.25 −112 −0.7 −1.1

512 3 161.63912 (0.5) 59.10197 (0.49) 9.8 ± 2.38 13.8 ± 4.33 2.72 ± 0.66 0 ± 0.27 −97 1 0.2

513 6 161.41532 (0.33) 58.90707 (0.32) 13.5 ± 2.72 13.7 ± 3.19 0.51 ± 0.33 0 ± 0.08 10 0 −2

514 3 161.45594 (0.48) 59.08116 (0.47) 9 ± 1.91 13.7 ± 3.99 3.19 ± 0.68 0 ± 0.32 28 0.1 0.2

515 2 161.41446 (0.57) 58.97545 (0.56) 7.6 ± 1.66 13.7 ± 4.23 3.98 ± 0.85 0.57 ± 0.4 −5 −1.6 −1.3

516 1 161.69492 (0.51) 59.00573 (0.51) 8.3 ± 2.05 13.7 ± 4.44 2.93 ± 0.72 1.45 ± 0.34 −108 −0.7 −0.9

517 6 161.50162 (0.34) 58.91792 (0.33) 12.2 ± 2.24 13.6 ± 2.77 1.34 ± 0.35 0 ± 0.11 −134 0 −0.9

518 3 161.45279 (0.46) 58.90485 (0.45) 10.5 ± 2.51 13.6 ± 4.03 2.23 ± 0.57 0 ± 0.21 −54 −1.2 −1.2

519 4 161.328 (0.43) 58.92549 (0.41) 10.2 ± 2.6 13.6 ± 3.75 1.74 ± 0.53 1.47 ± 0.18 −119 −1.6 0

520 3 161.48188 (0.39) 59.0665 (0.38) 9.6 ± 1.71 13.4 ± 3.28 2.7 ± 0.55 0 ± 0.24 28 −0.9 −1.3

521 2 161.44683 (0.39) 59.03602 (0.38) 9.2 ± 1.6 13.3 ± 3.21 2.81 ± 0.57 0.46 ± 0.25 −109 0 −0.3

522 3 161.60716 (0.51) 59.02423 (0.5) 8.1 ± 1.72 13.3 ± 3.96 3.54 ± 0.76 0 ± 0.34 −118 0 −0.7

523 7 161.29821 (0.23) 59.10342 (0.24) 13.3 ± 3.39 13.3 ± 3.52 0 ± 0.18 0 ± 0.06 −2 −1.4 −0.3

524 6 161.34118 (0.37) 59.13114 (0.36) 12.6 ± 3.16 13.3 ± 3.73 0.98 ± 0.41 0 ± 0.13 −15 −1.8 −0.1

525 2 161.46097 (0.27) 58.99694 (0.26) 10.9 ± 1.51 13.2 ± 2.33 1.75 ± 0.34 0.54 ± 0.14 −68 −1.9 −0.3

526 6 161.36515 (0.23) 59.02203 (0.22) 12.7 ± 1.65 13.2 ± 1.95 0.8 ± 0.22 0 ± 0.04 5 −1.4 −1.2

527 1 161.50404 (0.52) 58.94845 (0.52) 7 ± 1.68 13.2 ± 4.18 3.05 ± 0.72 2.1 ± 0.39 −44 −0.2 −0.4

528 1 161.51738 (0.41) 58.9824 (0.41) 8.5 ± 1.62 13.1 ± 3.37 2.71 ± 0.56 1.28 ± 0.27 −109 0 −0.7

529 3 161.67786 (0.52) 58.98026 (0.52) 8.7 ± 2.1 13 ± 4.17 3.07 ± 0.72 0 ± 0.31 −105 −0.6 −1

530 6 161.4579 (0.22) 58.97473 (0.21) 12.4 ± 1.63 12.9 ± 2.16 0.81 ± 0.3 0 ± 0.12 6 −0.7 −0.6

531 3 161.51433 (0.38) 59.08929 (0.37) 10.3 ± 1.88 12.9 ± 3.01 2.1 ± 0.44 0 ± 0.18 −12 −0.6 0.1

532 7 161.70831 (0.21) 59.0108 (0.22) 12.9 ± 2.36 12.9 ± 2.44 0 ± 0.13 0 ± 0.02 30 −1.4 −1.3

533 3 161.62764 (0.3) 58.99346 (0.29) 11.3 ± 1.79 12.8 ± 2.48 1.45 ± 0.32 0 ± 0.11 −136 −0.4 −0.2

534 4 161.63445 (0.31) 59.03601 (0.31) 10.7 ± 1.81 12.8 ± 2.43 1.28 ± 0.32 1.18 ± 0.11 −88 −0.1 0.3

535 2 161.44761 (0.57) 59.10527 (0.57) 7 ± 1.77 12.8 ± 4.06 3.74 ± 0.8 1.11 ± 0.43 −63 1.6 2.1

536 3 161.58613 (0.52) 58.97308 (0.52) 8 ± 1.76 12.7 ± 3.88 3.42 ± 0.74 0 ± 0.34 −43 −1.9 −0.9

537 7 161.25143 (0.23) 59.07555 (0.24) 12.7 ± 3.45 12.7 ± 3.58 0 ± 0.2 0 ± 0.07 −26 0 1.4

538 1 161.53249 (0.28) 59.0472 (0.27) 10.3 ± 1.49 12.6 ± 2.28 1.5 ± 0.31 1.09 ± 0.12 −43 −1.2 −0.5

539 3 161.4419 (0.56) 58.97811 (0.55) 7.3 ± 1.59 12.6 ± 3.92 3.86 ± 0.83 0 ± 0.38 −87 −0.6 −1.6

540 1 161.33998 (0.46) 58.94975 (0.45) 8.9 ± 2.21 12.6 ± 3.9 2.24 ± 0.59 1.27 ± 0.24 −120 1.5 0

541 7 161.47128 (0.18) 59.05154 (0.17) 12.5 ± 1.5 12.5 ± 1.81 0 ± 0.21 0 ± 0.05 −23 −0.5 −1.1

542 3 161.36556 (0.47) 59.05699 (0.46) 8.9 ± 1.98 12.4 ± 3.57 2.66 ± 0.59 0 ± 0.26 −116 −0.1 −0.4

543 7 161.31226 (0.23) 59.10468 (0.24) 12.4 ± 3.17 12.4 ± 3.29 0 ± 0.19 0 ± 0.06 163 1 −0.9

544 1 161.44258 (0.36) 58.97462 (0.35) 9 ± 1.63 12.3 ± 2.74 1.81 ± 0.39 1.54 ± 0.16 −12 0 −1.4

545 5 161.52957 (0.35) 59.10704 (0.34) 10.8 ± 2.07 12.3 ± 2.54 1.27 ± 0.36 0.74 ± 0.11 −107 −0.9 −0.3

546 3 161.59961 (0.58) 58.98418 (0.57) 7.2 ± 1.64 12.3 ± 3.91 3.8 ± 0.81 0 ± 0.38 −100 −1.7 −1.6

547 6 161.57703 (0.36) 59.13003 (0.35) 11.7 ± 2.67 12.3 ± 3.14 0.86 ± 0.37 0 ± 0.11 −165 −0.4 −0.6

548 2 161.3451 (0.45) 59.0958 (0.44) 9.6 ± 2.37 12.3 ± 3.72 2.14 ± 0.57 0.47 ± 0.21 −47 −1 −1
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CB Catalogue continued

ID Size Flag RA Dec SP ST θDM θDm φ αIF αIM

(J2000) (arcsec) (J2000) (arcsec) (µJy beam−1) (µJy) (arcsec) (arcsec) (degrees)
549 6 161.2786 (0.42) 58.96354 (0.41) 10.4 ± 2.66 12.3 ± 3.37 1.73 ± 0.53 0 ± 0.16 −46 −2 −1.5

550 3 161.45497 (0.48) 59.08474 (0.48) 8.4 ± 1.89 12.2 ± 3.59 2.86 ± 0.64 0 ± 0.29 −79 −0.7 −0.6

551 3 161.4604 (0.3) 59.07613 (0.29) 10.7 ± 1.71 12.1 ± 2.35 1.41 ± 0.32 0 ± 0.11 −17 −1.1 −0.9

552 3 161.49704 (0.49) 59.07941 (0.48) 8.2 ± 1.83 12.1 ± 3.6 3 ± 0.66 0 ± 0.31 −57 −1.1 −0.6

553 3 161.36067 (0.42) 59.03003 (0.41) 9.2 ± 1.88 12 ± 3.11 2.32 ± 0.5 0 ± 0.21 14 −0.5 −0.5

554 1 161.35385 (0.52) 58.98611 (0.51) 7 ± 1.72 11.9 ± 3.86 2.98 ± 0.73 1.59 ± 0.35 −157 −0.4 1.4

555 3 161.48568 (0.48) 58.99084 (0.47) 7.6 ± 1.58 11.8 ± 3.4 3.26 ± 0.7 0 ± 0.32 −71 −1.1 0.3

556 7 161.58023 (0.23) 59.12426 (0.23) 11.8 ± 2.63 11.8 ± 2.71 0 ± 0.15 0 ± 0.04 44 −0.4 0.2

557 1 161.64377 (0.5) 58.9948 (0.49) 7.2 ± 1.74 11.7 ± 3.67 2.75 ± 0.67 1.55 ± 0.32 13 −1.6 −1.2

558 2 161.62124 (0.6) 59.03782 (0.59) 5.7 ± 1.45 11.7 ± 3.73 4.23 ± 0.84 1.35 ± 0.51 −140 0.8 −0.1

559 3 161.65783 (0.56) 59.02358 (0.56) 7 ± 1.74 11.6 ± 3.84 3.59 ± 0.79 0 ± 0.38 18 −0.3 −1.2

560 7 161.48358 (0.23) 58.88648 (0.24) 11.6 ± 3.12 11.6 ± 3.25 0 ± 0.2 0 ± 0.07 −21 −1.1 0.4

561 2 161.40346 (0.53) 59.09303 (0.52) 6.8 ± 1.68 11.6 ± 3.46 3.17 ± 0.75 1.41 ± 0.37 −20 1.9 −0.4

562 6 161.39399 (0.31) 58.98348 (0.3) 10.4 ± 1.72 11.5 ± 2.14 1.31 ± 0.32 0 ± 0.1 −39 1.1 0.7

563 3 161.51959 (0.29) 59.04592 (0.28) 9.9 ± 1.49 11.4 ± 2.13 1.55 ± 0.32 0 ± 0.12 −46 −1.8 −0.8

564 3 161.5716 (0.41) 58.93494 (0.39) 9.6 ± 2.02 11.4 ± 2.86 1.72 ± 0.43 0 ± 0.14 −46 −0.1 −0.9

565 6 161.48861 (0.19) 59.03144 (0.19) 11 ± 1.35 11.3 ± 1.57 0.65 ± 0.2 0 ± 0.03 57 −1.3 −1

566 1 161.5516 (0.33) 59.0076 (0.32) 9 ± 1.5 11.3 ± 2.33 1.71 ± 0.36 0.99 ± 0.14 15 −1.6 −0.5

567 3 161.58042 (0.4) 59.05441 (0.38) 8.9 ± 1.7 11.3 ± 2.72 2.15 ± 0.46 0 ± 0.19 −102 −1.3 −1

568 4 161.69158 (0.4) 59.04428 (0.39) 9.4 ± 2.2 11.3 ± 2.87 1.42 ± 0.44 0.99 ± 0.14 −3 0 −0.1

569 7 161.71528 (0.23) 58.96304 (0.24) 11.3 ± 2.88 11.3 ± 2.99 0 ± 0.18 0 ± 0.06 −1 0.1 0.1

570 3 161.45121 (0.45) 59.08154 (0.44) 8.4 ± 1.82 11.2 ± 3.09 2.44 ± 0.54 0 ± 0.23 −130 0.4 −1.6

571 5 161.2719 (0.23) 58.97744 (0.24) 11.1 ± 2.88 11.2 ± 2.99 0.31 ± 0.19 0.24 ± 0.07 90 −0.7 −0.6

572 6 161.59106 (0.21) 59.06497 (0.21) 11.1 ± 1.76 11.1 ± 1.9 0.3 ± 0.18 0 ± 0.03 −1 −1.1 −0.5

573 3 161.65199 (0.5) 59.04609 (0.49) 7.7 ± 1.86 11 ± 3.41 2.75 ± 0.66 0 ± 0.28 18 −1.1 −1.6

574 6 161.66197 (0.4) 58.93352 (0.39) 9.8 ± 2.48 11 ± 3.03 1.36 ± 0.47 0 ± 0.15 8 0 −2.1

575 3 161.68296 (0.46) 59.06551 (0.45) 8.6 ± 2.16 11 ± 3.45 2.21 ± 0.6 0 ± 0.21 21 −1 1.6

576 3 161.68678 (0.47) 59.0136 (0.46) 8.2 ± 2.01 10.9 ± 3.37 2.4 ± 0.61 0 ± 0.24 −90 0.5 1.4

577 6 161.39497 (0.33) 58.95051 (0.32) 10.2 ± 1.96 10.7 ± 2.33 0.89 ± 0.33 0 ± 0.08 5 −1.8 0

578 3 161.63376 (0.44) 58.95797 (0.43) 8.7 ± 2.01 10.7 ± 3.01 1.97 ± 0.5 0 ± 0.17 −62 1.1 0.1

579 3 161.57276 (0.53) 58.95081 (0.53) 7 ± 1.7 10.7 ± 3.47 3.21 ± 0.75 0 ± 0.33 −86 −0.6 −0.1

580 1 161.41652 (0.55) 59.02486 (0.54) 5.8 ± 1.42 10.7 ± 3.49 3.34 ± 0.76 1.68 ± 0.41 −33 −1.7 −1.8

581 3 161.63316 (0.5) 58.94679 (0.49) 7.5 ± 1.88 10.7 ± 3.47 2.78 ± 0.7 0 ± 0.28 −81 0.2 0.3

582 3 161.36883 (0.6) 59.01399 (0.59) 5.8 ± 1.47 10.7 ± 3.68 4.23 ± 0.83 0 ± 0.46 −126 0 −1.9

583 6 161.35497 (0.23) 58.99719 (0.23) 10.5 ± 1.86 10.6 ± 2.01 0.28 ± 0.19 0 ± 0.03 123 −1.8 −0.7

584 2 161.44487 (0.47) 59.06712 (0.46) 7.4 ± 1.66 10.6 ± 2.88 2.49 ± 0.57 1 ± 0.26 −84 −0.9 −1.7

585 3 161.68568 (0.49) 59.03189 (0.48) 7.7 ± 1.92 10.6 ± 3.38 2.6 ± 0.66 0 ± 0.26 −119 −1.9 1.2

586 1 161.48114 (0.57) 59.04994 (0.56) 5.2 ± 1.31 10.6 ± 3.58 3.7 ± 0.8 1.91 ± 0.48 −57 0 −1.3

587 7 161.60472 (0.19) 59.06164 (0.2) 10.5 ± 1.8 10.5 ± 1.86 0 ± 0.12 0 ± 0.02 100 −1.1 −0.8

588 2 161.5784 (0.5) 59.01105 (0.49) 6.9 ± 1.58 10.5 ± 3.06 2.93 ± 0.66 0.72 ± 0.31 −60 0.2 0.4

589 6 161.5082 (0.39) 59.10939 (0.38) 9.5 ± 2.05 10.5 ± 2.51 1.33 ± 0.4 0 ± 0.12 −111 1.6 −0.3

590 7 161.27156 (0.25) 59.04908 (0.25) 10.5 ± 2.75 10.5 ± 2.91 0.15 ± 0.23 0 ± 0.08 −100 −1.9 0

591 2 161.50033 (0.61) 59.05563 (0.59) 5 ± 1.26 10.5 ± 3.29 4.28 ± 0.84 1.5 ± 0.53 −140 −1.1 −1.1

592 3 161.55618 (0.58) 58.98519 (0.57) 6.1 ± 1.45 10.4 ± 3.39 3.79 ± 0.81 0 ± 0.39 15 0.5 1.5

593 7 161.54059 (0.23) 58.89721 (0.24) 10.4 ± 2.78 10.4 ± 2.88 0 ± 0.2 0 ± 0.07 −12 −0.5 −2.3

594 6 161.43301 (0.51) 59.13768 (0.5) 8.8 ± 2.67 10.4 ± 3.62 1.7 ± 0.71 0.14 ± 0.29 −113 1.2 1.7

595 2 161.51106 (0.57) 58.96003 (0.56) 5.5 ± 1.37 10.3 ± 3.14 3.66 ± 0.79 1.42 ± 0.44 −87 −1.3 0

596 3 161.50462 (0.46) 58.93546 (0.45) 7.9 ± 1.85 10.2 ± 2.97 2.22 ± 0.55 0 ± 0.21 −72 −0.7 −2.1

597 3 161.45423 (0.59) 59.05621 (0.58) 5.7 ± 1.42 10.2 ± 3.44 4.05 ± 0.83 0 ± 0.43 −128 −1.5 −1.3

598 6 161.5565 (0.29) 59.05346 (0.29) 9.4 ± 1.56 10.1 ± 1.88 1.02 ± 0.3 0 ± 0.08 −70 −1.3 −0.7
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CB Catalogue continued

ID Size Flag RA Dec SP ST θDM θDm φ αIF αIM

(J2000) (arcsec) (J2000) (arcsec) (µJy beam−1) (µJy) (arcsec) (arcsec) (degrees)
599 3 161.56419 (0.41) 59.04217 (0.4) 7.9 ± 1.58 10.1 ± 2.53 2.19 ± 0.47 0 ± 0.19 −82 0 −0.5

600 2 161.57305 (0.47) 59.05933 (0.46) 7.2 ± 1.63 10.1 ± 2.77 2.42 ± 0.57 0.93 ± 0.25 23 −0.5 0.2

601 7 161.48534 (0.16) 59.04183 (0.17) 10 ± 1.54 10 ± 1.6 0 ± 0.11 0 ± 0.01 −16 −0.9 −1.5

602 6 161.55202 (0.26) 58.98304 (0.25) 10 ± 1.49 10 ± 1.78 0.2 ± 0.26 0 ± 0.06 −8 −1.3 −1.8

603 3 161.62928 (0.43) 58.97514 (0.42) 8.3 ± 1.84 10 ± 2.71 1.89 ± 0.48 0 ± 0.16 143 −1.2 −0.6

604 3 161.38463 (0.48) 58.98104 (0.47) 7.4 ± 1.72 9.9 ± 2.92 2.44 ± 0.59 0 ± 0.24 26 −1.5 −0.5

605 7 161.62623 (0.23) 59.09854 (0.24) 9.9 ± 2.34 9.9 ± 2.42 0 ± 0.17 0 ± 0.05 −9 −1.2 −1.1

606 3 161.66842 (0.45) 59.0506 (0.44) 7.9 ± 1.96 9.9 ± 3.02 2.08 ± 0.56 0 ± 0.2 −86 −0.2 0.9

607 2 161.52868 (0.56) 58.97008 (0.55) 5.7 ± 1.41 9.9 ± 3.09 3.52 ± 0.78 1.07 ± 0.4 15 −1 −1.3

608 3 161.38187 (0.58) 59.03434 (0.57) 5.8 ± 1.45 9.9 ± 3.36 3.86 ± 0.81 0 ± 0.41 −59 −1.2 −1.1

609 3 161.44016 (0.42) 58.9915 (0.4) 7.7 ± 1.56 9.8 ± 2.48 2.17 ± 0.47 0 ± 0.19 −26 −1.1 −0.5

610 3 161.41728 (0.52) 59.06362 (0.52) 6.5 ± 1.59 9.8 ± 3.15 3.08 ± 0.73 0 ± 0.32 −41 0 −1.3

611 6 161.72135 (0.4) 59.01273 (0.39) 8.8 ± 2.22 9.8 ± 2.72 1.36 ± 0.47 0 ± 0.15 −102 −1.3 −0.4

612 6 161.49156 (0.39) 58.91733 (0.38) 8.9 ± 2.11 9.7 ± 2.54 1.18 ± 0.42 0 ± 0.13 −146 0 −0.1

613 5 161.34337 (0.23) 58.92963 (0.24) 9.5 ± 2.56 9.7 ± 2.67 0.33 ± 0.2 0.25 ± 0.07 90 1.4 0.4

614 7 161.5986 (0.23) 59.12791 (0.24) 9.7 ± 2.61 9.7 ± 2.73 0.05 ± 0.21 0 ± 0.08 13 −0.2 −0.7

615 5 161.62791 (0.41) 59.02132 (0.4) 8.2 ± 1.78 9.6 ± 2.35 1.29 ± 0.47 0.92 ± 0.2 −117 −0.1 −0.4

616 1 161.4168 (0.45) 59.08915 (0.43) 6.5 ± 1.65 9.6 ± 2.99 2.03 ± 0.57 1.78 ± 0.23 −13 −1.3 −1

617 3 161.56201 (0.49) 59.08632 (0.48) 6.9 ± 1.7 9.5 ± 2.98 2.59 ± 0.65 0 ± 0.26 −132 −0.5 1.7

618 2 161.58768 (0.54) 59.04675 (0.53) 5.7 ± 1.41 9.5 ± 2.94 3.27 ± 0.76 1.13 ± 0.37 −138 0.3 0

619 5 161.53461 (0.35) 59.12942 (0.34) 8.8 ± 2.33 9.3 ± 2.66 0.92 ± 0.38 0.26 ± 0.12 −34 −0.7 0.4

620 3 161.56842 (0.6) 59.02952 (0.58) 5.1 ± 1.29 9.3 ± 3.18 4.15 ± 0.83 0 ± 0.45 −211 −0.5 −0.2

621 7 161.41165 (0.2) 58.98053 (0.21) 9.2 ± 1.63 9.2 ± 1.69 0 ± 0.12 0 ± 0.02 −53 0 −1.3

622 6 161.37737 (0.36) 58.99354 (0.35) 8.4 ± 1.7 9.2 ± 2.07 1.21 ± 0.37 0 ± 0.11 −131 −1.5 −0.8

623 3 161.52598 (0.42) 59.07069 (0.41) 7.6 ± 1.61 9.2 ± 2.37 1.88 ± 0.45 0 ± 0.16 1 1.1 −0.7

624 7 161.58579 (0.23) 59.09693 (0.23) 9.2 ± 2.06 9.2 ± 2.13 0 ± 0.16 0 ± 0.04 16 −1.2 0.2

625 7 161.69724 (0.23) 59.06407 (0.24) 9.2 ± 2.48 9.2 ± 2.57 0 ± 0.2 0 ± 0.07 39 2.2 0

626 6 161.50517 (0.31) 59.04697 (0.3) 8.5 ± 1.47 9.1 ± 1.78 1.05 ± 0.31 0 ± 0.08 −136 0 −0.6

627 3 161.58454 (0.45) 59.00327 (0.44) 7.1 ± 1.56 9.1 ± 2.52 2.25 ± 0.52 0 ± 0.21 −105 −1.3 −1

628 5 161.3732 (0.44) 58.95249 (0.43) 8.3 ± 2.06 9.1 ± 2.58 1.25 ± 0.49 0.2 ± 0.17 −79 0.1 −1.3

629 3 161.35798 (0.46) 58.97927 (0.45) 7 ± 1.76 9.1 ± 2.82 2.23 ± 0.59 0 ± 0.22 −40 −1 −0.5

630 6 161.47393 (0.33) 58.99929 (0.33) 8.1 ± 1.45 9 ± 1.8 1.35 ± 0.34 0 ± 0.11 −72 −0.2 0

631 7 161.45494 (0.2) 58.97706 (0.2) 9 ± 1.57 9 ± 1.62 0 ± 0.12 0 ± 0.02 −33 −1.2 −1.8

632 7 161.34498 (0.22) 59.01155 (0.23) 9 ± 1.85 9 ± 1.91 0 ± 0.14 0 ± 0.03 −28 −0.8 −2

633 3 161.60907 (0.49) 58.96503 (0.48) 6.6 ± 1.64 9 ± 2.88 2.58 ± 0.66 0 ± 0.26 −86 −0.8 −0.7

634 3 161.50636 (0.44) 59.06226 (0.42) 7.1 ± 1.55 8.9 ± 2.39 2.08 ± 0.49 0 ± 0.18 −121 0.6 −0.3

635 7 161.70488 (0.23) 58.9982 (0.24) 8.9 ± 2.36 8.9 ± 2.45 0 ± 0.19 0 ± 0.07 44 −1.4 −1.3

636 1 161.474 (0.5) 58.98463 (0.49) 5.2 ± 1.3 8.9 ± 2.86 2.73 ± 0.69 1.87 ± 0.33 −54 −0.6 0

637 3 161.45991 (0.45) 59.1081 (0.44) 7.2 ± 1.82 8.9 ± 2.79 2.05 ± 0.57 0 ± 0.19 −79 0.4 0.8

638 2 161.45678 (0.48) 59.00949 (0.47) 6.2 ± 1.42 8.8 ± 2.45 2.47 ± 0.59 1 ± 0.26 −56 −1.7 −2.2

639 3 161.43802 (0.59) 59.01821 (0.58) 4.9 ± 1.24 8.7 ± 2.97 4.01 ± 0.82 0 ± 0.43 −8 −1.8 −1.6

640 2 161.51342 (0.52) 59.04004 (0.51) 5.6 ± 1.36 8.5 ± 2.68 3.03 ± 0.72 0.57 ± 0.32 −48 −1.5 −2

641 2 161.6005 (0.52) 59.00348 (0.51) 5.3 ± 1.32 8.5 ± 2.62 3.03 ± 0.74 1.09 ± 0.33 −118 −1.9 −2.5

642 3 161.47846 (0.53) 58.95168 (0.52) 5.6 ± 1.4 8.5 ± 2.8 3.11 ± 0.75 0 ± 0.32 −133 1.2 −0.7

643 6 161.55377 (0.45) 58.99496 (0.44) 7.1 ± 1.63 8.4 ± 2.36 1.76 ± 0.6 0 ± 0.28 6 −1.1 −1.2

644 3 161.53159 (0.49) 58.99183 (0.48) 6.1 ± 1.43 8.4 ± 2.54 2.61 ± 0.62 0 ± 0.26 9 −1.6 −1

645 3 161.57127 (0.55) 58.98898 (0.54) 5.3 ± 1.32 8.4 ± 2.79 3.39 ± 0.77 0 ± 0.35 1 0 −0.7

646 3 161.57191 (0.52) 59.06544 (0.52) 5.6 ± 1.39 8.4 ± 2.76 3.07 ± 0.75 0 ± 0.32 −88 −1.4 −0.7

647 5 161.39488 (0.42) 58.9141 (0.41) 7.5 ± 2.25 8.4 ± 2.68 1.28 ± 0.5 0.36 ± 0.15 −125 −1.3 −1.7

648 6 161.52861 (0.32) 59.00978 (0.31) 7.8 ± 1.42 8.3 ± 1.71 0.98 ± 0.32 0 ± 0.08 −52 −1 −0.3
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CB Catalogue continued

ID Size Flag RA Dec SP ST θDM θDm φ αIF αIM

(J2000) (arcsec) (J2000) (arcsec) (µJy beam−1) (µJy) (arcsec) (arcsec) (degrees)
649 7 161.62156 (0.22) 59.02679 (0.22) 8.3 ± 1.64 8.3 ± 1.68 0 ± 0.13 0 ± 0.02 86 −0.6 0.1

650 7 161.62878 (0.23) 59.07424 (0.24) 8.3 ± 2 8.3 ± 2.07 0 ± 0.17 0 ± 0.05 0 0 0

651 5 161.63497 (0.41) 59.01553 (0.4) 7 ± 1.66 8.3 ± 2.07 1.56 ± 0.47 0.71 ± 0.15 −71 −0.5 −2.2

652 3 161.36748 (0.48) 59.00473 (0.47) 6.1 ± 1.54 8.3 ± 2.63 2.48 ± 0.64 0 ± 0.25 −52 0.8 0.6

653 7 161.48734 (0.23) 59.10571 (0.24) 8.1 ± 2.02 8.1 ± 2.09 0 ± 0.18 0 ± 0.06 −81 0.1 −0.4

654 3 161.35989 (0.45) 59.02597 (0.44) 6.5 ± 1.63 8.1 ± 2.51 2.07 ± 0.57 0 ± 0.2 −146 −0.2 0.2

655 3 161.60096 (0.5) 59.05527 (0.49) 5.7 ± 1.42 8 ± 2.56 2.7 ± 0.68 0 ± 0.27 −53 0 −2.1

656 3 161.45053 (0.5) 59.07729 (0.49) 5.6 ± 1.41 8 ± 2.59 2.78 ± 0.7 0 ± 0.28 −74 −1.4 −0.2

657 6 161.54646 (0.33) 59.05361 (0.32) 7.6 ± 1.51 7.9 ± 1.79 0.82 ± 0.34 0 ± 0.08 −91 −1.7 −0.9

658 7 161.65647 (0.23) 59.00396 (0.24) 7.9 ± 1.9 7.9 ± 1.97 0 ± 0.17 0 ± 0.05 21 −0.7 0.7

659 3 161.47529 (0.43) 58.96233 (0.42) 6.6 ± 1.55 7.9 ± 2.27 1.86 ± 0.5 0 ± 0.16 −325 −0.9 −0.4

660 5 161.30267 (0.48) 59.04022 (0.47) 6.8 ± 2.07 7.9 ± 2.69 1.61 ± 0.65 0.23 ± 0.25 −39 −1.2 −0.2

661 3 161.54373 (0.45) 59.04503 (0.44) 6.3 ± 1.45 7.8 ± 2.22 2.04 ± 0.52 0 ± 0.18 −37 −0.8 −1.6

662 2 161.50354 (0.46) 59.00598 (0.45) 5.8 ± 1.37 7.8 ± 2.19 2.22 ± 0.56 0.86 ± 0.22 −7 −0.5 1.3

663 5 161.48847 (0.32) 59.11597 (0.32) 7.5 ± 1.95 7.8 ± 2.2 0.83 ± 0.35 0.25 ± 0.12 125 0 −0.7

664 3 161.5923 (0.47) 59.03033 (0.45) 5.9 ± 1.45 7.7 ± 2.37 2.3 ± 0.6 0 ± 0.22 −17 −0.7 −1.1

665 5 161.34563 (0.33) 59.07484 (0.32) 7.3 ± 1.9 7.7 ± 2.15 0.88 ± 0.36 0.25 ± 0.12 −42 1.2 0

666 7 161.42644 (0.21) 59.0164 (0.22) 7.6 ± 1.45 7.6 ± 1.49 0 ± 0.13 0 ± 0.02 −19 −1.3 −1.3

667 7 161.43728 (0.23) 58.95984 (0.23) 7.6 ± 1.69 7.6 ± 1.75 0 ± 0.15 0 ± 0.04 −42 −1.7 −1

668 3 161.50291 (0.51) 59.02087 (0.5) 5.3 ± 1.29 7.6 ± 2.42 2.83 ± 0.69 0 ± 0.29 −112 −1.4 −0.9

669 7 161.46634 (0.21) 59.01508 (0.21) 7.5 ± 1.41 7.5 ± 1.45 0 ± 0.12 0 ± 0.02 −49 −0.6 0.4

670 3 161.58682 (0.44) 59.02893 (0.43) 6 ± 1.45 7.4 ± 2.2 2 ± 0.54 0 ± 0.18 17 −1.4 −1.1

671 7 161.5075 (0.23) 58.92274 (0.24) 7.4 ± 2.02 7.4 ± 2.1 0 ± 0.2 0 ± 0.07 −61 1.5 1.2

672 7 161.46153 (0.21) 58.99393 (0.22) 7.2 ± 1.41 7.2 ± 1.45 0 ± 0.13 0 ± 0.02 −11 −1.6 −0.6

673 5 161.38166 (0.35) 58.96652 (0.34) 6.9 ± 1.73 7.2 ± 1.98 0.85 ± 0.37 0.23 ± 0.11 0 0 0

674 2 161.44439 (0.46) 58.97612 (0.45) 5.4 ± 1.37 7.2 ± 2.18 2.19 ± 0.6 0.79 ± 0.22 −123 0 1.2

675 3 161.59391 (0.44) 58.97423 (0.43) 5.8 ± 1.48 7.2 ± 2.23 1.97 ± 0.56 0 ± 0.19 −4 0 −1.3

676 6 161.40616 (0.41) 59.05556 (0.4) 6.1 ± 1.54 7 ± 1.91 1.52 ± 0.48 0 ± 0.15 −155 −2.2 −0.9

677 7 161.49157 (0.23) 58.95791 (0.24) 6.9 ± 1.64 6.9 ± 1.69 0 ± 0.17 0 ± 0.05 −5 −1.3 −1.4

678 6 161.54347 (0.4) 59.06701 (0.39) 6.1 ± 1.49 6.9 ± 1.84 1.45 ± 0.47 0 ± 0.14 9 −0.2 −1.2

679 5 161.5449 (0.37) 59.05785 (0.36) 6.2 ± 1.46 6.8 ± 1.73 0.94 ± 0.39 0.74 ± 0.12 76 −0.1 −0.9

680 5 161.50674 (0.39) 59.07986 (0.38) 6.2 ± 1.6 6.7 ± 1.88 0.95 ± 0.42 0.6 ± 0.13 −86 0.8 0.3

681 3 161.44397 (0.45) 58.98249 (0.44) 5.3 ± 1.36 6.7 ± 2.09 2.07 ± 0.58 0 ± 0.2 −72 −0.6 −1

682 6 161.50265 (0.39) 58.97286 (0.38) 6 ± 1.43 6.6 ± 1.74 1.26 ± 0.43 0 ± 0.13 −85 −0.1 −0.7

683 7 161.45702 (0.23) 59.02492 (0.23) 6.4 ± 1.43 6.4 ± 1.47 0 ± 0.15 0 ± 0.04 −50 −1.3 −0.3

684 5 161.45557 (0.23) 58.95469 (0.24) 6.3 ± 1.67 6.4 ± 1.74 0.32 ± 0.2 0.24 ± 0.07 90 −1.4 1

685 7 161.47746 (0.23) 58.95001 (0.24) 6.3 ± 1.69 6.3 ± 1.75 0 ± 0.2 0 ± 0.07 111 −1.5 −1.9

686 7 161.60792 (0.23) 59.0319 (0.24) 6.2 ± 1.61 6.2 ± 1.67 0 ± 0.19 0 ± 0.06 −68 1.2 0.9

687 7 161.51737 (0.23) 59.07635 (0.24) 6.2 ± 1.62 6.2 ± 1.69 0 ± 0.19 0 ± 0.07 3 0 −1.5

688 5 161.46491 (0.33) 58.94886 (0.32) 5.9 ± 1.55 6.2 ± 1.75 0.87 ± 0.36 0.25 ± 0.12 −87 1.3 −0.8

689 6 161.50726 (0.32) 59.07397 (0.31) 5.9 ± 1.48 6.1 ± 1.68 0.55 ± 0.35 0 ± 0.11 7 −1.3 −0.7

690 3 161.46715 (0.44) 59.03585 (0.43) 5 ± 1.26 6.1 ± 1.9 1.99 ± 0.56 0 ± 0.19 −14 −0.2 −1.4

691 3 161.55215 (0.44) 58.99043 (0.43) 5 ± 1.26 6.1 ± 1.91 2 ± 0.57 0 ± 0.19 −30 −1.1 −0.8

692 6 161.47264 (0.51) 59.05251 (0.5) 5 ± 1.43 6 ± 1.99 1.75 ± 0.69 0.09 ± 0.3 −86 −1.3 −1.8

693 6 161.45765 (0.42) 59.03342 (0.41) 5.1 ± 1.3 6 ± 1.64 1.67 ± 0.52 0 ± 0.16 −80 −1 −0.1

694 3 161.49726 (0.44) 58.9893 (0.43) 4.8 ± 1.23 6 ± 1.87 2.02 ± 0.57 0 ± 0.19 15 0 −1.2

695 7 161.39933 (0.23) 59.02911 (0.24) 5.9 ± 1.56 5.9 ± 1.62 0 ± 0.19 0 ± 0.07 63 0 1.7

696 6 161.56133 (0.42) 59.02568 (0.41) 5.1 ± 1.3 5.9 ± 1.64 1.68 ± 0.52 0 ± 0.16 19 −0.6 0.5

697 7 161.49247 (0.23) 59.03573 (0.24) 5.5 ± 1.41 5.5 ± 1.46 0 ± 0.19 0 ± 0.06 57 −0.9 −0.1

698 5 161.52377 (0.23) 58.97579 (0.24) 5.4 ± 1.44 5.4 ± 1.5 0.33 ± 0.2 0.25 ± 0.07 113 −0.7 −0.3

continued on the next page
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CB Catalogue continued

ID Size Flag RA Dec SP ST θDM θDm φ αIF αIM

(J2000) (arcsec) (J2000) (arcsec) (µJy beam−1) (µJy) (arcsec) (arcsec) (degrees)
699 7 161.42078 (0.23) 59.03622 (0.24) 5.3 ± 1.44 5.3 ± 1.5 0 ± 0.2 0 ± 0.07 −104 −0.3 0

700 7 161.4839 (0.23) 58.9978 (0.24) 5.2 ± 1.39 5.2 ± 1.45 0 ± 0.2 0 ± 0.07 −16 0 0.9

701 7 161.49622 (0.23) 59.05625 (0.24) 5.2 ± 1.4 5.2 ± 1.46 0 ± 0.2 0 ± 0.07 90 0.7 0.8

702 5 161.53728 (0.34) 59.05798 (0.33) 4.9 ± 1.27 5.2 ± 1.46 0.92 ± 0.38 0.25 ± 0.12 5 −1.1 0.7

703 5 161.54129 (0.23) 59.0243 (0.24) 5 ± 1.34 5.1 ± 1.39 0.33 ± 0.2 0.25 ± 0.07 0 −2.2 −0.2

704 7 161.48688 (0.23) 58.97815 (0.24) 5.1 ± 1.39 5.1 ± 1.44 0 ± 0.2 0 ± 0.07 −2 0.4 0.1

705 6 161.54901 (0.59) 59.03387 (0.58) 4.1 ± 1.21 5.1 ± 1.83 2.15 ± 0.82 0 ± 0.44 −86 −0.9 −0.4

706 5 161.48597 (0.23) 59.01097 (0.24) 4.9 ± 1.32 5 ± 1.37 0.33 ± 0.2 0.25 ± 0.07 90 0.2 −0.3
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