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Abstract

Studying the orbital dynamics of small body populationshe Solar System
allows us to understand both their current population arsd pebital structure.
Planet-crossing populations can also provide impact spaed probabilities, and
when coupled to cratering histories of solid bodies can igplanetary surface
ages.

The Wide-field Infrared Survey Explorétear-Earth Object (NEOWISE) de-
tections of the near-Earth object (NEO) orbital distribug (Mainzer et al., 2012)
are used to illustrate that a pure-gravity NEO orbital mad&ieenstreet et al.,
2012a) is not rejectable (at 99% confidence). Thus, no non-gravitational
physics is required to model the NEO orbital distribution.

We discovered in the NEO model numerical integrations thexpacted pro-
duction of retrograde orbits from main asteroid belt sosyaestimating that
~ 0.1% of the steady-state NEO population is on retrograde orfQitese ret-
rograde near-Earth asteroids (NEAs) may answer two outstgrguestions in
the literature: the origin of two known MPC NEOs with astelaidesignations
on retrograde orbits and the origin of high-strength, highecity meteoroids on
retrograde orbits.

Moving to the outer Solar System, we constructed a Centayff., < a <
aneptune) Model, supplied from the transneptunian region, to esértemporary
co-orbital capture frequency and duration with the giaanhpts, finding that at any
time 0.4% and 2.8% of the population will be Uranian and Nefatn co-orbitals,
respectively. This is in agreement with the known fractidrtemporary Ura-



nian and Neptunian co-orbitals, respectively. Thus, tlaétedng transneptunian
population provides a self-consistent external sourcéh®unstable giant-planet
co-orbitals.

In addition to studying the orbital dynamics of small bodyptations in the
Solar System, impact and cratering rates onto planetafpcs can be deter-
mined. The upcoming New Horizons spacecraft fly-throughefPluto system
in July 2015 will provide humanity’s first data for the crapapulations on Pluto
and its moons. In principle, absolute ages for these sisfeceld be determined
using the observed surface crater density. However, duetaricertainty in how
the Kuiper belt size distribution extends to small{ 100 km) projectiles, abso-
lute ages are entirely model-dependent and thus fraughtumitertainty.



Preface

The text of this dissertation includes modified reprints myously published
material as listed below.

Chapter 3 (published):

e S. Greenstreet and B. Gladmidigh-inclination Atens are Indeed Rarw&pJ
767,118 (2013).

This paper compares the detected orbital element diswigitietected by the
NEOWISE space telescope and the Bottke et al. (2002) NEQabdbstribution
model as published by Mainzer et al. (2012) to the newer NEQehérom
Greenstreet et al. (2012a). | contributed to this projectaiyng the published
biases for the orbital element distributions from Mainzeale (2012) for the
NEOWISE detections and applying them to the one-dimentmnhétal element
distributions from the NEO model from Greenstreet et al.1&f to compare
to the biased distributions from the Bottke et al. (2002) elags published by
Mainzer et al. (2012). | also executed the Kolmogorov-Sourtiests to determine
the probability of getting the NEOWISE detected distribas from each model.
| wrote the majority of the manuscript, with editing by Br&dladman, and
produced all the figures and tables.

Chapter 4 (published):

e S. Greenstreet, B. Gladman, H. Ngo, M. Granvik, and S. LaiBmduction
of Near-Earth Asteroids on Retrograde OrhifgpJ 749, L39 (2012).
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This paper discusses the unexpected production of ne#-Eeteroids
(NEASs) onto retrograde (backwards around the Sun) orbitenfraccepted
main belt asteroidal sources in the numerical integratissed to produce the
Greenstreet et al. (2012a) NEO orbital distribution modeldiscovered these
NEAs on retrograde orbits when searching through the nwalemtegrations.
The surprising nature of these objects was pointed out toyrigrétt Gladman,
which prompted the closer look into their production medstanand typical
orbital evolutions. | wrote the code used to sift throughititegration outputs to
find retrograde behavior as well as extract examples of &patrograde orbital
evolutions. | also ran one of the two sets of numerical irdggns for the best-fit
orbits for the two known retrograde NEAs, while Mikael Grdanvan the other
set, and ran the additional integrations for both objecpgotluced all the figures
and wrote the majority of the manuscript, with edits done bgtBGladman,
Henry Ngo, Mikael Granvik, and Steve Larson.

Chapter 6 (published):

e M. Alexandersen, B. Gladman, S. Greenstreet, J. J. KagldaM. Petit,
S. Gwyn,A Uranian Trojan and the Frequency of Temporary Giant-Plane
Co-Orbitals Science341, 994 (2013).

This paper examined the frequency of co-orbitals templgrarapped in
the 1:1 mean-motion resonance with the giant planets inraaexplain the
discovery of the first known Uranian Trojan. This was a joimbjpct with
PhD student Mike Alexandersen who brought me into the ptojeMike’s
observational survey detected the object, tracked it terdehe a high-precision
orbit, and then recognized the Trojan character. | set-up @arformed the
numerical integrations of the four giant planets and sdatieobjects as they
entered the Centaur region. | then wrote the code to searchgh the numerical
output for co-orbital behavior and computed the fractiontlud steady-state
population in co-orbital resonance with Uranus and Nepaswell as the mean,
median, and maximum durations of the temporary capturesotievthe following
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sections of the published supplementary material for theuseript: details on
dynamical integrations, co-orbital detection, resonatdnd classification, and
guasi-satellites, since | performed all of the analysis@néed in these sections. |
also provided editing for the manuscript.

Chapter 7 (published):

e S. Greenstreet, B. Gladman, and W. B. McKinnbmpact and Cratering
Rates onto Plutdcarus258, 267 (2015).

This paper discusses the impact and cratering rates onto &hdl its binary
companion Charon from the various Kuiper belt sub-popoitetias well as the
catastrophic disruption rate of the four smaller satediitgtyx, Nix, Kerberos, and
Hydra. The idea for this project came from Brett Gladman amtdiped provide
me with the background knowledge | needed. Understandingirserpreting
the outcome was a joint effort by the two of us with help fromazghor Bill
McKinnon. | modified and wrote all the code used in this projecmodified
an existing piece of collision probability code to prodube impact velocity
distributions and impact probabilities for each Kuipertbaib-population. |
set-up and ran the numerical integrations used to corred®lido’s dynamical
effects that were not accounted for in the collision proligttode. | also wrote
the code to convert the impact rates for each sub-popul&ticratering rates as
well as the integrated number of craters over the past 4 Gyaddition, | wrote
the code to compute the crater density plots and R plots dsaséhe code to
compute the catastrophic disruption rates for Pluto’s ®ueller satellites. The
writing of the manuscript was divided up as follows: Bill Miziaon wrote the
sections on Triton and Secondary craters, Brett Gladmanewte first three
sub-sections of the Discussion section, and | wrote theoféhe manuscript with
editing by both Brett and Bill. | also produced all the tabdesl figures, except
figure 2, which was made by Brett.
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Appendix A:

This appendix discusses a set of integrations that werenpeef to determine
whether the numerical integrations used to create the Gresst et al. (2012a)
NEO orbital distribution model had reached convergencéeait hour base in-
tegration time step used by running the same set of initintitmns with five
different time steps: 2 hours, 4 hours, 8 hours, 16 hoursgdrburs (3.5 days,
used in the Bottke et al. (2002) model integrations). Thgahctonditions and
time steps chosen for these integrations were decided updoth myself and
Brett Gladman. | performed the integrations and analyzedthital distribution
of the patrticles at the end of the 1 Myr integrations to deteenif convergence
had reached for the 4 hour time step. | wrote the appendix thélexception of
Section A.4, which was written by Brett. | also produced lad figures.
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object’s closest approach to the central body.

o - The longitude of pericenter is the sumfandw.

M - The mean anomaly is a fictitious angle that describes thegegosition of
an object along its orbit and is defined byt — T,), wheren is the mean-motion,
t is time, and[}, is the time since the object was last at pericenter.
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the average angular velocity of an object along its orbitiatbthe Sun, defined
byn = /4.

a3
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A - The mean longitude is the sum @f w, and M.

P - The orbital period P = /&5

Mg, - The mass of the Earth. 5.972290** kg.

M, - The mass of the Sun. 1.98860% kg.
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G - Gravitational constant. 6.673840~ ' m? kg~! s

p - Gravitational parameter. For objects Wlﬂjj’;@—t <107, u = GM, =
1.32712440018x10* m? s=2. Above this thresholdy should by calculated as
= G(Mg + maje) to maintain the given precision.

Ry - Hill sphere. ForM,..../Ms < 1, the sphere around a planet where
the gravitational dominance of the planet exceeds that efsin. Ry =

, 1/3
a <1\/Iplanet ) AU'

3Mo

T; - Tisserand parameter. This quantity is conserved duriaggtary close en-
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Ty = +2,/(1—e*)tcos(i).
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A — 3w
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L2 - Second Lagrange point. Located directly opposite the $om fa planet
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L3 - Third Lagrange point. Located directly opposite a plan@tfthe Sun mark-
ing a stable gravitational location for a third body of ngdlle mass.

L4 - Leading triangular Lagrange point. Locatéet ahead of a planet along its
orbit around the Sun marking a stable gravitational locafar a third body of
negligible mass.

L5 - Trailing triangular Lagrange point. Locat&d° behind a planet along its
orbit around the Sun marking a stable gravitational locatar a third body of
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R(a, e, 7) - Residence time probability distribution. Representsaeentage of
the steady-state population contained in each bin of a drid e, i cells placed
throughout the Solar System.

H-magnitude - Absolute magnitude. The apparent magnitudebgtt would
have if it were located in an equilateral triangle 1 AU frone thun and the Earth

7”2 ; 7”2
and at zero phase anglem = H + 2.5log1o5¢

¢ - Phase angle. Measured between the incident and reflegtedilrections of
an observed object with values ranging frofmto 180°, where a)° phase angle
refers to a fully illuminated object.

p - Albedo. An object’s reflectivity. Defined as the fraction iatident light
reflected from the surface, where a value of 0 means an olg#etts no light
and a value of 1 means an object reflects all light incidentupo

« - Logarithmic “slope” of the power-law differential distiition in number.

gsiope - LOgarithmic “slope” of the power-law differential distution in diameter.
Gslope = Sar + 1.

d - Impactor or small body diameter in km.

D - Crater diameter in km.
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U - Impact velocity in km/s.
é - Volume mass density of an impactor.
p - Volume mass density of a target at the surface.

Q* rp - Specific energy required for dispersal of a catastroplyiadisrupted
body, wherep is the reduced massM, ojcctiicMiarget/Miotar-  Q* rp =
0'5MU2/Mtotal-
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Chapter 1

Introduction

1.1 Motivation

The Solar System has three large reservoirs of small botlesmain asteroid
belt, the Kuiper belt, and the Oort cloud. The Oort cloud iyamdirectly related
to this thesis via its relation to the scattering object papon in the Kuiper belt.
Each of the populations in the main asteroid belt and the &upelt are divided
into several sub-populations according to their orbitabpzeters and dynamical
properties. The main asteroid belt sits between the orbitaos and Jupiter from
roughly 1.8 AU to 4.5 AU and the Kuiper belt is located beyoadhe orbit of
Neptune, extending from 30 AU to several hundred AU with tregarity of the
classical and resonant populations lying between roughlxt3 and 85 AU. Ob-
jects from these two belts can leave these reservoirs wadiftusive dynamical
processes that can put them onto planet-crossing orbits. n€ar-Earth object
(NEO) population, which have perihelin< 1.3 AU is an example of one such
population which has its sources in the main asteroid bék. processes by which
the orbits of small bodies in the Solar System are perturbadhelp us understand
the current orbital parameters of today’s small body paputa. Impact proba-
bilities and speeds can be computed for planet-crossinglabpns and cratering



histories can tell us something about the age of planetafaes under today’s
population of potential impactors.

1.1.1 Small Body Populations

Small body populations in the Solar System are scientifiéateresting, because
they were formed during the formation of the Solar Systenghby4.5 Gyr ago
and thus can provide valuable information about the foromaprocess. Dy-
namically speaking, their current orbital structure caavpte clues about the
orbital structure in the early stages of the Solar SystentaBge these popula-
tions are not static, but can move around the Solar Systemgraiatational and
non-gravitational forces, studying the dynamics of thesegsses helps us un-
derstand the current orbital distribution of today’s p@tigns. The interest in
future manned and unmanned space probe missions to stusly shwall bodies
has fuelled the desire to complete a census of the currenigtogn of near-Earth
objects, especially those on Earth-like orbits (Abell et 2009; Binzel et all.,
2004; Hildebrand et al., 2004). Recent missions to havesldmmsh NEOs include
NASA's Near-Earth Asteroid Rendezvous (NEAR) to 433 Erosv@rka et al.,
2001) and JAXA's Hayabusa to 25143 Itokawa (Yano et al., 20B86A's Rosetta
mission recently achieved the first comet-landing with tdd® probe touching
down on comet 67P/Churyumov-Gerasimenko. A census of themusmall
body populations can also provide an understanding of tipadatnand cratering
history of planetary surfaces and, in particular, can gtewhe impact threat of po-
tentially hazardous asteroids (PHAS) that could impacBaeh (Morrison et al.,
1994).

1.1.2 Impact Rates & Cratering in the Solar System

In addition to understanding the impact threat to Earthdyahg impact and cra-
tering rates onto planetary surfaces can allow us to datesuaces either abso-
lutely, as in the case of the Moon for which we have sampleas fifee surface, or
in a relative sense. The absolute dating of cratered swiacehe Moon has al-
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lowed us to assign a specific timre .9 Gyr ago) to the period known as the lunar
cataclysm (Tera et al., 1974) when the Moon experiencedka apits impacting
history during a violent time in the early stages of the S&8gstem. Studying
cratered surfaces can also tell us about past resurfacemdsand processes such
as geological activity on planetary surfaces. Very fewarnsabn a surface implies,
as in the case of Neptune’s moon Triton, that the “planetbody has had recent
geologic activity that has erased or eroded many of its gatl addition, the
size distribution of craters on planetary surfaces can bd tsinfer the size dis-
tribution of the impacting populations. For example, Stretnal. (2005) show that
the crater size frequency distribution on the lunar marethedsize distribution
of the near-Earth asteroid population confirms that NEOsheesource of lunar
craters. In the outer Solar System, cratered surfaces cardprinsights into the
size distribution of small body populations for which we d#ess knowledge than
the main asteroid belt due to their farther distances froenghrth. Particularly
in the case of Pluto, which is the target of the upcoming Newizéas fly-by in
July 2015, the crater size frequency distribution on itd(as binary compan-
ion Charon’s) surface can provide insights into the siz&idigtion of the Kuiper
belt sub-populations. Unfortunately, without knowing #hee distribution of the
Kuiper belt sub-populations down to the smallest sizes-(suliameters), little
can be said about the inferred age of Pluto’s (or Charondase other than to
make model-dependent predictions (Greenstreet et als)2®owever, perhaps
the New Horizons fly-through of the Pluto system will provstame clues to the
inferred shape of the Kuiper belt size distribution at srdameters.

1.2 Thesis Outline

Chapter 2 is an introduction to the near-Earth object anchrasieroid belt pop-
ulations, including their orbital structure, dynamicsgaize distributions. Previ-
ous work related to the production of a near-Earth asteidilA) orbital model

(Greenstreet et al., 2012a) was the subject of my Maste&@gtand is not part of



this PhD thesis. The details of the NEA orbital distributpmoduced in the model
is discussed, but the production of the model is not.

Chapter 3 is based on Greenstreet and Gladman (2013) andacesngeEO
orbital distribution models to the detected orbital eletndistributions of Aten-
class NEOs detected by the NEOWISE spacecraft (Mainzer, &Cdl2).

Chapter 4 discusses (based on Greenstreet et al. (2012bpraduction of
retrograde NEAs from main belt asteroidal sources and tmginection to high-
strength, high-velocity meteoroids on retrograde orbits.

At this point, the focus shifts from small body orbital dynamin the inner
Solar System to small body dynamics and cratering in ther@dkar System.

Chapter 5 is an introduction to the current and past orbttakcgire of the
Kuiper belt as well as its sub-population size distribusi@nd cratering in the
outer Solar System.

Chapter 6 discusses the capture of scattering Kuiper bjelttstinto co-orbital
resonance with the icy giant planets, motivated by the #sgoof the first Ura-
nian Trojan by Alexandersen et &l. (2013).

Chapter 7 (based on Greenstreet et al. (2015)) focuses authent impact
rate from the Kuiper belt sub-populations onto Pluto anditery companion
Charon as well as their cratering rates over the past 4 Gydelddependent ages
are computed based on assumed extrapolations of the imgaaistribution at
small sizes (diametef < 100 km).



Chapter 2

An Introduction to Near-Earth
Objects and the Main Asteroid Belt

2.1 Near-Earth Objects

The orbital elements that describe the motions of bodiesrardhe Sun in the
Solar System include the semimajor axighalf the distance of the longest diam-
eter of the orbit), the eccentricity (deviation of the orbit from a perfect circle),
and the inclinatiorni (tilt of the body’s orbital plane with respect to the EarthnS
orbital plane). The pericentgrmeasures an object’s closest distance to the Sun
and is calculated via = a(1 — ¢). Similarly, the apocentep = a(1 + ¢) mea-
sures an object’s farthest distance from the Sun. NeahBajects have perihelia

g < 1.3 AU? and are divided into dynamical sub-groups according ta thrital
elements.

aThere is no standard upper limit on semimajor axis for the Ni&pulation, although we use
a < 4.20 AU from Bottke et al.|(2002).



Figure 2.1: Sample schematic orbits of objects in the four tradition&ON
classes. Apollos and Atens cross the orbit of the Earth writers lie
entirely exterior to the Earth’s orbit and Atiras lie comely interior
to the Earth’s orbit.

2.1.1 NEO Dynamical Classification

Near-Earth objects are traditionally divided into dynaahiclasses as follows:
Amors (1.017 < ¢ < 1.3 AU), Apollos (@ > 1.0 AU, ¢ < 1.017 AU), Atens
(a < 1.0 AU, @ > 0.983 AU), and Atiras (.718 < @ < 0.983 AU). In recent
literature, Atira-class asteroids form part of what hasnbe&led interior-Earth
objects (IEOs) (Michel et al., 2000), because their orlgtsdbmpletely interior to
Earth’s orbit () < 0.983 AU). Following historical precedent, we adopt the name
Atira for this class of NEO, after its first named member, 1%3Atira.

Apollos and Atens are on Earth-crossing orbits, and thusemakhe potential
Earth impacting populations. Apollos have orbits largantkthe Earth’s orbit and
thus spend more time at farther distances from the Sun tlegBatth, while Atens



are on orbits smaller than that of the Earth, spending muc¢hesf time interior
to Earth’s orbit. Amors have orbits which lie entirely ex¢grto the orbit of the
Earth with perihelia greater than the aphelion of Eagtb-(1.017 AU). Atiras, on
the other hand, lie on orbits completely interior to the Earorbit with aphelia
less than the perihelion of Eartf) (< 0.983 AU). Figure 2.1 shows a schematic of
objects in the four traditional NEO classes. We further exjthese into six NEO
classes. As mentioned above, Atira-class NEOs have beemaéfto as interior-
Earth objects (IEOs), which include all objects with orbitgerior to that of the
Earth (2 < 0.983 AU). We subdivide this region into three orbital classedras
(0.718 < @ < 0.983 AU) are objects decoupled from (interior to the orbit of)
Earth but can cross the orbits of Venus and Mercury, Vatiha®{ < @ < 0.718
AU) are objects decoupled from Venus but can be on Mercurgsing orbits, and
Vulcanoids have orbits witlp < 0.307 AU and are decoupled from Mercury. No
Vulcanoid or Vatira NEOs are currently known, which is unsiging due to their
tiny solar elongations (angle from the Sun as viewed fronttgar

2.1.2 NEO Orbital Distribution

Table 2.1 lists the best estimates for the fractions of NEOsaich orbital class
from the Greenstreet et al. (2012a) NEO orbital distributitodel. Apollos make
up the majority & 63%) of NEOs, however, as is shown in Figure 2.2 of the NEO
boundaries in semimajor axis/eccentricity space, the lapalover the largest area
of the NEO region. The population of NEOs drops off with dasiag semimajor
axis from the Aten to the Vulcanoid populations, with no @tggredicted to exist
on orbits scattered down to the innermost portions of tharSeystem interior to
the orbit of Mercury (see Table 2.1). Objects are gravitedlly scattered by a
planet when they pass within a few Hill radii from a planet. eTHill sphere
indicates the region around a planet where the planet hagagranal dominance



NEO Best
Class Estimate
(%)
Amor 30.1 £0.8
Apollo 63.3+0.4
Aten 5.0+£0.3
Atira 1.38 = 0.04
Vatira 0.22 +£0.03
Vulcanoid 0.0

Table 2.1: NEO class percentages from the Greenstreet et al. (2012@) NE
orbital distribution model. An Atira ha8.718 < @) < 0.983 AU while
a Vatira is a Venus-decoupled object witl307 < @ < 0.718 AU. We
define Vulcanoids as objects with < 0.307 AU. The dynamical model
does not produce any NEOs that get scattered down to thenosér
portions of the Solar System onto orbits that are completegrior to
the orbit of Mercury (the population we call Vulcanoids).

over the Sun, and fa¥/,;...:/ M~ < 1, can be computed for a given planet via:

M ane 1/3

In order for a main belt asteroid to reach an orbit in the inrest portion of the
Solar System (especially near Mercury), an object mustrépee a sequence of
fortuitous close encounters that “hand it down” to plané&ser to the Sun, which
becomes increasingly unlikely as an object gets to smadlkodentric distances.
The NEO population estimates, including the dropping transimaller semima-
jor axes can also be seen in Figure 2.3. This figure shows Hiderece time
probability distribution (i.e. the fraction of time NEOseapredicted to spend at
any given semimajor axis, eccentricity, and inclinatioopf the Greenstreet et al.
(2012a) NEO orbital distribution model, where the popwlatat low+« drops off
as expected.
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Figure 2.2: NEO class distinctions and source regions:jre space. The
NEO population is restricted to orbits with < 1.3 AU anda <
4.2 AU. Amors (1.017 < ¢ < 1.3 AU), Apollos (@ > 1.0 AU,

g < 1.017 AU), Atens @ < 1.0 AU, Q > 0.983 AU), Atiras
(0.718 < @ < 0.983 AU), Vatiras (0.307 < Q < 0.718 AU),

and Vulcanoids@ < 0.307 AU) are the six NEO classes (blue) we
adopt. Theys secular resonance (red), 3:1 mean-motion resonance
(red), intermediate Mars crossers (IMC) (green), and theramain

belt (OMB) (green) population constitute the asteroidalrse regions

and the Jupiter family comets (JFCs) (green) are the cognstairce
region for the NEO population.
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Figure 2.3 shows a high concentration of NEOs between rgugilU and
3 AU. This reflects the entry point of most objects into the NEQion from
sources in the main asteroid belt. As shown in Figure 2.2agteroidal source
regions for the NEO population are located just outsidegthe 1.3 AU NEO
boundary. These NEO source regions are discussed in theewidn.

2.2 Main Belt Dynamics and Near-Earth Object
Source Regions

The main asteroid belt spans semimajor axes between Margupiter from
roughly 2 AU to 3.5 AU. As can be seen in Figure 2.4 of the mail (g ¢) and
(a, 7) projections, the majority of the asteroids in the main balite orbits of mod-
erate eccentricitye( < 0.35) and inclination { < 20°), with a few high-inclination
groups. The structure visible in Figure 2.4 is importanttfoe near-Earth object
population, because it marks the source regions that feeNEO population.

2.2.1 Resonances in the Main Belt

Resonances located in the main asteroid belt also have ility ab mod-
ify asteroidal orbits and are often much more powerful théangtary grav-
itational scattering. Historically, people began lookiagresonances in the
main belt as a means to transport meteorites from the adtbadi to the Earth
(Greenberg and Chapman, 19383; Wetherill, 1979). The stiaxipf meteorites
arriving at Earth prompted researchers to look at the nekige reservoir of
small bodies, the main asteroid belt, as their source. Becplanetary close en-
counters are unable to remove objects from the main belineexes located in
the main belt began to be explored as the transportation anexrh for getting
meteorites to the Earth. Further discussion of past work witmerical integra-
tions of NEO source regions can be found in Section 2.2.3.
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Secular Resonances

In addition to the orbital semimajor axis, eccentricitydanclination, the longi-
tude of the ascending node (angle projected onto the Earth-Sun orbital plane
from the reference direction of the vernal equinox to thetmn of the ascending
node where the orbit plane intersects the Earth-Sun plémegrgument of peri-
centerw (angle in the orbital plane from the ascending node to thieg@eter), and
the true anomaly (angle in the orbital plane from the pericenter to the |aati
of the body along its orbit) are also used to describe an tbjexbit.

The existence of more than two bodies in the Solar Systenmesahs angular
orientation of the orbits of all bodies to change over tima aecular precession
rate. This secular precession rate of the longitude of petérw (sum of the
longitude of the ascending node and the argument of pedacent= ) + w) for
each planet is made up of a linear combination of the secuéaegsion frequen-
cies, or eigenfrequencigs (j = 1 — 8), of all the planets. Likewise, the secular
precession rate of the longitude of the ascending foé& each planet is made
up of a linear combination of the eigenfrequencieg; = 1 — 8). An equally
common naming conventionig — vg for g; — gs anduy; — v for s; — ss.

In addition to exciting secular precession in each othertst®, the plan-
ets induce secular precession in the orbits of small bodi¢ka Solar System.
Eccentricity-type (or inclination-type) secular resooes occur when the preces-
sion rate of a body’s longitude of pericenter (or longitudeascending node)
is commensurable with an eigenfrequency, or combinatiogiggnfrequencies,
of the Solar System, i.ecc = g; (or QO = s;)- (Michel and Froeschlé, 1997;
Wetherill and Faulkner, 1931). Eccentricity-type secuésmonances excite the ec-
centricities of objects located in the resonance, incnegidie object’s chances of
having planetary close encounters due to intersecting iplarestary orbits as
increases. On the other hand, inclination-type seculam@asces that excite the
inclination of objects in the resonance can protect objoi®m planetary close
encounters as objects are tilted farther out of the eclijpgaoe. They; secular
resonance, which occurs when~ gg, is among the strongest of the eccentricity-
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exciting secular resonances in the Solar System. It isdolcat the inner edge of
the main belt neati ~ 2 AU andi < 20° (see Figure 2.5). It's presence can be
seen in the top panel of Figure 2.4 where it has sculpted theedwedge of the
inner main belt population in, i space.

Objects enter theg resonance from the adjacent main belt as objects random
walk in ¢ at roughly constant inclination. This random walk is duehte thaotic
nature of many overlapping resonances (see Section 2024dted within the main
asteroid belt. Once objects enter the resonance their eiies can quickly
be increased to values large enough to put them on Marshegossbits where
subsequent Martian close encounters can remove them feorasbhnance and put
them onto a near-Earth orbit (Greenberg and Chapman, 1988w@n|, 1979). If
planetary close encounters do not kick an object out of thelaeresonance, the
body can have its eccentricity increased to unity 1, pushing it into the Sun, in
only a few hundred thousand years (Farinella et al., 1994d@han et al., 1997).
However, if an object leaves the resonance, it can live fos t® hundreds of
millions of years random walking in as it experiences a sequence of planetary
close encounters.

Kozai Resonance & Kozai Effect

The Kozai secular resonance (Kozai, 1962) offers an adhditiprotection mech-
anism from planetary close encounters. This secular resendoes not relate to
the precession rate of the planets, but that of the astetoiga It occurs for a
small body when the precession rate of its longitude of peter:c matches that

of its nodal longitude?. When these two precession rates are equal, the argument
of pericenter stops precessing, wex~ 0, and begins librating arourti)® or 270°
(Kozai, 1962). For orbits witlhh < 2 AU, Michel and Thomas (1996) showed the
argument of pericenter can also librate arodsd°. For near-resonant objects,
the related Kozaeffectresults in the argument of pericenter continuing to precess
(explore all values betweeit — 360°), but at a highly-variable rate, coupled to
largee variations.

14
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Figure 2.5: Approximate ¢, 7) locations of the 3:1 mean-motion resonance
andvs, vg, andvyg Secular resonances for= 0 orbits. As an example,
to the right of theys curve an object has a longitude of pericenter
precession rates > gg, While to the left of the curver < ¢g5. A
resonant response occurs when an object is located on agloing
the vg curve wherecw ~ gg. This resonant response can quickly
increase the eccentricity of an object to a Sun-grazingt evithin 1
Myr (Farinella et al., 1994) unless a planetary close entmuamoves
the object from the resonance. A similar resonant respocsg ® for
objects located along thg secular resonance curve as well as the 3:1
mean-motion line, which is discussed in Section 2.2.1. fihsecular
resonance induces a resonant response in an object’satiafirwhen
the longitude of the ascending node~ s;s.
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As the argument of pericenter librates due to Kozai dynamitse
z-component of angular momentum is conserved, and thus tlamntity
/(1 = €%)cos(i) remains constant. This causes the small body’s eccextani
inclination to oscillate against each other (i.e., higberresponds to low-and
vice versa). This mechanism offers protection againstgiay close encoun-
ters due to the orbital orientations it forces for the asterd-or objects in the
asteroid belt with orbits well inside Jupiter’s orbit andside Mars’ orbit, close
encounters can only happen at the asteroid’s aphelion drghen, respectively.
However, because the asteroid’s argument of pericentdrates around0° or
270° and the inclination remains large, the asteroid’s peritmedind aphelion most
often lie well outside the ecliptic plane, keeping the asitefrom planetary close
encounters (Michel and Thomas, 1996). Thus, objects in Kesanance can be
stable for tens to hundreds of Myr (Gladman et al., 2000). &i@x; the stability
of such orbits comes from their high orbital inclinationssallations ine and
1 can allow orbital configurations whenis very high and: is very low, putting
the asteroid in a position where fortuitous planetary cleseounters could po-
tentially dislodge it from the Kozai resonance or other diameous resonances
such as mean-motion resonances (see below), befgees large enough to push
the object into the Sun (Gladman et al., 2000). Planetaigestmcounters remov-
ing objects from mean-motion resonances while also in theaKoesonance is
important for NEAs on long-lived retrogradée £ 90°) orbits and is discussed in
Chapter 4.

Mean-Motion Resonances

Mean-motion resonances divide the main asteroid belt hgortner, middle, and
outer belt. The inner belt is located betweer2.1 AU and= 2.5 AU, the middle
belt lies between- 2.5 AU and~ 2.8 AU, and the outer belt covers 2.8 AU to
~ 3.5 AU. Figure 2.6 depicts the main asteroid belt semimajor digsribution
where it can clearly be seen that there are severe gaps iruthber of aster-
oids located at specific values of These gaps are called the Kirkwood gaps
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Figure 2.6: Main asteroid belt semimajor axis histogram for the 422,910
numbered asteroids in the Minor Planet Center Orbit (MPCPDRB
database on February 5, 2015. The gaps at roughly 2.5 AU, 2,8 A
2.95 AU, and 3.3 AU are the Kirkwood gaps corresponding tdthie
5:2, 7:3, and 2:1 mean-motion resonances with Jupiterectisely.

(Kirkwooo, 1867) and the most obvious ones correspond t8the5:2, 7:3, and
2:1 mean-motion resonances with Jupiter.
The mean-motiom, of an object describes the average angular velocity of an

object’s orbit around the Sun, and is calculated by:

n=,% (2.2)
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wherey is the gravitational parameter ands the semimajor axis. For objects
with Zeet < 107, = GMg = 1.32712440018x10% m® 57>, Above this
threshold,: should by calculated g8 = G (Mg + mopjec:) t0 Maintain the given
precision. Mean-motion resonances occur when an astsroitital period is
commensurable with the orbital period of a planet. For exantpe 2:1 mean-
motion resonance with Jupiter occurs when the asteroidsotfise Sun twice for
every single orbit of Jupiter, i.e2n; = n,s. The repetitious positioning of the
asteroid and planet in a mean-motion resonance causegttaeiational interac-
tions to be periodic.

In principle, this could protect the asteroid from Jupgegravitational per-
turbations, which can otherwise kick the asteroid out ofitimer Solar System,
creating a stable niche in (e, ©) space. However, when resonances (mean-maotion
or secular or a combination of the two) overlap, that, i region no longer re-
mains stable. The main asteroid belt is quite crowded withenous overlapping
mean-motion resonances with Mars, Jupiter, and Saturnviiveg et al., 2002).

In the inner main belt, the 3:1 mean-motion resonance ldoag¢ara ~ 2.5 AU

is one such unstable resonance. Thesecular resonance (see Figure 2.5) and
several mean-motion resonances intersect the 3:1, mgguritits unstable nature.
The stronge-pumping mechanism within the unstable 3:1 resonance sause
jects located in the resonance to evolve quickly onto at lelass-crossing orbits
(Wisdom, 1985), as depicted in Figure 2.2. Martian closeoanters can then
cause changes im and kick the object out of the resonance, leaving it in near-
Earth space. If the object stays in the resonance, it canogEatth-crossing
without the help of Martian close encounters.

Other Resonances

Asteroids can also escape the main belt through mean-ma#@eanances
with Mars or three-body mean-motion resonances with thentganets
(Nesvorny and Morbidelli, 1998) and reach Mars-crossinigjite (Bottke et al.,
2002). Martian close encounters can then scatter thesetskmato near-Earth
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orbits (Gladman et al., 2000). The outer main belt regoer2(8 AU to ~ 3.5 AU)
also has strong mean-motion resonances, such as the 7:3n8:2:1 resonances
with Jupiter, and three-body mean-motion resonances wiglitelr and Saturn
(Nesvorny and Morbidelli, 1998) which can supply NEOs (Retet al., 2002).
These resonances can push asteroids to hgtits and into the NEO region.

2.2.2 Jupiter Family Comets

The last important NEO source region comes from the Jupamiily comets
(JFCs). The JFC population is bounded by the Tisserand gaeamin the cir-
cular restricted three-body problem, the following quinis conserved during
planetary close encounters (in this case with Jupiter):

Ty =2 12 /(1 — ) Leos(i) (2.3)
a ag
wherea; is Jupiter's semimajor axis. Jupiter family comets are @efito be
those with2 < T; < 3, all of whom are on Jupiter-crossing orbits. Jupiter is then
excellent at kicking these objects out of the Solar Systeswever some JFCs
can be kicked into the inner Solar System and into the NEQ@re{@ottke et al.,
2002; Levison and Duncan, 1997).

2.2.3 Past Work with Numerical Integrations

The ability to compute n-body numerical integrations has/jated enormous ad-
vantages to understanding orbital dynamics and chaoti@avahn the Solar Sys-
tem. Numerical integrations showing the chaotic naturdnefrhain asteroid belt
as a source for near-Earth objects and meteorites begam 19#0s when Wether-
ill developed Monte-Carlo models of injecting collisiolyafragmented objects
into therg and 3:1 resonances, which slowly raised their eccenggiiintil they

became Mars-crossing and Mars could gravitationally reertbem from the res-
onance (Wetherill, 1979). Martian close encounters cdudth remove the object
from the resonance and cause its orbit to evolve along thagden curve at
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Mars’ aphelion and eventually the aphelion curve at Marsi@ion (similar to
the Earth-crossing curves shown in Figure 2.3), until rearln Earth-crossing
orbit (Greenberg and Nolan, 1993; Wetherill, 1985). Evaliy it was realized
that resonances alone could move objects from the mainoasteelt to Earth-
crossing orbits. Similar models by Greenberg and Chapm@@3)jlof material
being injected into main belt resonances from large-bodyaicts produced ob-
jects being transported onto near-Earth orbits. Both nsofdeind~ 1 Myr to be
the typical timescale to transport objects from the maiarasgd belt to near-Earth
space via resonances, with typical lifetimes of tens of Mrelenberg and Nolan,
1993). Computational improvements by the 1990s allowetisitally signifi-
cant numbers of objects to be numerically integrated widlntisig positions in
main belt resonances. The turning point in our modern umaiedsng of the ef-
ficiency of main belt resonances at supplying NEOs came wiaeiméila et al.
(1994) showed that eccentricities of objects injected min belt resonances
could not only reach Earth-crossing orbits, but Sun-gzrbits ¢ = 1) on
timescales of onlge 1 Myr. After this, numerical integrations showed typical dy-
namical lifetimes of particles placed within many main lsekonances to be only
a few million years, most particles being terminated by In@iog Sun grazers or
being ejected from the Solar System by Jupiter (Gladman,1297).

Morbidelli and Nesvorny (1999) showed that in additionhie s and 3:1 res-
onances, both Mars-crossing asteroids and the outer métiralbe efficiently
populate the NEO region. Many of the Mars-crossing objertsl@cated near
several mean-motion resonances with Mars and three-body-metion reso-
nances, while outer main belt (OMB) objects sit near sevasdn-motion reso-
nances with Jupiter as well as many three-body mean-magomiances. Chaotic
diffusion of objects migrating im can both produce and transport Mars-crossing
and outer main belt objects into the near-Earth region ordtales of: 25 Myr
(Morbidelli and Nesvorny, 1999).

The higher-than-previously-thought number of Sun graziognets found in
numerical integrations by Levison and Duncan (1.994) pditdethe short-period
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(P < 200 yr) comet population as a non-negligible NEO source. Theseamical
integrations found a median lifetime (from the current fjraé~ 500, 000 years
until most objects were either ejected from the Solar Systebecame Sun graz-
ers. Levison and Duncan (1997) found tha80% of particles evolving out of the
Kuiper belt reached orbits withh < 2.5 AU at some time during their lives; some
havinga < 4.2 AU and thus could become NEOs. The short amount of time spent
in the JFC region by the known JFCs (0.1 Myr; (Levison and Duncan, 1994)),
requires a significant population of objects in the Kuipdt teesupply the known
JFC population (Bottke et al., 2002). This allows the JFCypaion to supply
some NEOs.

The first numerical model of the NEO orbital distribution ngsithese five
main NEO source regions (thg and 3:1 resonances, Mars-crossers, OMBs, and
JFCs) was produced hy Bottke et al. (2002). Bottke et al. 220 their inte-
grated steady-state orbital distribution for each NEO seuo the Spacewatch
observations to determine the contribution of each souEgen to the overall
a < 4.2 AU NEO orbital distribution. Their best-fit parameters fbietsource
contributions were37 4+ 8% from therg resonance27 + 3% from an initially
Mars-crossing populatior20 + 8% from the 3:1 resonancé() + 1% from the
outer-portion of the main belt, artict- 4% from the JFCs. Their model also broke
down the resulting predicted population into each NEO E|agith Amors con-
stituting 31 + 1%, Apollos61 + 1%, Atens6 4+ 1%, and IEOS2 + 0.5% of the
NEO population.

Greenstreet et al. 2012 NEO Model

The most recent numerical model of the NEO orbital distidoutwas pro-
duced by Greenstreet etal. (2012a). The numerical integsatused in the
Greenstreet et al. (2012a) model were similar to those akBeit al. (2002) with
several improvements due to recent increases in compughppower (see Chap-

®Bottke et al. (2002) normalized their population fractiamgy to the@ > 0.983 AU re-
gion. Greenstreet et al. (202.2a) have included the neamp8pulations and renormalized these
fractions.
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ter 3 for a discussion of these improvements). The updatetehveas motivated
by the needs of Canada’s microsatellite NEOSSat (NeahExject Surveillance
Satellite).

Canada’s NEOSSat is a joint project between the CanadianceSpa
Agency (CSA) and Defense Research and Development CanaB®ED
(Hildebrand et al., 2004). The science mission via CSA isareh for and track
NEOs, specifically those on orbits with< 1.0 AU. NEOSSat is designed sim-
ilarly to the Microvariability and Oscillations of Stars (5T) space telescope
(Walker et al., 20C3). NEOSSat features an attached baffieialy the satellite
to look as close a$5° to the Sun, and was launched in February 2013. In order to
optimize an efficient pointing strategy for NEOSSat to maxaerthe number of
detections as well as reach orbits for discoveries that@wd gnough to no longer
need follow-up observations (fractional uncertairdty;/a, is small), a model of
the NEO orbital distribution with good statistics in the< 1.0 AU region was
needed.

Though the dominant population regions (Amors and Apoltefsthe NEO
orbital distribution are well represented in the Bottkele(2002) model, it was
obvious that the uncertainty in the < 1.0 AU region was too large to plan an
optimal pointing strategy for NEOSSat to discover and trAténs and Atiras.
There was also concern that the exclusion of Mercury frorBthtéke et al. (2002)
integrations could have caused the< 1.0 AU populations to inaccurately rep-
resent the intrinsic orbital distribution. These reasomgivated the computation
of the new steady-state NEO orbital distribution model,chibhave better statis-
tics and greater integrator accuracy than the previous médgure 2.3 depicts
the resulting orbital distribution of the NEO populatioorin the Greenstreet et al.
(2012a) model. Table 2.1 lists the best estimates for tlotidras of NEOs in each
orbital class from the Greenstreet et al. (2012a) NEO drditribution model,
which are in agreement with the previous model’s estimatesithin their esti-
mated uncertainties. The better accuracy of this NEO dr8isribution model
for thea < 1.0 AU orbital element distribution and agreement with the NE-
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OWISE detections (Mainzer et al., 2012) is the subject ofgi#ra3. In addi-
tion, the surprising discovery of main belt sources prodgeiear-Earth objects
on retrograde orbits within the Greenstreet et al. (2012a)erical integrations
(Greenstreet et al., 2012b) is discussed in Chapter 4.

2.2.4 Non-Gravitational Forces

The dynamical lifetime of objects inside many main belt restes is much
shorter than the age of the Solar System, requiring a stahlees to resupply
these asteroidal source regions within the main asterdid Rossible supply
mechanisms include collisions (Farinella et al., 1993)isgajor axis drift driven

via the Yarkovsky effect (Bottke et al., 2001; Farinella &fdrouhlicky, 1999),

and chaotic dissipation (Carruba et al., 2003; Morbidelt &lesvorny, 1999).

It has long been thought that collisional fragments or treakrup of aster-
oids in the main asteroid belt can push debris into the steepgmpingrs and
3:1 resonances and supply asteroids to near-Earth orbitglaas meteorites to
the Earth (Farinella et al., 1993; Greenberg and Chapm&%,; 18etherill, 1985).
Collisions at closer distances to the Sun where the volumnsenaler could also
change the orbital distribution of NEASs at low semimajorai@run et al., 1985).
Tidal disruptions due to planetary close encounters colgll lareak apart weak
rubble-pile (non-monolithic structure consisting of asded pieces of rock from
gravitational forces) asteroids (Richardson et al., 1988) could also migrate
into resonances.

The Yarkovsky effect affects small, rotating asteroidsjstiag them to drift
in semimajor axis due to the anisotropic emission of radimtibsorbed by the
asteroid. For a rotating body, the absorbed solar energyrédiates will not be
in a direction opposite to incoming solar radiation due trthal properties of the
body that produce a lag between the absorption of sunlightteare-radiation of
heat. This causes a net force on the body along the diredtimotion. This effect
is known as the diurnal Yarkovsky effect. Prograde rotafthiese that rotate
in the counter-clockwise direction from a top-down view bé&tSolar System)
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have a net force in the direction of motion along their orbitd so have their
semimajor axis slightly increased, causing the object tft dutward from the

Sun. Retrograde rotators drift inward. The effect of senmaxis drift due to

Yarkovsky as well as direct radiation pressure effects ry géow compared to
the gravitational forces discussed above. Thus, non{gitaamal forces have not
traditionally not been included in models of NEO orbital dymics.

2.3 Size Distributions of the Main Asteroid Belt
and Near-Earth Objects

Another well-studied aspect of the main asteroid belt an@Bpulations is their
size frequency distributions (SFDs) (cumulative numbeolgécts as a function
of size). The SFD of asteroids can tell us about their coltial evolution over
the age of the Solar System, the impact strength of asterthieSoriginal” mass
in the main asteriod belt, and the cratering rate onto thieggral planets, among
other things (Jedicke and Metcalfe, 1998). SFD determona done through
telescopic surveys of apparent brightness distributimhsch are then translated
to absolute magnitudes (directly related to an objects)siz

The H-magnitude (absolute magnitude) of a Solar System objeldfised to
be the apparent magnitude an object would have if it wergéolda an equilateral
triangle 1 AU from the Sun and the Earth and at zero phase angldée phase
angle is measured between the incident and reflected lighttdins of an ob-
served object. Phase angles range ftorto 180°, where a)° phase angle refers
to a fully illuminated object. Theéf-magnitude of a Solar System body can be
computed from its observed (from Earth) apparent magnityde

2 2

rheliorgeo
m = H + 2.5logy ) (2.4)

wherer,.;, is the heliocentric distance of the body,, is the body’s geocentric
distance, and(¢) is the phase function witk(0) = 1. The H-magnitude relates
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to an object’s diameteb, in km, via:

Dy = 1329 1 g-02n (2.5)
VP
where the object’s visual albedg or reflectivity, is defined as the fraction of
incident light reflected from the surface. An albedo of O nsean object reflects
no light and a value of 1 means an object reflects all lightent upon it. Typical
NEO albedos range from 0.05-0.25. Using equetion 2.5, a NE®M = 18 has
a diameter range of roughly 0.7 km to 1.5 km for the usual albadge.

The differential number of objectd” as a function ofH-magnitude can be
modeled as a power-law (equation 2.6), wheis the logarithmic slope (hereafter
referred to simply as the slope) and allows mapping to tHferaiftial distribution
in diameterd given in equation 2.7 by, = 5 + 1.

dN
dN
E o< D(_qslope) (27)

The size distribution of the main asteroid belt has colirsadly evolved over
the past~ 4.5 Gyr. Dohnanyi (19€9) theoretically examined the size feagty
distribution of objects undergoing collisions, assuming $trength of an asteroid
per unit mass is independent of size. He found the SFD of suadiligionally
evolved population should follow a single power-law witb@to = 0.5 (gsiope =
3.5) at all sizes. O’Brien and Greenberg (2003) examined tHesaoial evolution
of the main belt size distribution analytically and foun@ tame result only for
objects of constant strength independent of their size. Bsiéh and Greenberg
(2003) discuss, this does not hold, however, when an objsttEngth depends on
its size (see Section 2.3.3).

Observationally, the main asteroid belt SFD is difficult etefmine due to
observational biases of magnitude limited surveys. At gfifzm, a main belt as-
teroid can be at a large variety of distances from the Ear® t(®4.9 AU) and
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express apparent brightness fluctuations up-t6.5 magnitudes depending on
its location along its orbit (Jedicke and Metcalfe, 1998hu3, debiasing aster-
oid surveys is key to understanding the intrinsic popufati®his observational
difficulty is also present for the near-Earth asteroid papah.

2.3.1 Surveys of the Main Asteroid Belt

The earliest systematic magnitude survey of main beltaisteperformed on pho-
tographic plates was the Yerkes-McDonald survey (YMS) bipKuet al. (1958),
photographing the ecliptic plane to latitude20f and to a limiting photographic
magnitude of~ 16.5 (Jedicke and Metcalfe, 1998). They discovered 1,550 aster-
oids, determing magnitudes for roughly two-thirds.

The Palomar-Leiden Survey (LPS) (van Houten etal., 197@@nsled the
magnitude frequency distribution to a photographic magiatof roughly 20,
discovering> 2,000 main belt asteroids, of which they used 1,800 to
determine the magnitude frequency distribution (JedicleMetcalfe, 1998).
van Houten et al. (1970) were the first to measure a changeope gfom the
a = 0.5 slope predicted and observationally confirmed for the kirgsteroids
to a shallower slope now measured todbe- 0.3 for d < 30 km (Gladman et al.,
2009).

The advances in both CCD technology and computers in thesl§8#atly
aided the ability to perform automated scanning and seagchigorithms for
main belt asteroids at sizes smaller than tens of km. Theddsity of Ari-
zona’'s Spacewatch system located on Kitt Peak was the fistdoessfully use
CCD technology to systematically find main belt asteroids mear-Earth objects.
Jedicke and Metcalfe (1998) used the Spacewatch obserabtiata of 59,226 as-
teroids found between 23 September 1992 and 8 June 1995cstinate the or-
bital and absolute magnitude distribution of main belt mstks. They found that
a single power-law slope in the range< H < 16 (roughly 2.5 km to 105 km for
an assumed albedo of 10%) did not fit the observed distribwigll, finding a dis-
tinctive break in the power-law at roughty = 13 (corresponding to a diameter of
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roughly 6.5 to 15 km, depending on the assumed albedo) Keditd Metcalle,
1998). They foundy ~ 0.3 + 0.2 best fit thes < H < 13 (roughly 10.5 km to

105 km forp = 10%) range,« =~ 0.5 + 0.2 for 13 < H < 15 (roughly 4 km to

10.5 km forp = 10%), and a slightly less steep slope & 0.22 — 0.26 4+ 0.04)

for 15 < H < 17 (roughly 1.5 km to 4 km fop = 10%). Thus, a “wavy”

size distribution with multiple slope changes was begigrimemerge from the
observational data. Figure 2.7 shows the size distributididi-magnitude of the
known (biased) main belt asteroids and NEOs for objects avémeterd 2> 1 km
assuming = 10%, where the gradual change in slope at smaller diameters can
be seen.

The (S)ub-(K)ilometer (A)steroid (D)iameter (S)urveySKADS, conducted
by Gladman et al. (2009) used observations from the Kitt R¢atkonal Obser-
vatory, confirming the power-law slopes found by previouvsys (lvezic et al.,
2001; Jedicke and Metcalfe, 1998; Wiegert et al., 2007; Mzshnd Nakamura,
2007; Yoshida et al., 2003) faf < 15 (corresponding t@d = 4 km for p = 10%)
and found a shallower slope fof < H < 18 (corresponding to roughly = 1 km
tod = 4 km for p = 10%) of a = 0.30 + 0.02, also roughly consistent with pre-
vious surveys. By this point, it became fairly clear thattha&n asteroid belt size
distribution was “wavy”, however not all surveys agreed loa $lope for sub-km-
sized asteroidsH{ > 18) (Gladman et &l., 2009).

The most recent large-scale space-based observatiotfarpidor detecting
main belt asteroids and near-Earth objects is NASA's WiéédHnfrared Explorer
(WISE)/NEOWISE thermal infrared space telescope. Laudéhe2009, it per-
formed an all-sky survey from 15 January 2014 to 5 August 2@/An its coolant
depleted (Mainzer et al., 2011). During that time it idestifialmost 130,000
main belt asteroids. Masiero et el. (2011) used these mdirabieroid obser-
vations to measure its SFD, confirming tiee<S H < 18 slope ofa = 0.5 from
Gladman et el. (2009) as well as the kinkfat= 13 from Jedicke and Metca fe
(1998) and the shallower than 0.5 Dohnanyi (1.969) slopéfor. H < 13 from
van Houten et al. (1970).
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Figure 2.7: Main asteroid belt size distribution i#/-magnitude for the
422,910 numbered asteroids and the 12,132 NEOs in the MianeP
Center Orbit (MPCORB) database on February 5, 2015. Obiseneh
biases have not been removed from these size distributidoiz the
gradual change in slope for both distributions at smallandhters. To
convert H-magnitudes to diametetSH = 5 corresponds to a fac-
tor of ten change in diameter. For exampté,= 13 corresponds to
d =10 km andH = 8 corresponds td = 100 km.
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2.3.2 Surveys of Near-Earth Objects

Surveys of main belt asteroids can also naturally produsemiations of near-
Earth asteroids (NEAs). Some of the above asteroid surueysldition to sev-
eral NEA focused surveys, were also used to measure the SINEOK. Be-

cause NEAs originate in the main asteroid belt, one may asshenNEA SFD

should follow the main belt SFD, but shifted by some nornaian due to the
smaller number of NEOs than are present in the main belt. Mekyvé some size-
dependent mechanism is important to the supply of NEOs fremtain belt, this
shift may be more complicated.

Rabinowitz (1993) used the Spacewatch observations ohig@p NEOs to
determine that for NEOs witd > 100 m, « ~ 0.2, similar to the main asteroid
belt's SFD. They also found that fd < d < 100 m, the main belt SFD has
a shallower slope than ~ 0.2 (a slope change agreed upon by Harris (2008)).
Using NEOWISE data of NEOs, Mainzer et al. (2011) found= 0.26 for d <
1.5 km, o« = 0.42 for 1.5 < d < 5 km, anda = 1.0 for d > 5 km, in rough
agreement with previous surveys depicting a “wavy” sizéritlistion for the NEA
population as well.

2.3.3 Origin of a Wavy Size Distribution

As discussed above, objects smaller thah00 km in diameter in the main aster-
oid belt have been measured to have a shallower stope (.3) (Gladman et ll.,
2009; Ivezic et al., 2001; Jedicke and Metcalfe, 1.998; ¥ishnd Nakamura,
2007; Yoshida et al.,, 2003) than that predicted by Dohneb®69) ¢« = 0.5)
using a scale-independent theory. The observed “wavy”digteibution of main
belt asteroids and near-Earth objects thus has implicafmmsize-strength scal-
ing laws and the behavior @f7},, the energy per unit target mass delivered by the
projectile required for catastrophic disruption of they&tr(requiring one-half the
mass of the target body to escape).

Benz and Asphaug (1999) simulated impacts into targetss#lband ice and
found that the energy needed per unit mass of a target to tagseentation does
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not follow a constant relationship with a target’s size. yrfeund thatQ);, has two
regimes: the “strength-scaled” regime at small sizes, a/ttex tensile strength of

a target governs its fragmentation, and the “gravity-stalegime at large sizes,
where the target’s self-gravity controls fragmentationother words, on the small
target end, a lower value 67, is required for fragmentation as targets get larger
until a critical size is reached when the self-gravity of taeget becomes more
important and an increasingly higher value(@f, is required for fragmentation.
Benz and Asphaug (1999)’s simulations found the transitiom the “strength-
scaled” regime to the “gravity-scaled” regime to occut @i < d < 200 m.

The “bump” in the main belt size distribution at ~ 3 km (H ~ 16
for p = 10%) is attributed the transition from the “strength-scaleedime at
small sizes to the “gravity-scaled” regime at large sizestilg et al., 2015).
O’Brien and Greenberg (2003) explored this analyticallgn§idering the number
of objects present in the population in the two regimes weetegments will have
differing slopes (the “strength-scaled” regime being ttemper of the two). The
change in slope at the transition diametgi0( < d < 200 m) will cause a wave
to develop in the “gravity-scaled” regime as a discontiyust created between
the number of targets and impactors (that can catastrdphitarupt the targets)
at the transition diameter and then fluctuates under thésiaolbl evolution of
the population. At the beginning of the collisional evodutj the overabundance
of impactors present at sizes just smaller than the tramsttiameter compared
to the number of targets at sizes just larger than the tiangiiameter creates a
system that is not in steady-state. The system will compensadecreasing the
number of impactors through collisional grinding due to takative underabun-
dance of targets until a deficit of impactors compared toetgrgequires another
compensation. The targets would then collisionally grineniselves down un-
til the relative number of targets just larger than the fitaors to impactors just
smaller than the transition (that can catastrophicallyugisthe targets) creates an
underabundance of targets. This fluctuation continueseasytstem tries to reach
equilibrium.
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The determination that the transition occurs1@d < d < 200 m by
Benz and Asphaug (1999) was used by O’Brien and Greenbe@d§) 20 estimate
the positions of the “peaks” and “troughs” in the main belDSFhey found that
the strength-to-gravity scale transitionl@) < d < 200 m created a “bump” in
the asteroid SFD at ~ 3 km, as is observed. The “waviness” in the main belt
and consequently near-Earth asteroid SFDs is thus creditibe transition from
the “strength-scaled” regime to the “gravity-scaled” magithat has propogated
from small sizes to larger sizes.

The “bump” atd ~ 100 km is believed to be primordial, however, which
would indicate a favored size during formation of objectshwi ~ 100 km
(Bottke et al., 2015). Bottke et al. (2005) attempted toeats the main belt SFD
from assumptions of the primordial main belt and includesdttansition between
the “strength-scaled” regime and “gravity-scaled” regiamel found evidence to
support the primordial nature of the “peak”&ats 100 km.

The “wavy” nature of the Kuiper belt SFD in the outer Solar t8ys and its
comparison to the main asteroid belt SFD will be discussé&thiapter 5.

2.4 Conclusions

The NEO population is fed by chaotic resonant and planeteajtering mecha-
nisms present in the main asteroid belt. Dynamical modeadintpese processes
help us understand the current orbital distribution of {éslaear-Earth objects.
The size distribution of the small body populations in theenSolar System cou-
pled with the dynamical nature of their orbits can help ugwse the abundance
of objects in each sub-population as well as those on dyraiyiateresting or-
bits, as will be discussed in the following two chapters.

31



Chapter 3

High-Inclination Atens are Indeed
Rare

3.1 Introduction

The motivation for this study came from Mainzer et al. (2Qi@)which the de-
tectedwide-field Infrared Survey Exploréear-Earth Object (NEOWISE) orbital
element distributions for the NEA sub-populations were pared to the expected
distribution given the Bottke et al. (2002) NEO orbital mbdehe largest discrep-
ancy reported for the detected orbital element distrimgifor the Amor, Apollo,
and Aten NEA sub-populations was a factor of 6.5 times moweifelination
Atens than is predicted by the Bottke et al. (2002) modelhwirrespondingly
fewer high-inclination Atens detected (Mainzer et al., 201 The Bottke et al.
(2002) model is a pure-gravity point-mass model of dynahtreamsfer of NEAs
from main belt sources to smaller semimajor axes. The obdawrity of highs
Atens prompts the question of whether there is some physitedt which con-
fines or enhances the production of low semimajor axis NEAls@@cliptic plane
(other than purely gravitational effects).

This chapter is based on the following published work: S.e@street and B. Gladman,
High-inclination Atens are Indeed Rar&pJ 767, L18 (2013).
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Coincidentally, Greenstreet et al. (2012a) computed a nE® Wrbital distri-
bution model explicitly designed to have higher resolutmal lower uncertainty
inthea < 1.0 AU region?

3.2 Integration Methods

The Greenstreet et al. (2012a) model was constructed usengtiegration algo-
rithm SWIFT-RMVS4, which is an improvement of the algoritidascribed in
Levison and Duncan (1994) that prevents test particle arteosi from influenc-
ing the planetary orbits. The improvements of the Greeasaeal. (201Za) model
over the previous model (Bottke et al., 2002) involve thdusion of the planet
Mercury in the integrationsy7 times as many particles integrated to provide bet-
ter statistics, and (most importantly to this work) a muclaBen integration time
step which provided finer resolution. Due to the computaidmitations 10
years ago, Bottke et al. (2002) were forced to use a base tepdstween 3.5 and
7 days, whereas Greenstreet et al. (2012a) used a baseeprad dthours for 200
Myr integrations; the integrator adaptively reduces thisetstep by up to a fac-
tor of 30 upon detecting a planetary close encounter to eretaurate resolution
of the encounter. Tests with different time steps (B. Gladnhpivate commu-
nication), when the model integrations were being define20id8, showed that
the fraction of NEAs was stable under changes of factor ofitwtbe integration
time step. This provides evidence that the time step is semalugh that results
are not being affected by convergence issues (for furthevergence tests, see
Appendix A). Because the RMVS integrator is second-ordeuate in the per-
turbations, the Greenstreet et al. (2012a) integratioouighly (3.5/0.17)? = 425
times as accurate in terms of truncation error than the pusvintegrations, and
thus is the most accurate long-duration NEA integratiorpgeformed.

aThe construction of this model was the subject my Mastegsi#) and is not part of this
PhD thesis. The publication by Mainzer et al. (2012) was matlable to perform a comparison
between the Bottke et al. (2002) and Greenstreet et al. €JONEO orbital models until after
completion of the Master’s degree.
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To anticipate a planetary close encounter, at each timelséeptegrator per-
forms a linear extrapolation of an object’s position ford/éy a single base time
step. If the linear extrapolation shows the object will béhivi 3.5 Hill radii of
a planet, the integrator will reduce the time step by a facfdtO to continue to
accurately integrate the particle’s position. Furtheris time step reduction, if
a linear extrapolation of the object’s position shows itl\wé within a single Hill
radii of a planet, the integrator will reduce the time ste@hgther factor of three,
using a patched-conic hyperbolic orbit in the planetocemeference frame to
continue the integration.

The importance of such a small base time step as is used in the
Greenstreet et al. (2012a) integrations comes from théegxis (especially in the
periheliong < 1.0 AU regime) of NEAs on highly eccentric, highly inclined or-
bits. Such NEAs can encounter Venus and Mercury (in pagtigat speeds of up
to 50 or 60 km/s. At this speed, an NEA can traxell5 Venusian Hill spheres
in a single 3.5 day time step (reduced<ol Venusian Hill sphere in a 4 hour
time step). This can result in the linear extrapolation genied by the integrator
failing to predict an upcoming planetary close encountem@és et al., 1999) and
thus drop the NEA into the planetary Hill sphere without egtly time-resolving
the approach phase of the encounter. This can cause the NB& itworrectly
scattered to higher post-encounter eccentricity andnatibn than it should have.
For further discussion of this effect, see Appendix A.

3.2.1 Comparison ofa, ¢, i Distributions for the Two Models

The consequences of this time step difference between therwital models in
thea < 1.0 AU region can be seen in the residence time probability iBisiions.
The residence time (Bottke et al., 2002) is the fraction ef skeady-state NEO
population distributed throughout a grid @f ¢, i cells encompassing the inner
Solar System covering < 4.2 AU, e < 1.0, andi < 90° with cell volume 0.1
AU x 0.05 x5.00° for the Bottke et al. (2002) model and 0.05 AU x 0.02.80°
for the Greenstreet et al. (2012a) model. The Greenstredt(@012a) cells are
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smaller due to the finer resolution for this model enabledhijarger number of
particles.

Figure 3.1 shows two different projections of the< 1.0 AU residence time
probability distributions for the Bottke et al. (2002) (niy and Greenstreet et al.
(2012a) (left) models. The Bottke et el. (2002) residengeetportrays a broad
maximum in inclination fron20° to 60° and a very broad eccentricity distribution
extending up to 0.9. This is in contrast to the Greenstreat ¢2012a) model
which shows the inclination distribution more strongly ioad to belowt0° and
the eccentricities mostly below 0.6. We believe the tyydaighere andi values
shown in the older model are incorrect and were caused byatige kime step
issue. However, there was no data set with sufficiert 1.0 AU detections to
verify if there was indeed a problem.

3.3 Two Models Compared to NEOWISE Aten
Detections

To quantify the difference between the two model NEO orbitiskributions,
we have used the NEOWISE space telescope’s detection hpagdished in
Mainzer et al. (2012) to compare the orbital element distrdns expected for
the Aten population from the Greenstreet et al. (2012a) madewell as the
Bottke et al. (2002) model with the detected NEOWISE Atentridistions. Fig.

7 of Mainzer et al. (201.2), provides the NEOWISE detecticasbs for the:, e,
and sirfi) Aten distributions. We applied the one-dimensional bidedbea, e,
and sir{i) Aten distributions from the Greenstreet et al. (2012a) rhode note
that although the NEOWISE biases are provided as one-dioraigjuantities,
there must be hidden correlations between the biases. RBonm®, the NEO-
WISE survey pattern makes it good at finding Atens with aphedar 1 AU, so
the NEOWISEq ande biases for the Aten population will be strongly correlated.
Figure 3.2 shows the fractional distribution of the NEOWI&&ections (blue),
biased Bottke et al. (2002) model (black), and biased Gtesgiset al. (2012a)
model (green) for the Aten, e, and sirf:) distributions as histograms, and Fig-
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Figure 3.1: Residence time probability distributions from the Bottkalk
(2002) model (right) and Greenstreet et al. (2012a) moed)(l To
monitor the orbital evolution of each particle, a grid®ot, i cells was
placed throughout the inner Solar System frem 4.2 AU, e < 1.0,
and: < 90° with volume 0.1 AU x 0.05 %.00° for the Bottke et al.
(2002) model and 0.05 AU x 0.02 %00° for the Greenstreet et al.
(2012a) model. These plots show only the< 1.0 AU region. To
create they, e plot the: bins are summed and thebins are summed
to create they, 7 plot. The color scheme represents the percentage of
the steady-state NEO population contained in each bin. Re&xtsc
represent cells where there is a high probability of paticdpending
their time. The different stretch in color scales between|#it and
right panels is to compensate for the 5x larger cells in thiekBaet al.
(2002) model. The curved lines indicate Earth-, Venus-,Medcury-
crossing orbits.
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ure 3.3 shows cumulative versions of the distribution. éitgh the Ateru, e,
and sirf:) NEO distributions for both the biased Greenstreet et all2a) and bi-
ased Bottke et al. (2002) models extend beyond the rangernshoigure 3.2,
the NEOWISE Aten detections and thus the detection biasesrsim fig. 7
of Mainzer et al. (2012) do not. Thus, to compare the Greeasét al. (2012a)
model (biased by the NEOWISE Aten detection biases) to thOWESE detec-
tions, we restrict the comparison to the same, and siri) range and binning
boundaries as used by Mainzer et al. (2012).

3.3.1 Semimajor Axis Distributions

Examining first the semimajor axis distributions (top leftrigure 3.2), one can
see only small variations between the expected distribgtiof the two mod-
els, with the main difference being that the Greenstreet ¢2812a) model is
shifted to a slightly larger fraction of Atens at highthan the Bottke et al. (2002)
model. These distributions are converted to the cumuldtaetion less than a
givena, e, or sinz) value in Figure 3.3. The top left panel of Figure 3.3 shows
the cumulative fraction less than a given semimajor axigierNEOWISE de-
tections (blue), the biased Bottke et al. (2002) model etghens (black), and
the biased Greenstreet et al. (2012a) model expectatiomsng One can see the
Greenstreet et al. (2012a) model more closely matches ti@/WEE detections
than the previous model, but the significance of this difieeeneeds to be estab-
lished. A Kolmogorov-Smirnov (KS) test was used to meashiegprrobability of
drawing the detected NEOWISE Aten semimajor axis distitlourom the biased
Bottke et al. (2002) model. The test gave a probability of 3Teble 3.1), clearly
not rejectable at- 99% confidence, the level we have chosen for strong rejection.
The KS test gives the probability of drawing the NEOWISE detss from the
biased Greenstreet et al. (2012a) model as 80%, also notaklje at a high-level

of confidence. Although plausibly a better match, this resloine would not lead
one to prefer the newer model.
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a < 1.0 AU Orbital Model | a e sini

(%) | (%) | (%)
Bottke et al. (2002) 30 | <0.5|<0.01

Greenstreet et al. (20123) 80 6 5

Table 3.1: Results of Kolmogorov-Smirnov tests for the probabilitydodw-

ing each detected NEOWISE Aten distribution from the oft@tament
distributions of the Bottke et al. (2002) model and the Gstieet et al.
(2012a) model. Neither model is rejectable >at 99% confidence
given the detected semimajor axis distribution. The Bogtkal. (2002)
modelis rejectable at> 99% confidence given the detected eccentric-
ity and inclination distributions, whereas the Greenste¢al. (2012a)
model isnotrejectable at this high level of confidence given the NEO-
WISE e and: detections.

3.3.2 Eccentricity and Inclination Distributions

The eccentricity distributions, using the Mainzer et al0X2) published bin
boundaries, shown in the top right panel of Figure 3.2 shoaamnabundance of
detected NEAs with moderate eccentricities-& 3 to~0.4 and a relative deficit
of high eccentricitiesd > 0.674), compared to the predictions of the Bottke et al.
(2002) model. A difference in the Aten eccentricity distrilons for the two mod-
els is evident, with the Greenstreet et al. (2012a) modeknstwsely following
the detected distribution. The top right panel of Figure @\&s a clearer pic-
ture of this difference, showing that the new model has a lemahction with
e > 0.674. The KS probability of drawing the NEOWISE Aten eccentgaite-
tections from the Bottke et al. (2002) modekis).5% (rejectable at- 99% con-
fidence), whereas the probability of drawing thdistribution of the NEOWISE
detections from the Greenstreet et al. (2012a) model is @¥b-fgjectable).

More importantly, the inclination distributions shown hetfinal panel of Fig-
ure 3.2 clearly show the relative deficit of detected hidtiens that Mainzer et al.
(2012) observed compared to the Bottke et al. (2002) modepgctations. This
plot already makes it apparent that the Greenstreet et@L2¢) model shares
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the lack of large orbital inclinations present in the NEO\WWI8etections. The
KS probability of drawing the NEOWISE Aten inclination digution from the
biased Bottke et al. (2002) model is rejectable at $he99% confidence level,
whereas the biased Greenstreet et al. (2012a) model isjactakele with a prob-
ability of 5%.

3.4 Discussion

It is important to point out that for the heavily populated- 1.0 AU region, both
the Greenstreet et al. (2012a) and Bottke et al. (2002) ,@dgke with the NE-
OWISE detections. Fig. 8 and 9 fram Mainzer et al. (2012) shovomparison
between the detected NEOWISE orbital element distribgtaord the Bottke et al.
(2002) predictions for the Apollo and Amor populations. s perhaps unsur-
prising since the Amors and Apollos are the dominant NEA patans and are
well characterized by the Spacewatch observations whick weed to compile
the Bottke et al. (2002) model. Although there are< 1.0 AU Apollos, the close
encounter problems mentioned above, which must be presetitd small frac-
tion of objects, are fractionally less and do not cause actidtée problem. The
main difference between the two models is thus in the dokegion as has just
been shown.

For this preliminary study we chose a 99% confidence levebrieethoos-
ing to reject a model expectation. However, ewand sirfi) distributions them-
selves are approaching being rejectable at a 95% confideneé |1t is very
likely that some significant part of the remaining discrepars that we have
used one-dimensional biases computed for the wrong orhig&ibution. That
is, Mainzer et al. (201.2) computed the inclination bias @rample) for the:/e
distribution of the Bottke et al. (2002) model, and thus ose of the published
sin(i) bias is not rigorously correct. However, although differesin the two or-
bital distributions are apparent, their gross featuregarerally similar. As was
seen in Figure 3.1, the general trend in both distributions for thex < 1 AU
region is a monotonic decrease in th@opulation froma near 1 AU to smaller
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semimajor axes and a peak in thalistribution near~0.4 with a smaller frac-
tion of the population at lower and higher eccentricitiese®/: distributions for
both models have a peak betweern 20° andi ~ 30° with less of the popula-
tion at lower and higher inclinations. We believe the recated biases using the
Greenstreet et al. (2012a) model would not be hugely diftefrom the current
biases which use the Bottke et al. (2002) model due to theserglesimilarities
between the two orbital models. Because of the correlagapgcted in the bi-
ases, it would be better to compute the Bl, e, i, H] bias (the fraction of objects
in that cell the survey could detect) for the NEOWISE sunagyditional param-
eters related to the thermal model will likely also be neagss Recomputing
the biases is a major computational effort (Mainzer 201%apg communica-
tion). It is unclear how the complex pointing history of thE QWISE spacecraft
transforms the 3D orbital element distribution into theethd D biases, making it
difficult to estimate how different the “corrected” biasesuld be. Nevertheless,
to improve the analysis presented in this chapter, the NE€SBAetection biases
should be recomputed using the Greenstreet et al. (2012d¢Iraad will be the
subject of future work (see Chapter 8). It is plausible thisfwrther improve the
match of the Greenstreet et al. (2012a) model to the NEOWESéctons.

If both NEO orbital distribution modelsad been rejectable given the NEO-
WISE detections, one may have been inclined to invoke nawmHgitional physics
into the model. The effects that can cause NEAs to migrateemirmmajor
axis could include radiation pressure (Mokrouhlicky aniii, 2000) and the
Yarkovsky effect (Bottke et al., 2000b; Farinella and Vaknbcky, 1999); once
km-scale NEAs are strongly coupled to the planets theseedii@ets may become
negligible in the long-term orbital evolution. Neverthgdeone could imagine that
tidal disruption by planetary encounters (Richardson.ef18B8) or perhaps more
frequent collisions in the reduced volume closer to the Sbruif et al., 1985)
could change the relative orbital distribution of lawebjects. Given the non-
rejectable match between the Greenstreet et al. (2012a) &kl model and
the detected NEOWISE Aten orbital element distributiongarticular the rarity
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of large-inclination Atens, a purely gravitational modehion-rejectable, and thus
no additional physics is required.
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Chapter 4

Production of Near-Earth Asteroids
on Retrograde Orbits

4.1 Introduction

Large-scale numerical integrations of particle histofeasasteroids leaving the
main asteroid belt were used to calculate the steady-sthtm@lodistribution of
NEOs (Greenstreet et al., 2012a). Upon analyzing the ngaldritegrations, |
discovered the surprising production of retrograde ofbiis main belt asteroidal
sources, thatis, asteroids which orbit “backwards” aratwedsun. The transfer of
asteroids to such orbits has not been previously discusgbe iiterature. In this
chapter | will first discuss the integration methods usedtnpgute the new NEO
orbital distribution model (Greenstreet et al., 2012apbefinvestigating the typ-
ical dynamical evolution of these retrograde NEAs alondhiite completeness
of the retrograde population. The origin of two known retamte NEAs as well
as the origin of high-strength, high-velocity meteoroidsretrograde orbits will

This chapter is based on the following published work: S e@street, B. Gladman, H. Ngo,
M. Granvik, and S. LarsorRroduction of Near-Earth Asteroids on Retrograde OrbApJ 749,
L39 (2012).
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then be connected to the production of retrograde NEAS fr@am toelt asteroidal
sources.

4.2 Integration Methods

The unexpected appearance of these retrograde orbits teé&nsure this was not
a numerical artifact and to attempt to understand why thibier had not been
reported before.

The improvements of the new model (Greenstreet et al., )0h2Za the pre-
vious model (Bottke et al., 2002) were discussed in the prs/ichapter, most
important of which is our use of a smaller integration timepst Although we
are unable to easily determine its importance, we rematkhieasmall time step
ensures that close encounters are correctly detected bytdgration and that a
particle’s integration is “slowed down” to correctly regelthe encounter. Itis dif-
ficult to ascertain what effect a too large time step wouldehdéwut it is plausible
that incorrectly-resolved close encounters would kickkigand high¢ particles
to Jupiter-crossing orbits and remove them from the intemrgorematurely (as
discussed in Chapter 3).

In any case, it is not clear that our greater short-term aosuis particularly
important to the retrograde transition, because on therebddéime scales (below
illustrated) it takes for particles to transition to retrade orbits planetary close
encounters seem not to be significant. Nearly all of the itians to retrograde
occur in a smooth fashion, over thousands to tens of thogsaingears, render-
ing the higher accuracy of our integration irrelevant amexe3.5-day time step
should correctly incorporate distant planetary pertudoat(with close encounters
with Earth and Venus being demonstrably unimportant duéeocobserved lack
of sudden orbital element changes). We tested the indepead#d our results
by re-integrating a subsample of our simulations with aedéht planet set (Venus
through Neptune rather than Mercury through Saturn) angrtid@ous generation
integrator RMVS3 (more heavily tested) and found no siatfly-significant dif-
ferences in the retrograde production mechanism or lifetim
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The appearance of these retrograde particles in our irtegsebut not in the
previous Bottke et al. (2002) integrations leads one to thestion of why the
previous simulations didn’t report finding any retrograthgeats. The reason may
be due to a variety of factors. The previous, larger time stagdy (Bottke et &l.,
2002) may potentially have been removing test particlesnptarely via incor-
rectly resolving close encounters as mentioned aboverriacity moving parti-
cles to Jupiter-crossing orbits and thus cutting off thelwimn before the retro-
grade state could be reached. Secondly, we have integmatgldly seven times as
many particles as previous groups, and this is a rare ee¢gté is compounded
by the fact that the majority of the retrograde residence tisnin a minority of
long-lived retrograde particles. Thirdly, there is a cleBottke et al. (2002) pro-
duced NEAs on retrograde orbits in their integrations amap$y binned them
away by forcing these few, rare objects into th&if < i < 90° bin. Lastly,
upon further analysis of our recomputation of the Bottkel . £2802) integrations
(Greenstreet et al., 2012a), we observed two example testipa which each flip
to retrograde orbits roughly 2 Myr into their lifetimes ameklfor only ~ 300 and
~ 900 years post flip. These two extremely short-lived, rare testigges may
not have been detected without the higher frequency (306) yehital output
used in the Greenstreet et al. (2012a) model. Bill Bottkerlabnfirmed (private
communication 2013) the production of a couple retrograB@&in their model,
providing further support that these retrograde partiakesnot an artifact of our
integrations.

4.3 Typical Retrograde NEAs

The production of retrograde orbits coming from any one efitfitial asteroidal
sources has not been discussed in the literature and wasutprssing. Analysis
showed that the retrograde population accounts~fdr.10% (within a factor of
two) of the steady-state NEO populatian<€ 1.3 AU); this fraction is estimated
by computing the normalized fraction of time particles ie iBreenstreet et al.
(2012a) model spend on orbits with inclinations- 90°, similar to determining
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the fraction of NEOs in each NEO-class (shown in Table 2.1his Tesidence
time probability distribution for the retrograde NEA pogtibn (similar to the top
panel of Figure 2.3, but far* < i < 180°) is shown in Figure 4.1 of the logarithm
of the normalized fraction of time spent by particles in eeeth(R50(a, €, 7)) for
the regiona < 4.2 AU, e < 1.0, ¢ < 180° (with cell volume 0.05 AU x 0.02 x
2.00°).

The typical orbital path, after leaving their asteroidalim® regions, for ob-
jects which become retrograde is a random walk in semimajstaadue to plan-
etary close encounters. Some evolverter 2 AU and spend many Myr in this
state before returning to larger semimajor axis (Gladmah £1997). Often the
orbital inclination: rises above30° during the random walk before the particle
returns toa > 2 AU.

The majority of the asteroids which become retrograde enadiytfind their
way into the 3:1 mean-motion resonance with Jupiter, aftgrating out of any
one of the initial asteroidal source regions. Figure 4.2xghie logarithm of the
amount of time (in Myr) particles live after they become ogtiade versus their
semimajor axis at the instant their orbits tilt past 90°. As can be seen in
Figure 4.2, the great majority of the asteroids that beca@tregrade do so while
in the 3:1 resonance (near= 2.5 AU), although other mean-motion resonances
are evident, such as the 4:1 at~ 2.06 AU, the 2:1 ata ~ 3.3 AU, the 5:2
ata ~ 2.8 AU, and the 7:3 at: ~ 3.0 AU. Because the vast majority of ret-
rograde particles appear to flip while in mean-motion resoas, it is plausible
the mechanism that causes the flip is linked to these resesamtowever, it is
not clear thaeveryflip occurs inside a mean-motion resonance (i.e., we have not
checked this for every retrograde particle), but becausetipears to be the case
for the vast majority of retrograde particles it is likely amemotion resonances
play some role in the flipping mechanism.

If the retrograde particle stays in the resonance it canitet® almost im-
mediately (as little as hundreds of years later) when thenasce pushes the
high- particle into the Sun. Roughly 98% of the retrograde NEAssdireinated
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clinations up tol180° for the Greenstreet et al. (2012a) NEO orbital
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from the integrations because they reach perihelia distalying inside the Sun,
a common fate for resonant asteroids (Farinella et al., 19P4e remaining are
either thrown out of the Solar System, most often by Jupitesuffer planetary
collisions. The median lifetime once NEAs become retrogradonly ~ 3, 000
years, but if kicked out of the resonance due to a planetasecéncounter, the
integrations show examples of retrograde asteroids litémg or even hundreds
of millions of years.

Although most of the retrograde objects flip while in the 3%anance, Fig-
ure 4.1 ofRys0(a, e, i) shows most of the power for the retrograde objects near
a =~ 2 AU. This is due to a single particle which flips in the 3:1 resoce early
in its lifetime and then spends 200 Myr near 2 AU (see Secticn 4.3.3 and Fig-
ure 4.7).

4.3.1 Sample Retrograde Production

Figure 4.3 shows an example of the orbital history of a NEArfrour numeri-
cal integrations which emerges from the main belt via:theecular resonance,
which is a common mechanism by which asteroids reach plamssting space
(Bottke et al., 2002; Gladman et al., 1997). This particlesdécked out of the
resonance and random walksdrdue to planetary close encounters for most of
its lifetime as an Apollo-class NEA. It begins to experierazai oscillations
(Kozai, 1962) ine and: starting att ~ 10 Myr, reaching inclinations up t@5°.
Near 70 Myr, the particle has an Earth close encounter whitk ipon an orbit
near the 3:1 resonance and upon being perturbed into the flifisito a retro-
grade state at ~ 72 Myr. It then survives in the retrograde state another 3 Myr
before colliding with the Sun. A more detailed analysis & #poch around the
flip (Figure 4.4) proves the particle enters the 3:1 resoaambe libration of the
3:1resonantargumenty{; = 3\;—\—2w) aroundl80° indicates the importance
of the 3:1 resonance at the time of the flip.

It is clear that Kozai alone does not result in the inclinafpassing through
90°, because only a tiny fraction of particles (if any) becomeograde outside
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Figure 4.3: Thea, ¢, ¢ history from our NEO model integrations of an aster-
oid which becomes a retrograde NEA. This particle origigatethe
vg Secular resonance with lowandi. After a~ 70 Myr sojourn as a
high- Apollo, it flips to a retrograde state crossing 90° = 1.57 rad
(detail in Figure 4.4) and lives for another 3 Myr before colliding
with the Sun.

a mean-motion resonance even if very highare reached. A dynamical phe-
nomenon in the resonance then causes the particle’s itiolina make a smooth
transition throughb0° (see Figure 4.4); the detailed nature of this mechanism is
still unclear. However, the smooth evolution of all paeidrbital elements dur-
ing the transition to a retrograde orbit rules out planetdoge encounters as the
mechanism causing the flip.
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The 3:1 resonant argument (black points) switches fronulatmg
to librating around180°, indicating the particle has entered the 3:1
resonance, at 72.3 Myr just before the particle flips to a retrograde

State.
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Figure 4.5: Thea, e, i history from the integrations of a short-lived retro-
grade asteroid. This particle originates in thesecular resonance with
low e andz, similar to the particle shown in Figure 4.3. It spenrd95
Myr as a hight Apollo, before flipping to a retrograde state (detail in
Figure 4.6) while near the 4:1 mean-motion resonance wigitehu
This particle dies immediately( 6000 years) after flipping when it is
pushed into the Sure (= 1).

4.3.2 Short-Lived Retrograde Production

Most retrograde objects are eliminated from the integrationmediately (hun-
dreds to thousands of years) after becoming retrograde wiséneccentricities
increase to unityd = 1) due to Kozai oscillations. A typical short-lived retro-
grade particle orbital evolution is shown in Figure 4.5. sThetrograde particle
originates in the/; resonance before a planetary close encounter removesit fro
the resonance and it lives as a highpollo for ~ 95 Myr.
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Contrary to the particle shown in Figure 4.3, the retrognaal¢icle shown in
Figure 4.5 experiences a very short-lived, 000 year) life as a retrograde NEA
and flips while near the 4:1 mean-motion resonance insteaul thie 3:1 reso-
nance. As depicted in Figure 4.6, this particle also expeae Kozai oscillations
in e andi. Unlike the particle shown in Figure 4.3, which is in the Knzsonance
(argument of pericenter librating arouR@0®) before becoming retrograde, the
particle shown in Figure 4.5 experiences the Kaféect where the argument of
pericenter continues to circulate, but at a highly-vaeaiate. Shortly before the
object flips to a retrograde orbit, it has a planetary clog®enter that puts it near
the 4:1 mean-motion resonance. The 4:1 resonant argumgnt (4 ; — A —3w)
ceases to circulate just before the flip occurs, indicatiegrmportance of the res-
onance as the particle makes a smooth transition througl0° to a retrograde
orbit.

4.3.3 Long-Lived Retrograde Production

The longest-lived retrograde particle found in the intégres spends- 98% of
its lifetime in a retrograde state. Figure 4.7 showsuits, ¢ history. Starting in
the 3:1 resonance, the particle’s orbit fligss Myr into its ~ 210 Myr lifetime
having remained in the 3:1 resonance up to that time. AbouyBdfter becoming
retrograde, it gets kicked out of the resonance by a planelase encounter.
Roughly 10 Myr later, it has another close encounter thatematveven farther
from the 3:1 resonance, beginning-al95 Myr random walk ina near 2 AU. It
collides with the Sun after a total ef 210 Myr.

Although the majority of the NEAs that become retrogradeauvkile in the
3:1 resonance, as is shown in Figure 4.2, the longest-liegdgrade NEAs do
not remain in the resonance. The particle depicted in Fiduiés responsible for
the majority of the power in the residence time distribufionretrograde objects
neara ~ 2 AU shown in Figure 4.1.
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Figure 4.6: The orbital history of the particle shown in Figure 4.5 ardun
the time of its flip to a retrograde orbit. Similar to Figurel 4Kozai
oscillations ine and: are evident from their anti-coupled oscillations,
however the argument of pericenter continues to circuladécating
the particle is not in the Kozai resonance, but experienttiegkozai
effect. The 4:1 resonant argument (black points) stopsileiting at~
95.1 Myr just before the particle flips to a retrograde state,dating
the importance of the 4:1 resonance to the flip.
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Figure 4.7: Thea, e, ¢ history of the longest-lived retrograde asteroid from
the integrations. This particle originates in the 3:1 meastion reso-
nance with lowe and;. It flips to a retrograde orbit only 5 Myr into
its lifetime while still in the 3:1 resonance. This partitihen lives for
~ 195 Myr on a retrograde orbit before getting pushed into the Sun

(e =1).

4.3.4 Completeness of Retrograde Population

Given our estimate that 0.1% (within a factor of two) of the steady-state NEA
population is on retrograde orbits, because there-are000 NEOs withH < 18
(Bottke et al., 2002; Mainzer et al., 2011; Stuart, 2001)pmfer one retrograde
NEA of this size ¢ > 1 km) should exist at any time. Because NEAs reaching
retrograde orbits often visit low perihelion orbits duritigir evolution then, per-
haps like comets (Reach et al., 2009), thermal driven breakuld decrease (if
catastrophic) or increase (if many new smaller fragmerg$erduced) this num-
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ber estimate. In contrast, given that there-are, 000 known NEAs withH < 23,
one might expect more retrograde NEOs to be known, but tlykeots detection
biases. The higl; high< NEOs are the most incomplete portion of the overall
NEO population. The fact that the two known retrogr&fle 18 NEAs were only
discovered in the last 5 years (near the end of completingithe 18 population)
proves that these hard-to-find NEOs constitute the mostipdete portion of the
NEO population. The incompleteness increases even mosarfaller objects.

The Greenstreet et al. (2012a) NEO orbital distribution et@#n be repre-
sented as three one-dimensional histograms normalizbd téEOWISE estimate
of ~ 19,500 NEOs with18 < H < 23 (Mainzer et al., 2011) and compared to the
distributions of already detected NEOs with < H < 23 as seen in Figure 4.8.

Figure 4.8 expresses the observational completeness tf thef{ < 23 NEO
population as a fraction. Ou¥ 0.1% estimate for the retrograde NEO population
indicates there should e twenty 18 < H < 23 NEAs on retrograde orbits.
However, the retrograde population at this size are on®xhitich are observa-
tionally difficult to find; Figure 4.8 illustrates that asand: rise observational
completeness plummets rapidly to zero. We thus expect netregrade NEAs
will be discovered in the near future as the completenessases for this part of
the NEO population.

4.4 Two Known Retrograde NEAs

There are currently two known retrograde NEAs: 2007 VA85+(4.23 AU, ¢ =
0.74, ¢ = 131.8°) and 2009 HC82d = 2.53 AU, e = 0.81, i = 154.5°), which
were found by the LINEAR (Stokes et al., 2000) and the Catafiky Survey
(Larson et al., 2003), respectively. These are plottedguifé 4.1. The Catalina
team has recently carefully examined their available imggif both objects for
any evidence of a coma and have found none. It is thus pogsieée objects
are asteroids that have become NEAs and found their way-t90° orbits rather
than retrograde devolatilized comets. We do find examplegadicles which exit
a resonance after flipping with > 3 AU (Figure 4.2) and then migrate to larger
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a; 2007 VA85 has: = 4.23 AU and could possibly be explained by this process.
However, 2007 VA85’s current orbital nodes are outside gfitéu's orbit, so a
past close encounter with Jupiter to put it on its currenitaskalso possible and
it may be of cometary origin.

We performed two independent sets of integrations (withtthe different
integrators SWIFT-RVMS4 and MERCURY) of the best-fit orlait Each of 2007
VA85 and 2009 HC82 for 1 Myr. 2007 VA85 was terminated by bginghed into
the Sun at 0.74 Myr in one integration and was thrown out ofSbkar System
at 0.53 Myr in the other. In both cases, 2007 VA85 quickly ratgs to larger
outside Jupiter’s orbit. In addition to the best-fit orbit 8)07 VA85, 2,000 initial
conditions which map the volume in phase space containin@’®®f the total
probability mass (Granvik et al., 2009) for 2007 VA85 wertegrated for 1 Myr.
About 51% of the clones were pushed into the Sum37% were thrown out of
the Solar Systemy- 0.5% collided with Jupiter, and- 11% were still alive after
1 Myr. About 61% of the remaining clones were no longer NEAs>(1.3 AU)
and had migrated out past Jupiter asupiter)-

2009 HCB82 on the other hand, is on an orbit very near the 3adheexe (where
it most likely flipped) for the entirety of both independeniyr integrations of
the best-fit orbit. This behavior is exactly like the typistéady-state retrograde
NEA evolution we discovered. Integrations of 2009 HC82'snivwal orbit show
it not to be currently in the 3:1 resonance. Our model showasttre long-lived
(and thus most likely to be observed) NEAs are those whicltongdr reside in
the resonance and thus this makes sense in this contextdilioado the best-fit
orbit integrations for 2009 HC82, a set of 1,458 clones wetegrated for 3 Myr.
At the end of the 3 Myr integrationy 51% became Sun grazers, 0.5% were
terminated due to planetary collisions, arndd8% were still alive. Of the 2009
HCB82 clones still alive;- 92% were still near their initial conditions (~ 2.5 AU,

g < 1.3 AU), again similar to our expectation.
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We therefore believe 2009 HC82 is a NEA that has evolved onétragrade
orbit and 2007 VA85 is a devolatilized comet nucleus (thaugpilaility of which
will be examined in the next section).

4.5 Estimated Extinct Comet Population

A possible production mechanism for an activity-free rgtemle NEO is to have
a retrograde Halley-type comet (HTC) (defined to have a pesid20 < P <
200 yr) reach ag < 1.3 AU orbit and have its surface volatiles depleted during
numerous perihelion passages. This is expected to be acanerence. To es-
timate the number of devolatilized HTCs which would exististeady-state on
orbits witha < 5.2 AU andq < 1.3 AU, we scaled the HTC population model of
Levison et al. (2006). Levison et al. (2006) peg the numbexctive HTCs with

d > 10 km andg < 1 AU to be 4 since this population is believed to be observa-
tionally complete. Their figure 5 shows that60% of theq < 1.3 AU population
hasq < 1 AU, which leads to4/0.6 ~ 7 HTCs withd > 10 km andgq < 1.3
AU. Also from figure 5 of Levison et al. (2006), only 3% of theq < 1.3 AU
HTCs havea < 5.2 AU. This means the number of HTQ$y7¢ (d > 10 km,
qg<1.3AU,a < 52AU)~ 0.03x7~ 0.2. In order to obtain the number of even
smallerd > 1 km HTCs on such orbits, the slopeof the logarithmic absolute
H-magnitude distribution is needed. Kuiper-belt objectsafparable sizes have
a ~ 0.35 (Fraser et al., 2010) (see Chapter 5). koe 0.35, because\ H = 5,
Nure (d > 1Km) = Nyre (d > 10 km)x10%™ ~ 10, which is foractiveHTCs.
Figure 11 from Levison and Duncan (1997) shows that for éubemily comets
the favored fade time is- 10* years and the ratio of extinct to active comets is
~ four. This results in an estimate of 10 x 4 ~ 40 devolatilized HTC nuclei
with a < ayupier at any time. Cometary splitting (Reach et al., Z009) coutelral
this estimate, but the existence of one or mére 1 km HTCs, like 2007 VA85,
interior to Jupiter is likely. As a final note, the Levison €t(2006) simulations
show that HTCs do not reach~ 2.5 AU, so such an origin for 2009 HC82 seems
implausible.
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4.6 High-Strength, High-Velocity Meteoroids on
Retrograde Orbits

The production of retrograde orbits from main belt asteab&burces also re-
solves an outstanding question on the origin of high-stiterggh-velocity me-
teoroids on retrograde orbits. The existence of strongfgréntiated material on
very high entry-speed orbits (which must be retrograde)tesesh known since
the 1970s (Harvey, 1974), and more recent meteor surveys $iasceeded in
precisely measuring the pre-atmospheric orbits of highnstth meteoroids from
retrograde heliocentric orbits (Borovicka et al., 200B)e uncomfortable expla-
nation to date for the origin of these high-strength, higlouity retrograde mete-
oroids has been cometary (Borovicka et al., 2005), buttizele existed as to how
macroscopic solid rocky components could be on “cometargit®. It had been
suggested that comets may have internal inhomogeneityw¥ocld account for
this population of high-strength retrograde meteoroidsr@Bicka et al., 2005),
but little discussion of this appears in the literature. \Weggose the simpler expla-
nation that these meteoroids are derived from main belt@dtd sources. In this
scenario, larger (0.01 -1 km) NEAs are transferred to lovedIretrograde orbits
near (but not in) main belt resonances and then serve asdarffee collisional
production of fragments off these retrograde NEAs wouldipoe smaller retro-
grade debris on orbits similar to these parent bodies asddigtdris would then
produce the observed high-strength retrograde meteorbis explains both the
high-velocity, retrograde orbits as well as the high-ggtbrof these meteoroids
better than the ad-hoc cometary source hypothesis.
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Chapter 5

A Brief Introduction to the Kuiper
Belt and Cratering in the Outer
Solar System

5.1 Current Structure of the Kuiper Belt

Similarly to the main asteroid belt, which sits between thieite of Mars and
Jupiter from roughly 2 AU to 3.5 AU, the Kuiper belt provideseservoir of
small bodies that can potentially interact with the giamingts. The Kuiper belt
is located beyond to the orbit of Neptune, extending from 80té~ 1,000 AU
with the majority of the classical and resonant populatigimgy between roughly
30 AU and 85 AU. Pluto is the second-largest (136199 Erisigh8y larger)
known Kuiper belt object (KBO), and is located in the 3:2 m@aotion resonance
with Neptune at 39.4 AU.

The Kuiper belt is less well understood than the main asiebeit, largely
because of its greater distance from the Earth. After theoslexy of Pluto in
1930 by Clyde Tombaugh, it was hypothesizecd by Edgewortd3L¢hat a belt
of small bodies should exist beyond the orbit of Neptune.et,8uiper (1951)
speculated that a similar disk may have existed in the ealgr System. For this
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reason, the Kuiper belt is sometimes referred to as the EalglewCuiper belt.
The next discovery (after Pluto) of a Kuiper belt object, 293B,, came in 1992
by Jewitt and Luu (1993). Since then, 4,500 KBOs have been discovered, but
much of the population remains unseen by telescopic surviae historical
background on the theoretical understanding of the Kuigdrdan be found in
Davies et al. (2008).

Figure 5.1 shows the, e anda, 7 distributions of the main classical objects
(see definition in Section 5.1.1 below) discovered in theddanFrance Eclip-
tic Plane Survey (CFEPS) (Gladman et al., 2012; Petit e@ll;l). Kuiper belt
surveys are biased toward discovering objects withd@md highe that are con-
fined to the ecliptic plane and come to small heliocentritagises at perihelion.
Currently, debiased surveys are the only method availaldetermine the intrin-
sic population of objects in the Kuiper belt. As the numbekiméwn KBOs has
continued to increase it became clear that the Kuiper bdivided into dynamical
sub-groups; these dynamical sub-populations are dedanlibe next section.

5.1.1 Orbital Classification

Gladman et el. (2008) provide a detailed classificationsehtor the Kuiper belt
sub-populations; their division is as followResonanbbjects are those currently
in a mean-motion resonance with Nepturfecatteringobjects (SOs) are those
which over 10 Myr numerical integrations experience entexsnwith Neptune
resulting in a semimajor axisdeviation of more than 1.5 AU. Scattering objects
are thus currently actively scattering off Neptune. Thea#mmmg classicaland
detachedodies are further sub-divided into thmner classical objectéa interior

to the 3:2 mean-motion resonancalgin classical objecté: between the 3:2 and
2:1 mean-motion resonancesjter classical object&: exterior to the 2:1 mean-
motion resonance and eccentricity< 0.24), and thedetachedbjects ¢ beyond
the 2:1 mean-motion resonance with> 0.24). Detached objects are probably
(but not certainly) those that scattered off Neptune in tast,pand thus are on
high-eccentricity orbits but no longer actively scatteréptune, hence they are
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Figure 5.1: Orbital distribution for the 93 discovered Kuiper belt malas-
sical objects in the Canada France Ecliptic Plane Surve\ERS)
(Petit et al., 2011).
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detached from Neptune. In Chapter 7, the detached objectoarbined with the
outer classical objects, since both sub-populations mbstte semimajor axes
greater than Pluto’s aphelion (> Qp.1). The reader is cautioned that in the
literature, the term “scattered disk” often refers to otgeghich have either scat-
tered off Neptune in the past and are now decoupled from Megtut have peri-
helia near Neptune’s aphelion@ts 30 AU) or are actively scattering off Neptune
currently (i.e., what we define to be the scattering obj&gtadman et el., 2008)).
The detached objects are also sometimes referred to asxtented scattered
disk” in the literature (Gladman et al., 2008). Figure 5.»wh a model of the
a, e, i distribution of the debiased Kuiper belt sub-populatiasf the Canada
France Ecliptic Plane Survey (CFEPS) (Gladman et al., 28B®elaars et al.,
2009; Petit et al., 2011) L7-v09 synthetic model. The CFERBbe further dis-
cussed in Section 5.3.1. It is best to think of the Kuiper balt-populations as
superposed components, similar to the various disk anddwaigponents of our
galaxy, where the relationship of the Kuiper belt compos¢meach other is less
clear.

The classical main belt (depicted in Figure 5.3) is furthavdivided in the
CFEPS population definitions (Petit et al., 2011) into hoidévinclination dis-
tribution) and cold (narrow inclination) components, windéine cold population
contains stirred and kernel sub-components. The hot cldssiain objects have
a = 40 — 47 AU, periheliag = 35 — 40 AU, and an inclination distribution pro-
portional to sirgi) times a Gaussian with a width 6°. The stirred cold classical
objects haver = 42.4 — 47 AU, a ¢ distribution that is a function of semimajor
axis (Petit et al., 2011), and an inclination distributioogortional to sir) times
a Gaussian with a width af.6°. Lastly, the kernel sub-component of the cold
classical objects hawe = 43.8 — 44.4 AU, e = 0.03 — 0.08, and the same incli-
nation distribution as the stirred cold classical obje@tse sub-structure defined
by Petit et al. (2011) and shown in Figure 5.2 can be seen iar&if.., with a
concentration of objects at~ 43.5 —44. AU e = 0.03 —0.08, and very lowi that
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makes up the kernel sub-component of the cold classicaleisaw/the stirred
cold classical and hot main classical sub-populations.

The dynamical boundaries of the Kuiper belt sub-populateme important to
determining the impact and cratering rates onto Pluto (enldige moon Charon
and four smaller moons — Styx, Nix, Kerberos, and Hydra) beedhe Pluto sys-
tem’s heliocentric orbit intersects the Kuiper belt, thilsab-populations can in
principle contribute to the impact flux onto Pluto. The imjpaied cratering rates
onto Pluto and Charon from each of the various Kuiper beltsyulations are
discussed in Chapter 7. Pluto is unique in its impacting faifns, because all
other cratered bodies studied to date in the outer SolaeBygt.e., the satellites
of the four giant planets) are dominantly cratered by thé&sgag objects that get
transferred by Neptune into the giant planet region as Gesa < a < 30 AU).
Cratering of bodies in the outer Solar System will be disedss Section 5.4.

Centaurs are accepted to have leaked out of the Kuiper ketk@attering re-
gion into the giant planet region and can get temporarilywag into resonances
with the giant planets as the migrate in semimajor axi§he efficiency of trans-
ferring escaped main belt asteroids to lewrbits near Uranus and Neptune is so
low that the asteroid belt cannot possibly be the source edelobjects. Those
objects which get captured into the 1:1 mean-motion resmnwith a planet are
called co-orbital objects, because they share the sammlopeiriod as a planet.
Objects in the 1:1 mean-motion resonance with Neptune caerdrein Figure 5.2
at roughly 30 AU. The frequency and duration of temporarytuags into 1:1
resonance with Uranus and Neptune are discussed in Chapter 6

5.1.2 Mean-Motion Resonances in the Kuiper Belt

It is evident from Figure 5.2 that many objects in the Kuipeltlare located in
mean-motion resonances with Neptune. In addition to peaifog numerical inte-
grations of large numbers of test particles located in thermasteroid belt acting
under the gravitational influence of the planets, numestadiies of the Kuiper
belt were also being performed in the 1990s (Davies et aD&p0Contrary to
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the main asteroid belt, the Kuiper belt is less chaotic beedhe planetary per-
turbations in this part of the Solar System are weak, cauiegongitude of
perihelionz and longitude of the ascending nddeo precess much more slowly
than the eigenfrequencies of the Solar System (Morbidedli ¢ 1995). Thus,
the lack of secular resonances overlapping mean-motiamaeses (like in the
main asteroid belt) prevents KBOs from leaking out of theg€uibelt as effi-
ciently as objects in the main asteroid belt. To study thbiléty of the Kuiper
belt, Levison and Duncan (1993) ran numerical integratainisst particles in the
theoretical (at the time) Kuiper belt on billion-year tinsages and found a great
deal of complex structure between 35 and 45 AU at the end af siraulation.
At the same time, Holman and Wisdom (1993) ran large-scateenigal integra-
tions of test particles placed between 5 and 50 AU. In additmfinding that
the giant planets are efficient at removing particles froeirtkicinities due to
close encounters, they also discovered that objects aalipiow-e, low-i orbits
out to 42 AU can develop eccentricities large enough to em@riNeptune while
remaining at roughly a constant semimajor axis. Morbidslal. (1995) began
exploring the resonant structure of the Kuiper belt as weth& orbits of the first
five known KBOs. Based on preliminary orbits, they found tioatr of these five
objects are currently in mean-motion resonances, threehafhnare in the 3:2.
Today, it is believed that the most populous Neptunian nreatien resonance is
the 3:2 (population estimates can be found in Section 5.8 rElatively high
fraction of plutinos among the first discovered KBOs is du¢hefact that sur-
veys are biased toward finding the closest objects, thuspkuat perihelion are
more easily visible than classical KBOs and spend more tinpeahelion than
the largea scattering objects.

3:2 Resonance

The longest known KBO, Pluto, currently sits in the 3:2 meaotion resonance
with Neptune. Pluto is currently on an orbit with~ 39.3 AU, e ~ 0.24, and
1 ~ 17°. This orbit puts Pluto’s perihelion gt~ 29.7 AU (its aphelion isQ) ~
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48.9 AU) closer to the Sun than the semimajor axis of Neptune. dieofor Pluto
to be stable on its current orbit, some mechanism is neededotect it from
planetary close encounters with Neptune that could sckiteo away. When
Pluto was discovered to be on a Neptune-crossing orbit i), 183vas known
that this protection mechanism must exist, but it wasn’iluhe 1960s when
numerical integrations of Pluto and the four giant planétseed the first look at
this protection mechanism (Cohen and Hubbard, 1965).

As discussed in Section 2.2.1, the existence of more tharbtwites in the
Solar System causes the angular orientation of the orba# bbdies in the Solar
System to change over time at a uniform secular precessien IfePluto’s orbit
did uniformly precess, it would very likely have been kickado a scattering orbit
by Neptune long ago. However, Pluto is in the 3:2 mean-matsonance with
Neptune, which protects Pluto from planetary close enarsnwith Neptune, al-
lowing its current orbit to be stable on Gyr timescales. ®latalso in the Kozai
resonance, which causes its argument of pericenterlibrate around0°. This
libration causes Pluto’s orbital nodes (where it intersebe plane of the Solar
System) to stay within a heliocentric distancex083 — 42 AU rather than explor-
ing all values between its perihelion@ts 30 AU and its aphelion af) ~ 49 AU.
This mechanism further protects Pluto from close encoantéth Neptune. As
was mentioned above, the 3:2 mean-motion resonance hasabgatys located
within it. These objects are called plutinos after the latgeember of the dynam-
ical class. Some of the plutinos also undergo Kozai osmlat(Gladman et al.,
2012). In the context of impacts onto Pluto, the affect oftétuorbital libra-
tion on its collisional probability with the various Kuipéelt sub-populations is
discussed in Chaptar 7.

1:1 Resonance

As scattering objects interact with Neptune, some can gideki onto smaller
orbits and into the giant planet region{ a < 30 AU). Objects can then get cap-
tured into resonances located in this region as they mignatedue to planetary
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close encounters. That is, after a gravitational encoutfiteobject may find itself
at ana that is resonant with a planet, and the angular variablesdi&gnd(2 may
be such that one or more resonant oscillations may occur.

Objects in the 1:1 mean-motion resonance with a planet dlisxiaa-orbitals,
having the same orbital period and a librating resonanteagl = A — Apjanes-
Here \ is the mean longitude (the sum of the longitude of ascendaugf, the
argument of pericenter, and the mean anomaly1). The resonant angle;;
measures rougtiyhow far ahead in its orbit the object is relative to the planet
librating around one of four values (Mikkola et al., 2006)emobjects are in co-
orbital motion.

Figure 5.4 shows the Lagrange points for a system with a plaibéing the
Sun. In the restricted three-body problem, the Lagrangatpaonark positions
at which a third body of negligible mass can be placed and taiaiits position
relative to the two massive bodies. An object located at lifectly between
the planet and the Sun would normally have a smaller orbialod than the
planet, but is slowed down due to the gravitational pull & fitanet to the same
orbital period as the planet. An object located at L2 (owdlte planet’s orbit),
conversely, would typically have a higher orbital perioariithe planet, but is
sped up due to the gravitational influence of the planet. Ld lahare located
at a planet’s Hill radius (discussed in Section 2.1.2). @satellites havey;;
librate around)® and appear, in the corotational reference frame, to mowaaro
the planet as retrograde satellites even though they aaeldat several Hill radii
away from the planet. L3 is located(0° away from the Earth, and L4 and L5
are located0° ahead of and behind a planet, respectively, forming an aiguél
triangle with the Sun and the planet. A horseshoe co-orbéala resonant angle
¢11 that librates around L3 with high amplitudes that encomplas4.3, L4, and
L5 Lagrange points. When a horseshoe co-orbital is on thex imeige of its path in

aBecausep;; measures the difference in theeanlongitudes of the object and planet, only if
the object’s orbit is a perfect circle would the resonantlamgeasure exactly how far an object
is on its orbit relative to the planet. However, since mosalsivody orbits are ellipses, this is an
approximation.
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Figure 5.4: Schematic of the Lagrange points of a planet-sun systemsiQua
satellites have their resonant anglg librate around)°, leading and
trailing Trojans librate around L4 and L5, and horseshoé&®librate
around L3 with high amplitudes that encompass the L3, L4, lehd
Lagrange points.

the corotating frame, it is located at a point along its ittt is closer to the Sun
than the Earth. As the object moves to a greater distance thensSun than the
Earth, the horseshoe co-orbital appears to turn arounckindlotating reference
frame and then moves along the outer edge of its horseshlbe frajan objects

have¢;; librate around either L4 or L5, remaining rouglil§® or 300° ahead of

the planet, respectively, in the corotating frame.

There are objects known to be in co-orbital motion (of altdifion varieties)
with several of the planets in the Solar System (Alexandeesal., 2013), both
as long-term stable, presumably primordial (ont Gyr timescales) populations
and also as temporarily captured co-orbitals. The larggstilation of co-orbitals
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are the roughly 6,000 known Jupiter Trojans, of which the wagjority exhibit
long-term stability. Neptune is also known to have a largdlst Trojan popula-
tion. However, the roughly comparable number of stable argfalle Neptunian
co-orbitals requires an external source (Alexanderseh, &@l4) for the unsta-
ble co-orbitals (i.e., other than stable co-orbitals thiat@irrently becoming dis-
lodged from the co-orbital state) with the scattering TN@udation being con-
sistent. Secular and mean-motion resonances located igidheplanet region
inhibit stable co-orbital motion with Saturn and Uranus $i&rny and Dones,
2002), although Dvorak et al. (2010) show a stable niche deamus where long-
term co-orbital motion can be sustained. The frequency amdtidn of objects
temporarily trapped into 1:1 resonance with Uranus and iNepére discussed in
Chapter 6.

5.2 Giant Planet Migration in our Solar System

The complex nature of the Kuiper belt, which includes manjecis located in
mean-motion resonances with Neptune, the excited (magemaid moderate)
hot component of the main classical belt, and the scattenmbdetached popu-
lations on highe, high- orbits, has cosmogonic implications for the early stages
of the Solar System. A massive (10-100,) disk of planetesimals located from
the giant planet region to the outer edge of the primordiap&ubelt would cause
the giant planets to migrate (Saturn, Uranus, and Neptunengo@utward and
Jupiter moving inward) as they exchange angular momentumtive planetesi-
mal disk, which gets scattered onto higHaigh- orbits (Fernandez and Ip, 1984;
Hahn and Malhotre, 1999). This would imply that the giantels were origi-
nally on more tightly packed, smallerorbits than their current orbits. Studies
include initial heliocentric distances that range fromvmestn roughly 5.2 AU and
27 AU at varying separations (in some works, Neptune is eveatéd inside
15 AU) (Gomes, 2003; Hahn and Malhotra, 1999; Tsiganis ¢2a05).

The migration of the giant planets is instigated by a vergdanumber of
close encounters with smaller bodies in the massive plametédisk, and is only
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halted when Neptune reaches the outer edge of the disk (Getnaés 2004).
The scattering disk that remains today is believed to be aaemof a much
larger population of scattering objects kicked onto highrigh< orbits during
the migration of Neptune (Duncan and Levison, 1997). Camtihscattering off
Neptune has depleted this population by 99% during the p&3yr4 after the
migrational period ended (Duncan and Levison, 1997). Umlsrscenario, the
detached population are objects that were once scattefédieptune and then
had their perihelia raised due to secular effects (incly#iozai) located in mean-
motion resonances (Gomes et al., 2008), galactic tidesrasitgtional interac-
tions with passing stars, decoupling them from Neptunes #l$0 possible that
Neptune simply had a largemwhich damped (Levison and Morbidelli, 2003) and
left formerly coupled particles well past the reduced ajoimetistance of Nep-
tune; this is constrained by the current orbital distribnt(Batygin et al., 201.1;
Dawson and Murray-Clay, 2012).

During Neptune’s outward migration, its mean-motion resares would have
also migrated outward through the massive disk of planeigsi Malhotra (1993)
considered Pluto’s capture in the 3:2 mean-motion resanduning this process,
and later Malhotre. (1995) showed that many pre-existingabjwould have been
swept up into Neptune’s mean-motion resonances duringittgasd migration.

Currently, a heavily explored model of giant planet migratin the early So-
lar System, which aims to reproduce the orbital architectfrthe giant planet
system (Tsiganis et al., 2005), the capture of the JupiterigMelli et al., 2005)
and Neptune (Tsiganis et &l., 2005) Trojan populations,thadriggering of the
late heavy bombardment of the terrestrial planets (Gomalk, &005), is the Nice
model. The Nice model assumes the giant planets were Inittadated between
5.5 AU and 14 AU with a massive( 35 M) planetesimal disk located from
the giant planet region out to 34 AU. Migration of the giant planets is initially
slow as they gravitationally interact with the distant, nhpslecoupled massive
planetesimal disk. Only a small trickle of planetesimads/kethe disk and scatter
through the giant planets. Then, Jupiter and Saturn cressrtutual 1:2 mean-
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motion resonance, exciting their eccentricities and syibsetly the eccentricities
of Uranus and Neptune. This triggers chaotic behavior inicbagiants as they
rapidly migrate outward into the disk, where eventuallyitleecentricities are
damped back down due to interactions with the abundant f@sineals. When
most of the disk has been eliminated and Neptune reachesitbeeaxge of the
disk, the migration stops. The timescale for the initiallgvs migration of the
giant planets lasts for 350 Myr to 1.1 Gyr before Jupiter aatufh cross their
mutual 1:2 resonance. The chaotic period then lasts for enly Myr before
the planets reach their current orbits, according to the Kiodel (Gomes et al.,
2008).

The largest difficulty of the Nice model is getting the massplanetes-
imal disk to last for several hundred Myr without accretingoi planets or
collisionally grinding itself down into dust before the pkts are able to dis-
perse it into the structure we see today. Other issues iackedping both
the hot and cold classical populations at low eccentrifatygin et al., 2011,
Dawson and Murray-Clay, 2012), explaining the color déferes between the
hot and cold classical populations (Peixinho et al., 20884 accounting for the
large number of binaries found to exist in the cold Kuipet (ibll et al., 2003).
Thus, a complete picture of the dynamical evolution of théyeBolar System has
yet to be developed. How the Kuiper belt arrived at its curstate is not very
important for the rest of this thesis, which is more confineghtocesses in the
current belt. We do, however, assume that the major strestuave been in place
since~ 4 Gyr ago and only slow decay of the existing populations isiooeg.

5.2.1 Population Decay

Since the time of giant planet migration, the sub-popuregiof the Kuiper belt

have dynamically depleted over the pastd Gyr at differing rates due to their
differing orbital parameters. The scattering objects riygamically eroded due
to continued gravitational interactions with Neptune. Asphline scatters them
to larger eccentricities, they can eventually scattertodfdther giant planets. As
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Dones et al. (2004) show, the giant planets can deplete #tiesag disk, ejecting
them or depositing some into the Oort cloudiat 10,000 — 100, 000 AU. (Scat-
tering objects that get kicked onto very higlorbits by the giant planets can then
have their perihelia increased due to galactic tides andtgteanal interactions
with passing stars.)

The classical Kuiper belt is slowly depleted due to the presef thevs sec-
ular resonance and the overlapping andv,s resonances located in the clas-
sical belt (Hahn and Malhotra, 20C5; Kuchner et al., 200Xawka and Mukai,
2005). Objects which enter these resonances can have tieeintecities and
inclinations raised, eventually pulling them out of thessligal belt. Objects lo-
cated in or on the borders of the mean-motion resonanceswiite Kuiper belt
can also chaotically diffuse (Morbidelli, 1897) out of thesonances over time
(Hahn and Malhotra, 2005; Tiscareno and Malhotra, 2009).

These effects are small compared to similar processes ihitjindy-chaotic
main asteroid belt, but are not negligible over Gyr timessaQuantitative mea-
surements from the literature of the decay rates for eacheoKuiper belt sub-
populations can be found in Section 7.2.5.

5.3 Size Distributions of Kuiper Belt
Sub-Populations

In order to quantify the number of objects in the Kuiper belb-gopulations to-
day, the size distribution must be measured. Unfortunatedysize distribution is
not well measured for objects with absolute g-band magaittigl > 9.16 (cor-
responding to a diameter < 100 km for an assumed g-band albegd@f 5%),
which obeys the relation:

d « 100 km % 100-2(9-16—Hy) (5.1)

Section 2.3, equation (2.6) defines the differential nunatbebjectsN as a func-
tion of H-magnitude as well as the differential distribution in deterd given
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in equation (2.7). The Kuiper belt size distribution waserty absolutely cali-
brated down td{, ~ 8—9 by the CFEPS survey (Gladman et al., 2012; Petit et al.,
2011). TheH, = 4 — 9 range seems well modeled by a single sloga a given
population. The only caveat to this would be the hot and colshmonents of
the main classical Kuiper belt sub-populations appear te lii#ferent values of

a. The bright end of the Kuiper belt size distribution has ealun the litera-
ture ranging from 0.66—0.90 for the hot classical sub-paipah and 1.2—1.36 for
the cold component of the classical objects (Adams et al42Bernstein et al.,
2004; Fraser et al., 2014; Petit et al., 2011).

It is clear in the literature that a single power law extengedt, = 9
does not fit the observations and that a break in the diffexlesize distribu-
tion at this H,-magnitude is required (Bernstein et al., 2004; Fraser.Pal 4,
Fraser and Kavelaars, 2008; Fuentes and Holman, 2008; Slaandét al., 2013).
In any case, a slope withh > 0.6 cannot continue as its mass would di-
verge; a transition to a shallower slope is required (Gladetal., 2001). The
break is discussed in the literature as either having the fofr a knee, which
has a sudden change in the differential number of objects faosteep slope
at the bright end to a shallower slope at the faint end (FraséiKavelaars,
2008; Fuentes and Holman, 2008), or in the form of a divot,ciwhias a sud-
den drop in the differential number of objects that recotera shallower slope
(Shankman et al., 2013). Values fof,;,, vary between 0.2 to 0.6 across various
outer Solar System small body populations (Larsen et a1 28chlichting et &l.,
2013; Solontoi et al., 2012; Szabb et al., 2007; Truiillakt2001) as well as the
Kuiper belt size distribution literature (Bernstein et 2004; Fraser et al., 2014;
Fraser and Kavelaars, 2008, 2009; Fuentes and Holman, 3d@#ikman et al.,
2013) down to the observational limit df, ~ 8 — 10 for the various sub-
populations.

As in the main asteroid belt (O’Brien and Sykes, 2011), thedyesis of satur-
nian craters used to infer the size distribution of the inipgcscattering object
population by Minton et al. (2012) and the model for the sddih-generated pop-
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ulation of KBOs today from Schlichting et al. (2013) bothicate that several se-
guential slope transitions in the size distribution ocaioae drops below roughly
H, ~ 8 — 10 and continues to the sub-km regime. The observed sizelulistn

of the Jupiter Family Comets (JFCs), which were likely sigmbfrom the scatter-
ing population (Duncan and Leviscn, 1997), in Solontoi e{2012) was found
to have a break in the size distributionfat~ 14.5 from a steepy = 0.73 slope to

a shallowery = 0.19 slope, in corroboration with the idea that the Kuiper belt's
size distribution is “wavy” like the main asteroid belt’s.

In Chapter 7, various values afand the shape of the Kuiper belt size distri-
bution are used to explore their implications for Pluto’atering record in antic-
ipation of the New Horizons fly-through of the Pluto systemJuly 2015. The
difficulties and uncertainties inherent in the surveys drebtetical work of the
size distribution as well as the origin of a knee or divot ia #ize distribution is
not critical to this thesis. Size distributions from thestature are simply used to
illustrate uncertainties inherent in crater producticesan Pluto.

5.3.1 Population Estimates of Kuiper Belt Objects

Petit et al. (2011) and Gladman et al. (2012) provide 100 km (H, = 9.16 for
g-band albed@ = 5%) population estimates for the classical and resonant-popu
lation from the CFEPS (see Table 5.1). In Chapter 7, in ordgirt the number

of objects in each of the various Kuiper belt sub-populatitanthe/ ,-magnitude
corresponding to the break in the size distribution gt = 9.0), the CFEPS
H, < 9.16 classical and resonant population estimates from Petif ¢2@11.)
and Gladman et al. (2012) were converted&p< 9.0 (which corresponds to di-
ameterd > 108 km for p = 5%) population estimates using a minor multiplicative
tuning of

N(< H, =9.0)
N(< H, = 9.16)

— 10(0.8(Hg—9.16)) _ 10(0.8(9.0—9.16)) = 0.745 (52)
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Population N(d > 100 km)
Scattering Objects | 105,000 + 31, 500
Inner Classical 3, 000757000
Hot Main Classical 35,0000
Cold Main Classical 95, 000755000
Outer Classical/Detachad 80, 000759900
3:2 Resonance 13,0007 2000
5:2 Resonance 12,000 2500
4:3 Resonance 800 00"
5:3 Resonance 5,00073 000
7:3 Resonance 4, 00075000
5:4 Resonance 160770
7:4 Resonance 3,0003000
2:1 Resonance 3, 700757300
3:1 Resonance 4,00073:000
5.1 Resonance 8,000 700

Table 5.1: Kuiper belt classical and resonant sub-population esaaédr
d > 100 km from the debiased Canada France Ecliptic Plane Survey
(CFEPS) (Gladman et al., 2012; Petit et al., 2011) and soajtebject
estimate ford > 100 km from Shankman et al. (2013).

In Table 5.1, thel > 100 km (H, = 9.16) population estimates for the clas-
sical and resonant populations from the CFEPS provided Iy é?al. (2011)
and Gladman et al. (2012) are given along with the scatteybyjgct population
estimate from Shankman et al. (2013) using the Kaib et allIpfhodel of scat-
tering objects, which has been converted fréfm = 9.0 to H, = 9.16 using
equation 5.2.

The scattering objects observed by the CFEPS only effégtbaample the or-
bital distribution of the closest objects, which must thenelatrapolated to larger
distances. The Kaib et al. (2011) (KRQ11) model provides ahnmore accurate
representation of the scattering population as it evolkas the Oort Cloud,; it is
thus the current model of choice for the orbital distribotaf the scattering ob-
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Hydra

Figure 5.5: Schematic of the Pluto system. The tidally locked Pluto1Gha
binary has four satellites: Styx, Nix, Kerberos, and Hydra.

jects and was coupled to the CFEPS to produce the absokagbrated:, < 9.0
population estimates of the scattering population (of 80)®y Shankman et al.
(2013). Estimates from the Deep Ecliptic Survey (Adams.et2014) for
some sub-populations were discrepant from the CFEPS ds8rffaladman et al.,
2012; Petit et el., 2011) by factors of 1.5 to 1.7, but the syswvere acquired
in different bandpasses; compiling theV/R colors of objects seen in both sur-
veys (K. Volk, private communication 2015) showed that celaf 0.4-0.6 (rather
than 0.1) were appropriate and this eliminates virtuallyleslcrepancy in the{-
magnitude range common to both surveys when using the sanaarigal-class
definitions.

5.4 Cratering in the Outer Solar System

As mentioned above, the work presented in Chapter 7 usesofh@ation esti-
mates and orbital distributions of the various Kuiper bel-populations to com-
pute impact and cratering rates onto Pluto and its moons tigipation of the
New Horizons fly-through in July 2015.

The Pluto system consists of the tidally locked Pluto-Chasmary as well
as four smaller satellites: Styx, Nix, Kerberos, and Hydnarder of increasing
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Name | Discovery | Diameter a P NH resolution

Year (km) (Rpuuto) | (days) (km)

Pluto 1930 ~ 2400 ~ 1.7 6.4 0.5

Charon 1978 ~ 1200 ~ 17 6.4 0.5
Styx 2012 ~ 10 ~ 35 20 3

Nix 2005 ~ 45 ~ 40 25 0.5
Kerberos| 2011 ~ 10 ~ 48 32 3
Hydra 2005 ~ 45 ~ 54 38 1

Table 5.2: Pluto system characteristics. Radius estimates for thesfoaller
satellites are computed using mass, albedo = 0.4, and gessitnates
from Kenyon and Bromley (2014). Semimajor axis estimatksgiue to
the Pluto-Charon barycenter are from Showalter and Ham{2015).
The period for Pluto and Charon is their spin-orbit period &or the
four satellites is their orbital period. All eccentricsiarec < 0.01 and
all inclinations (relative to Pluto’s equator) are< 1°. Now that the
final New Horizons fly-by geometry has been determined, tkelue
tion of craters on the four smaller satellites has been tatled and is
provided for the encounter hemispheres of each body.

distance from Pluto (a schematic of the system is shown iargig.5). Table 5.2
provides physical and orbital characteristics for Plutstesn. The image resolu-
tions of the New Horizons spacecraft for the encounter heingges of each body,
based on the final fly-by geometry, are listed in the final colwfithe table.

The first images of cratered surfaces in the outer Solar Byséene from the
Voyager spacecraft in the late 1970s to the late 1980s. (btirdarge moons of
Jupiter, Ganymede and Callisto were observed to have jeaailered surfaces.
lo and Europa have little to no craters due to tidal heatirag ¢éhases craters on
their surfaces. Though Callisto is heavily cratered glgb&anymede shows
some areas of heavy cratering while other areas appear tgoee wlean due to
past tidal heating effects.

Saturn’s large moons (Mimas, Enceladus, Tethys, DioneaRMgan, and
lapetus — in order of increasing distance from Saturn) shawying degrees of
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cratering on their surfaces. Mimas and Tethys both exhibiéry large crater

roughly one-third of their diameters as well as many smaliaters covering their
surfaces. Enceladus, which sits between Mimas and Tethgsyiently geologi-

cally active, harboring a system of fractures in its soutlregion which emit jets
of water vapor and dust. Tethys, Dione, and Rhea (each ¢ixtgldratered sur-

faces) show a difference in surface brightness betweenldeing and trailing

hemispheres in images from the Cassini spacecraft, indgcttat particles emit-

ted from Enceladus’ surface are coating the leading heraigshof these satel-
lites. Saturn’s largest moon, Titan shows evidence of votcactivity that erases
craters on its surface. The farthest large moon from Satapstus, exhibits an
ancient surface of craters, and is thus of greatest interest

Uranus has no major moons upon which to study craters, antuNefas
only one large moon, Triton, which clearly has had recentaggo activity due
its sparsity of craters.

The outer Solar System satellites are all dominately cedtby scattering ob-
jects that have perihelia in the giant planet region. Thesrurdocation of Pluto in
the Kuiper belt causes it to be cratered by a wider varietybfgopulations than
all other cratered bodies studied in the outer Solar Systedate. This makes
the crater fields in the Pluto system of great interest, eajebdecause at their
smallest end one will be sampling Kuiper belt projectilesi@d nowhere else yet
in the Solar System and beyond the reach of direct obsenhyidelescopes.

The crater scaling laws are traditionally written as equrai(5.3), (5.4a), and
(5.4b) from Zahnle et al. (2003) and convert an impactor ei&mi into a crater
diameterD given an impact velocity/, the gravitational acceleratignof the tar-
get, the densities andp of the impactor and target (respectively), and a transition
diameterD,, (in km) from simple to complex craters (where we tgke- 0.108
from McKinnon and Schenk (1995) as estimated from the saieithe icy satel-
lites of Jupiter).

o 0 p —0217 / £\ 0333, 4 \ 0.783
D, =11. — — — k .
o(on) () ) (G) e
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and

D, for D, < D, (5.4a)
| b,(D,/Dy,)*  forD, > D, (5.4b)

It is clear from the crater scaling law that assumptions abimisurface com-
position of Pluto will affect cratering calculations. Coarpd to a water-ice sur-
face, craters formed entirely in solid,Nsimilar density) or CH (lower den-
sity) will result in the simple crater diameté?, corresponding to a given im-
pactor diameted increasing by up to 24% (for a GHlensity ofp = 0.52 g/cm?
(Lupo and Lewis, 1980)). In addition, the simple-to-conxpliansition in these
weak materials may occur at a smaller diameter, increabimgize of a complex
crater over that given in equation (5.4b). The unknown deptiegolith on the
surface of Pluto, which could range from tens of m to sevenaltkick, could
plausibly also affect the transition diameter. Whethetergain volatile N and
CH, ice can survive intact on Pluto’s surface for 4 Gyr or whethiscous relax-
ation would lead to poor crater retention on Pluto is an opgrstion (Stern et al.,
2015). The effect of atmospheric recondensation couldadfeat crater retention
on Pluto (Stern et al., 2015).

The scaling law shown above is not the only one used in theatitee. The
slightly different crater scaling law from Housen and Holsle: (2011) (and used
by Bierhaus and Dones (2015)) shown in equation (5.5) wasldpgd from lab-
oratory experiments studying the subsonic ejecta (andsbesndaries) produced
during the crater formation process into sand-like malteFiais crater scaling law
results in approximately 3% smaller simple crater diansgtean those computed
from the crater scaling laws (equations (5.3), (5.4a), &ndik)) in Zahnle et al.
(2003), developed for solid, non-porous geological matsri

U 0.374 g —0.187 5 0.325 d 0.813
ooimn) (@) ) (@) o e
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The lower limit on cratering efficiency is given by porous,afisl-like”
scaling, which gives somewhat smaller craters overall. Healing in
Housen and Holsapple (2011) (and used by Bierhaus and D@04%)| could
apply to the smallest craters likely to be seen on Pluto,egHosmed entirely
within Pluto’s regolith, which will slightly affect the sfme of the crater produc-
tion function, all other things being equal, unless satoradccurs at the scales in
guestion, in which case it will not matter. For the broad eon{crater sizes dis-
cussed in Chapter 7, the crater scaling laws from Zahnle ¢2@03) that include
the simple-to-complex transition (shown above) are agphehis thesis. In prin-
ciple, however, one could use the observed transition dembe learn something
about the physical properties of Pluto’s surface.

A caveat to applying these equations to the Pluto systemaistitie physics
of crater creation and the crater scaling laws have beenestudostly for the
icy galilean and saturnian satellites. For these bodigsic&y impact speeds
range from 10-20 km/s (in the hypervelocity regime), beedusliocentric or-
bital speeds are higher and impactors get more gravitdtfonassing from the
giant planets than in the Kuiper belt, where impact speeglsypically 1-2 km/s
(potentially sub-hypervelocity). Hypervelocity is reachwhen the impact speed
exceeds the speed of sound in the target surface matergakaind speed in
water-ice is approximately 3 km/s and up to roughly 40% hidbea solid CH
ice surface assuming a density of 0.52 gicfhus, applying crater scaling laws
developed for the icy satellites of the giant planets to prircraters in the sub-
km-diameter to a-few-hundred-km-diameter range on Plwg mcorrectly con-
vert impact rates into cratering rates. However, given th@fcrater scaling laws
have not been rigorously developed for the subsonic regimeeyest way forward
is to apply the above crater scaling laws. In addition, Simgel. (2013) (their
Appendix A) argue that existing scaling laws may be extrafgal to even lower
speeds (those of secondary crater formation) as long asugertdit elastic limit
is exceeded, which is well satisfied for primary impacts arntdand Charon.
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The uncertainties in the crater scaling law and their appiba to cratering in
the Pluto system will affect the conclusions that can be driam estimating im-
pact and cratering rates onto Pluto and its satellites. Mewéhese uncertainties
are dwarfed by the uncertainties in how the Kuiper belt sis&iution extends
to diameters below 100 km (outlined above in Section 5.3)s Wil be discussed
in greater detail in Chapter 7.
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Chapter 6

A Uranian Trojan and the
Frequency of Temporary
Giant-Planet Co-Orbitals

6.1 Discovery of the First Uranian Trojan

The first known Uranian Trojan, 2011 Qf was discovered in the 32-square-
degree survey of Alexandersen et al. (2014), designed sxtd&tans-Neptunian
Objects (TNOs) and objects between the giant planetgf., < a < aneptune)
known as Centaurs with apparent r-band magnitude< 24.6, using the Canada-
France-Hawaii Telescope (Alexandersen et al., 2013). dWwestcentricity along
with a semimajor axis similar to that of Uranug,(~ 19.2 AU) indicated that
2011 QRy might be a Uranian co-orbital. Numerical integrations & titomi-
nal orbit and all other orbits within the small orbital uniz@nties indicated the
object was most likely a Centaur temporarily trapped as a kdnlan Trojan
(Alexandersen et al., 2013) (see Figure 6.1; left column).

This chapter is based on the following published work: M.exsindersen, B. Gladman,
S. Greenstreet, J. J. Kavelaars, J.-M. Petit, S. GulytJranian Trojan and the Frequency of
Temporary Giant-Planet Co-Orbital$cience341,994 (2013).
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Figure 6.1: Left column: Evolution of the nominal semimajor axiseccen-
tricity e, and resonant angle;; = A — Ay of 2011 QFky for 1 Myr
into the future. Center and right columns: Evolution for ttemn-
porary (~ 1 Myr duration) Uranian co-orbitals from our dynamical
simulations for intervals in which their evolution is si@nilto that of
2011 QFy, showing that Centaurs can naturally become temporarily-
trapped Uranian Trojans. Times are from the initial cowmditior the
ap > 34 AU scattering orbit.
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In this survey, 2011 Qf was the only object with a semimajor axis within
the planetary region (defined here@as< 34 AU to include Neptune co-orbitals
but exclude the exterior stable transneptunian populgliofhe Canada-France
Ecliptic Plane Survey (CFEPS) detected three 34 AU objects and the IAU Mi-
nor Planet Center (MPC) database contains 247 objects wAth & a < 34 AU
as of 9 July 2013. We seek to estimate the steady-statednaattiCentaurs in tem-
porary co-orbital states with Uranus and Neptune, simdarhat has been done
for the Earth (Morais and Morbidelli, 2002) and Venus (Msrand Morbidelli,
2006).

6.2 Numerical Integrations

Using a model of the orbital distribution (Kaib et al., 20{KRQ11) of today’s
scattering TNOs, we simulated the interactions of scatfeobjects with the gi-
ant planets over 1 Gyr, building a relative orbital disttiba for thea < 34 AU
region. The simulation outputs the state vector of planatsal « < 34 AU
particles at 300 yr intervals. This output interval was @roso that the few-kyr
variation of the resonant argumef, would be well sampled (see Section 6.2.1),
allowing detection of short-term co-orbitals of the giaftdanets. Such a meticu-
lous search for co-orbitals trapped from an armada of inngracattering objects
is essential in order to accurately estimate the trappegjitsn. An earlier analy-
sis (Horner and Evans, 2006) started with a sample of cuyrenbwn Centaurs,
which was biased towards the lowesCentaurs by observational selection, re-
sulting in much lower trapping rates for Uranus and Neptunaa twe find (see
Section 6.3).

The dynamical integrations computed to model the steaatg-slistribution of
scattering objects in the < 34 AU region for this work were set up using a sub-
set of particles from the Kaib et al. (2011) TNO populationd®lo Here, “scat-
tering objects” (Gladman et al., 2008; Petit et al., 201&)thpse that experience
A a > 1.5 AU in 10 Myr; scattering objects with < 30 AU are called “Cen-
taurs”, whereas those with> 30 AU are the “scattering disk”. We use the term
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“steady-state” only to refer to a constant relative distidn of objects (i.e., the
distribution of Centaurs being constant, and thus the batadfraction being con-
stant), not to denote a constant absolute population, gmihdation of scattering
disk objects is depleting on Gyr time scales (for more dismursof the different
depletion rates for each Kuiper belt sub-population, seé@e7.2.5). This subset
consisted of 17,800 particles with initial semimajor axdsA®) < a < 200 AU
and that had their semimajor axes deviate by more than 1.5 uihglthe last
10 Myr of the KRQ11 model integrations. This population oatsering TNOs
was used as the initial conditions for the orbital integnasi in this work. Two
different KRQ11 models were used independently: one géeefeom a primor-
dial inclination distribution that was dynamically cold eithe particles left the
giant planet region 4 Gyr earlier (the “cold” model) (Kaibatt 2011), the other
using an initially hot distribution (the “hot” model) integfed in the same way as
the KRQ11 model (Shankman et al., 2013).

To perform this computation, we used the N-body code SWINIVR4 (pro-
vided by Hal Levison, based on the original SWIFT (Levisod &uncan, 1994)).
A base time step of 73 days was used and the orbital elemenésougut every
300 years for any particle which at that moment had 34 AU. The gravitational
influences of the four giant planets were included. Padialere removed from
the simulation when they hit a planet, went outside 2,000 Alnside 6 AU from
the Sun (resulting in rapid removal from the Solar Systemupjtér), or the final
integration time of 1 Gyr was reached.

The goal of these orbital integrations was twofold: to skedoc temporary co-
orbital trapping and to construct the steady-state ordittibution of scattering
TNOs that reach the giant planet region, chosen to be the34 AU region. The
steady-state orbital distribution is expressed as a grid wi< 34 AU, e < 1.0,

i < 180°, with cells of volumed.5 AU x0.02 x 2.0°. The cumulative time spent
by all particles in each cell is normalized to the total tinperst by all particles
in all cells in thea < 34 AU region. This illustrates the steady-state distribution
of objects in the:r < 34 AU region, shown in Figure 6.2, supplied by the scatter-
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ing TNO population. This residence time probability distiion (Bottke et al.,
20004a) can be interpreted as the steady-state fractiorattbsing TNOs in each
cell. Figure 6.2 shows two projections of the residence torabability distri-
butions of thea < 34 AU region for the two KRQ11 population models. From
these plots it is clear the scattering TNO population erttexgiant planet region
(a < 34 AU) at moderate eccentricities and inclinations. Althodigé hot model
does produce higher inclinations, it is clear from Figur2, @hat the choice of
input model does not make a large difference for our resuits.therefore only
describe results from the simulations using the KRQ11 “imaddel here (unless
otherwise noted).

6.2.1 Co-Orbital Detection in Numerical Integrations

To diagnose whether particles are co-orbital, the orbitbhy (at300 year output
intervals) was scanned using a running windgikyr long. This window-size
was chosen to be several times longer than the typical Tidjaation period.
While the formal definition of co-orbital is that the resohamgle$,;, = X —
Arianet librates, detecting this is difficult to automate. As an auétic process
is necessary to filter the large amounts of output from ouldyinal simulations
(110 GB), we used a simpler algorithm which we believe diagisoco-orbitals
well. A particle was classified as a co-orbital if, within theaning window, both
its average semimajor axis was less than 0.2 AU from the geesamimajor axis
of a given planet and no individual semimajor axis value a&d more thatk 4
(see equation 2.1) from that of the planet. Hég is the planet’s Hill-sphere
radius (Murray and Dermoit, 1999), whekRg, = 0.47 AU for Uranus andRy =
0.77 AU for Neptune. If these criteria were met, the orbital eletseand current
integration time for that particle (at the time-center ¢ thindow) were output to
indicate co-orbital motion in that window. The window centieen advances by
a single 300-year output interval and performs the diagnsiermination again.
In this manner, consecutive identifications of a particlearorbital motion with a
planet can be recorded as a single “trap” until the objedastered away. A minor
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Figure 6.2: Residence time probability distributions. The top and doott
plots show the distribution resulting from the initially ldoand hot
KRQ11 models, respectively; the two different initial pégdions
clearly produce very similat < 34 AU steady-states. To monitor
the orbital evolution of each particle, a grid afe, i cells was placed
throughout the giant planet region from < 34 AU, e < 1.0, and
i < 180° with volume 0.5 AUx0.02 x 2.0°. Thea, e plot is summed
overi, and theq, ¢ plot is summed ovee. The color scheme repre-
sents the percentage of the steady-state Centaur poputatained
in each bin; red colors represent cells where there is a higlbgbility
of particles spending their time. The curves indicate @&upBaturn,
Uranus, and Neptune crossing orbits.
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shortcoming of this method of co-orbital identification &t the beginning and
end of each trap is not diagnosed well due to the ends of théamimot falling
entirely within the trap at these times. This method proside with estimates of
the duration of traps, each of which must be greater than 8@oklge diagnosed
by this analysis.

6.2.2 Resonant Island Classification

For each time step a particle has been deemed co-orbital,isvetovdetermine
in which of the four resonant islands the particle is librgtii.e. whether it is a
horseshoe, L4 Trojan, L5 Trojan, or quasi-satellite. As caHorbital detection
algorithm (described above) produces25, 000 trapping episodes, these cannot
be inspected manually and require another automated [mo&s$or the detection
algorithm, this is also hard to automate, especially bexza@osnplex variations
and combinations can exist for high inclinations. For oasslfication algorithm,
we examine the behavior of the resonant angle & A — \,) in each 30 kyr
window. If ¢;; remained in the leading or trailing hemisphere during a wnd
we assigned the particle to the L4 or L5 state (respectivéfly),; crossed 80° at
any time during the interval, then it was labelled a horsegirbit. The remaining
objects are assumed to be quasi-satellites, as they musttbitals that cross
between leading and trailing &t; = 0° and not at180°. The possibility of
erroneous classification exists, however in a manuallydotgal subset we find
these errors affeck 10% of cases, thus not affecting our co-orbital fraction and
resonant island distribution estimates greatly, suffidienour goal of better than
factor of two accuracy.

6.3 Frequency and Duration of Temporary
Giant-Planet Co-Orbitals

Simulated scattering objects predominantly entered taetgilanet regiond <
34 AU) at intermediate inclinations and eccentricities, as baen previously
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shown (Levison and Duncan, 1997; Tiscareno and Malhoti@: R R\fter analyz-
ing the particle histories to find co-orbital trapping, wedfithat0.4% and2.8%
of thea < 34 AU population is, at any time, in co-orbital motion with Ura
and Neptune, respectively (with less than a factor of 2 tiang This3.2% frac-
tion is much larger than the 0.1% of near-Earth asteroids temporarily trapped
in Earth and Venus co-orbital motion (Morais and Morbide2l002, 2006), pre-
sumably due to the fractionally larger co-orbital regiohshe giant planets. We
find that the simulated Uranian and Neptunian co-orbitalssisted of, respec-
tively, 64% and54% in horseshoe orbitd,0% and10% quasi-satellites an26%
and36% Trojans, roughly equally distributed between the L4 and lodbids. The
duration of Uranian co-orbital captures in our simulatibad mean, median, and
maximum values of 108 kyr, 56 kyr, and 2.6 Myr, respectivahg 78 kyr, 46 kyr,
and 18.2 Myr, respectively, for Neptune. The median cotallgiapture duration
is roughly only twice the running window size (30 kyr), whiateans there are
many captures that last between 30 and 60 kyr.

To confirm that our Centaur distribution is in fact in steadgte (fractionally,
not absolutely), we divide our 1 Gyr integrations into 100 Myr and 100 —
1,000 Myr intervals. The< 100 Myr interval contains about half (cold model) or
one-third (hot model) of all entries into the< 34 AU regime. In all four cases
the fraction of temporary co-orbitals is the same3{ — 0.62% for Uranus and
2.3 — 3.3% for Neptune) to well within a factor of 2 accuracy and the ritusition
of Centaurs are all similar to those seen in Figure 6.2. We ltielieve this justifies
treating the relative distribution of objects as being tim#ependent, despite the
absolute scattering/Centaur population slowly decregsin

Numerical integrations of known Centaurs have previouglgrbperformed
(Horner and Evans, 2006) in order to study the capture ofd&lestas temporary
co-orbitals of the giant planets. That study found that wegst are generally short
(10 — 100 kyr, none greater thab00 kyr) with 0.29% of 23,328 Centaur clones
experiencing a co-orbital capture during a 3 Myr simulatiwiwhich 15%, 80%,
5% and 0% of these captures occur with Jupiter, Saturn, Uranus anduNep
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respectively. The previous study used clones of the knowmtates for initial
conditions, a starting condition heavily biased towardaltan semimajor axes.

This is not the first work of its kind to perform numerical igtations in or-
der to construct the steady-state population of Centautsavik 34 AU from a
scattering TNO population. Some works (Dones et al., 1998nkr and Evans,
2006; Tiscareno and Malhotra, 2003) present numericagjiat®mns of Centaurs
(both known and test populations) initially within the gigolanet region. Those
that have modeled the evolution of scattering TNOs intoathe 34 AU Centaur
region (Levison and Duncan, 1997; Volk and Malhotra, 2008)rebt search for
temporary (often< 100 kyr) co-orbital captures.

Work similar to that presented here has been performed atinginear-Earth
asteroids captured as temporary co-orbitals of Earth (Manad Morbidelli,
2002). Those authors found that the Earth’s temporary bdads often expe-
rience several co-orbital phases, each of average durd&dtyr (none longer
than 1 Myr).

In the work presented here, where Centaurs are provideddrbras-free ex-
ternal scattering disk, we find that the average length ofurep in co-orbital
motion with Uranus is 108 kyr and with Neptune is 78 kyr. We @vsurprised to
find that objects that experience at least one episode oftmitabcapture have a
median of 2 captures with Uranus or 6 captures with Nepturigedds typically
escape with low relative velocities, so multiple tempor@aptures are not surpris-
ing. Some objects experience temporary co-orbital captuith both planets (see
Figure 6.3, right column). Due to thg,;, = 6 AU distance cut in the integrations,
which removes high-eccentricity Saturn-crossing Cerstaefore they potentially
could get trapped into co-orbital motion, we did not rehaleasure the Saturnian
trapping fraction, but estimate it & 0.1% of the incoming scattering population.

6.3.1 Quasi-Satellites

Quasi-satellites make upl0% of the steady-state Uranian and Nep-
tunian co-orbitals in our numerical integrations. This isug a rare
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Figure 6.3: Left column: Evolution (for 0.3 Myr into the future) of the
semimajor axis:, eccentricitye, and resonant angle — \y of 2004
KV 15 (the certainly-unstable Neptunian Trojan (Gladman cR&i12;
Horner and Lykawka, 2012)). Center and right columns: Evotu
for two temporary Neptunian co-orbitals from our dynamisiahula-
tions for intervals in which their evolution is similar toahof 2004
KV 5. Note: The object on the right is the same object as in right
column of Figure 6.1. This object experiences co-orbitatiamowith
both Uranus and Neptune, with 5 Myr between the two temporary
captures.
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state, but of great dynamical interest (Connorsetal., 202204;
de la Fuente Marcos and de la Fuente Marcas, 2012; Mikkole, et 2004,
2006; Namouni, 1999; Namounietal., 1999). There is culyemne
known temporary £ 100 Kkyr duration) quasi-satellite of Neptune
(de la Fuente Marcos and de la Fuente Marcos, 2012). The ntuerastence
of one known temporary quasi-satellite, out of a totakoti known temporary
Uranian and Neptunian co-orbitals, fits into our generatysee of temporary
traps in co-orbital states. Figure 6.4 depicts the seminais, eccentricity, and
resonant angle evolution of two temporary quasi-satetiftptures found in our
numerical integrations. The capture shown on the left is asgsatellite with
Neptune for a duration of 694.5 kyr before it scatters awaye apture on the
right in Figure 6.4 remains a quasi-satellite with Uranus Xat5 Myr before
leaving the co-orbital state.

6.4 Conclusions

The discovery of the first known temporarily-trapped Uraniaojan led to the
investigation of the fraction of the steady-state Centayupation in temporary
co-orbital states with Uranus and Neptune (Alexandersah,&2013). By inte-
grating the population of scattering objects as they ehien t< 34 AU Centaur
region, we found that at any time, 0.4% and 2.8% (with less thdactor of 2
variation) of thea < 34 AU population is in temporary co-orbital motion with
Uranus and Neptune, respectively. Alexandersen et al 3j2How that when the
a < 34 AU steady-state Centaur distribution is put through a susugulator, this
is in agreement with the known fraction of Uranian and Nejatamo-orbitals.
Temporary co-orbital traps typically last for tens of thands of years and up
to several Myr. Objects can be trapped as horseshoes, $rgaquasi-satellites.
A single object can be trapped in multiple resonant statiésereswitching be-
tween classifications in a single trap or in multiple trapsghown in Figure 6.1
and Figure 6.3). A single object can also be temporarilygegpas a co-orbital
with both Uranus and Neptune (Figure 6.1 and Figure 6.3t iglumns). The
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transient nature of temporarily-trapped co-orbitals miean an interesting dy-
namical population to study. In addition, the very short ayincal timescale of
the unstable Uranian and Neptunian co-orbitals would recaivery large reser-
voir of stable Uranian and Neptunian co-orbitals if the abst co-orbital source
are the stable co-orbitals that are becoming dislodged trmmco-orbital state
today. However, the roughly comparable number of stableusustible Uranian
and Neptunian co-orbitals requires an external sourcenhtouhstable co-orbitals
with the scattering TNO population being consistent, aswsha this chapter and
Alexandersen et al. (2014).
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Chapter 7

Impact and Cratering Rates onto
Pluto

7.1 Introduction

The New Horizons space probe will fly through the Pluto systeduly 2015 and
will be capable of taking high-resolution images of craos/n to~ 0.5 km in

diameter on the encounter hemispheres of Pluto and Charoarévet al., 2015;
Young et al., 2008) (for the image resolution for the four Benasatellites, see
Table 5.2). Using the observed surface crater densitieswanuld like to com-
pute crater retention ages for the various surfaces of Plistbinary companion
Charon, and the small satellites. In order to do this, kndgaeof the impact flux
onto the surface is needed, both in terms of the number oégtitgs and their
impact speeds. To date, a study of the impact rates broken duw the vari-

ous Kuiper belt sub-populations has never been done. Lgckiy crater data,
approximations of the number density of Kuiper belt objelcts intersect the or-
bit of Pluto at an average impact velocity have sufficed (Rwdd Stern, 2000;
Weissman and Stern, 1994; Zahnle et al., 2003), but the wdts@mal opportunity

This chapter is based on the following published work: S.e@street, B. Gladman, W. B.
McKinnon,Impact and Cratering Rates onto Plytcarus258 267 (2015).
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of the New Horizons Pluto-system fly-through requires a naweurate under-
standing of the impact rates, impact speed distributiond,thus the collisional
history of the surface of Pluto and its satellites.

7.1.1 Motivation

Pluto likely formed in a different environment from the omewhich it currently
resides. Some recent dynamical models (discussed in 8&a) postulate a
violent period of instability in the giant planet orbits ghly 3.9 Gyr ago; during
this chaotic time period, an outward migration of Uranus &lepbtune causes
their orbits to approach each other, briefly pumping Neptueecentricity which
pushes the ancient population of Kuiper belt objects oulveenrd rearranges the
outer Solar System to roughly its current architecture \{(¢@n et al., 2008) and
references therein). With or without a dramatic planetaramrangement 3.9 Gyr
ago, in any scenario in which Neptune’s mean-motion resoesmawept through
a population of small bodies during outward migration, mabjects, including
Pluto, are swept up into resonance (Malhotra, 1993, 199&gaRlless of exactly
how it arrived there, Pluto currently sits in the 3:2 meantiotoresonance with
Neptune. A hypothetical turbulent time period during thetfie 500 Myr of Solar
System history we refer to as the “pre-installation phadePlato’s collisional
history, and is not something we can model using estimattsady’s Kuiper belt
orbital distribution. We assume the Pluto-Charon binanyring event occurred
during this “pre-installation phase”. The four smallerdlites in the Pluto system
(Styx, Nix, Kerberos, and Hydra) are also hypothesized te@ Harmed through
post-collision reaccumulation, possibly during the PiGioaron binary-forming
event (Stern et al., 2006). Because we do not know the ortigaibution of the
Kuiper belt during this period of the Solar System'’s histavg prefer to remain
on relatively solid ground by performing an analysis of Blsitollisional history
for the past~ 3.9 Gyr, spanning the time period we think it reasonably certain
Pluto has been on its current orbit~ 0.6 Gyr to 4.5 Gyr into the age of the
Solar System. We refer to this period as the “post-insialigphase” of Pluto’s
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history. Pluto’s current location in the Kuiper belt caugieds be impacted by a
wider variety of Kuiper belt sub-populations than the daés of the giant planets,
particularly by the cold classical objects, which do notteato the giant planet
region. We use current population estimates and orbitadilolisions of Kuiper
belt sub-populations to determine the current impact fluk gmmary cratering
rates onto the surface of Pluto in Sections 7.2.3 and 7.2.éx{Fapolate this back
to the installation of Pluto onto its current orbit (not lekan 3.9 Gyr ago), we
assume each Kuiper belt sub-population has naturally dradey with time and
we use estimates of these decay rates from the literaturentpute the number
of primary craters formed on Pluto’s surface integratedr dkie past~ 4 Gyr
in Section 7.2.5 (secondary craters are considered sepamtSection 7.3.5).
We also compute the primary cratering rates and integratedber of craters
for the surface of Charon in Section 7.3.7. In addition, wiedrine if the four
smaller satellites of Pluto (Styx, Nix, Kerberos, and Hydrave likely ever been
catastrophically disrupted in the past4 Gyr in Section 7.3.8.

Kuiper Belt Sub-Populations

The various Kuiper belt sub-populations are defined in Gkaet al. (2008) and
discussed in Section 5.1.1. It was unclear at the outsetptbject how the var-
ious Kuiper belt sub-populations would contribute to th@aut flux onto the sur-
face of Pluto. Each group populates different regions osplspace and thus in-
teracts differently with Pluto, but how their respectivepat fluxes compare with
each other is not obvious. In previous work (e.g. Zahnle.€R803)), a Kuiper
belt having objects with “typical” semimajor axes~ 40 AU and “typical” im-

pact speeds;,,,,...: ~ 2 km/s was used to roughly estimate the cratering rate onto

Pluto. This, however, neglects the details of the differamigital parameters of
each Kuiper belt sub-population. It's unclear whether kuipelt objects (KBOS)
with these estimated orbital parameters contribute moghe@impact flux onto
Pluto or another type of Kuiper belt population dominatesth@ps several pop-
ulations contribute roughly equally. Campo Bagatin andé&&tez (2012) com-
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puted the collision probability of the Pluto-Charon bindoyming event using a
collisional evolution model of the transneptunian obj@dlQ) population taken
from the Canada-France Ecliptic Plane Survey (CFEPS) Lthsyic model of
classical and resonant Kuiper belt populations (Gladmaih £2012; Petit et al.,
2012), but did not break this down into the individual Kuiieit sub-populations
nor extend their analysis to the current epoch’s impacttsven

Pluto shares the 3:2 Neptunian mean-motion resonance~wiit3, 000 di-
ameterd > 100 km (Gladman et al., 2012) objects known as the plutinos. By
performing numerical integrations of the collisional extidn of known plutinos,
de Elia et al. (2010) computed the plutino impact flux ontat@bssuming “typ-
ical” impact speedsw,,,..: = 1.9 Km/s) to estimate the cratering rate onto Pluto
from the plutinos alone. Dell'Oro et al. (2013) performedatistical analysis of
the collisional evolution of TNOs among themselves usirgitidividual Kuiper
belt sub-populations from the CFEPS L7 model, but did no¢mrattheir analy-
sis to the cratering rate on Pluto. As we were writing up ourkywave became
aware of the recent paper by Bierhaus and Dones (2015) tha¢ssks some of
the issues we are concerned with. We discuss this latter paection 7.2.3.

In addition to being affected by the 3:2 mean-motion resogaavith Neptune,
Pluto’s orbit experiences Kozai (Kozai, 1962) librationsigh cause its eccentric-
ity e and inclinationi to oscillate against each other (higlzorresponds to low-
and vice versa) on the timescale of several Myr. This libratauses Pluto’s or-
bit? to never intersect the Solar System plane outsid2 AU or inside~ 33 AU
(see Figure 7.1). This results in complex changes in cotligirobability over
time between Pluto and the inner, main, and outer classiagddf belt objects.
For example, the classical inner KBOs havaetween roughly 37 and 39 AU with
perihelia3b AU < ¢ < 39 AU (see Figure 5.2). This places the classical inner
KBOs in the region where Kozai librations keep Pluto’s etatimodal distances.
As one may imagine, Pluto’s nodal distances constantlyirggayear the classi-
cal inner KBOs enhances their collision probability withut®l compared with a

aFor reference Pluto’s perihelion= 29.7 AU and apheliorf) = 48.9 AU.
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Figure 7.1: Numerical integration of Pluto’s ecliptic nodal distances

situation where Pluto’s orbit uniformly precesses and hdddance explores all
values from periheliop;,;, to aphelion? p;.:,. In contrast, most main classical
KBOs lie between roughly 40 and 47 AU where the oscillatioRhito’s ecliptic
nodal distances cause its periodic intersection with thenmlassical KBOs. If

all classical main KBOs had inclinatioris~ 0°, theq > 42 AU classical main
objects should have zero collision probability with Pluitace Pluto’s orbit never
intersects the plane of the Solar System outsidé2 AU. In reality, their non-
zero inclinations cause some of them to have non-zero wwiligrobability with
Pluto. The twa; < 42 AU classical main populations (and their sub-components),
however, are each affected by the repeated intersectiotutd’$orbit with its
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own. During the period when Pluto’s nodal distance is betw&@ and 42 AU,
its collision probability with the main classical KBOs imases. This competes
with the times when Pluto’s orbit intersects the plane ofS3b&ar System outside
42 AU, where its collision probability with the main classid&uiper belt drops
precipitously. As one may expect, this could causejthe42 AU classical main
KBOs to receive a smaller enhancement to their collisionatbability with Pluto
than the classical inner KBOs since the assumption of umiforbital precession
would also cause an orbital intersection oscillation. lyashe classical outer
KBOs also experience complex changes in collision prokighilith Pluto over
time. The classical outer KBOs, which in this study inclukde tletached objects,
have pericenters between33 AU and~ 42 AU, the same region where Pluto’s
nodal distances remain. However, the classical outer KB®e kemimajor axes
from roughly 47 AU out to~ 500 AU causing them to only impact Pluto when
they are near pericenter, dropping their collision proligbi How do each of
these competing phenomena affect the impact flux onto Piata the classical
KBO sub-populations? Likewise, how do each of the complégractions be-
tween Pluto and the Kuiper belt sub-populations stack umageach other when
determining Pluto’s cratering history? The answers arebwious and provided
some of the motivation for this study.

An additional complexity is that gravitational scatterimgs eroded each sub-
population over the past 3.9 Gyr, but affecting each poparadifferently (see
discussion in Section 5.2.1). How this population decaga$ the impact flux
at Pluto when integrated over the age of the Solar Systensdsaiclear. For
example, the scattering objects spend a large fractionedf time at large dis-
tances from Pluto making their collisional cross-sectiothwluto small. How-
ever, they are also thought to be one of the largest popuakatiothe Kuiper belt
4 Gyr ago (Dones et al., 2004; Duncan and Levison, 1997; bevasid Duncan,
1997), which increases their contribution to Pluto’s atatg history when inte-
grated over the age of the Solar System. This large populaiggcay competes
with the low collisional cross-section of the scatteringeats when determining

104



their contribution to the cratering history of Pluto, buthe large number of scat-
tering objects in the past enough to dominate the crateategaver other Kuiper
belt sub-populations? To best understand the contributfosach Kuiper belt
sub-population to the cratering history of Pluto, a studyngshe impact flux of
debiased population models and their corresponding ingpeeetd distributions is
needed and presented here.

Uncertainties in the Kuiper Belt Size Distribution

In addition to the dynamical complexities of the Pluto-&iog populations, there
are major uncertainties about the Kuiper belt size distioufor objects with
absolute g-band magnitudé, > 9.16 (corresponding to a diametér< 100 km
for an assumed g-band albedof 5%) as discussed in Section 5.3. Because we
wish to estimate crater production rates down to km scalenwst adopt a model
of how the size distribution extrapolates from the break at 100 km down to
sub-km impactor sizes. We adopt a breakiagt~ 9 (for typical TNO g —r colors
of 0.5-1.0, the break at, ~ 9 is shifted toH, ~ 8 — 8.5, which is consistent
with Fraser et &l. (2014)’s results for the hot KBO and Joviesjan populations).
Figure 7.2 shows a schematic of three size distributiorapetation scenarios for
H, > 9. The (somewhat strawman) single power-law (SPL) extenetight
end of the size distribution/{, < 9) all the way down to the smallest objects.
The model size distribution with a “knee” has a sharp break/at= 9 (open
circle) from a steep slope at the bright end of thig-magnitude to a shallower
slope on the faint end. Lastly, the “divot” model has a digoarous drop by a
factor c in the differential number of objects &, = 9 with a different power
law for H, > 9. All of these models are of course approximations to reaty
discuss the implications of changing.;,; and using a “wavy” size distribution
in Sections 7.3.4 and 7.3.6, respectively.)

To illustrate the consequences of not understanding howetlagively well-
understood size distribution of large impactors connestsmaller sizes, we
model five differential size distribution scenarios: a sngower-law (SPL) with
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Figure 7.2: Schematic of thredd,-magnitude differential size distribution
scenarios: a single power-law (SPL) (green), a knee (blai)l, a
“divot” (red). The Kuiper belt and scattering disk obseiwas are
calibrated down tdd, ~ 9 (magenta), but beyond that (open circle)
it is unclear how the size distribution extends to smalleesi The
knee model is a simple transition to a shallower slope at tieakb
diameter. The divot scenario has a rapid drop in the diffaenum-
ber of objects succeeded by a shallower recov&iymagnitudes are
converted to approximate impactor diametérssing equation (5.1)
for an albedg of 5%. Impactor diameterg are converted to rough
crater diameter® using equations (5.3), (5.4a), and (5.4b), assuming
an impact speed of 2 km/s and a transition from simple to cermpl
craters at 4 km on Pluto (Moore et al., 2015). The expectedgerar
“fresh” craters observed by New Horizons extends frOm~ 5 km
to D ~ 50 km (created by impactors ranging frain= 1 — 10 km),
while the largest “ancient” basingd)(~ 200 km) are not expected to
have been created in the past 4 Gyr and therefore must datattsP
pre-installation phase- 4 Gyr ago.
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logarithmic slopex = 0.8 (¢ = 5); a power-law with a sharp knee &t, = 9.0,
slope ayigne = 0.8 on the bright side of the knee, and slopg,;,, = 0.4
(¢7aine = 3) on the faint side of the knee; a power-law with a “divot"/a = 9.0
with the samev,,.;,,; anda,,: as the knee scenario, but with a contrast (ratio
of the differential number of objects in the population josght of the divot to
the number of objects just faint of the divot) valueof= 6 (Shankman et al.,
2013); and lastly the “wavy” size distributions of both Schting et al. (2013)
and Minton et al. (201.2) (as described by Schlichting ci2413)).

We adopt a value ofis,;,, = 0.4 (Bernstein et al., 2004; Fraser et al., 2014)
for this work and discuss the implications of changing ttakie in Section 7.3.4.
Although we assume a constant power law slope ofAljenagnitude distribu-
tion fromd = 100 km down to smaller sizes'{, = 9 — 25), it is very unlikely
that in reality the faint size distribution follows a singtewer-law all the way
down to sub-km impactor sizes. We use a single extrapoldtiosimplicity’s
sake and to illustrate many of the consequences of not uadeiag the impactor
size distribution down t@ < 100 km to the cratering record on Pluto, but we un-
derstand that the size distribution in this regime likelg haultiple slope changes
which we refer to as being “wavy”. The main asteroid beltsesdistribution
(O’Brien and Sykes, 2011), the analysis of Saturnian csafterm Minton et al.
(2012), and the model for the collision-generated popotedf KBOs today from
Schlichting et al. (201.3) all show that several slopes insize distribution begin
as one drops below roughty < 60 km and continue to the sub-km regime. We
discuss the implications of such a shape in the size disiibon Pluto’s cratering
record compared with a single-slope extrapolation in $acti.3.6.

Because New Horizons should be able to observe craters dodw2 tkm in
diameter on the encounter hemisphéwfsPluto and Charon, and down to 500 m
in diameter in a high-resolution swath (Moore et al., 201&rvg et al., 2008), the
uncertainties in the form of the Kuiper belt’s size disttiba will be reflected in

bPluto-Charon’s slow 6.39 day rotation combined with theespef the New Horizons space-
craft mean that the non-encounter hemisphere will not bgédat sufficient resolution and solar
phase angle for meaningful crater counts.
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the computation of surface ages in the Pluto system. Thiglianto the small end
of the size distribution (&0 = 500 m crater corresponds to roughlyla= 40 m
impactor), but the uncertainties in the Kuiper belt sizérdiation will be apparent
in larger craters as well. For example, the number of impagtothe differential
size distribution with diametef near 10 km varies by a factor of 6 (the value of
the contrast) between the knee and divot scenarios and by a factor of S¢cleet
the SPL and the knee distributions. Because the number dfismpactors varies
so widely between the three extrapolations, ages compuded dbserved crater
densities based on these distributions naturally will redgvily upon the intrinsic
assumptions about the projectile size distribution. Initaalt, extrapolating the
knee power-law size distribution from small diameters tojgutiles just larger
than the break (shown as dotted lines in Figure 7.2) ovenestis the number
of “largest ancient basins expected”, however, extrapaathe divot scenario
underestimates the number of basins. Implications of thesamptions on both
the computed crater retention ages and the determinatidheoimpactor size
distribution from Pluto’s cratering record are discusse8ection 7.3.

Triton

Triton, Neptune’s major moon, is the closest body to Plutowhich we have
crater counts (from the 1989 Voyager 2 flyby). Triton’s geth@haracteristics
(size, mass, and surface composition) are profoundly Rikeo Triton is also
a geologically active body, and thus lightly cratered, aadlsould record only
recent impacts from the scattering KBO population. Leawsigle the debate over
whether Triton’s craters are predominantly due to heliter planetocentric
bodies (McKinnon and Singer, 2010; Schenk and Zahnle, 206&)best global
crater counts are from Schenk and Zahnle (2007). They findridersbetween
5 and 25 km diameters (25 km being the size of the largestradeatified on
the~ 25% of the surface imaged decently by Voyager) a differentmaver-law
index of 3.25. Using simple crater scaling, they calculadéfarential;,,. of 2.8
(o = 0.36) for theprojectilepopulation in the diameter rangedt= 300 mtod =
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2 km. Actually, because the craters span the simple-to-cexnplorphological
transition, the actuajy,,. anda are likely slightly steeper. In either case, such
« values are close to the = 0.4 adopted here for the faint branch of the KBO
distribution down to this diameter. This value efis also consistent with the
Minton et al. (2012) and Schlichting et al. (2013) size dsttion models for this
impactor diameter range (see Section 7.3.6). It will be ebginterest to see, in
2015 New Horizons images, if the crater size-frequencyitigions on Pluto and
Charon are similar to Triton’s over comparabpl®jectilediameter ranges.

7.2 Methods

In this section we present the methods used to compute ¢umpact rates (Sec-
tion 7.2.3), current cratering rates (Section 7.2.4), dedintegrated number of
craters on Pluto’s surface over the pass.9 Gyr (Section 7.2.5) from the various
Kuiper belt sub-populations.

7.2.1 Kuiper Belt Population Models

In order to most accurately determine Pluto’s crateringoimysfrom the current
Kuiper belt, we make use of the recent observational datarepassing each
of the sub-populations. The Canada-France Ecliptic Plamee$ (CFEPS) L7
synthetic model (Gladman et al., 201.2; Petit et al., 20113 wsed to provide
orbital distributions andZ, < 9.16 (diameterd > 100 km) population esti-
mates for the resonant and classical Kuiper belt objectsremiaib et al. (2011)
(KRQ11) model provided the scattering population orbitsirtbution, which was
absolutely-calibrated fak,, < 9.0 by Shankman et al. (2013).

In order to pin the number of objects in each of the variougkubelt sub-
populations to thed,-magnitude corresponding to the break in the size distri-
bution (atH, = 9.0), the CFEPSH, < 9.16 classical and resonant population
estimates from Petit et al. (2011) and Gladman et al. (201&eweonverted to
H, < 9.0 (which corresponds to diametér> 108 km for a g-band albedo of 5%)

109



population estimates using equation 5.2. For example/fthe= 9.16 classical
inner belt population estimate from Petit et al. (2011) ®0B), impliesx 2, 200
objects withH,, = 9.0.

7.2.2 Opik Collision Probability Code

To compute the impact probability onto the surface of Plueomodified a ver-
sion of theOpik collision probability code based on Dones et al. (1998)ich
implements the method described in Wetherill (1967). Thdecaumerically in-
tegrates the collision probability of two bodies by assugnimiform precession
of the nodal longitude and argument of pericenter of bothrtigactor and target
over their precession cycles. The program adapts the atiegrstep when the
probability integrand becomes large. Our implementatibthis code uses the
relative fraction of each Kuiper belt sub-population (ddsed in Section 7.1.1)
divided into a grid ofa, e, i cells of size 1 AU, 0.05, and®, respectively. The
code uses each grid entry as the orbit of a potential Plutaatgp. The collision
probability computed for the orbit is multiplied by the ftexn of the populationin
that cell. The code gravitationally focuses the collisioolqability, providing the
impact probability (/yr/object) as well as the impact vatpspectrum (in km/s)
of the modeled population, with Pluto’s escape speed (1/8kadded in quadra-
ture. The motion of Pluto about the Pluto-Charon systemdwarter (25 m/s) is
neglected.

TheOpik collision probability code used in this study was maifto bin the
collision probability for each orbital precession oridrda into individual impact
velocity bins (as opposed to computing an average impactitgifrom all possi-
ble impact orientations over a full orbital precession @& tiodes). This produces
detailed impact velocity distributions for each Kuiper tb&lb-population onto
Pluto (Figure 7.3).

As expected, each sub-population has a different impacicitgl spectrum
onto Pluto. Due to their large semimajor axes, unsurprigitige scattering
objects peak at the highest impact velocity of the Kuipet bab-populations.
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Figure 7.3: Impact velocity spectrum onto Pluto for KRQ11 and CFEPS L7
Kuiper belt sub-populations. Escape speed from Pluto iskins.
Each sub-population’s distribution is separately norgeali

The classical inner objects have a bimodal impact velogitgcsum due to
their bimodal inclination distribution which has a gap beém roughly7°—20°
(Petit et al., 2011). The remaining populations have unmhddstributions peak-
ing somewhere between 1.6 km/s and 2.0 km/s, with tails obeyomnd 5 km/s.
The impact speed spectrum produced by Dell'Oro 2t al. (26b8) a model of
collisionally evolving TNOs (extracted from the CFEPS Lh#yetic model) im-
pacting the plutinos independently reproduces these saane trends shown in
Figure 7.3.
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7.2.3 Impact Rates onto Pluto

The Opik collision probability code produces impact probatgl with Pluto
(/yr/projectile) that turn into impact rates (/yr) after hiplying by the estimated
number of projectiles in each sub-population. Teble 7.kgisub-population
types (sometimes with orbital element cuts), impact prdibs (/yr/object in
the group), telescopic population estimatesfir < 9.0, and impact rates (/yr)
from H, < 9.0 projectiles. The 42 AU pericenter cut for the classical nsib-
populations corresponds to Pluto’s maximum nodal distédsee Section 7.1.1).
There are very few hot classical main objects wjth- 42 AU. The scattering
object (S.0.) 200 AU semimajor axis division is a useful baany due to the fact
that thea > 200 AU S.O.s spend most of their time far from Pluto and so have
a small impact probability, as can be seen by the factee 60 in impact prob-
ability between ther < 200 AU anda > 200 AU S.O.s in Table 7.1. There are
also essentially no S.O.s with< 15 AU, and, in any case; < 15 AU scattering
objects require eccentricity > 0.98 to intersect Pluto.

The Opik collision probability code assumes uniform precassid Pluto’s
nodal longitude and argument of pericenter. There are mdsthiwat would help
correct this assumption (Pokorny and Vokrouhlicky, 20¥8krouhlicky et al.,
2012), but because Pluto experiences Kozai librationsendido in the 3:2 mean-
motion resonance with Neptune, its orbit neither uniformphgcesses nor is it
easily analytically modeled. In principle, the non-unifoprecession could make
important modifications to the impact rate. Our method tarese the impor-
tance of this effect was to perform full N-body 100 Myr nuncetiintegrations of
the four outer planets and Pluto (resulting in Pluto perfagnts full dynamics)
along with test-particle models of the CFEPS classicaldinhot, stirred, kernel,
and outer) and resonant 3:2 Kuiper belt sub-populationdogéged close encoun-
ters between Pluto and the KBOs and compared the numbers# elacounters
logged in 100 Myr with the number expected from thpik code over this length
of time. The Pluto dynamics correction factor in Table 7.tcamts for this by
providing the ratio of close encounters logged in these migalentegrations to
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Kuiper belt Opik Hy, < 9.0 | Opik Pluto |Corrected| % of

Sub-Population Impact | Population|Impact | Dynamics | Impact | Total

Type Probability | Estimate | Rate |Correction Rate |Impact
(/lyr/IKBO) (lyn) Factor (fyn) Rate

S.O0. (15 AU < 7.5e-17 8,000 |6.0e-13 6.0e-13 1.3
a < 200 AV)

S.O0.@ >200AU)| 1.4e-18 72,000 |1.0e-13 1.0e-13 0.2

Classical Inner 3.9e-16 2,200 |8.6e-13 1.3 1.1e-12 2.3

Classical Main H| 4.4e-16 2,000 |1.1e-11 1.0 1.1e-11 | 23.0
(¢ < 42 AU)

Classical Main S| 4.0e-16 30,000 |1.2e-11 1.0 1.2e-11 | 25.1
(¢ < 42 AU)

Classical Main S| 4.4e-16 18,000 |7.9e-12 0.2 1.6e-12 3.4
(¢ > 42 AU)

Classical Main K| 4.3e-16 8,300 |3.6e-12 0.9 3.2e-12 6.7
(¢ < 42 AU)

Classical Main K| 4.0e-16 4,700 |1.9e-12 0.4 7.6e-13 1.6
(¢ > 42 AU)

Classical Outer 1.0e-16 60,000 |6.0e-12 1.0 6.0e-12 | 12.6
Resonant 3:2 5.9e-16 10,000 |5.9e-12 15 8.9e-12 | 18.6
Resonant 2:1 3.3e-16 2,700 |8.9e-13 ~ 1 8.9e-13 1.9
Resonant 5:2 1.8e-16 9,000 |1.6e-12 ~ 1 1.6e-12 3.3

Total 4.8e-11 | 100.0

Table 7.1: Opik collision probability calculations. “Classical Mal is the
hot classical sub-population, “Classical Main S” is thereti com-
ponent of the cold classicals, and “Classical Main K” is trerel
component of the cold classicals (Petit et al., 2011). Imhpeababili-
ties are (/yr/object). Population estimates arefigr < 9.0 (diameter
d > 108 km, for a g-band albedp = 5%). Impact rates are (/yr)
and determined using the number &}, < 9.0 objects in each sub-
population. Pluto dynamics correction factors (see terd)acounted
for in the corrected impact rates (/yr) as well as the % ofl totgpact
rate values (bold values show the four sub-populationsdbatinate

the total impact rate onto Pluto).

113




that from theOpik estimate. To provide enough logged close encounteitsein
integrations to reach/n/n = 10% accuracy in the correction factors, both the
numerical integrations and tH@pik estimate used for this purpose had a Pluto
encounter radius ok = 0.005 AU ~ 640 Pluto radii (roughly 10% of Pluto’s
Hill radius). The corrected impact rates (/yr) shown in teeand-to-last column
of Table 7.1 account for the correction factors and should the used in future
work.

As shown in Table 7.1, the effect of Pluto’s Kozai dynamicsicki causes
its ecliptic nodal distances to always lie in the range33 — 42 AU, is most
important for the; > 42 AU stirred and kernel classical main objects, which have
their impact rate drop by a factor ef 5 and 2.5, respectively, when corrected.
As a result, the impact rates for the> 42 AU stirred and kernel classical main
objects are each roughly an order of magnitude lower thaotimer populations
that end up dominating the impact rate. The collision prdlgtiloes not drop
to zero due to the non-zero inclinations of some classicah IKBOs. A curious
phenomenon (as described in Section 7.1.1) regarding dattie @ < 42 AU
classical main sub-populations is the oscillation of Piugeliptic nodal distance
between~ 33 AU and ~ 42 AU which causes its intersection with the main
classical KBOs to also oscillate. When Pluto’s nodal distéais between- 38 AU
and~~ 42 AU, roughly in the middle of thg < 42 AU main belt population, its
collision probability with the main classical KBOs increas However, when
Pluto’s orbit intersects the ecliptic plane inside rougB8/AU, the collision rate
with the main classical KBOs drops due to the relative absericsuch lowg
objects. Surprisingly, the intersection oscillation beén Pluto’s orbit and the
g < 42 AU classical main sub-populations due to Kozai results @stéame impact
rate onto Pluto as for the assumption that Pluto’s orbitarnity precesses (i.e.,
the correction factor = 1.0, to 10% accuracy). The: 42 AU hot and stirred
classical main objects compete with two other populatices (below) for the
dominant impact flux onto Pluto. The classical outer objéetsich in this study
include the detached objects) mostly have: 42 AU but, because their large
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semimajor axes keep them mostly at large distances frono Rhgy experience
a similar balancing phenomenon (correction factor = 1.@d)wae find that Pluto’s
Kozai oscillation contributes no appreciable correctiorthteir impact rate onto
Pluto. In contrast, the classical inner objects gain a negiigible enhancement
(=~ 30%) in their collision probability with Pluto, because theytieely lie in the
region where Pluto’s ecliptic nodal distances always rantai33 — 42 AU) (see
Section 7.1.1).

Our study shows that the basiipik collision probability algorithm (not in-
cluding Pluto’s Kozai effect) also underestimates the ichpate of the plutinos
(other 3:2 resonant KBOs) onto Pluto by50%. In this case, our numerical in-
tegration had both the plutinos and Pluto in the 3:2 mearienoesonance and
some plutinos also undergoing Kozai. The net result is a (bild6) increase of
the impact rate due to the enhanced frequency of low-vgietitounters caused
by a greater frequency of close orbital alignments. Evemaout the 50% cor-
rection factor, the plutinos are comparable to the impaat duthe other three
dominant populations. The correction factors for the rasdr2:1 and 5:2 pop-
ulations were not measured using numerical integrationsye do not expect
them to modify theOpik approximation ta> 10% accuracy; in any case they
are comparable to each other but down by roughly an order ghinale from the
dominant populations. We did not include other resonantfadons in our analy-
sis, because their contributions to Pluto’s impact flux adlsmall compared with
the nearby and more numerous 2:1 and 5:2 populatons (Glaétra., 2012).
The reader may be surprised that the scattering object infilpxconto Pluto is
currently small, contributing only: 2% of the total impact flux. Thus, Pluto is
dominantly hit by a wider variety of Kuiper belt sub-popudais than the satel-
lites of Jupiter and Saturn, particularly by the cold cleakobjects, which do not
reach into the giant planet region.

Examining all the Kuiper belt sub-populations, Table 7.bvgb that one is
faced with the complication that no single population doa@s the impact flux
onto Pluto. Infact, the < 42 AU hot and stirred classical main, the classical outer
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(which include the detached objects), and the plutino patparis each provide
roughly comparablel§ — 25%) contributions to the total impact flux, together
outweighing the sum of all other sub-populations by roughlfactor of four.
Computing impact rates and thus cratering rates onto tHacgiof Pluto using
only a model of the cold classical Kuiper belt objects thudarastimates the
age of Pluto’s surface, although this depends of course @miimber of KBOs
assumed in the classical belt.

In detail we find that our total impact rate of 4.8x2&/yr is a factor of~ 2.5
less than estimated by Durda and Stern (2000)/for 100 km impactors, who
found an impact rate of£1.2x10 °/yr assuming 70,000 KBOs greater than this
size (see their fig. 6). Zahnle et &l. (2003) found an estichatgact rate onto
Pluto of 2.3x10!!/yr (within a factor of 2) ford > 100 km impactors scaled from
the calculations of (Nesvorny et al., 2000) for plutino ewfs on Pluto and from
anOpik-style estimate from W. Bottke (private communicajiand using 38,000
KBOs of this size. Our total impact rate of 4.8xX&/yr for d > 100 km impactors
agrees within their uncertainty, even with our change inytajon estimates and
our use of an impact velocity spectrum (which is used to ga#ainally focus the
Opik impact probabilities computed for each target andeuiile orbital preces-
sion orientation) rather than an average impact velocitpreMmportant to the
interpretation of the New Horizons crater density obséowatis that our produc-
tion of an impact speed distribution allows us to examinénitisience on Pluto’s
cratering rates, which have velocity dependence in thexcsailing law.

The recent paper by Bierhaus and Dones (2015) found thaoldectassical
main objects (with stirred and kernel sub-components)rdorte ~ 70% and
~ 99% of the projectile flux onto Pluto fod > 10 km andd > 1 km, re-
spectively. This is primarily due to their use of a steepepsl( i, = 0.38)
for the cold classical main objects compared with the hatsitaal main objects
(afeine = 0.2), citing Fraser et al. (2014). This steeper faint-end slfupethe
cold classicals compared with the hot classicals causésdbetribution to in-
creasingly dominate Pluto’s total impact flux for smalledamaller impactor
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sizes. In this paper, we assume all sub-populations hayg; = 0.4 since
the o f4ine = 0.38 (+0.05, -0.09) slope for cold classicals is much betterrdete
mined than the proposed,,;,, = 0.2 (+0.1, -0.6) for hot classicals (uncertain-
ties quoted from Fraser et al. (2014)). For the bright endhefdize distribution,
Bierhaus and Dones (2015) use the slopes for the hot and taddicals from
Fraser et al. (2014),.igne = 0.87 andayrigne = 1.5, respectively). Our use of
ayigne = 0.8 instead for all Kuiper belt sub-populations has little effen conclu-
sions about crater densities because we will showthat 400 km craters formed
in the last 4 Gyr are absent, and thus only the total numbéref100 km pro-
jectiles is relevant in order to establish the absolutéocation linked to observed
KBOs.

Uncertainties in the Total Impact Rate

The uncertainty in our total impact rate comes from a vaméfiactors. TheOpik
impact rate (/yr) depends on the accuracy of the populatstimates used for
each Kuiper belt sub-population. The absolute calibratowrscattering objects
(Kaib et al., 2011) is based on only 11 known objects (Shamketal., 2013),
contributing an uncertainty in the population estimate /af ¥=30%; however,
the scattering objects contribute only a small fractien2%) to Pluto’s impact
flux. Uncertainties for the CFEPS classical and resonantilptipn estimates are
given in Petit et al. (201.1) and Gladman et al. (2012), rethgeg, and shown in
Table 5.1. As the four dominating sub-populations for thpait flux onto Pluto,
the population estimates for tlhye< 42 AU hot and stirred classical main objects
have an uncertainty of roughly 25%, the classical outerghbyu75%, and the
plutinos roughly 45%. Lastly, we aimed to have our Pluto dgits correction
factors good to 10% accuracy. Overall, we estimaie58% uncertainty in our
total impact rate shown in Table 7.1. To determine the uag®st in how the
impact rate translates to a cratering rate, one must uraaher e cratering physics
and the caveats discussed in Chapter 5.
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7.2.4 Cratering Rates onto Pluto

Because our analysis extends to include the impact speibdi®on, there is not
a simple one-to-one correspondence between impact rateratet formation
rate larger than a given diameter thresholith order to convert impact rates (/yr)
into primary cratering rates (/yr), we need to know the spdisttibution and the
differential size distribution for the individual popuians (Gallant et &l., 2009),
which for the CFEPS model was expressed&igdH o« 10*s for H, < 9. There
are several estimates for where a break infifjemagnitude size distribution oc-
curs and how the distribution is extrapolated to small dimse(Adams et al.,
2014; Bernstein et al., 2004; Fraser and Kavelaars, 2008ntEs and Holman,
2008; Gladman et al., 2001; Jewitt et al., 1998; Shankmah, &1 3) . We sim-
ply adjust the CFEPS L7 population estimates fréfn= 9.16 down to a break
at H, = 9.0, and then follow the analysis of Shankman et al. (2013) wiaced
a knee or divot at{, = 9.0. We normalize the size distributions to the number of
objects withH, < 9.0 as listed in Table 7.1.

For the first time in the literature, we compute primary anatg rates using
the impact speed distribution for each given Kuiper beltpapulation (see Fig-
ure 7.3), looping over the velocity bins. Starting with tbevést velocity bin, the
needed impactor diameter to create a crater of a desiressiamputed using the
simple-to-complex crater scaling laws from Zahnle et 20062 (equations (5.3),
(5.4a), and (5.4b)), assuming Pluto’s gravitational aaegiong = 64.0 cm/<,
impactors and targep (at surface) densities= p = 1.0 g/cn?, the transition di-
ameterD,, ~ 4 km (Moore et al., 2015), angl= 0.108 (McKinnon and Schenk,
1995).

Once the needed impactor diamefdp create a crater of a desired threshold
diameterD at the minimum impact speed (Pluto’s escape speed) is cauphis
d is converted to d/,-magnitude using equation (5.1), assuming a g-band albedo
p of 5%. By integrating down the size distribution which is ged atH, = 9.0
for the population estimates shown in Table 7.1, the numbebjects less than
the impactord ,-magnitude {V(< H,)) is computed. Because we have an im-
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pact speed distribution rather than a single impact velpaie must then repeat
this process for each subsequently larger velocity bin. Bygressing through
the impact speed distribution, slightly higher impact sfsesorrespond to slightly
smaller impactor diametersfor creating a fixed crater diametér. This means
that as we computéN (H,) for progressively smaller impactors we add the num-
ber of additional smaller objects to the total number of otgevhich can create
the desired crater size. The number of additional objeaie@dor each subse-
guent velocity bin is multiplied by the fraction of the veitycdistribution withv
greater than the current velocity bin before it is added edimulative number
of objects for the desired crater size.

Once the above process is completed out;t9,... = 6 km/s (the effective
end of the tail of the distribution), the cumulative numb&maepactors which can
make a crater larger than the desired crater threshold ispined by the impact
probability (/yr/object) given in Table 7.1 and correctedthe “Pluto dynamics
correction factor” also given in Takle 7.1. The output is¢heent primary crater-
ing rate (/yr) onto Pluto for the modeled Kuiper belt sub-plagion and a desired
threshold crater diametdp. Note that this is more-or-less a direct calculation
of the cumulative impact rate, and should be equivalent ¢oMlonte Carlo ap-
proach used by Zahnle et al. (1998) to calculate the diftexkmpact rates on
planetary satellites from assumed cometary orbital thstions. We first repeated
this process three times to study the variation in how theartgr differential
H,-magnitude size distribution might extenddo< 100 km, using three extrapo-
lation scenarios (Figure 7.2): a single power-law with latpanic slopea = 0.8
(gsi0pe = 5); @ power-law with a sudden knee d}, = 9.0, slopeas,;gn: = 0.8 on
the bright side of the knee, and slopg,i,; = 0.4 (¢7.in: = 3) On the faint side of
the knee; and thirdly a power-law with a “divot” &, = 9.0 with the samex,,;4n:
anda ., as the knee scenario, but with a contrast (ratio of the nuwiasjects
in the population just bright of the divot to the number ofeatig just faint of the
divot) value ofc = 6 (Shankman et al., 2013).
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Kuiper belt Current Current Current Current Current
Sub-Population| Cratering Rate| Cratering Rate| Cratering Rate| Cratering Rate| Cratering Rate
Type D > 400 km D > 100 km D > 30 km D > 10km D > 3km

(fyr) (Iyr) (Iyr) (Iyr) (Iyr)

SPL/Knee/Divot SPL/Knee/Divot SPL/Knee/Divot SPL/Knee/Divot SPL/Knee/Divot
S.0.(5AU < 2e-12 9e-10 2e-7 4e-5 le-2
a < 200 AU) le-12 5e-11 7e-10 9e-9 2e-7
7e-13 8e-12 le-10 2e-9 3e-8
Classical Inner 2e-12 2e-9 4e-7 6e-5 2e-2
2e-12 7e-11 le-9 2e-8 3e-7
le-12 le-11 2e-10 3e-9 4e-8
Classical Main H 2e-11 le-8 3e-6 4e-4 le-1
(g < 42 AU) le-11 6e-10 le-8 le-7 2e-6
le-11 le-10 2e-9 2e-8 4e-7
Classical Main S le-11 7e-9 2e-6 3e-4 8e-2
(g < 42 AU) le-11 6e-10 9e-9 le-7 2e-6
le-11 le-10 2e-9 2e-8 3e-7
Classical Main S le-12 8e-10 2e-7 3e-5 le-2
(¢ > 42 AU) le-12 7e-11 le-9 2e-8 3e-7
le-12 le-11 2e-10 2e-9 4e-8
Classical Main K 3e-12 2e-9 5e-7 7e-5 2e-2
(g < 42 AU) 3e-12 2e-10 2e-9 3e-8 5e-7
3e-12 3e-11 4e-10 5e-9 9e-8
Classical Main K 7e-13 4e-10 le-7 2e-5 5e-3
(¢ > 42 AU) 7e-13 4e-11 6e-10 7e-9 le-7
7e-13 6e-12 1le-10 le-9 2e-8
Classical Outer le-11 7e-9 2e-6 3e-4 9e-2
le-11 4e-10 7e-9 8e-8 le-6
7e-12 7e-11 le-9 le-8 2e-7
Resonant 3:2 le-11 8e-9 2e-6 3e-4 le-1
le-11 5e-10 8e-9 le-7 2e-6
8e-12 9e-11 le-9 1.7e-8 3e-7
Resonant 2:1 le-12 7e-10 2e-7 3e-5 8e-3
le-12 5e-11 8e-10 le-8 2e-7
8e-13 9e-12 le-10 2e-9 3e-8
Resonant 5:2 3e-12 2e-9 4e-7 6e-5 2e-2
2e-12 9e-11 2e-9 2e-8 3e-7
2e-12 2e-11 3e-10 3e-9 6e-8
Total 7e-11 4e-8 le-5 2e-3 5e-1
6e-11 3e-9 4e-8 5e-7 9e-6
5e-11 5e-10 7e-9 9e-8 2e-6

Table 7.2: Currentprimary cratering rates onto Pluto for a single power-law
(SPL) (top), a knee (middle), and a “divot” (bottom) sizetdimition
extrapolation for 5 sample crater-diameter-thresholds.

120



Table 7.2 shows the current cratering rate onto Pluto forfferéint sample
threshold crater diameters and these three impactor s&tgbdiion scenarios
(SPL/knee/divot), with the total cratering rates in the tasv. The single power-
law is somewhat of a strawman and is used for illustrativppses of a very steep
size distribution extending down to km-scale. The 400-kanbter crater case
corresponds roughly to a 100-km-diameter impactor tranggtht 2 km/s, thus es-
timating the cratering rate at roughly the break in the inpadifferential size
distribution. For each population this crater diameteegikoughly the same cur-
rent cratering rate for all three size distribution scersrihey are not identical
because some smaller “post-break” KBOs in the high-spakthtaide into the
D > 400 km regime. The 100-km-diameter crater case is roughly atinhié
for which we do not expect any craters of this size or largeexist on Pluto
over 4 Gyr (atcurrentrates). Dropping down in scale tb > 30 km craters,
one begins probing the size distribution beyond the break&ithe SPL cratering
rates are roughly a factor of 250 higher than for the sizeilligion with a knee.
The factor of~ 6 between the knee and divot cratering rates reflects the value
of 6 used for the contrast The deviation of the SPL from the knee size distri-
bution of course increases for still-smaller crater digrget Thirty-km-diameter
and smaller craters should be observed by New Horizons, ie®tato is as ge-
ologically active in degrading and erasing craters as fr{tdoore et al., 2015;
Young et al., 2008).

7.2.5 Number of Craters on Pluto’s Surface

The cratering rates (/yr) given in Table 7.2 are for therentcensus of each sub-
population of Kuiper belt objects. It is thought each of #neab-populations have
naturally dynamically eroded with time at differing rategeothe last~ 4 Gyr,

so in order to convert the cratering rates into the cumwdativmber of craters on
Pluto’s surface, we used theoretically estimated decagfar each Kuiper belt
population and integrated backwards in time to determieestthancement. The
time period we feel that can be reliably studied is Pluto’stpostallation phase
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from 3.9 Gyr ago to the present day, where it is reasonablsgarae only the

number of projectiles in each population has changed, leubithital distributions

have remained the same because the Solar System arclathaginot changed.
We use the functional form:

N(t) _ (4.5 Gyr

b
0.5 <t<45G 7.1
= () yr 1)

for the decay rate of each Kuiper belt sub-population, wh€(e) is the num-
ber of objects in the population at some timemeasured in Gyr forward
from 4.0 Gyr ago, N, is the number of objects in the population today at
t ~ 4.5 Gyr (see Table 7.1). The value o6fis estimated from Kuchner et al.
(2002), Hahn and Malhotra (2C05), and Lykawka and Mukai E3G0r the clas-
sical Kuiper belt objects (where we take= 0.1), from Morbidelli (1997) and
Tiscareno and Malhotra (2009) for the resonant 3:2 objdcts-(0.52), from
Tiscareno and Malhotra (2009) for the resonant 2:1 objécts (.77), and from
Hahn and Malhotre. (2005) for the resonant 5:2 objefcts ().05). The scattering
objects are estimated for the time perigd Myr < ¢ < 4 Gyr using the data from
Dones et al. (2004) directly (their figure 8), because a pdawrdoes not repre-
sent the simulations well. A power-law of the forivi(t) o« ¢=° with b ~ 0.7
for the time period 9 My ¢t < 4 Gyr approximately fits the decay (L. Dones,
private communication, 2014), but only fits well at the emips of the data so
we chose to use the simulation results directly to compuwetthancement.

The enhanced bombardment factor (EBF) shown in Table 7.3wom@puted
by integrating the above functional form (equation (7.1@rthe past 4 Gyrt(x~
0.5 Gyr to 4.5 Gyr), comparing the integrated number of objestsr dhe past
4 Gyr to that of a constant population. The EBF is thus a sgd#intor needed to
account for the decay of each Kuiper belt sub-populatiom twe past 4 Gyr. It
should be interpreted as the cumulative number of erodijertdbin the past being
equivalent to a constant population over the last 4 Gyr thabme multiplicative
factor more than the current population. For examplepthaue for the plutinos
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Kuiper belt EBF| Crater NumberCrater NumbefCrater NumberCrater NumbefCrater Numbe

Sub-Population D >400km | D>100km | D > 30km D > 10 km D > 3km
Type S/K/D S/K/D S/K/D S/K/D S/K/D
S.O.(5AU < | 4.9 3e-2 18 5000 7e+5 2e+8
a < 200 AU) 3e-2 0.9 10 2e+2 3e+3
le-2 0.1 2 3e+l 5e+2
Classical Inner | 1.08 le-2 6 2000 3e+h 8e+7
9e-3 0.3 5 7e+1l le+3
5e-3 0.06 0.8 le+l 2e+2
Classical Main H| 1.08 7e-2 40 10000 2e+6 5e+8
(g < 42 AU) 6e-2 3 40 5e+2 9e+3
4e-2 0.5 7 9e+1 2e+3
Classical Main S| 1.08 5e-2 30 8000 le+6 4e+8
(g < 42 AU) 5e-2 2 40 5e+2 9e+3
5e-2 0.5 7 8e+l le+3
Classical Main S| 1.08 6e-3 4 900 2e+5 4e+7
(¢ > 42 AU) 6e-3 0.3 5 6e+l le+3
6e-3 0.06 0.8 le+l 2e+2
Classical Main K| 1.08 le-2 8 2000 3e+5 9e+7
(¢ < 42 AU) le-2 0.6 10 le+2 2e+3
le-2 0.1 2 2e+l 4e+2
Classical Main K| 1.08 3e-3 2 500 8e+4 2e+7
(¢ > 42 AU) 3e-3 0.2 3 3e+l 5e+2
3e-3 0.03 0.4 5e+0 9e+1
Classical Outer | 1.08 5e-2 30 8000 le+6 4e+8
5e-2 2 30 4e+2 6e+3
3e-2 0.3 5 6e+l le+3
Resonant 3:2 | 1.53 8e-2 50 10000 2e+6 6e+8
7e-2 3 50 6e+2 le+4
5e-2 0.5 8 le+2 2e+3
Resonant 2:1 | 1.94 9e-3 5 1000 2e+5 6e+7
8e-3 0.4 6 8e+l le+3
7e-3 0.07 1 le+l 2e+2
Resonant 5:2 | 1.04 le-2 6 2000 3e+5 8e+7
le-2 0.4 6 8e+l le+3
7e-3 0.07 1 le+l 2e+2
Total 0.3 200 50000 8e+6 3e+9
0.3 10 200 3e+3 5e+4
0.2 2 40 4e+2 8e+3

Table 7.3: Cumulative number of craters over the pastt Gyr on the sur-
face of Pluto for 5 sample crater diameters for the three atguasize
distribution scenarios (SPL/knee/divot) given in Tebl2. EBF stands
for the enhanced bombardment factor that is the scalingetetdac-
count for the decay of each sub-population over the past 4 Gyr
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implies that this population was 3.2 times as populous 4 Gyr ago as it is today
(from equation 7.1); its EBF of 1.53 means the integratedmemof impacts from
the decaying population over the age of the Solar Systermuisa&egnt to that from

a constant population 1.53 times larger than today'’s.

Table 7.3 presents the number of craters larger than a dgiwvesitold crater
diameterD obtained by multiplying Table 7.2’s cratering rates by 4 @Ggd the
EBF for each sub-population. For example, the number oérsatithD > 30 km
generated by the plutinos for a divoted impactor size dhistion was found the
following way: (1x107°) * (4x10°) * (1.53) = 8 craters.

Perhaps unsurprisingly, we find that the 3:2 resonant ptipale the largest
single contributor to the integrated collisional histomt@ Pluto, accounting for
about a quarter of its impact craters over the last 4 Gyr. Goegpwith the other
three competing populations that provide major contrdmgito Pluto’s current
impact flux (they < 42 AU hot and stirred classical main objects and the classical
outer objects), the 3:2 objects have decayed the most oggrast 4 Gyr, mak-
ing them more dominant than these impactor population dmrions when inte-
grated over Pluto’s post-installation phase. Even withBR Bf 4.9, the scattering
objects contribute little to Pluto’s collisional historyer the last 4 Gyr, only con-
tributing roughly half as much as each of the: 42 AU hot and stirred classical
main objects and the classical outer objects. Thus, stiggibaking, the popula-
tion of bodies that have cratered Pluto and Charon over thiedp@yr are not nec-
essarily the same as the scattering population that imgélogegiant-planet satel-
lites. Although the scattering objects and the plutinos meaye been drawn from
the same parent population long ago and thus show the samelisizibution,
the cold classical belt might have a different break pointl 8 known to have a
steeperf, < 9 slope (e.g., (Adams etal., 2014; Fraser et al., 2014; Reilt,e
2012)), which together with its ultra-red colors ((Dorassdiram et al., 2008;
Sheppard, 2012)), have been interpreted as possibly inaljcan in situ origin,
and thus a separate population from the scattering, resoaad hot classical
Kuiper belt objects. It is also interesting to note that €&bl3 indicates there is
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only ar 20 — 30% chance that Pluto has even one impact babin( 400 km
formed byd = 100 km impactors) formed in the current (i.e. post-installajio
impacting environment.

7.3 Discussion

We anticipate that the interpretation of the cratering réasill be fraught with
complications, as we now describe.

7.3.1 Interpretation of Young Surfaces

If New Horizons finds a surface that appears “lightly-cratéror “young” (es-
pecially if portions of Pluto or Charon appear like Tritoth)en one would first
compute a crater retention age using the “current day” grajeates given in Ta-
ble 7.2. With very young regions there is always the difficwlt being sure one
is selecting a region with a single coherent re-surfacirey bgt let us assume this
could be done. If the calculated age is small enough thatebaydof the impactor
populations is not a concern (roughly a few hundred millieang), then the un-
certainty on this derived age will depend essentially ehtion the assumption
of which extrapolation one prefers for projectiles smatlean the break diame-
ter in the impactor size distribution. Our calculationswtibat unless the single
power-law impactor size distribution or some other steep-fiequency distri-
bution (SFD) (e.g., cases A and Bin Zahnle et al. (2003) ardi@ting et al.
(2013)) actually were the correct model, all cratered s@sawill be unsaturated
over the last 3.9 Gyr foD > 1 km. As an example, Figure 7.4 shows the cumu-
lative number of craters per square km that are larger tharalehreshold crater
diametersD versus the crater retention age of a surface on Pluto. If thierc
density of D > 3 km craters on a young surface were tolde*5 km=2, then
one would conclude a retention age~of100 Myr if the knee model is the best
representation of the size distribution; in contrast, & fower-law break located
up at impactor diameters of 100 km is a divot, this same serf@guld require
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Figure 7.4: Logarithm of primary crater density (# craters/non Pluto’s
surface versus age (Gyr) since last surface reset for 5 ciameters
and three impactor size distribution scenarios. For a gorater di-
ameter, the inferred crater retention age can vary widghgdding on
assumptions of the size distribution. The horizontal lihe7a2 cor-
responds to 1 crater/Pluto surface. Note thatfthe= 100 km crater
curve for the SPL nearly overlaps the > 30 km crater curve for
the knee scenario. Some SPL curves cease to rise above tle- emp
cally determined saturation level for the diameter in goesfMelosh
(1989); his fig. 10.2).
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nearly~ 600 Myr of exposure to reach the same crater density. At smalécra
diameters the influence of the relatively tiny number of ectijes larger than the
impactor power-law break diameter is irrelevant and this &dio is essentially
the contrast at the transition diameter. So, how can one kmoeh (if any) as-
sumption/distribution is valid?

7.3.2 The Issue of the Size Distribution Below the Break

At first glance, one might hope that Pluto’s crater record igélf provide infor-
mation that resolves the uncertainty in the behavior of treedistribution near the
power-law break diameter, for without this resolution taetbr-of-six is inherent
and dwarfs all other uncertainties in the problem. Unfoatety, our calculations
show that over the last 4 Gyr, Pluto is unlikely to have been struck by even a
single impactor with a diameter larger than the break:(100 km, D ~ 400 km,;
see Table 7.3), so anysurface that post-dates Pluto’s installation onto itseirr
orbit (if any exist) we expect to see only craters caused byptbjectiles smaller
than 100 km in diameter.

However, if any young surfaces are visible upon arrival i& Biuto system,
those young surfaces should record the slope or slopes siizldistribution over
the range of visible craters. For example, if the entireaaefof Pluto appears,
like Triton, to be relatively young, then the existing cratavill reflect the size-
frequency distribution (SFD) of the production populat{@b least, down to the
diameter where pollution by secondaries (Section 7.3.§)ns¢. In particular it
should be trivial to differentiate between, e.g., the sngbdwer-law size distribu-
tion with v ~ 0.8 (¢ ~ 5) and a shallower slope of;4;,,; ~ 0.4 (¢aint ~ 3), Most
likely measured using craters in the 1-100 km diameter ravgele finding the
shallower of these two slopes would rule out the stegp,, = 0.8 power-law
continuing uninterrupted from the break diameter down tpaotors in the sub-
km-scale range, measuring an,;,,;=0.4 does not resolve the question of how
that connects to the well-measured and absolutely-c&iibrprojectile popula-
tion with d > 100 km. Our estimates (Table 7.3) show that we do not expect
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Figure 7.5: Logarithm of crater density (# craters/Rarger than a given
crater diameteD on Pluto’s surface versus the logarithm of the crater
diameter for an impactor size distribution with a knee anthwaidivot
at various surface ages. The solid black line is the cratelibgqum
curve from Melosh (1989). The horizontal line at -7.2 copasds
to 1 crater/Pluto surface. The subtle change in slopP at 4 km
corresponds to the transition from simple to complex cgater
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the changing shape caused by the impactor distributionthedsreak (expected
to be recorded only in the 200-500 km crater diameter rargexist in post-
installation terrains. This is illustrated in Figure 7.%ieh shows the cumulative
crater density for craters larger than a threshold diameter the knee and divot
impactor size distribution extrapolation scenarios féfedent surface ages. The
horizontal dashed line at -7.2 corresponds to 1 cratedRlutface, meaning any
finite crater density below this line will not be realized dntl in the last 4 Gyr.
Thus, one cannot use the size distribution of craters pteselyounger” terrains
to differentiate between the knee and divot scenarios.

This being the case, obtaining better than “factor-of-sidter retention ages
in the Pluto system from our models will require one of twootaons. First,
future observations of the Kuiper belt that carefully prébed = 10 — 100 km
impactor size rangel{, = 9 — 14) should directly establish the number distribu-
tion of the current projectile population in an absolutegtibrated way. This is
most likely to be done first for populations whose membersectmthe smallest
heliocentric distances (allowing detection of the smallgiects when they are at
perihelion); meaningful improvements are most likely tonbade in the near fu-
ture by continuing to study the scattering objects (for whstudies in the range
H, = 9 — 13 are already possible (Adams et al., 2014; Shankman et d3)P0
or even more likely in the more plentiful plutino populati¢ior which deeper
surveys can probe down #d, ~ 11 at the 28 AU perihelion of this population)
(Alexandersen et al., 2014). While there currently are finagments of the ob-
served size distributions across the outer Solar Systemi body populations,
the entire diameter range is needed to make definitive seattsnabout crater re-
tention ages on the surfaces of Pluto and its moons.

Secondly, failing direct study of the current impactor plagion, it may be
possible to at least detect the presence of the divot in Blot&Charon’s cratering
record itself. Because the current cratering rate is souwmvwonclude the divot
could only be visible on surfaces thaedatethe Pluto-Charon binary installation
in the current Kuiper belt architecture. This could per®it~ 200 — 400 km
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craters (which we shall term “basins”) that are caused by 50 — 100 km im-
pactors to be present on ancient surfaces.

What would be the signature on the crater distribution asbtirabardment
accumulates to the point where the power-law break diarsateaters become
present? The most obvious manifestation of this will be sntlamber of basins
present relative to the numbexpectedby extrapolation of theD < 100 km
craters to larger diameters; this produces very differehialior in the knee and
divot scenarios as illustrated in Figure 7.2. This can akseden in Figure 7.5 of
the cumulative crater density. In Figure 7.5, the sharp pdawe break present in
Figure 7.2 has smoothed out to a broader slope change du#httheaccumulative
nature of this plot and the width of the impact velocity spect. The peak of the
divot, for example, is still alD ~ 400 km, but the slope change manifests itself
over a broad range of crater diametets{ 100 km to D ~ 600 km). Working
from small projectiles up in Figure 7.2, the small cratet®ofe the shallow slope
of the aysine = 0.4 (¢raine = 3) impactor distribution, but upon reaching a knee,
the slope changes to a much steepgf,,, = 0.8 (¢rwine = 5) large-impactor dis-
tribution which results in considerabfgwerbasins than the extrapolation of the
shallower power-law would detect. In contrast, in a divarsrio there is a sud-
denexces®f projectiles in thel = 100 — 200 km range, and so there would be far
more basins present than an extrapolation of the smallrsrat®uld estimate. The
horizontal line in Figure 7.5 at -7.2 corresponds to 1 cfBlato surface. If the
pre-installation bombardment is factors of many larger, aresprved, then this
signal of a knee vs a divot will become accessible on Plutaréase. This sud-
den basin excess is represented by a positive slope on eealedter frequency
(R) plot normalized to a differentiaD—? distribution as is shown in Figure 7.6
(Crater Analysis Technigues Working Group et al., 1.979)e hbrizontal dashed
line in Figure 7.6 refers to the approximate empirically etved level of crater
saturation on various Solar System bodies (see Melosh }16B8pter 10). The
black squares correspond to 1 crater/Pluto surface on alativeuplot, so un-
fortunately nothing to the right of those dots is expectetlg¢ovisible on Pluto’s
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post-installation terrains. Many times the current in&gd bombardment rate
would be needed from Plutofsre-installation period to move the basin signal to
the visible diameter range on Pluto.

In fact, we postulate that such a basin-excess feature teasiglbeen observed
on Saturn’s large moon lapetus. lapetus has been geollygmattive for its ob-
servable history; this and its distance from Saturn maketiggpthe best template
to potentially record ancient Kuiper belt (scattering abjémpacts. Dones et al.
(2009) demonstrate that craters of this> 400 km scale are more than an order
of magnitude more abundant than extrapolation of curreptichrates (based on
small impactors (their fig. 19.5 and table 19.4)) suggesiss iE also illustrated
in Figure 7.7 using relative crater densities from Kirchanfd Schenk (2010),
where the R-values for basins bf~ 400 km are clearly substantially larger than
those in the 100-to-400 km diameter range, and is statilsticansistent with the
Shankman et al. (2013) divot in the scattering object imprggdpulation. Using
the crater scaling law of equations (5.3), (5.4a), and (5 &suming the follow-
ing is true on lapetus; = 23 g/cn?, § = p = 1 g/lcm?, U = 4.5 km/s, D,,=15 km
(from Zahnle et al. (2003)), a divot (at impactér= 100 km) corresponds to a
crater diameteD = 600 km on lapetus (to be compared with = 400 km on
Pluto). The peak in Figure 7.7 at roughly = 400 km could be the signature of
the divot; note the factor of six (value of the contrash the “divoted” size dis-
tribution) between the averagevalue of~ 0.04 for the 100 km< D < 300 km
basins and? = 0.25 for the D =~ 400 km basins in Figura 7.7.

The minor discrepancy between the 600 km predicted cradeneterD cor-
responding to the divot on lapetus and what appears to bewvbeid Figure 7.7
at D = 400 km would be eliminated if one adjusted the assumed impatiieda
used to compute the impactor diameter corresponding t&{hmagnitude (Equa-
tion 5.1) for which the divot is pegged. Creating a cratethwit = 400 km on
lapetus requires an impactor with diamefer 60 km, while D = 600 km cor-
responds tal ~ 100 km. Because constant flux p  d?, wherep is the albedo,
a decrease in the divot impactor diametdry a factor of (100 km/60 km) = 1.7
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Figure 7.6: Relative crater frequency plot of the same information ig-Fi
ure 7.5. The bump ab ~ 400 km is due to the divot. The black
squares correspond to 1 crater/Pluto surface on a cunailaliog, so
unfortunately nothing to the right of those dots will likebe visible
on Pluto’s post-installation terrains, except by statatfluctuation. It
would require many times the current integrated bombardmnata to
bring this portion of the relative crater frequency to thsilviie range
on Pluto. The sudden slope changedat 4 km corresponds to the
transition from simple to complex craters as shown in Figuge
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Figure 7.7: Relative crater densities as determined by Kirchoff ance8kh
(2010) for lapetus, the second largest midsized moon ofr@afiom-
pare with Figure 7.6. Cratered plains (cp) refer to broachtiag re-
gions. The horizontal line is empirical saturation. Note tactor of
six (value of the contrastin the “divoted” impactor size distribution)
between the average-value of~ 0.04 for the 100 km< D < 300 km
basins and? = 0.25 for the D ~ 400 km basins.
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requires an albedo increase by a factor of 2.9 in order to rttewerater diame-
ter corresponding to the divot frod = 600 km to D = 400 km in Figure 7.7.
This would require modifying our nominal = 0.05 albedo to~ 0.15. Obser-
vations estimate TNO albedos range fron?2.5% to ~ 25% (Fraser et al., 2014;
Lacerda et al., 2014; Stansberry et al., 2008) so a meanlakeo ofp = 15%
may be reasonable. It is intriguing that one can use the lgasiess on ancient
cratered surfaces to find the physical impactor diameteesponding to the divot,
and therefore the albedo, given the uncertainty inheretitarcrater scaling law.
Because the uncertainties in the crater scaling law (egpsii5.3), (5.4a), and
(5.4b)) outweigh the uncertainty in TNO albedo measuresjemt will not redo
our analysis with the larger albedo.

However, given that the scattering objects are the primapaicting popula-
tion onto lapetus one wouldn’t expect the “excess basintufeato have arisen
in the past 4 Gyr, but rather during the first 0.5 Gyr of Solast&sn evolution
(sometimes referred to as the Late Heavy Bombardment (L&iBgast in regard
to Saturn). Such a feature would be natural if the outer S8lemtem projec-
tile population had a primordial divot at the break diameted ~ 100 km. In
a plausible “born big” accretional scenario (discussedhartkman et al. (2013)
and Johansen et al. (2014)), the “smallér< 100 km projectiles could be ex-
tremely underabundant because they only exist as the ioabisfragments of
thed > 100 km bodies that are the result of planetesimal formation;stinell
bodies slowly rise in number during the subsequent cohisicvolution (see
Campo Bagatin and Benavidez (2012) and Benavidez et al2j20d.an illustra-
tion).

If Pluto, or possibly Charon, preserves its ancient surfaeeexpect a similar
pattern of a large-basin excess to have been created whenvirds in its pre-
installation location, where the crater production rate waich higher but typical
impact speeds may have been even lower than in the modemoement. How
visible this basin excess signal will be on Pluto depends beather crater satu-
ration has been reached and whether even in a saturatedhsagiggnature can
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persist (although the lapetus case implies it can). Bedduesgeneral form of the
production population can be retained even in the satusttdd when large im-
pacts dominate, as Chapman and McKinrion (1986) and Riabrai@909) both
conclude, this “basin excess” should still be present irates even after specific
chronological utility has been lost. Such a terrain woullll istdicate a roughly
4 Gyr crater retention age. Note that the crater distrilbusaperposed on the
basin and its ejecta blanket could potentially provide aividual basin’s age.

7.3.3 Returning to Crater Retention Ages for Young Surfaces

Even if a basin excess is observed on Pluto or Charon, it nmaglgiprovide evi-
dence for the presence of a divot in the impactor size digioh. This would not
alleviate all uncertainties in the crater retention ageyfmng surfaces, because
a precise measure of the contrast is needed to tell us howehemaracterized
impactor size distribution connects tb< 100 km impactors that produce the
measurable crater densities on Pluto. If the obsefved 100 km crater produc-
tion function slope has a value af~ 0.4 or greater, then one is in the regime in
which the small craters will saturate first. Thus, we expleat it will be possible
to assign model-dependent surface ages, either using teeabondant (small)
craters visible in unsaturated regions, or using the diareetbove which the sur-
face is not saturated if the smallest craters have reachedsan (this is standard
for “steep” impactor populations). We remind the readet Wizat we refer to as
a “shallow” Kuiper belt population (witla ;,; = 0.4 andgy,i,» = 3) is actually
on the steep end insofar as inner Solar System crater pamdaire concerned
(e.g., Chapman and McKinnon (1986)), thus populations witk 0.8 (¢ ~ 5)
are much steeper than are ever discussed in inner Solam®ysttering. To
guantify this, Figure 7.6 shows that an R value~0f0.02 at D = 1 km cor-
responds to about 1 Gyr of bombardment for a knee scenatioy BUGyr for a
divot. Because this is not saturated (R vatué.2), if these impactor distributions
are valid, any surface region reset after Pluto’s instaltabnto its current orbit
should not be saturated (except possibly at sub-km scal®essecondary craters;
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Logarithmic| Current Current Current Current Current
Slope Cratering | Cratering | Cratering | Cratering | Cratering
Qfaint Rate Rate Rate Rate Rate

D >400km|D >100km|D >30km|D > 10km| D > 3 km
(fyr) (fyr) (fyr) (fyr) (fyr)
Knee/Divot | Knee/Divot | Knee/Divot| Knee/Divot| Knee/Divot
0.3 6e-11 le-9 le-8 8e-8 Te-7
4e-11 3e-10 2e-9 le-8 le-7
0.4 6e-11 3e-9 4e-8 5e-7 9e-6
5e-11 5e-10 7e-9 9e-8 2e-6
0.5 6e-11 5e-9 2e-7 4e-6 le-4
5e-11 8e-10 3e-8 6e-7 2e-5

Table 7.4: Total currentprimary cratering rates onto Pluto for two impactor
size distribution scenarios: a knee (top) and a “divot” {twat) for 5
sample crater threshold diameters with three differenteslof loga-
rithmic slopeofin.

see Section 7.3.5) and a model-dependent age could be pdovidnversely, as-
suming the small impactor size distribution extrapolafwiows a single slope of
areine = 0.4, any saturated surface I > 1 km craters necessarily dates to the
pre-installation phase in which there is no absolute cafibn of the bombard-
ment rate; we would conclude that little can thus be said dach a region other
than it must date to at leagt 4 Gyr ago.

7.3.4 The Effect of Varying o s

To cover a portion of the plausible range of values for thatdbgmic slope at the
small end ¢ < 100 km) of the impactor size distribution, we computed crater-
ing rates for two additional single-slope extrapolation;,; values:o i, = 0.3
(@faint = 2.5) andasginy = 0.5 (¢faine = 3.5). Table 7.4 shows the total cratering
rates for these two values of;,;,,, as well as a repeat of the last line of Table 7.2
whereaygine = 0.4 (¢raine = 3). The SPL is absent in Table 7.4 because the
SPL cratering rates do not change when;,,, is varied. D > 400 km craters
correspond to roughly the impactor diameter at the breakenpower-law size
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distribution, so the cratering rates at this threshold @i@mare also unchanged as
arqine Varies. As one moves to smaller diameters, the craterieg fat different
slopes diverge, while the factor-of-six difference betwéee knee and divot sce-
narios is maintained for crater diameters correspondinig<tol 00 km impactors.

Figure 7.8 shows the 4 Gyr curve from Figure 7.5 whefg,,, = 0.4 along
with the 4 Gyr curves fotvs,,, = 0.3 anda,,e = 0.5. The crater equilibrium
curve indicates saturation f@ < 12 km andD < 2 km for theasq;,,; = 0.5 knee
and divot scenarios, respectively,i4 Gyr of bombardment. Thus, a saturated
surface inD ~ 1 km craters doesotnecessarily date to the pre-installation phase.

Because New Horizons should be able to observe craters dowr2tkm
in diameter on the encounter hemisphere, and down to 500 mameder in a
high-resolution swath (Moore et al., 2015; Young et al.,&08aturation in either
D < 12 km craters orD < 2 km craters could be visible on 4 Gyr terrains if
areine = 0.5. No saturation inD < 12 km craters would put an upper limit on
the value ofo ., at < 0.5, for a heavily cratered terrain and if the impactor size
distribution has a single-slope extrapolation in eitherfidbrm of a knee or a divot
atd = 100 km down to sub-km sizes. FAf < D < 100 km, the slope of the
production function may be able to be measured. Again, thygeshlone will not
be sufficient to provide an absolute age.

Figure 7.9 compares the 4 Gyr relative crater frequencyesuinom Figure 7.6
with thea g,y = 0.3 anda g4, = 0.5 cases; clearlyt 4., ~ 0.35 would produce
a flat distribution on the R-plot (correspondingdg@,,; = 2.75). Varying a rqn
slightly changes the amount of basin excess visible in thetdicenario, but this
will not be discernible. Thevs,,: = 0.3 (¢raine = 2.5) curve shows a situa-
tion where a long-term bombardment would eventually s&tuatthe largest size
craters before the smaller size craters, but in this cass #he smallest primary
craters will be far below saturation in 4 Gyr of bombardmefdr o sy, = 0.5,
craters withD < 3 km or D < 20 km would be saturated for the divot and knee
scenarios, respectively. This would mean a more restriggble crater diameter
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Figure 7.8: Logarithm of crater density (# craters/Kjarger than a given
crater diameteP on Pluto’s surface in 4 Gyr versus the logarithm of
the crater diameter for an impactor size distribution witknee and
with a divot for three values ofis,;,,. The solid black line is the
crater equilibrium curve frorn Melosh (1€89). The horizaritze at
-7.2 corresponds to 1 crater/Pluto surface. The slightgdamslope
at D = 4 km corresponds to the transition from simple to complex
craters.
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range (larger than saturation) would be usable for makifeyémces about the
production population.

7.3.5 Secondary Craters

The discussion has so far concentrated on primary cratexn8ary craters are
expected on Pluto and Charon as well (Bierhaus and Done$§),28ithough of
course they are generally much smaller than the primargigahat cause them.
A general rule of thumb is that the largest secondaries &&t@e size of a given
primary (Melosh, 19€9), which is in line with more recentdiats of icy satel-
lite secondaries (Bierhaus et al., 2012; Singer et al., ROABhough the largest,
proximal secondaries on icy satellites can reach 0.1 tleedditheir generative pri-
mary, the sizes of distant secondaries, which are the oaesdh be confused with
the primary population (McEwen and Bierhaus, 2006), arehmsmaller. Sec-
ondary populations are generally quite “steep”, with d#fgial size-frequency
indices (akin tazs,,. for the impactor populations} 3. Thus, steep crater SFDs
on Pluto or Charon at sizes of a few km or less (Bierhaus ane&#&015) should
be interpreted cautiously. This will depend on the charattes of the global
crater population, however; if there are relatively fewgkacraters or basins, then
their influence on the small crater populatiiat New Horizons can resolweill
be negligible. In addition, it is unclear if all charactéigs of secondary crater
production hold for the sub-hypervelocity impact regimeawNHorizons should
be able to find out, however. The exchange of ejecta betwegto,RCharon,
and the four smaller satellites is possible (Stern, 2009wever, the resulting
sesquinary craters produced by this exchange will be diffiowdistinguish from
secondary craters on Pluto.

7.3.6 Implications of a “Wavy” Size Distribution

The above analysis has been performed assuming a singlke-sidrapolation
from d > 100 km impactors to smaller sizes. More likely, the break in tize s
distribution atd = 100 km is instead the first of several slope changes between
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thed > 100 km impactors and the sub-km regime as the “wavy” size digtrib
tions of the asteroid belt show. Proposals for outer Solate3y populations were
made by Minton et al. (2012) (hereafter referred to as M1#&)Sehlichting et al.
(2013) (hereafter referred to as S13). S13's model for tHesimm-generated pop-
ulation of KBOs today (shown in their fig. 7) ha$,i;n: = 0.6 (qorigne = 4) for

d > 60 KM, afeinn = 0.2 (¢rainnn = 2) for 20 km < d < 60 km, ayginez = 0.96
(Gfaintz = 5.8) for 2 km < d < 20 km, aseims = 0.32 (qfaines = 2.6) for
0.2km < d < 2km, anda sines = 0.54 (¢fqginea = 3.7) for 0.02km < d < 0.2 km.
S13 state the only difference between their small KBO sis&ribution and the
results of the Saturnian crater analysis of M12 (their figs that M12 find a shal-
lower slope oft inie = 0.64 (qfain2 = 4.2) for the2 km < d < 20 km range. D.
Minton (private communication, 2014) states M12 was priglary, so we use his
model as stated in Schlichting et al. (2013) simply as anmolilustrative example
of a “wavy” size distribution.

Portions of this “waviness” below = 100 km may already have been ob-
served in the size distribution observations of the Jug#erily comets (JFCs)
by Solontoi et al. (2012). Their fig. 10 shows the cumulativenber of JFCs as
a function of radius assuming an albedopot 0.04. They find a break in the
size distribution atl ~ 6 km froma = 0.73ford ~ 6 — 12 kmtoa = 0.2 for
d ~ 2 — 6 km. This break between the shallow and steep slopes doesatohm
the location of the M12 and S13 models néat 60 km where they change from
a steep slopeag,;;n: = 0.6) to a shallower slopea(sq;,in = 0.2). This break
between the steep and shallow slopes does not quite matdbcdugon of the
M12 and S13 models nedr= 2 km where the latter models change from a steep
slope @ ain2 = 0.96 OF afhini2 = 0.64) to a shallower slopeo(fyin = 0.32).
However, repeating the albedo exercise of Section 7.3.almedop = 0.24 pro-
vides a factor of 3 decrease in break diameter (fibmx 6 km to d = 2 km),
which would shift the Solontoi et al. (2012) size distrilautibreak to align with
the similar diameter break in the M12 and S13 models-at2 km.
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To illustrate how multiple slope changes in the KBO sizeribstion affects
the cratering history of Pluto, we modeled the described sistributions of
M12 and S13 by pegging these two size distributions to the RF-EBO sub-
population estimates &, = 9.0 (corresponding tel = 108 km assuming an
albedo ofp = 0.05). Figure 7.10 shows the cumulative crater density on Pluto
using the M12 and S13 impactor size distributions. Becahisdgs a cumulative
plot, the abrupt slope transitions smooth out over a rangeadér diameters. The
smoothing effect is enhanced by our use of the realistic ampalocity spectrum.
The two models lie on top of each other for > 100 km, then diverge due to
their different slopes from0 km < D < 100 km before becoming parallel for
D < 10 km where their slopes once again match. The solid diagoaakhbine
in Figure 7.10, representing crater equilibrium, indisatiee S13 impactor size
distribution saturates for any < 20 km in 4 Gyr, while the M12 model does not
saturate forD > 1 km. The S13 model in fact saturates for < 12 km craters
in only ~ 1 Gyr. To link this back to the discussion in Section 7.3.4,hbibte
S13 anday,,,, = 0.5 size distribution models saturate for < 10 km craters,
SO observing saturated craters at this diameter range inHdgiZzons images will
not determine the preferred size distribution model aldrtee shapeof the pro-
duction function may nonetheless be present in Pluto’®dreg record for craters
with 10 km < D < 100 km, however, as long as saturation of the entire surface in
small craters does not corrupt (i.e., degrade recognitipthe D = 10 — 100 km
range.

Figure 7.11 compares the relative crater frequency for thé Ehd S13 mod-
els with the single-slope knee and divot scenarios predesaelier, for three
sample bombardment durations. The drop in relative cratguency from
D =~ 400 km andD ~ 100 km in Figure 7.11 for the M12 and S13 models is
due to their shallow slopex(.;,,1 = 0.2) in this crater diameter range being less
thana =~ 0.35 ©. This drop is different from the sudden drop in the relatixeter
frequency fromD ~ 500 km to D ~ 350 km due to a divot in the impactor size

For the crater scaling law in use,~ 0.35 produces an R value that does not dependon

142



Schlichting
Minton

01 5 N N
0.01 .....
0.001 F
0.0001
10-6%
10-¢
107

108

Cumulative craters/km? with diameter > D

109

10-10

10-11 L M| L |
1 10 100 1000

Crater Diameter D (km)

Figure 7.10: Logarithm of crater density (# craters/Kmarger than a given
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distribution. As shown in Figure 7.11, the basin excess duée divot is more
tightly confined to a small crater diameter range than thadfdip” that would
be present fronD = 50 km to D = 500 km in the M12 and S13 models. Unfortu-
nately, this size range will not be expressed in the Pluttedray record in 4 Gyr
of bombardment (solid squares in Figure 7.11, althoughggibe going further
back in time). The very steep slope betweden-= 10 km andD = 100 km in the
S13 model produces rapidly increasing crater densitiés d@ops and saturates at
evenD = 20 km in 4 Gyr. We also note the upturn (steepening) of the ciafE
at small (O < 2 km) sizes in Figure 7.11. Nominally, this could be interpret
as evidence of secondary contamination as discussed dhdgyen the overall
steepness of the M12 and S13 distributions, this would bsipalyy unlikely.

The crater diameter range most reliable for the interpoetaif Pluto’s cra-
tering record provided by the New Horizons spacecraft vkibly be theD =~
30 — 100 km range where one might hope to have the slope of the pradfucti
function measured. Because we expect models with multippeeshanges make
a more realistic representation of the impactor size tistion than a single
slope, the “waviness” should be present in the productiowtion. Depending
on the age of the surface, however, it is likely there will biallties in say-
ing anything about the shape of the implied impactor sizéridigion for this
crater diameter range. The range for which the productiowtfon would be
measurable obviously increases as a function of surfac€layef the colored
squares in Figure 7.11). While direct observation of theecrdistribution in the
30 km< D < 100 km range will thus establish relative numbers of impecss
well as the shape of the production function, it witht by itself provide a firm
connection to the absolutely calibratéd> 100 km impactors. As a result, only
model-dependent ages can be found for the surfaces of Riat@€Charon. For
example, ifR =~ 0.003 for D ~ 30 km craters on Pluto, one would conclude a
crater retention age ot 100 Myr if the S13 model is the best representation of
the impactor size distributiors 1 Gyr if the M12 or single-slopex sq;,,, = 0.4
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knee size distributions are most accurates:ar Gyr if one favors they s, = 0.4
divot size distribution.

Even if the surface of Pluto (and especially Charon) is cetey saturated,
one would still hope to be able to find the largest “fresh” erdab have formed
on the surface and attempt to measure the production funstiperposed on this
“fresh” crater and its ejecta blanket. Using any of the sisgrithutions discussed
(513 model, M12 model, knee witl;,;,,, = 0.4, or divot with s, = 0.4),
we compute that to 95% confidence there has been at leag? gné0 km crater
formed within the past 1 Gyr and this thus sets the scale &lattyest “fresh” fea-
ture one might hope to find on Pluto’s surface. Figure 7.1@ndar to Figure 7.10
for up to 1 Gyr of bombardment from the S13 and M12 models. Tdr&zbntal
line corresponds to 1 crater/surface area of that largesstif D > 50 km crater
and its ejecta blanket (which we take to be roughly 100 km amditer). The
superposed production function can thus be measured ahisvgatrizontal line.

Because the S13 and M12 models have the same slope for thenpairthe
impactor size distribution corresponding to the aboveecrdiameter range, only
model dependent ages can be determined for such a surfadea@es will differ
by a factor of~ 30 between the S13 and M12 models, as indicated by the near
overlap of the 1 Gyr M12 curve and the 30 Myr S13 curve in Figfe. How-
ever, the two scenarios yield a rather different qualigagiicture. TheD = 50 km
crater that formed to 95% confideneel Gyr ago will already have saturated if
the S13 model is correct (and, dramatically, due to all csadi€all diameter bins
below~ 15 km). Even at the mean formation intervér a D > 50 km crater
of 300 Myr, the largest “fresh” crater present on Pluto sbdwdve nearly reached
saturation in the S13 model scenario. Therefore, the S13&hwauld predict
there are most likelyo large unsaturated craters on Pluto; only such a steep size
distribution can cause the surface to saturate so quicklyse@ing such a sit-

9That is, the mean time between formation/®£> 50 km craters on Pluto is 300 Myr, even if
it takes a Gyr to be 95% confident that one will be formed on théase.
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Figure 7.12: Logarithm of crater density (# craters/Karger than a given
crater diameterD on Pluto’s surface versus the logarithm b,
for the impactor size distribution frorn Minton etal. (201ahd
Schlichting et al. (201.3), for various exposure duratidrse dashed
horizontal line corresponds to one crater superposed®as0 km
crater and its 100 km diameter ejecta blanket (to 95% confieléme
largest “fresh” crater which will have formed in the past 1risyhe
solid diagonal line is the small-crater equilibrium curvéhe S13
model indicates itis unlikely anp > 50 km “fresh” crater on Pluto’s
surface will not appear heavily cratered and near saturééia@., see
the crater Penelope on Tethys). In contrast, the M12 modgjesis
the “freshest’D > 50 km crater floor will not be near saturation and
a production function should be measurable on the crater #nd
surrounding ejecta blanket. A “freshes?’ > 50 km crater which is
lightly cratered would need to be tens of Myr old in the S13 mlod
scenario.
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uation on Pluto would support the occultation measurem®akhlichting et al.,
2012) motivating the S13 model.

If, however, one or several un-saturated “fredh> 50 km craters are present
on Pluto, a superposed crater production function shoultdéesurable (depend-
ing on proximity to the terminator at encounter), and a matigendent age
(varying by a factor of~ 30) could be assigned to the region. For example,
again examine the overlapping 30 Myr S13 and 1 Gyr M12 modelesuin Fig-
ure 7.12. Nominally the production function might look litkee 1 Gyr M12 model
(with a largest superposed crateridf~ 12 km); but the S13 model would im-
ply a 30 Myr crater retention age and that the 50 km crater éaraxtremely
recently. However, the S13 model suggests a mean formatierval of 300 Myr
for D = 50 km, with thus only a low 30/300 = 10% probability of the crater
having formed recently enough to be so lightly cratered, ingakhis proposed
projectile size distribution less likely. In contrast, thd2 model would expect a
mean formation interval ok 1 Gyr for D = 50 km craters. There is thus likely
a way to test the qualitative difference between these twdeatsdrom the New
Horizons data alone at least in terms of likelihood.

This “largest fresh crater in a Gyr” argument was chosenltstilate how
quickly the very steep size distribution of the S13 model ldqaredict even the
“freshest” craters saturate. The largest “fresh” cratg@eeted to form (95% con-
fidence) can, however, be computed for any time interval.alRagvent in the last
Gyr, neither model would predict the “fresh” crater to beusated, however the
number of craters expected to be on the crater floor and itsaeldanket will be
different between the two models as the reasoning aboveildesc For exam-
ple, the largest “fresh” crater expected to form (to 95% aerice) in 100 Myr
(D =z 30 km) is not much smaller than in 1 GyD( = 50 km) due to the steep
impactor size distribution in this portion of the crater gwation function. The
S13 model would predict there should be a measurable prioduittnction on
this surface, especially if the crater is close to 100 Myr. dilde M12 model, on
the other hand, would predict very few craters should begmtesn the “fresh-
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est” D 2 30 km crater if it formed 100 Myr ago. Qualitatively, the S13 netisl
very steep size distribution would predict that all “fresinaters should be quickly
recratered and the M12 model would predict recratering tuoless rapidly.

We note this line of argument will be complicated or obviatétuto’s surface
is extremely young due to surface-atmospheric interasti@tern et el., 2015).
An analogous argument may work for Charon, however, andsisudsed in Sec-
tion7.3.7.

7.3.7 Charon

Zahnle et al. (2003) state that the impact rate onto Chards%s that on Pluto
accounting for gravitational focusing with an average eysencounter veloc-
ity of 1.9 km/s. Using our modifie®Dpik collision probability code, we find
the total impact rate onto Charon from the various Kuipet sab-populations is
9.2x10 *?/yr for H, < 9 impactors. This is (9.2x10?/yr) / (4.8x10 *'/yr) = 0.19
that of the total impact rate on Pluto, in rough agreemert &ithnle et al. (2003).
This multiplicative factor does not, however, convert tdR&uto cratering rates
into total Charon cratering rates. The crater scaling ldw\{s in equations (5.3),
(5.4a), and (5.4b)) for Charon is influenced by the differattie of gravitational
accelerationy on Charon § = 26 cm/<) from on Pluto ¢ = 64 cm/<’) and a dif-
ferent impact velocity range because Charon’s escape gpegéd- 0.675 km/s)
is smaller than Pluto’'si(s. = 1.2 km/sf. The difference in the crater scaling law
between Pluto and Charon means each crater diameter comcssfo a different
impactor diameter for Charon than on Pluto, so each sizeldisibn extrapolation
(SPL/knee/divot) produces a different cratering tatger than some fixed crater
D on Charon compared with that on Pluto. The outcome is showalie 7.5.
The cratering rates for fixed threshold crater diameter car@harex~ 40%
that on Pluto for the SPL cases and25% for the knee and divot scenarios. It is

®For a typicalv.,, a fixed-diameter impactor is accelerated less by the sn@lwitational
focusing of Charon compared with that of Pluto, but #he.5 times smaller gravitational accel-
erationg for Charon outweighs this velocity effect, resulting indar craters on Charon than on
Pluto for a fixed impactor diameter.
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Size Current Current Current Current Current
Distribution Total Total Total Total Total

Extrapolatior) Cratering | Cratering | Cratering | Cratering | Cratering
Rate Rate Rate Rate Rate

D >400km|D > 100km|D > 30km|D > 10 km| D > 3 km
(fyr) (fyr) (fyr) (fyr) (fyr)
SPL 2e-11 le-8 4e-6 6e-4 2e-1
Knee 2e-11 7e-10 le-8 le-7 3e-6
Divot le-11 le-10 2e-9 2e-8 4e-7

Table 7.5: Current total primary cratering rates onto Charen £5% to
~ 40% those on Pluto) using our derived impact velocity disttidou
for all Kuiper belt sub-populations and three impactor sisgribution
scenarios: single power-law (SPL) (top), knee (middley &tivot”
(bottom) for 5 threshold crater diameters.

unsurprising that the knee and divot scenarios give the sanfigplicative factor
for the cratering rate on Charon to that on Pluto, becaugehidnee the same slope
for d < 100 km impactors. The SPL slope diverges from the knee/divqieskt
smaller diameters, so because Charon’s cratering rategexemaller impactors
than Pluto for the same crater diameter threshold, the @HaRL cratering rates
should be a larger percentage of the Pluto SPL cratering tlaée for the Charon-
to-Pluto knee/divot cratering rates. The integrated nuroberaters estimated on
Charon’s surface over the last 4 Gyr are shown in Table 7 16ceSihere is not a
simple conversion from cratering rates on Pluto to those loar@h, Figure 7.13
provides both the crater density plot and R-plot for Charsingithe single-slope
knee/divot size distribution extrapolations with,;,,, = 0.4 as well as the M12
and S13 size distributions.

This allows model-dependent ages to be determined for aipsistlation
Charon just as is possible for a post-installation Pluto ssugsed in Sec-
tions 7.3.1 and 7.3.3 above. As implied earlier, Pluto’svacturface-atmosphere
exchange and volatile surface ices (Cl,) may work together to yield either
a young surface, or obscure an older, heavily cratered oteen(8t al., 2015).
Charon, however, has none of these ices on its surface tonowl&dge, no de-
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Figure 7.13: Top Left: Similar to Figure 7.5 except for Charon. The hori-
zontal line at -6.6 corresponds to 1 crater/Charon surfeme Right:
Relative crater frequency plot for Charon. Similar to FEur6 ex-
cept for Charon. Bottom Left: Similar to Figure 7.10 except f
Charon. Bottom Right: Similar to Figure 7.11 except for Gmar
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Size Total Total Total Total Total
Distribution Crater Crater Crater Crater Crater
Extrapolatioy Number Number Number | Number | Number
D >400km|D > 100km|D > 30km|D > 10km| D > 3 km
SPL 0.1 80 20000 3e+6 le+9
Knee 0.09 3 50 7e+2 le+4
Divot 0.05 0.6 9 le+2 2e+3

Table 7.6: Cumulative number of craters over the past 4 Gyr on the sarfac
of Charon for 5 sample threshold crater diameters for thmggactor
size distribution scenarios (SPL/knee/divot) given inl&ah5.

tectable atmosphere (Sicardy et al., 2006), and as a sralligrshould be inter-
nally cooler and less active (McKinnon et al., 2008). It ddquossess older if not
ancient surfaces. In principle, a basin excess due to tlsepce of a divot in the
impactor differential size distribution (discussed in &t 7.3.2) may possibly
be visible on Charon’s most ancient surfaces. Note thatitiele crater diameter
range for which the production function (over 4 Gyr) can beasuged is shifted
to slightly smaller craters on Charon than on Pluto. Theecr&FDs measured
on both bodies for these overlapping crater diameter rafiges 20 — 60 km on
Charon and) = 30 — 100 km on Pluto) should provide the most reliable insights
into the cratering history of the Pluto system and thus the distributions in the
Kuiper belt. Note that because Charon is tidally locked,aalileg/trailing crater
asymmetry is possible; the ratig,,/v., ~ 0.1 is comparable to that of Earth’s
Moon (Gallant et al., 2009) and so0~al0% enhancement (deficit) of the of the
crater density near Charon’s apex (antapex) of motionivel& the mean crater
density may be visible if the global coverage is sufficient.

To parallel the discussion at the end of Section 7.3.6, tiye# “fresh” crater
to have formed on Charon in 3 Gyr (chosen to illustrate theesicale the S13
model predicts rapid resaturation for Charon, compared &iGyr on Pluto) to
95% confidence according to the S13 impactor size distobutiodel is, coin-
cidentally, also~ 50 km in diameter. As shown in Figure 7.12, the horizontal
line at -4.5 in the bottom left panel of Figure 7.13 correspto 1 crater/surface
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area of that largest “freshD > 50 km crater and its 100 km ejecta blanket. Just
as on Pluto, the S13 model would predict this> 50 km crater should saturate
quickly, whereas the M12 model would not predict this crabereach saturation
in 3 Gyr. No matter the size of the “freshest” crater one lofmkson Charon (as
on Pluto), the distinguishing property of the two size disttion models is how
likely the crater is to be recratered after formation.

7.3.8 The Four Smaller Moons

We have not repeated our full analysis for the four smalleikizs of Pluto (Styx,
Nix, Kerberos, and Hydra). Instead, we have estimated the {to roughly a
factor of three accuracy) it would take for each of thesellgateto be catastroph-
ically disrupted using the current Kuiper belt sub-popolag. Our estimate is
based on the timescale between collisions for catastragibpersal of the tar-
get body, calling this the “disruption timescale”. We cortgone disruption
timescale estimate for Nix and Hydra since they are of coaigarsize and an-
other for Styx and Kerberos. Taking the diameter of Nix andltdyto bex~ 45 km
(using mass, albedo = 0.4, and density estimates from KeandrBromley
(2014)), we use the catastrophic disruption threshold tamudor the dispersal
of half the target mass from Leinhardt and Stewart (2012),

Q" rp = 0.51V*? | Myopa (7.2)

where Q" is the specific energy required for dispersal of a catastcaif
disrupted bodyy: is the reduced mass4,, ojectite Miarget / Miotar), V* i the crit-
ical impact velocity for catastrophic disruption, and, . is the total mass of
the projectile and target. Assuming, et > Mprojecie, W€ SOlve the above
equation for the mass of the projectile needed to disperseaatiyet, assuming
V* ~ 1.5 km/s (mostly fromw,, since the orbital speed around the Pluto-Charon
barycenter and escape velocity are small) and estimgting, from figure 11 of
Leinhardt and Stewart (2009) for an icy target 45 km in dia@nép* ,,, = 7x10°

153



J/kg, similar to that from figure 7 of Benz and Asphaug (1.99%¢ find that for
catastrophic dispersal of either Nix or Hydra an impactdghwliameter/ > 8 km
is needed. Scaling the impact probability onto Pluto by the ratio offace areas
corrected for gravitational focusing gives the impact @bty (/yr/projectile)
for each sub-population onto Nix and Hydra. Multiplying Rampact proba-
bility by the number of objects witld > 8 km for each sub-population gives
the catastrophic disruption rate (/yr) for each sub-papara The resulting total
current catastrophic disruption rate onto Nix and Hydra.&<30 2/yr for the
areme = 0.4 Knee size distribution scenario. The disruption time fox Eind
Hydra is therefore= 300 Gyr for theo,;,; = 0.4 knee size distribution extrapo-
lation for thecurrentimpactor population, and six times ths, 1800 Gyr, for the
divot. Integrating back to the larger impact ratel Gyr ago, the disruption time
decreases ter 200 Gyr for the knee scenario and 1200 Gyr for the divot. Com-
paring these estimates to those from the two “wavy” impasioe distributions,
at this impactor size, the number of objects in the projegidpulation is simi-
lar to the knee scenario, so these “wavy” size distribut@iss would not result
in catastrophic disruption of Nix and Hydra. Even if the icat impact velocity
is increased to the tail of Pluto’s impact velocity spectr(6rkm/s), where the
speeds are higher but the impact probabilities are lowerdisruption timescale
under the current bombardment is still longer than the agleeoSolar System.
For comparison, the crater scaling law (equation (5.3)ireg an impactor
of roughlyd > 4 km to produce a crater diameter that exceeds the moon’s. This
translates to a “disruption timescale” a factor of a few derahan the estimate
given above, but this is because the dispersal of the tasgeitiaccounted for in
the crater scaling law. In either case, Nix and Hydra havg hikely never been
catastrophically disrupted under the current bombardmihie pasts 4 Gyr.

fStrictly speaking, these estimates are for disassemblgeofitoon against its own gravita-
tional binding. The dispersed fragments would mostly reniiorbit around Pluto-Charon and
reassemble. Even larger impactors would be necessary perdesa small moon permanently
(eject fragments onto heliocentric orbits).
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A similar argument was followed for Styx and Kerberos witlardieters of
roughly 10 km (mass and density estimates from Kenyon anthi (2014)),
where we estimat€)* ,, for an icy target 10 km in diametet)( ,, = 8x10”
J/kg). Using the same reasoning as before, the currentpdisrutimescale for
Styx and Kerberos is therefore 70 Gyr for thea.;,;,, = 0.4 knee size distribution
extrapolation under the current impactor population est#®, and six times this,
~ 420 Gyr for the divot.

This begs the question of the smallest satellite that cauld\ge against catas-
trophic disruption in the current bombardment environméfgure 7.14 shows
the catastrophic disruption timescale (in Gyr) as a fumctibtarget radius (in m)
for the Q* ;, curves from Leinhardt and Stewart (2009) and Benz and Asphau
(1999). The Benz and Asphaug (1999) curve for impacts at 3 land an inci-
dence angle of5° is most typical for impacts in the Kuiper belt, so we will use i
in the discussion to follow, while the Leinhardt and Stewaa09) curve for low
speed, head-on collisions is shown for comparison. As caeée in Figure 7.14,
for a knee size distribution withs,;,,, < 0.5 (down to sub-km sizes) all target
sizes would survive catastrophic disruption over the p&y# As the target size
decreases, they,;,,, = 0.4 knee size distribution corresponds to a situation where
the cumulative number of impactors available to catasicably disrupt the tar-
get increases at the same rate that the surface area of gle¢ dacreases (both
asd?), causing the two effects to cancel. This results in thestagphic disrup-
tion rate decreasing as large targets get smaller (dowh+0100 m) and then
increasing at smaller sizes as targets enter the strengtbesregime foQ* .
As o4, decreases, the catastrophic disruption timescale moveglhter values
as the cumulative number of impactors rises less steeplynall sizes, result-
ing in longer timescales between catastrophic disrupti@mts. Conversely, as
arqaine INCreases and more small impactors are available, thetagiag disrup-
tion timescale drops. Fary,;,,, = 0.5 and typical impacts in the Kuiper belt, the
Benz and Asphaug (1999) curve shows that the smallest taxpetcted to sur-
vive catastrophic disruption in the last 4 Gyris4 km in diameter. Thus, if New

155



Disruption Timescale (Gyr)

1000 r - T =
: N - = P/
[ —---- Leinhardt & Stewart (2(109) (ice, 1 km/s, 90 deg) /]
| — — Benz & Asphaug (1999) (ice, 3 km/s, 45 deg) ﬁ/,,//?//%:
alpha=0.3 e // /]
alpha=0.4 / //;////
100 ¥ alpha=05 // Va R
~ A AN
L \\ / ,/ P
™~ 4 §/// §//
~— / e /
~ / ’ / //§
\\\ // /// / /
— —_— H / N
10 B~_ - L7 / i
R / /)
i S~ // /i §
N H :
L p L, /S S A
\\\\\ /// / i/
T __ -7 / /( J
VAR SR
0.1 1 10 100 000 10

Target Radius (m)

Figure 7.14: Catastrophic disruption timescale (Gyr) as a function ajea
radius (m) for theQ*;,, curves from Leinhardt and Stewart (2009)
and Benz and Asphaug (1999) and three values;gf,; (size distri-
bution with a knee). The vertical line at= 5 km is roughly the
radius of Styx and Kerberos and the vertical linerat 22.5 km

is roughly the radius of Nix and Hydra. For 3 km/s impacts at an
incidence angle oft5° and a4,y = 0.4, all size targets are able
to survive against catastrophic disruption in the past 4. Gyor
arqine = 0.4, the catastrophic disruption timescales for Styx and Ker-
beros is~ 100 Gyr and~ 400 Gyr for Nix and Hydra.
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Horizons finds satellites in the Pluto system that are smtden~ 4 km in di-
ameter, it either means an impactor size distribution with,, > 0.5 (down to
sub-km sizes) can be ruled out or that those satellites hatastcophically dis-
rupted and reassembled in the past 4 Gyr. In principle, onklagse the slope of
the crater production function (for the sub-km diametegegron Pluto or Charon
to determine which of these two scenarios is more likely ttrbe.

Returning to the Pluto system four small satellites, Figuie: shows that for
typical impacts in the Kuiper belt (given by the Benz and Aan (1999) curve)
it is unlikely that any of the four small satellites have citaphically disrupted
and reassembled in the past 4 Gyr.

7.4 Summary and Conclusions

By combining the contributions of each Kuiper belt sub-gagian from the
well-calibrated CFEPS (Gladman et al., 2012; Petit 2t #1112 model and the
Kaib et al. (2011) KRQ11 scattering object model calibrdigdShankman et al.
(2013), the impact rates and especially impact velocitgspento Pluto as pre-
sented here are currently state of the art. Pluto’s enviesrirbefore its instal-
lation onto its current orbit (which occurred roughly 4 Ggod is unknown, so
primary cratering rates have been presented for “curreyit timescales (a few
hundred million years) and the number of craters larger tnémreshold diam-
eter D have been provided for Pluto’s post-installation phasesdaoyg the past
~ 4 Gyr of the Solar System’s history accounting for the natarakion of each
Kuiper belt sub-population. We find it is unlikely Pluto hasem hit by even a
single impactor that would create/a > 400 km crater, eliminating the chance
that Pluto’s post-installation cratering record can be gdmately linked to the
absolutely-calibrated impactor size distribution or- 100 km. As a result, in
order to date the surfaces of Pluto and Charon using obserater densities,
assumptions must be made about how the impactor size distmbextrapolates
to small (sub-km) sizes. This is fraught with uncertaintgice we do not know
how to connect thd > 100 km impactors to the smaller impactors. In this study
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we first adopt a single-slop@;.;,y = 0.4 (¢raine = 3) power-law for the faint
end ¢ < 100 km) of the size distribution, which is motivated by directsebva-
tions of small Centaurs, and highlight the factor-of-sixiaaon between the knee
and “divot” size distribution scenarios for this size regimn addition, we show
the effect of varyingy in: (10 otf4ine = 0.3 anda,n: = 0.5) on Pluto’s crater-
ing record. We also study how the “wavy” size distributiori$Schlichting et al.
(2013) and Minton et al. (2012) (as presented in Schlicheirgl. (2013)), which
include several slope changes betweenttke100 km impactors and the sub-km
regime, would manifest in Pluto’s cratering record.

Complications and insights into computing and interpiggtiiew Horizons
observations of the cratering record on Pluto and its s&telihclude:

e No single Kuiper belt sub-population contributes the mgjoof the im-
pact flux on the surface of Pluto (in fact, four sub-populasidominate the
impact flux, they < 42 AU hot classical mains, the < 42 AU stirred clas-
sical mains, the classical outers, and the plutinos, easWiging roughly
equal contributions), so multiple Kuiper belt sub-popigias must be used
to accurately determine cratering rates.

e Impact velocities onto Pluto range from 1.2 km/s (Plutosage speed) out
to a tail at~ 6 km/s, so more smaller impactors can be accessed when com-
puting the cratering rates on Pluto than a simple-impaldeity assump-
tion would give, resulting in slightly higher cratering eatthan previously
estimated, which translates into younger surface ages.

e The production function present in Pluto’s cratering reloeill not link the
absolutely calibrated impactor size distribution tbr- 100 km objects to
the size distribution of thé < 100 km impactors, because we do not expect
craters created by thé > 100 km impactor size range to be present on
Pluto’s post-installation terrains.

e The result is that for any surface region reset after Plutstallation onto
its current orbit that has not reached saturation, abseluface ages com-
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puted for Pluto and Charon simply cannot be done to better tha un-
certainties in the impactor size distribution extrapalati Thus, the best
that can currently be done is to compute model-dependestfaggoung
surfaces on Pluto and Charon.

If a divot is present in the impactor size distribution, aroardiameter-
range “basin excess”, similar to what has been observedp®ius, could
possibly be visible on Pluto (or Charon) if>a 4 Gyr Pluto (or Charon)
surface can be identified, implying that any basins foundlatoPnust date
back to Pluto’s pre-installation phase.

Because a size distribution model with multiple slope clesnig likely a
more accurate representation of the impactor populatian #m extrapola-
tion of a single slope from impactors with = 100 km down to sub-km
sizes, the “waviness” may be easily discernible in Plutcédering record,
both in the shape of the crater size distribution as well dkercrater satu-
ration diameter, if non-saturated regions can be found.

The “waviness” of the production function will most likelyeldiscernible
inthe D ~ 30 — 100 km craters on Pluto and the ~ 20 — 60 km craters
on (smaller) Charon, making these the most reliable crateneter ranges
to the interpretation of the Pluto system cratering recaaVided by the
New Horizons spacecratft. (These upper limits reflect likegximum sized
craters formed over 4 Gyr.)

Even if the surface of Pluto appears saturated, one woutdttikneasure
the crater densities present on the largest “fresh” susfacailable. We
estimate in Section 7.3.6 (at 95% confidence) that in 1 Gyoaflbardment
at least oneD 2> 50 km crater will be created on Pluto (using any of the
impactor size distribution models discussed, except tHe),SRoviding a
fresh surface upon which the production function should leasuarable.
The M12 and S13 “wavy” impactor size distribution models Vadomake
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different predictions about how likely that “fresi® > 50 km crater would
be at or near saturation. Thus, there is likely a way to testmlitative
difference between these two models from the New Horizotes alane.

We find that Charon’s impact rate is 19% that on Pluto, rougblysistent
with Zahnle et al. (2003)’s estimate. However, because thteng rate
depends on the size distribution extrapolation used, Gtgopatering rate
at fixed crater size isz 25 — 40% that on Pluto for the knee/divot and SPL
extrapolations, respectively.

We estimate the timescale between collisions for catalsicapsruption for
Pluto’s four smaller moons (Styx, Nix, Kerberos, and Hydr#&je find it
is likely that none of these satellites have been catasitaj disrupted in
the pasts 4 Gyr.

For a knee size distribution with,;,,; < 0.4 (down to sub-km diameters),
satellites of all sizes can survive catastrophic disruptiothe past 4 Gyr.
Foroay,.in: > 0.5 and typical Kuiper belt impact speeds, the smallest stelli
that should survive catastrophic disruption in the past 4i€y 4 km in
diameter.

It will be difficult to accurately interpret Pluto’s crateg record until fu-
ture observations of outer Solar System small bodies dargitobe the

d = 10 — 100 km (H, = 9 — 14) impactor size range (connecting
thed ~ 1 — 10 km JFC size distribution (Solontoi et al., 2012) to the
d > 100 km size distribution of the KBO/scattering/plutino poptidas
from CFEPS (Gladman et al., 2012; Petit et al., 2011)) thatccdirectly
establish the linkage via the number distribution of therentr projectile
population. While there currently are thus fragments ofdhserved im-
pactor size distributions across the outer Solar Systenil frody popu-
lations, the entire diameter range is needed to make deérstatements
about crater retention ages on the surfaces of Pluto anditsisn

160



7.5 Some Predictions for the 2015 New Horizons
Observations of the Cratering Record in the
Pluto System

e Craters large enough to connect Pluto’s visible crateregprd O <
100 km) with the absolutely calibrated impactor size distribntfor d >
100 km impactors will not be present on Pluto’s post-instatiatierrains.
The question will be how to separate Pluto’s post-instalteterrains from
its pre-installation surfaces.

e A basin excess on pre-installation terrains due to the poesef a divot in
the impactor size distribution may possibly be visible oat®(or Charon),
similar to what has been observed on lapetus. The extensdgemce of
volatile ices on Pluto may very well cause Charon to have daradurface
than Pluto, in which case a basin excess could possibly anljidible on
Charon.

e The impactor size distribution should be easily discemiblPluto’s crater-
ing record via the shape of the production function in thez 1 — 100 km
range for craters larger than the saturation diameter {if.an

e Only the very steepest size distribution of Schlichtingle{2013) would
predict the cumulative crater density measured on Plutohard@h should
rise ~ 4.5 orders of magnitude from th& = 100 km craters to the
D = 10 km craters, implying rapid saturation of the surface, unlike
M12, knee, and divot size distribution models. Thus, we ekpeleast one
“fresh” D ~ 50 km crater to exist on Charon that most likely has an unsat-
urated floor and ejecta blanket, which has been formed ireste3|Gyr.

e If New Horizons finds satellites in the Pluto system smalhemt~ 4 km
in diameter, one could, in principle, use the slope of théecrproduction
function (for the few-km diameter range) on Pluto or Chamétermine
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whether an impactor size distribution witty,;,,, > 0.5 (down to sub-km
sizes) can be ruled out or that those satellites have capdstally disrupted
and reassembled in the past 4 Gyr.
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Chapter 8

Future Work

There are a number of logical extensions to the work predentehis thesis.

1. It would be valuable to recompute the NEOWISE biases usieg
Greenstreet et al. (2012a) NEO model rather than the biaseputed
from the Bottke et al. (2002) model and repeat the analyssemted in
Chapter 3. It is unclear how the detailed pointing stratefyhe NEO-
WISE spacecraft would affect the computation of the biasedetermine
whether a recomputation of the biases would improve the miagtween
the Greenstreet et al. (2012a) NEO model and the detecté&dlalement
distributions of the Aten-class NEOs from NEOWISE. Howevelbe rig-
orously consistent, the recomputation should be done. @ucéffort is
plausible (Mainzer, private communication 2013).

2. Further investigation into the mechanism which can casgeroids in main
belt mean-motion resonances to flip onto retrograde $0°) orbits would
help provide a more detailed understanding of the populaifcear-Earth
asteroids on retrograde orbits. Currently, the extent obioderstanding in-
cludes the importance of mean-motion resonances and thes Kespnance
located in those mean-motion resonances and the absenemefgry close
encounters during the mechanism. Detailed investigafitimophase space
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inside these resonances and more detailed analysis oflparin the nu-
merical integrations which evolve onto retrograde orbatslid help provide
a more detailed picture of the flipping physics.

. Estimating the intrinsic population of Earth co-orbstalsing detections
from the NEOWISE spacecratft is a future project that has lokscussed
with the NEOWISE team. This would utilize the method desadibh Chap-
ter €, based on Alexandersen et al. (2013), for determirhiegfrequency
and duration of temporary co-orbitals with Uranus and Neetu

. Subsequent to the New Horizons fly-through of the Plutdesysn July
2015, a re-examination of Pluto’s cratering record giveages of the sur-
face is anticipated using the conclusions presented int€hpThis would
include attempting to use the observed crater productioction to in-
fer, at least in part, the size distribution of the impactiuip-populations.
Though the observed crater production function is not ptedito con-
nect to the absolutely calibrated portion of the impactae sistribution,
model-dependent ages could be inferred for Pluto’s (andd@ts) surface.
Furthermore, the observed crater production function amoRlor Charon)
should imply whether or not the impactor size distributi@s la very steep
slope at intermediate diameters as the Schlichting et@L¥Pmodel would

imply.
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Appendix A

Appendix

A.1 Close Encounter Scheme of SWIFT-RMVS

As discussed in Section 3.2, the most challenging aspeairoencally integrat-
ing massless patrticles in the Solar System is accuratebviag close encounters
with the planets. To ensure accurate resolution of closeienters, the SWIFT-
RMVS integrator adaptively reduces the time step by up toctofeof 30 upon
detecting an upcoming encounter. To anticipate a planefage encounter, at
each time step the integrator performs a linear extrajmoiadf an object’s posi-
tion forward by a single base time step. If the linear exttajpon shows the object
will be within 3.5 Hill radii of a planet (where the gravitatial influence of the
planet becomes roughly comparable to that of the Sun), tegrator will reduce
the time step by a factor of 10 in order to then accuratelygrate the approach
(and then recession) from the planet. On this and future steps, if a linear
extrapolation of the object’s position shows it will be witla single Hill radii of
a planet, the integrator will reduce the time step by an aultht factor of three,
using a patched-conic hyperbolic orbit in the planetodemeference frame to
continue the particle integration since at this distandbiatdistance the particle’s
motion is better described as a planetocentric Keplerihit tran a heliocentric
one.
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The danger of using a base time step that is too large conresi@existence
(especially in the perihelion < 1.0 AU regime) of NEAs on highly eccentric,
highly inclined orbits that can encounter Venus and Merdimyparticular) at
speeds of up to 50 or 60 km/s. At this speed, an NEA can travél Venusian Hill
spheres$ 80 Mercurian Hill spheres) in a single 3.5 day time step (reduce
< 1 Venusian Hill spherex 4 Mercurian Hill spheres) in a 4 hour time step). The
linear extrapolation computed using the larger time stepi®rse approximation
than the curvature of the actual motion of the object tharettimpolation using
the smaller time step. This can result in the linear extrapah performed by the
integrator failing to predict an upcoming planetary closeainter (Dones et al.,
1999) and thus drop the NEA into the planetary Hill spheré&wout correctly time-
resolving the approach phase of the encounter. This care ¢thaSNEA'S post-
encounter orbit to be incorrectly computed by the integrasowill be described
below.

A.2 Convergence Tests for SWIFT-RMVS4

To test the potential break-down of the numerical integrdtaring the highest
speed planetary close encounters when too large a timesstispd, | performed a
set of numerical integrations designed to test the conneryef the integrator at
various time steps. The very highest speed planetary clusmuiaters for NEAs
occur with Mercury, although Mercury’s small size causewihave a smaller
affect on the post-encounter orbit of an NEA than Venus. Bsedhe goal is
test the scheme used by the integrator for detecting upappiametary close en-
counters for various base time steps, only Mercury was dexdun the numerical
integration tests. A set of 1,000 test particles were umifgrdistributed from
095 <a<10AU, 02 <¢g<0.25AU (0.75 < e < 0.8), and40° < i < 42°
with random argument of pericenters, longitude of ascendiodes, and mean
anomalies. Another set of 1,000 test particles were unifpdistributed using
the same: andgq distributions as above artd < i < 8° with random angles. The
set of particles with higlke-and highé were chosen to have high speed close en-

181



counters with Mercury, while the set with lowewere chosen to have inclinations
near that of Mercuryi(~ 7°) where close encounter probabilities are enhanced.
Each set of test particles were numerically integrated fdyt using five base
integration time steps: 2 hours, 4 hours, 8 hours, 16 howd,84 hours (3.5
days). The Greenstreet et al. (2012a) NEO orbital distobunodel integrations
used a base time step of 4 hours, while the Bottke et al. (2R&Z) model used
3.5 days (84 hours). This thus allows us to test the conversganthe 4 hour time
step used in the newer model. Particles were followed umsy thit a planet, hit
the Sun {4, < 0.005 AU), migrated out past 19 AU, or the integration ended.
Figure A.1 shows the, ¢ distribution for the test particle set with < i < 8°
at the end of the 1 Myr integrations for the five base integratime steps. The
spread in pericenter distances is due to secular osciigine caused by Mercury.
As can be seen in Figure A.1, some particles have close etexswaith Mercury,
which change their semimajor axes. The top four panels afirEigh.1 show
similar a, ¢ distributions for the 4 smaller time steps. As expected, @by
comparable number of particles are scattered to laweetween each of these
integrations as well as to higher Comparing the top 4 panels with the bottom
panel, which used a base integration time step of 84 houbsd@ys), however,
shows a greater number of particles scattered to lewierthe larger time step
integration. The same is true in Figure A.2, which shows #ie§test particles
with 40° < ¢ < 42°. Fewer particles are scattered to either lower or highier
Figure A.2 due to the decreased close encounter probalitityMercury at high-
1, but the same trend is visible. Figure A.3 shows the seminzgjis distribution
as a histogram for each of the test particle initial condiiets. For < 0.95 AU,
the 84 hour (3.5 day) time step shows an enhancement of lparcattered to
lower a compared to those for the four smaller time steps.

A.3 Discussion

The similarity in the test particle orbital distributions the end of the 1 Myr
integrations for the 2, 4, 8, and 16 hour base time steps gtontonvergence at
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integrations. The red box indicates the particle initialditions.
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set with40° < ¢ < 42° for five base integration time steps: 2 hours
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these small time step values. We thus believe the integratised to create the
Greenstreet et al. (2012a) NEO orbital distribution modslich used a base time
step of 4 hours, have reached convergence and would not biogfiutilizing

a smaller time step. The 84 hour (3.5 day) time step, howele&s not produce
the same particle evolution as the four smaller time stepsdidcussed above,
the failure of the predictive close encounter scheme in SWRMVS when too
large a time step is used can artificially drop an NEA into aetary Hill sphere
without having correctly resolved the trajectory of the NBA it fell into the
planet’s gravity well. In such a scenario, the integratouldsuddenly find a NEA
inside a planet’s Hill sphere, and reduce the integratime step by up to a factor
of 30 in order to accurately resolve the close encounter@asmtiegration moves
forward. However, computing the change in orbital speedfeiNEA as it climbs
out of the planet’s gravity well after failing to monitor tiecrease in speed of the
NEA as it fell into the planetary gravity well will cause th@egrator to compute
a post-encounter orbit for the NEA that has less heliocemtribital speed, and
thus less heliocentric orbital energy, than it should hawes results in the NEA
having a smaller post-encounter semimajor axis than itlshwave, since orbital
energy goes as -1/ This provides an explanation for the increase in NEAs with
smaller semimajor axes for the integrations using an 84 (&rday) base time
step. In this case, the integrator is failing to predict amastresolve upcoming
high speed planetary close encounters during the apprdedepresulting in the
inaccurate scattering of NEAs to small-

As discussed in Chapter 3, the Aten-class<(1.0 AU, @ > 0.983 AU) NEA
detections by the NEOWISE spacecraft have an orbital bigion that is more
enriched in highed, lowere and lower: objects than the Bottke et al. (2002) NEO
model predicts. This can be explained by the break down aftiegrator’s close
encounter prediction scheme for a too large time step asished above. The
a, q distributions shown in Figure A.1 and Figure A.2 show theardement of
low-a Atens for the 84 hour (3.5 day) time step at relatively lpwr high-e, but
it is not clear whether the smallerobjects for the large time step have a higher
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e distribution than the four smaller time steps. Figures Aud &.5 show the
a, 1 distributions for the two initial condition sets, and it iear the objects with
smallera for the 84 hour (3.5 day) time step have hightran for the four smaller
time steps. This is most obvious in Figure A.5.

In Chapter 3, we hypothesized that the too large time steg insthe previ-
ous model was responsible for incorrectly scattering Atensrbits with higher
eccentricities and inclinations than they should have. élex, the gravity well
scenario described above does not easily lend itself taexph artificial pump-
ing of e and: of a NEA. More plausible is an interpretation that incorrecatter-
ing to lowera would bepreferentiallyoccurring for objects with already high-
and/or hight, at times causing high; high< Apollos and Atens to be incorrectly
scattered to lowed; thus producing an enhancement of highiigh< Atens in
the Bottke et al. (2002) model. This interpretation bettetches Figure 3.1, in
which the extra power at largeand largee in the Bottke et al. (2002) model is
‘intruding from the right’, rather than coming from scattey of low-e¢ and low+
orbits witha < 1 AU already.

A.4 Recommendations

The above analysis makes it clear that the ‘missed encaimerblem can be
avoided by using a sufficiently small time step. However, bsodute require-
ment of ‘sufficiently small’ would require that the particlell move less than a
Hill sphere radius when the relative velocities are thosig@ad using the highest
eccentricities, inclinations, and relative semimajorsakiat are expected to arise
in the integration. With no other information, then the miéite bound would be
the parabolic orbit that is retrograde with respect to tlamet's motion. Under a
circular approximation, this encounter speed couldy2+ 1)v,, whereu, is the
circular orbital speed of the planet (about 48 km/s for Meycgiving a maximal
encounter speed of 116 km/s if a test particle were to somebagh a retrograde
near-parabolic orbit with heliocentricat Mercury). Given that Mercury’s Hill
sphere is 0.0015 AU~ 220, 000 km), during a 4 hour time step, the maximal en-
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Figure A.4: The semimajor axis, inclination distribution for the teatticle
set with40° < ¢ < 42° for five base integration time steps: 2 hours
(top left), 4 hours (top right), 8 hours (middle left), 16 meymiddle
right), and 84 hours (3.5 days, bottom left) at the end of thdyt
integrations.
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counter speed would have a particle travelling 1.67 milkam or about 7.6 Hill
sphere radii. In practice, relative speeds in bound orhotslevseldom exceed half
this, and so the 4 hour time step succeeds in travel by abbudiB.sphere radii.
Note that this analysis is somewhat over-cautious, as ilgthe non-linear por-
tion of the trajectory that matters for the encounter exdfapon for ‘missing’ an
upcoming encounter. Thus, the 4 hour time step used is |li&yeven for the
most extreme cases. The analysis does show, however, ghatzlilay time step
used in previous studies would certainly not be sufficienttfie highest-speed
NEA encounters with the inner planets.
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