
The effect of task difficulty on speech convergence 

by 

Jennifer Colleen Abel 

 

B.A., Queenôs University, 1999 

M.A., University of Calgary, 2003 

 

A THESIS SUBMITTED IN PARTIAL FULFILLMENT OF 

THE REQUIREMENTS FOR THE DEGREE OF 

 

DOCTOR OF PHILOSOPHY 

in 

THE FACULTY OF GRADUATE AND POSTDOCTORAL STUDIES 

(Linguistics) 

 

THE UNIVERSITY OF BRITISH COLUMBIA 

(Vancouver) 

 

June 2015 

 

© Jennifer Colleen Abel, 2015 



ii  

 

Abstract 

 Speech convergence is the tendency of talkers to become more similar to someone they 

are listening or talking to, whether that person is a conversational partner or merely a voice heard 

repeating words. The cause of this phenomenon is unknown: it may be related to a general link 

between perception and behaviour (Dijksterhuis & Bargh, 2001), a coupling between speech 

production and speech perception systems (Pickering & Garrod, 2013), or an effort to minimize 

social distance between interlocutors (Giles et al., 1991). How convergence is facilitated or 

inhibited by various factors (e.g., gender, dialect, level of attention) can help pinpoint the reasons 

behind it. One as-yet unexamined factor in this regard is cognitive workload, i.e., the information 

processing load a person experiences when performing a task. The harder the task, the greater the 

cognitive workload. This study examines the effect of different levels of task difficulty on speech 

convergence within dyads collaborating on a task. Dyad members had to build identical LEGO® 

constructions without being able to see each otherôs construction, and with each member having 

half of the instructions required to complete the construction. Three levels of task difficulty were 

created, with five dyads at each level (30 participants total). Listeners (n = 62) who heard pairs 

of utterances from each dyad judged convergence to be occurring in the Easy condition and to a 

lesser extent in the Medium condition, but not in the Hard condition. Acoustic similarity analyses 

of the same utterance pairs using amplitude envelopes and mel-frequency cepstral coefficients 

showed convergence on the part of some dyads but divergence on the part of others, with no 

clear effect of difficulty. Speech rate and pausing behaviour, both of which can demonstrate 

convergence (e.g., Pardo et al., 2013a) and be affected by workload (e.g., Lively et al., 1993; 

Khawaja, 2010), also showed both convergence and divergence, with difficulty possibly playing 

a role. The results suggest that difficulty affects speech convergence, but that it may do so 
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differently for different talkers. Factors such as whether talkers are giving or receiving 

instructions also seem to interact with difficulty in affecting convergence.  
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Chapter 1: Introduction  

1.1 The question at hand 

 As talkers, we often change how we speak based on who we are talking to or listening to, 

or based on the circumstances we are speaking in. For example, talking to someone who speaks 

more quickly than we do may cause us to increase our own speech rate, even if we do not intend 

to. We may return from a vacation abroad to friends asking us why we sound like someone from 

the place we have just visited. When we find ourselves trying to talk while doing a challenging 

or attention-diverting task, we may notice that our speech becomes higher-pitched and louder. 

So, if we are in a situation where we must talk and listen to someone while doing something 

difficult, will  we change how we talk based on our interlocutorôs speech, on how difficult our 

task is, on both, or on neither? 

 This dissertation explores the interaction of two factors which often cause talkersô speech 

behaviour to change, whether consciously or not: convergence, the tendency to become more 

similar to the people we talk and listen to, and task difficulty, the fact that talking while 

experiencing a cognitive workload can affect how we produce and perceive speech. In particular, 

it examines whether talkers working in a dyad on a difficult, dialogue-intensive task together 

display more or less speech similarity over the course of their conversation than do talkers with 

an easier task. Convergence is explored in several areas: how listeners rate the vocal similarity of 

dyads in a harder task over time versus their ratings of talkersô similarity in easier tasks; how 

global acoustic analysis techniques measure the dyadsô changing speech similarity in the 

different difficulty conditions; whether talkersô similarity in speech rates over time is affected by 

the difficulty of the task they are working on; and whether talkersô similarity over time in 

pausing behaviour changes due to the condition they are in. 
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 This chapter proceeds as follows: Section 1.2 explores the current state of speech 

convergence research. Section 1.3 examines the research on the effect of task difficulty on 

speech behaviour. Section 1.4 presents the kinds of questions regarding speech convergence and 

task difficulty which may be answered by this study. Section 1.5 describes the study used to 

explore the effect of task difficulty on speech convergence. Section 1.6 presents an outline of the 

dissertation. 

 

1.2 Convergence behaviour in speech 

 Speech convergence is a widespread phenomenon characterized by talkers becoming 

more similar to someone they are talking to, or even to someone they are only listening to. A 

range of speech and linguistic behaviours are susceptible to convergence, which has led to its 

study by researchers in a variety of disciplines. At the discourse level, talkers have often been 

found to converge in how quickly they speak (Street Jr., 1982; Putman & Street Jr., 1984; 

Levitan & Hirschberg, 2011; Pardo et al., 2013a). Other discourse features on which talkers 

converge are length of utterances and conversational turns (Putman & Street Jr., 1984; Bilous & 

Krauss, 1988); frequency and duration of pauses (Natale, 1975b; Bilous & Krauss, 1988); and 

how much talkers speak and laugh, use backchannels (verbal indications of understanding) and 

interrupt each other (Bilous & Krauss, 1988). Syntactically and lexically, talkers are often found 

to adopt the vocabulary, clause structure, and sentence structure of their interlocutor (see e.g., 

Levelt & Kelter, 1982; Garrod & Anderson, 1987; Garrod & Doherty, 1994; Branigan et al., 

2000; cf. Healey et al., 2014), and talkers working to complete a task together often come to use 

the same referring term to indicate an item (see e.g., Clark & Wilkes-Gibbs, 1986; Brennan & 
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Clark, 1996
1
). In the acoustic-phonetic domain, talkers converge on various quantifiable 

measures, including vocal intensity (i.e., loudness; Natale, 1975a); word or phrase duration (Abel 

et al., 2011); fundamental frequency (Babel & Bulatov, 2012; see also Gregory, 1990; Gregory et 

al., 1993; Gregory & Webster, 1996); local (Babel, 2010, 2012) and global (Kim, 2012; 

Lewandowski, 2012) spectral characteristics; and voice onset time in voiced and voiceless stops 

(Abrego-Collier et al., 2011; Nielsen, 2011; Shockley et al., 2004).  

 Speech convergence has been found to occur in both conversational and non-

conversational contexts. Conversational contexts are usually elicited either through interview-

style interactions (e.g., Natale, 1975a, b; Gregory, 1990; Gregory et al., 1993; Gregory & 

Webster, 1996), or task-based interactions, where two talkers must collaborate to accomplish 

some goal (e.g., Kim et al., 2011; Lewandowski, 2012; Pardo, 2006; Pardo et al., 2010, 2013a). 

The task-based interactions have typically used one of two tasks: a map task (Anderson et al, 

1991), where one talker must give instructions to the other as to how to trace a route on a map, or 

a ódiapixô task (Van Engen et al., 2010), where each talker in a dyad has a slightly different 

picture and they must collaborate to identify differences between the pictures. Talkers in these 

tasks cannot see each other, so all of their interaction is accomplished through speech. Non-

conversational contexts for studying convergence are typified by the auditory naming task 

(Goldinger, 1998; Namy et al., 2002; Nielsen, 2011; Babel, 2012; Babel & Bulatov, 2012; Kim, 

2012), in which talkers produce single words from a pre-set list before and after (either 

                                                 

1
 Note that because of the way these studies were structured ï i.e., one talker in the task was always directing the 

other ï the two talkers did not necessarily both produce the same words or phrases to refer to the items. In most 

cases, the director was the one producing the bulk of the speech. Nevertheless, the talkers had to come to an 

(implicit) agreement on what terms referred to which items, and if the director used a term that their partner had not 

agreed to, confusion often resulted. 
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immediately or after some period of time) hearing a recording of a model talker producing the 

same words. 

 Convergence is frequently assessed through perceptual judgment tasks, in which listeners 

judge whether a talkerôs productions sound more similar to those of the model they were 

listening to or the interlocutor they were speaking with after being exposed to the 

model/interlocutorôs productions than they did before exposure (see e.g., Babel & Bulatov, 2012; 

Goldinger, 1998; Kim, 2012; Kim et al., 2011; Namy et al., 2002; Pardo, 2006; Pardo et al., 

2010, 2013a; Shockley et al., 2004). As Pardo (2013, p. 2) states, ñ[p]erceptual assessment of 

phonetic convergence provides a measure that reflects global similarity across 

multidimensional aspects of acoustic-phonetic attributes simultaneouslyò. Some recent studies, 

such as Babel and Bulatov (2012) and Pardo et al. (2010, 2013a), have broadened their 

explorations of convergence by using both perceptual measures and acoustic-phonetic measures 

to assess talkersô changes in similarity over time. This presents a fuller picture of whatever 

convergence may be occurring, as changes which may be measurable acoustically may not be 

important ï or even available ï to perceivers (Pardo, 2013; Pardo et al., 2013b), but may 

nevertheless be both reliable and acoustically interesting. Researchers such as Kim (2012) and 

Lewandowski (2012) have begun to use global acoustic similarity measures in place of specific 

acoustic measures, which allow for a more holistic acoustic analysis than does ópicking and 

choosingô particular acoustic characteristics to examine, and is thus more comparable to a 

perceptual judgment task. Nevertheless, the perceptual judgment task is still the ógold standardô 

for assessment of speech convergence, as human listeners perceive and interpret speech as 

speech, something which is still largely beyond the reach of similarity algorithms. 
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1.2.1 Proposed causes of speech convergence 

 Speech convergence has been attributed variously to three causes: a general link between 

perception and behaviour leading to a tendency towards mimicry; a particularly close coupling 

between speech production and speech perception; and a desire to accommodate oneôs 

communicative behaviour to that of others. Each one posits a somewhat different mechanism of 

speech convergence, each of which could interact differently with the causes of cognitive 

workload due to task difficulty. These causes will be explored in turn in the sections below. 

 

1.2.1.1 A general link between perception and behaviour 

 There is some evidence to suggest that humans are born with a tendency to mimic 

others
2
. Within a month of birth, for example, infants have been found to match the facial 

expressions of an experimenter (Meltzoff & Moore, 1977; cf. Anisfield, 1996, and Jones, 2009). 

Speech also exhibits this early tendency towards mimicry: between 12 and 20 weeks of age, 

babies listening to adult vowel productions have been found to produce vocalizations which both 

resemble the vowels they hear (Kuhl & Meltzoff, 1996) and which mimic the prosodic contours 

and utterance durations of the vowel productions (Kuhl & Meltzoff, 1982). Similar, apparently 

unconscious matching of anotherôs behaviour between adults has been found in a wide range of 

areas, including speech (as detailed above), posture and movement (e.g., Chartrand & Bargh, 

                                                 

2
 óMimicryô and óimitationô are not necessarily the best terms for the speech phenomenon under investigation, as 

their lay uses often imply purposeful activity. Some researchers (e.g., Chartrand & van Baaren, 2009) make a 

distinction between the two, with mimicry being unconscious and imitation being conscious; others, however (e.g., 

Babel, 2012), will refer to certain speech phenomena as óspontaneous phonetic imitationô, with an understanding 

that this is unconscious. As mimicry and imitation are both widely used terms in the literature, they may 

occasionally come up in this dissertation; as much as possible, however, óconvergenceô will be used instead. 
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1999; Richardson et al., 2007), and emotional affect (e.g., Zajonc et al., 1982; Bargh et al., 

1996). 

 Spontaneous mimicry has been attributed by John A. Bargh and colleagues to a link 

between perception and behaviour. The core of this approach is that ñthe influence of perception 

on behavioral tendencies is automatic, in that it is passive, unintentional, and nonconsciousò 

(Bargh et al., 1996, p. 233); that is, ñ[p]erceptual inputs are translated automatically into 

behavioral outputsò (Dijksterhuis & Bargh, 2001, p. 1). This link is thought to result from a 

mental overlap between the perceptual and behavioural representations for a particular action, 

which causes the motor representation of the action to be activated when it is observed in 

another. Dijksterhuis and Bargh (2001) suggest that from an evolutionary standpoint, this is a 

very old link, and is thus one that can be moderated by newer cognitive systems. 

 There are a number of possible advantages to such a perception-behaviour link. Socially, 

mimicking and being mimicked has been found to lead to liking and being liked, to be a way to 

demonstrate social affiliation, and to create and enhance empathy (e.g., Chartrand & van Baaren, 

2009; see also the discussion in section 1.2.1.3 below). Developmentally, mimicry has long been 

thought to be one of the key tools children use to acquire skills (see e.g., Piaget, 1951/1999), 

including the sounds, words, and prosodic features of their language (Kuhl & Meltzoff, 1996). 

Meltzoff and Moore (1994, p. 83) suggest that for a child, ñ[i]mitation is to understanding people 

as physical manipulation is to understanding thingsò. It is possible to inhibit this activation if 

there are disincentives to mimicry (e.g., putting oneself in danger or discomfort), or if current 

operating goals require behaviour that is in conflict with that suggested by the perceptual input 

(Dijksterhuis & Bargh, 2001). We do not imitate every action we observe, but perception is 

nonetheless sufficient to create action ï and often does. 
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1.2.1.2 A coupling between speech production and speech perception  

Dialogue is not an easy task. Talkers wishing to interact with one or more interlocutors 

not only have to formulate a message ï including semantic, syntactic, and phonetic content ï and 

produce that message, but also have to interpret incoming messages, formulate and produce 

further messages in response, and so on. Automating these tasks, at least to some degree, would 

make dialogue easier. One way to do so may be to couple speech comprehension and speech 

production through mechanisms akin to the production-behaviour link discussed above. The 

series of models proposed by Martin J. Pickering and Simon Garrod (Pickering & Garrod, 2004a, 

b; Garrod & Pickering, 2009; Pickering & Garrod, 2013) have been at the forefront in this area. 

Pickering and Garrod acknowledge (e.g., 2004a, p. 177) that there is a great deal of similarity 

between the automaticity in their models and the automaticity of the perception-behaviour link 

proposed by Bargh and colleagues. One key difference seems to be that the automatic speech 

production-perception link is in support of an intentional joint action: i.e., in dialogue, 

ñinterlocutors have the goal of communicating and realize that their partners also have this goalò 

(Garrod & Pickering, 2009, p. 295). Other non-speech automatically imitated behaviours seem to 

be unintentional or incidental: for example, the people who converged in their chair-rocking 

patterns in Richardson et al. (2007) had no intention of imitating the otherôs movements, but it 

happened nonetheless. 

Pickering and Garrod (2004a, b) developed the óinteractive alignmentô model, which 

proposed that dialogue is a joint action between talkers which is greatly facilitated by a tight 

coupling between language production and language comprehension. In this model, coupling is 

achieved by having channels of óalignmentô leading to talkers automatically having the same 
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representation on multiple linguistic levels. Alignment does not happen all at once; rather, the 

alignment of lower linguistic levels ï articulatory, lexical, syntactic ï leads to alignment at 

higher levels: in particular, to alignment of talkersô situation models, which are their ñmulti-

dimensional representation[s] of the situation under discussionò (Pickering & Garrod, 2004a, p. 

172). Alignment is accomplished through priming: ñencountering an utterance that activates a 

particular representation makes it more likely that the person will subsequently produce an 

utterance that uses that representationò (Pickering & Garrod, 2004a, p. 173). As in Bargh and 

colleaguesô proposals, it is possible for alignment to be inhibited when it conflicts with a talkerôs 

current goals (Pickering & Garrod, 2004b; Garrod & Pickering, 2004): for example, high-level 

goals such as correcting an interlocutorôs misunderstanding may override a talkerôs low-level 

alignment to that interlocutorôs previous productions (Pickering & Garrod, 2004b), likely 

because they are paying more attention to the high-level meaning of their interlocutorôs speech 

than to the low-level phonetic qualities (Garrod & Pickering, 2004). However, it is expected that 

such inhibition will be more difficult for a talker than simply aligning. 

Garrod and Pickering (2009) introduce the idea that the reason for alignment is to allow a 

talker to predict their interlocutorôs actions; this is further developed in Pickering and Garrod 

(2013), where speech production and comprehension is taken to be a particular case of action and 

action perception. In this approach, ñpeople compute action representations during perception 

and perception representations during action to aid prediction of what they are about to perceive 

or do, in a way that allows them to óget ahead of the gameôò (Pickering & Garrod, 2013, p. 332, 

italics original). This is accomplished within a forward action model, in which an action 

command generates a copy of itself, called an óefference copyô, to be used in predicting the 

perception of the outcome of the command. The predicted percept is compared to the percept 
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generated by the action, and the result is fed back into the system to determine if changes need to 

be made to successfully carry out the next action (see Hickok et al., 2011, for a similar model 

focusing on speech production). Crucially, a listenerôs forward action model can generate the 

same kind of prediction of a talkerôs action, which can then be used to predict the talkerôs actions 

and assist the listener in determining how to respond. For Pickering and Garrod (2013, p. 337), 

imitation is an integral part of dialogue: they propose ñthat listeners predict speakersô upcoming 

utterances by covertly imitating what they have uttered so far, deriving their underlying message, 

generating efference copies, and comparing those copies with the actual utterances when they 

occurò. 

    

1.2.1.3 An accommodation of oneôs communicative behaviour to that of others 

 Communication Accommodation Theory (CAT) was introduced by social psychologist 

Howard Giles and colleagues in the early 1970s, and has continued to evolve to this day. Unlike 

the approaches discussed above, CAT takes speech convergence to be a non-automatic behaviour 

used by a talker to decrease the social distance between him/herself and an interlocutor (see e.g., 

Giles, 1973; Giles et al., 1973; Giles & Coupland, 1991; Giles et al., 1991; Giles & Ogay, 2007). 

Importantly, convergence is not the only option under the accommodation viewpoint: a talker 

could instead choose to diverge from an interlocutor in order to increase the social distance 

between them (e.g., Bourhis & Giles, 1977), or to keep his/her speech behaviour the same. 

Convergence can be either full or partial: i.e., a talker can choose to exactly
3
 match an 

                                                 

3
 While this is possible in some areas of speech ï for example, in speech rate, where a talker with an average rate of 

two words per second can conceivably speed up to exactly match an interlocutorôs rate of three words per second ï 

it is more difficult, and perhaps even impossible, in other areas, such as precisely matching an interlocutorôs vowel 

formants. 
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interlocutorôs speech characteristics, or to move closer to the interlocutorôs speech characteristics 

without an exact match (Giles et al., 1991). As well, both convergence and divergence can be 

classified as óupwardô or ódownwardô, depending on the social relations between the 

interlocutors: for example, a lower-status talker can upwardly converge to an interlocutor with 

higher social status by adopting more prestige forms, while a higher-status talker using even 

more high-prestige forms with an interlocutor of lower social status would exemplify upward 

divergence (Giles et al., 1991; Giles & Ogay, 2007). 

 From the discussion above, it can be seen that the social function of convergence is the 

main focus of CAT. When the choice is made to converge, it is usually taken to be driven by a 

desire to gain the interlocutorôs approval (Giles et al., 1991; Giles & Ogay, 2007). Experimental 

results support this proposal: for example, talkers who converge to an interviewerôs speech 

characteristics are rated more positively by those interviewers (e.g., Putman & Street Jr., 1984) 

and by listeners who hear the interviews (Street Jr., 1982). Convergence may also improve 

communication effectiveness (Giles et al., 1991; Giles & Ogay, 2007): the increasing similarity 

between interlocutorsô speech patterns can lead both to increased intelligibility (e.g., Triandis, 

1960; Giles & Coupland, 1991) and to increased cognitive organization, by allowing 

interlocutors ñto organize events into meaningful social categories, thereby allowing the complex 

social situation to be reduced to manageable proportionsò (Thakerar et al., 1982, p. 239). 

  

1.2.2 Factors affecting convergence 

Speech convergence appears to be a fairly robust and widespread phenomenon, but is 

nonetheless susceptible to modulation by a range of linguistic, individual personality, social, and 

task-related factors. Linguistic factors affecting whether talkers become more similar to a model 
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talker or an interlocutor include whether the words being used in an auditory naming task are 

high- or low-frequency (Goldinger, 1998), and how different the interlocutorsô dialects of 

English are (e.g., partners who speak the same dialect vs. partners who speak different dialects or 

have different native languages; Kim et al. 2011). Individual personality factors affecting 

convergence include the emotional reactivity of a talker (Black, 2012), the tendency of a talker to 

engage in socially desirable behaviours (Natale, 1975a, b), and the level of phonetic talent a 

talker displays ï that is, how capable a talker is of making the sounds of languages other than 

their native language (Lewandowski, 2012). Social factors impacting speech similarity include 

attitudes induced towards the model talker (Abrego-Collier et al., 2011; Babel, 2010, 2012) and 

social status (Gregory et al., 1993; see also Gregory & Webster, 1996). Task-related factors 

influencing talkersô similarity over time include whether a partner in a dyadic interaction task is 

giving or receiving instructions (Pardo, 2006; Pardo et al. 2010, 2013a), and whether a 

participant in an auditory naming task is only listening to the model talker or is doing another 

task at the same time (Abel et al., 2011). Some factors affecting convergence seem to fall into 

more than one of these categories. For example, while the gender of a talker is an individual 

factor, as is the gender of a model talker or interlocutor, the interaction between the genders is at 

least partially a social construct. The gender of both the talker and the model talker/interlocutor 

they are listening to or interacting with has been found to affect whether talkers will become 

more vocally similar to the model/interlocutor (see Bilous & Krauss, 1988; Namy et al., 2002; 

Black, 2012). 

Task difficulty, by its very nature, is strongly related to the nature of the task a talker is 

engaging in, and also related to individual personality characteristics; however, it has not yet 

been fully explored in relation to speech convergence. Task difficulty is linked to cognitive 
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workload, which is ñthe information processing load placed on [a] human operator while 

performing a particular taskò (Lively et al., 1993, p. 2962): the more difficult a task, the greater 

the cognitive workload. Difficult tasks can also lead to psychological stress, which is different 

from (but often confounded with) cognitive workload; this dissertation focuses on cognitive 

workload rather than stress. Task difficulty has been shown to have a number of effects on both 

speech production and speech perception, although it has generally been assessed in individual 

speech behaviour rather than in speech in dialogue. To a limited extent, Abel et al. (2011) found 

an effect of dividing attention ï which often increases cognitive load ï on whether and how 

much talkers converged to a model talkerôs word duration; however, this study focused more on 

how attention was being diverted (e.g., through picture drawing versus doing math equations) 

rather than on how difficult the additional task was (e.g., for many participants, a math task 

would be harder than a picture-drawing task). As well, a talkerôs role in a dyadic interaction task 

ï i.e., whether they are giving instructions to a partner or receiving instructions from their partner 

ï seems to affect whether and to what extent they become more similar to their partner (Pardo, 

2006; Pardo et al. 2010, 2013a); this may have some relation to giving instructions being more 

difficult than receiving them (see e.g., Bortfeld et al., 2001; Pardo et al., 2013a), but that relation 

between difficulty and convergence has not been fully explored. Thus, whether task difficulty 

has an effect on convergence largely remains an open question, and one whose answer could 

potentially enhance our understanding of convergence. In the next section, the effects of task 

difficulty on speech production and perception are examined, before turning to the potential 

interaction of task difficulty and speech convergence. 
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1.3 Task difficulty  and speech behaviour 

 The increased cognitive workload resulting from engaging in more difficult tasks has 

been found to affect both speech production and speech perception on a variety of levels. Just as 

there are multiple hypothesized causes of speech convergence, there are numerous proposed 

reasons for these effects, ranging from the physiological to the psychological to the social. 

 

1.3.1 Speech production under cognitive workload 

 Several studies have examined how increased cognitive workload affects various acoustic 

measures in speech production, often for the purposes of detecting and alleviating adverse levels 

of workload in high-pressure work environments (e.g., aviation, emergency response 

management; see Brenner et al., 1994; Griffin & Williams, 1987; Khawaja, 2010; Huttunen et 

al., 2011). Subjects in these studies are typically engaged in some type of dual-task situation, 

where they are asked to do two things at the same time, one of which involves speech. For 

example, subjects may be asked to say words or phrases while performing a task which increases 

in difficulty, such as a manual (Brenner et al., 1994) or visual (Lively et al., 1993) tracking task, 

a problem-solving task (Tolkmitt & Scherer, 1986), or an aircraft simulator task (Griffin & 

Williams, 1987; Huttunen et al., 2011). They could also be asked to silently monitor numbers 

presented over headphones while reading text passages aloud (Khawaja, 2010). Other types of 

difficult speech tasks, which are not necessarily used in dual-task scenarios, include tongue 

twisters and reciting the alphabet backwards (Mendoza & Carballo, 1998).  

Increased workload has been fairly consistently associated with speech rate changes ï in 

particular, with decreased duration of words (Griffin & Williams, 1987), syllables (often equated 

with speaking rate: Brenner et al., 1994; Scherer et al., 2002) and utterances (Lively et al., 1993). 
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The spectral characteristics of speech also seem to be reasonably susceptible to workload-

induced changes. Increased amplitude or intensity of speech is quite consistently reported in 

higher-workload conditions (Griffin & Williams, 1987; Lively et al., 1993; Brenner et al., 1994;  

Huttunen et al., 2011). Some studies have found a consistently higher mean fundamental 

frequency for speakers in higher cognitive workload conditions (Griffin & Williams, 1987; 

Mendoza & Carballo, 1998; Scherer et al., 2002; Huttunen et al., 2011), but others have not 

(Hecker et al., 1968; Tolkmitt & Scherer, 1986; Lively et al., 1993). Other spectral 

characteristics have also been found to be inconsistently affected by workload: for example, 

Mendoza and Carballo (1998) found decreases in vocal jitter (variability in cycle duration 

between cycles) and shimmer (variability in speech amplitude between cycles), but Brenner et al. 

(1994) did not. Lively et al. (1993) note that among their small subject sample, not all subjects 

displayed the same changes, while Tolkmitt and Scherer (1986) found differences among their 

subjects based on their gender and their style of coping with anxiety. These results suggest that 

individuals may adapt idiosyncratically to higher workloads; indeed, Hecker et al. (1968) noted 

that while task-induced vocal changes varied between talkers, they were quite consistent within 

talkers. Nevertheless, some effects are more common than others, e.g., speech rate increases. 

Khawaja (2010) and Khawaja et al. (2008, 2012) have examined the effects of cognitive 

workload on speech production in collaborative tasks, in addition to speech production by 

individuals. The collaborative environments were laboratory simulations of a bushfire 

management task, where levels of cognitive workload were set through a tabletop task, and 

actual bushfire management training scenarios, where levels of cognitive workload changed 

randomly from low (little urgency, processes running smoothly) to escalating to high (urgency 

and high resource coordination demands) through the course of the scenario (Khawaja et al., 
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2012, p. 522). In the real-life scenario, at what times the bushfire management professionals 

experienced each level of workload was indicated post hoc in transcripts of their conversations. 

Focusing primarily on lexical and grammatical characteristics of speech, it was found that in 

both situations, talkers in high-workload circumstances used longer sentences compared to those 

in low-workload circumstances; fewer positive emotion words and more negative emotion 

words; more words describing mental states (e.g., óbelieveô, óthinkô) and perceptions (e.g., óseeô, 

óhearô); more words expressing disagreement and fewer expressing agreement; and more plural 

pronouns than singular ones. In addition, individual speakers were examined for differences in 

silent and filled (e.g., óumô and óuhô) pausing behaviour in a dual-task condition, and were found 

to pause more in higher workload conditions than in lower workload ones. 

 

1.3.2 Speech perception under cognitive workload 

Turning now to speech perception in situations of cognitive workload, research in this 

area has looked at the effects of workload on speech not as a symptom of individualsô reactions 

to task difficulty, but as a factor that can alter or impair individualsô interpretation of incoming 

speech as a result of increased demands on attention and working memory resources (Mattys et 

al., 2012). Using various dual-task conditions (e.g., adding a visual search task, a reaction-time 

task, or an arithmetic task), additional workload has broadly been found to affect which cues 

listeners can and do use in processing the speech stream. In the studies conducted by Sven 

Mattys and colleagues, cognitive load appears to generally impair the perception of acoustic 

cues, meaning listeners rely more on lexical information and probabilities when segmenting the 

speech signal (Mattys et al., 2009), discriminating phonemes (Mattys et al., 2014), and 

classifying ambiguous stop consonants (Mattys & Wiget, 2011), even when that information is 
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contrary to the acoustic information in the signal. In the Mattys et al. (2005) hierarchical 

approach to speech segmentation, lexical-semantic information is more heavily weighted than 

acoustic information; thus, in their studies, it is the strongest cue that is relied on in conditions of 

cognitive load. However, when lexical information is not available, workload counterintuitively 

appears to cause listeners to rely more on weaker acoustic cues than on strong ones: for example, 

Gordon et al. (1993) found that listeners in a dual-task condition relied more on f0 onset 

frequency than voice onset time when identifying stop consonants, and more on vowel length 

than on formant patterns when identifying vowels. Workload also appears to change listenersô 

perceptions of vowel length, which impairs their word identification abilities when full lexical 

information is not available (Casini et al., 2009). As well, studies on artificial languages have 

found that increased cognitive workload reduces listenersô ability to use transitional probabilities 

to segment the speech stream (Toro et al., 2005; Fernandes et al., 2010), although they can 

sometimes compensate by using coarticulatory cues instead (Fernandes et al., 2010). 

 

1.3.3 Proposed causes of workload-based effects on speech behaviour 

The reasons posited for workload-induced changes in speech behaviour are varied. In 

terms of non-lexical speech production changes, one school of thought is that the vocal changes 

are related to physiological changes ï e.g., increased heart rate, increased respiration, increased 

tension in the vocal muscles ï resulting from psychological stress due to increased cognitive 

workload (Tolkmitt & Scherer, 1986; Brenner et al., 1994; Mendoza & Carballo, 1998; Huttunen 

et al., 2011). Lively et al. (1993), on the other hand, suggest that talkers engage in what 

Lindblom (1990) describes as óhyperspeechô, in which adjustments are made to the speech 

system which maximize speech intelligibility and discriminability, in order to better function in 
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high cognitive workload conditions. Moving to higher-level speech concerns, Khawaja (2010) 

and Khawaja et al. (2008) propose that the increased pause rates in the individual dual-task 

condition allow talkers to ñregulate the pace of the information flow such that [they are] able to 

manage their cognitive loadò (Khawaja, 2010, p. 74). Khawaja (2010) and Khawaja et al. (2012) 

suggest that the lexical and grammatical changes observed in the collaborative tasks resulted 

from talkers actively trying to manage and share the high-cognitive-load tasks they are engaged 

in among all team members: for example, the increased use of plural pronouns ñsupport the 

notion that people actually collaborate and coordinate tasks more with each other during highly 

complex real-world tasksò (Khawaja et al., 2012, p. 526). Thus, speech production under 

workload could change due to a variety of factors. 

In speech perception, the changes in cue use in dual-task settings have primarily been 

attributed to changes in the availability of attentional and working memory resources due to the 

increased workload (Gordon et al., 1993; Casini et al., 2009; Mattys & Wiget, 2011; Mattys et 

al., 2009, 2012, 2014). The suggestion by Mattys and colleagues (Mattys et al., 2009, 2014; 

Mattys & Wiget, 2011) is that in high-load conditions, listeners are not able to use acoustic cues 

to segment speech or identify sounds, so must rely on higher-order information ï in particular, 

lexical-semantic information ï to interpret the incoming signal. What causes the inability to use 

the acoustic cues in a dual-task scenario has not been precisely identified. Mattys et al. (2014) 

suggest that it could be caused by the length of time a listenerôs attention is diverted from the 

speech signal by the other task; thus, if a listener can return their attention to the speech signal 

fairly quickly, they may be able to use acoustic cues. Alternately, they suggest that if attention is 

a regulator of the signal-to-noise ratio, as proposed by Gordon et al. (1993), then diversion of 

attention could reduce the depth or complexity of acoustic processing by giving more weight to 
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weak cues. Finally, following Casini et al.ôs (2009) findings that a high-load condition affects 

listenersô perception of vowel length, Mattys et al. (2014) suggest the diversion of attention 

could affect the perceptual sampling rate of the speech signal by disrupting the intake of the 

signal, and that this effect on the perceived timing of sounds will affect listenersô identifications 

of those sounds. 

 

1.4 Does task difficulty affect speech convergence? 

As discussed above, whether speech convergence is affected by cognitive workload due 

to task difficulty is an open question. There are several possible ways these factors could interact 

to affect speech behaviour, each of which would have different explanations depending on oneôs 

theoretical approach to convergence and task difficulty, and each of which may have different 

implications for the theoretical approaches. In addition, exploring how convergence is affected 

by task difficulty could have a methodological impact on how future task-based convergence 

studies are designed. 

  

1.4.1 Potential interactions of speech convergence and task difficulty, and possible 

theoretical explanations 

 As seen in sections 1.2 and 1.3, there are several models which attempt to explain why 

the changes caused by speech convergence and cognitive workload occur. Given that 

convergence and workload have been found to affect some of the same areas of speech ï for 

example, talkersô speech rate and spectral characteristics ï examining the interaction of 

convergence- and workload-induced effects could further help to enhance our understanding of 

the causes of these effects. As well, by indicating which models of convergence and workload 
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are compatible with each other, such an exploration may help us refine our models of speech as a 

whole. In addition, such a study may shed light on which models of convergence are more or less 

useful for predicting how talkersô behaviour will change when conditions are not as controlled as 

in the laboratory ï for example, when talkers must deal with higher workload than is found in the 

typical auditory naming task scenario. It is also likely that these two factors will not interact in 

isolation: for example, talkersô cognitive processing styles and/or personal traits  ï e.g., openness 

to new experiences, conscientiousness (John et al., 1991, 2008; Benet-Martinez & John, 1998) ï 

will quite likely affect how they deal with workload and whether they become more similar to an 

interlocutor. With these possibilities in mind, four scenarios are presented below: task difficulty 

leading to reduced convergence, task difficulty leading to increased convergence, task difficulty 

having mixed effects on convergence, and task difficulty not having an effect on convergence. 

 

1.4.1.1 Task difficulty leads to reduced speech convergence 

 It is perhaps easier initially to imagine the situation in which more difficult tasks lead to 

talkers becoming less similar to each other over time, whether globally or on specific measures 

of similarity. In terms of the more automatic approaches to convergence ï the perception-

behaviour link and the speech production-perception coupling ï this could be evidence of 

additional cognitive workload reallocating attentional resources, as seen in the effects of 

workload on speech perception (Casini et al., 2009; Mattys & Wiget, 2011; Mattys et al., 2009, 

2014). This could lead, for example, to global damping of the perception-behaviour link, in the 

approach favoured by Bargh and colleagues, if ñpassive effects of perception are dominated by 

currently operating goalsò (Dijksterhuis & Bargh, 2001, 29). In this approach, such a damping  

can occur because the perception-behaviour link is an older cognitive system than the systems 
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being recruited by the current operating goals; the newer systems can override the older system 

when the need arises. Alternatively, if workload leads to only certain elements of the speech 

stream being processed, as in Mattys and colleaguesô proposals, then only those elements of the 

stream which are perceived will be available to be imitated; this could lead to, for example, 

talkers not becoming more acoustically or phonetically  similar over time, but still showing 

convergence in other areas. Similarly, in the early Pickering and Garrod models, difficulty-

induced resource reallocation could lead to a non-alignment of the representational channels due 

to current cognitive needs. If, for example, talkers reduce the amount of attention they are paying 

to their interlocutorôs speech in order to focus on a difficult task, alignment will not occur, as it 

requires talkers to be paying attention to the speech stream (Pickering & Garrod, 2004a, b; 

Garrod & Pickering, 2004). In the newer approach (Pickering & Garrod, 2013), increased 

workload could lead to a failure to generate the appropriate forward models to allow for 

prediction of an interlocutorôs speech actions. Alternatively, it may be the case that alignment or 

imitation is still occurring at some level, but that the effects of attentional resource allocation 

have changed the level at which it is occurring. For example, if acoustic information is less 

available when processing the speech stream due to workload, and lexical knowledge then 

becomes the primary processing mechanism (Mattys & Wiget, 2011; Mattys et al., 2009, 2014), 

we might expect to find reduced acoustic-phonetic alignment in high workload conditions.  

 In terms of Gilesô Communication Accommodation Theory (CAT), additional workload 

could lead to stress or anxiety (see e.g., Gudykunst, 1995; Giles & Ogay, 2007), leading to a lack 

of social synchrony between talkers and a failure to converge. Alternatively, if the stress or 

workload is seen (rightly or not) as emanating from the other talker, a talker could choose to 
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maintain individual speech patterns or to diverge from the other talker to express their social 

displeasure.  

 As well, in all approaches, if talkersô different physical and/or emotional responses to the 

stress of increased workload result in different changes in speech behaviour, as suggested by the 

diverse findings on fundamental frequency changes discussed in section 1.3.1, evidence of 

convergence may be suppressed; for example, if a talker is converging towards to a partnerôs 

lower f0 but her own f0 is increasing due to task difficulty, she may appear to be diverging. 

 

1.4.1.2 Task difficulty leads to greater speech convergence 

More difficult  tasks leading to talkers becoming more similar to each other, whether 

globally or in specific domains of speech, is perhaps a more counter-intuitive outcome than 

difficulty leading to less convergence. Nevertheless, it is an outcome which could be explained 

within the existing models of convergence and workload.  

From the convergence viewpoint, such an explanation might be easiest in a 

Communication Accommodation approach, where increased workload in a collaborative 

situation could ï and perhaps should ï lead to talkers becoming more similar, either through a 

desire to communicate more effectively (Thakerar et al., 1982; Giles & Coupland, 1991; Giles & 

Ogay, 2007) and/or, as suggested by the findings of Khawaja and colleagues (Khawaja, 2010; 

Khawaja et al., 2012), to share the increased task load among the interlocutors, which could be 

better accomplished if the social distance between them is decreased. In this case, talkers would 

use increasing similarity as a strategy for overcoming the difficulty of the task. From a Pickering 

and Garrod viewpoint, increased workload could be a motivation to increase alignment or the 

accuracy of forward modeling, which would then increase the effectiveness of the joint action. In 
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a perception-behaviour link approach, increased workload could perhaps suppress the factors 

which might inhibit mimicry. 

From a workload viewpoint, if talkers do tend to display the same kinds of speech 

behavioural changes due to increased task difficulty, whether for physiological or psycho-social 

reasons ï e.g., increasing speech rate (Griffin & Williams, 1987; Lively et al., 1993; Brenner et 

al., 1994; Scherer et al., 2002) or fundamental frequency (Griffin & Williams, 1987; Mendoza & 

Carballo, 1998; Scherer et al., 2002; Huttunen et al., 2011) ï then what appears to be 

óconvergenceô may fall out naturally as a result of these changes. The same type of effect may be 

found if talkers engage in hyperspeech (Lindblom, 1990) in high-workload conditions, as per 

Lively et al.ôs (1993) suggestion: if they use similar techniques to maximize intelligibility, their 

similarity should naturally increase over time. In a case like this, it may be difficult to tell which 

changes are a result of convergence and which ones are a result of increased workload. However, 

if talkers display different behavioural changes due to workload, as suggested by Hecker et al. 

(1968) and Lively et al. (1993), and the talkers become more similar over time despite their 

different reactions to workload, then the changes over time would likely be due to convergence 

rather than workload. 

 

1.4.1.3 Task difficulty shows mixed effects on speech convergence 

 As suggested in section 1.4.1.1, it may be the case that increased cognitive workload will 

cause talkers to converge more on certain elements of speech and less on others. Thus, for 

example, if workload affects speech perception by reducing listenersô ability to process acoustic 

information, leading them to rely on lexical-semantic information to interpret the speech stream 
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(Mattys et al., 2009, 2014; Mattys & Wiget, 2011), then we would expect to see increased 

similarity over time in the lexical area but reduced similarity in acoustic-phonetic areas. 

 

1.4.1.4 Task difficulty shows no effect on speech convergence 

 A final possibility is that task difficulty will  not be found to have any reliable or 

consistent effect on whether talkers become more similar to each other over the course of their 

interaction. This could be the result if speech convergence is a sufficiently robust behaviour that 

it is not disrupted by increased cognitive workload: for example, if the perception-behaviour link 

or the production-perception coupling is not affected by attentional resource allocation, or if the 

desire to reduce social distance is sufficiently strong that convergence will occur even under 

adverse conditions. This could also be the case if other factors have a greater impact on talkersô 

convergence behaviour than does task difficulty. As discussed in section 1.2.2, there are multiple 

individual personality, social, task-related, and linguistic factors that have been found to affect 

convergence, and there are likely others that have not yet been identified. Any of these factors 

could very well have a more significant effect on whether talkers become more similar over time 

than cognitive workload does. 

 

1.4.2 Methodological implications of task difficulty for studying speech convergence 

 By many lay standards, most of the convergence studies discussed in section 1.2 would 

be categorized as involving ósimpleô tasks, even when being undertaken in an unfamiliar 

laboratory setting: e.g., saying words, listening to someone else say them, and saying them again. 

In the case of Abel et al. (2011), while the additional tasks in which subjects engaged could be 

somewhat challenging (e.g., solving math equations), the essential convergence-eliciting task 
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was a basic auditory naming task. However, in the case of the dyadic interaction studies, the 

tasks which participants are engaging in while conversing ï describing and replicating a route on 

a map, identifying differences between two pictures ï are not necessarily óeasyô ones.  

 Methodologically, the growing trend towards using more natural speech materials to 

analyze speech convergence specifically and speech behaviours more generally (Kim et al., 

2011; Lewandowski, 2012; Pardo, 2006; Pardo et al., 2010, 2013a; Van Engen et al., 2010; inter 

alia) is one which will ideally lead to more ecological validity in this research than 

decontextualized work alone. However, it is also an approach which can introduce more sources 

of variation ï and thus potential confounds ï than decontextualized work. The greater the 

understanding of what these sources are, the more they can be taken into account when designing 

studies and interpreting findings.  

 For example, the dyadic interaction tasks used in previous conversational acoustic-

phonetic convergence studies ï the map task used by Pardo (2006) and Pardo et al. (2010, 

2013a), and the diapix task used by Kim et al. (2011) and Lewandowski (2012) ï have not 

reported taking into account the potential difficulty of the tasks for the talkers completing them. 

In the map task, developed by Anderson et al. (1991), each partner has a specific role: the 

óGiverô has a route drawn on her version of the paper map and must communicate that route to 

her partner; the óReceiverô does not have the route on her map and must work with the Giver to 

successfully fill it in. However, it is not clear that both roles are equally difficult. In particular, 

the Giver may have the more difficult task: Wright and Hull (1990) suggest verbal instruction-

giving is a skill that not all talkers have, nor do talkers necessarily have an understanding of what 

would help their listeners follow their instructions. There is also no guarantee that the Giver will 

get feedback to help them improve the quality of their instructions; the accuracy of the 
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transmitted route is assessed by the experimenters after the task has been completed, and the 

Receiver is more likely to engage in a process of negotiation with the Giver to establish what 

should be done (see e.g., Brennan & Clark, 1996, for examples from lexical entrainment 

research) than to suggest ways the Giver can improve her instructions. It is also not clear that 

map reading/interpreting and direction giving/receiving are of equal difficulty for all potential 

map-task participants: Lobben (2004) observes that neither psychologists nor cartographers have 

determined why some people can read maps better than others. As well, Montello et al. (1999) 

demonstrate that although the folk wisdom that men are better at spatial tasks ï including map 

reading ï is false, there are gender differences in terms of ability in various spatial and 

navigational tasks, which could affect how difficult male and female participants find the task. 

Van Engen et al.ôs (2010) diapix task was designed to induce more balanced dialogue 

than in the map task, in terms of both the types of utterances produced by the talkers (the map 

task tends to be imperative-heavy) and how much each talker contributes to the conversation (the 

conversation in the map task tends to be dominated by the Giver). Thus, the diapix task is set up 

in a more symmetrical way than the map task: each talker has a paper version of a picture 

representing a particular scene (e.g., a street scene, a beach scene), with 10 differences between 

the pictures (omissions, colour/sign changes, etc.) which were designed to be identifiable by all 

participants. The talkers cannot see each otherôs pictures, and must work together to identify the 

10 differences. In compiling the Wildcat Corpus of native- and foreign-accented English from 

which Kim et al. (2011) worked, the experimenters gave the pairs 20 minutes to find all 10 

differences; after 20 minutes, the experimenters ended the session because participants were 

usually getting frustrated and the conversation was breaking down. It thus does not appear to 

have been the case that all participants and all dyads found the task equally easy; however, no 
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indication is given of which dyads, out of the 38 in the study, did not complete the task before 

reaching the frustration point. A further complication in this corpus is the fact that various 

combinations of L1 and L2 speakers of English made up the dyads. It may be the case that non-

native speakers of English would find the task more difficult than native speakers. In work on 

lexical entrainment between native and non-native speakers of English, using a dyadic card-

matching task followed by an individual picture-labelling task, Bortfeld and Brennan (1997) 

observed that the non-native speakers found the matching task very difficult, which may have 

affected their performance on the labelling task. Why this may be is not clear; however, not 

knowing how inherently difficult a task is makes it hard to determine how that difficulty may 

affect a subjectôs performance, or measures related to their performance, on the task. The study 

reported in this dissertation used a task which is, at its most basic level, easy enough for a young 

child to do, but which can be relatively simply scaled up to become quite difficult. 

 

1.5 The current study: Testing the effect of task difficulty on speech convergence  

 The study presented in this dissertation tested the effect of task difficulty on speech 

convergence. To accomplish this, a new dyadic interaction task was developed which uses 

LEGO® construction toys: each talker in a dyad receives an identical set of LEGO pieces and 

half of a set of instructions to build a particular construction. The talkers alternate giving 

instructions until the task is completed ï i.e., until they believe they have both built the same 

construction. This task is similar in some ways to the map task used by Pardo (2006) and Pardo 
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et al. (2010, 2013a)
4
, and to the diapix task used by Kim et al. (2011) and Lewandowski (2012), 

in that the talkers in the dyads cannot see what their partner is doing, and in that each talker 

should contribute to the discussion in order to successfully complete the task. However, in this 

task, each talker is responsible for giving half of the instructions, meaning that the distribution of 

workload is more equal than in the map task, and potentially more equal than in the diapix task, 

where one talker could conceivably contribute less than the other. 

 Three levels of task difficulty were created, based on the number of pieces in each step of 

the construction task: the Easy condition had two pieces per step (18 steps total), the Medium 

condition had three pieces per step (12 steps total), and the Hard condition had four pieces per 

step (10 steps total). The resulting corpus of 15 dyadic interactions ï five at each level of 

difficulty ï was analyzed in four ways, any of which could be expected to show evidence of 

convergence given the previous literature. As indicated in sections 1.2 and 1.3, there are many 

possible dimensions along which talkersô speech changes due to convergence and workload 

could be assessed; the four chosen for this dissertation represent only a small number of those 

dimensions, but they provide both global assessments of changes in talkersô speech over time 

and more specific examinations of behaviour which may show changes due to either 

convergence or task difficulty. 

                                                 

4
 The map task bears similarities to another type of LEGO-based task used by Clark & Krych (2004) and Krych-

Applebaum et al (2007), in which a director instructed a matcher as to how to build a number of DUPLO® 

constructions. In those studies, manipulations included whether the director and matcher could see each otherôs 

faces, and whether the director could see what the matcher was building in response to their instructions; this is 

different both from the current study and from the map and diapix tasks, in which the partners are never able to see 

each other or each otherôs maps/diagrams/constructions. 
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 The first two analyses were ones which are established ways of assessing convergence, as 

discussed in section 1.2, but for which there was no clear prediction of behaviour from the 

cognitive workload literature: 

(1) Perceived similarity over time. As discussed in section 1.2, listenersô judgments of 

whether talkers become more similar in their speech production over time is the ógold 

standardô of convergence assessment. Thus, it was key to this study to include this 

analytical technique to get an overall assessment of whether task difficulty affects 

convergence. A set of listeners who had not participated in corpus collection were 

asked to rate the similarity of the voices of the talkers in each dyad in a perceptual 

judgment task. Nine utterances were used from each dyad, taken from the early, 

middle and late stages of their conversation. 

(2) Acoustic similarity over time. The utterances used in the perceptual judgment task 

were also submitted to two acoustic similarity analyses, one using amplitude envelope 

measures (following Lewandowski, 2012) and one using mel-frequency cepstral 

coefficient (MFCC) measures (following Kim, 2012). These two analytic techniques 

provided an overall indication of whether talkers became more spectrally similar over 

time without using a large number of individual acoustic measures. 

The goals of these global analyses were twofold: 

a) Would the dyads show evidence of convergence over the course of their interaction ï 

i.e., an increase over time in perceiversô similarity ratings and/or in the acoustic 

similarity values as measured by amplitude envelopes or MFCCs? 

b) If increased similarity was found over time, would it be affected by the difficulty of 

the condition a dyad was in? 
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 The third and fourth analyses looked at phenomena which have previously been 

examined in terms of both convergence and cognitive workload, and which have been found to 

be affected by both of these factors: 

(3) Speech rate similarity over time. Talkersô speech rates were examined to determine 

whether dyad partners became more similar over the course of their interaction in 

terms of how quickly they spoke. Both words per second and syllables per second 

rates were analyzed. 

(4) Pausing behaviour over time. Talkersô pausing patterns ï pause rate and pauses as a 

percentage of speaking time ï were examined to determine whether dyad partners 

became more similar over the course of their interaction in how frequently and for 

how long they paused. Both silent pauses and filled pauses (utterances such as óuhô 

and óumô) were analyzed. 

In these analyses, three questions were at issue: 

a) Would the dyads in the more difficult conditions show a higher speaking rate and/or a 

higher pause rate or pause percentage than those in the Easy condition? 

b) Would the dyads become more similar in speech rate and/or on pause rate/percentage, 

as shown by a decrease in the absolute difference in their speech rates and/or pause 

rates/percentages over the course of the conversation? In the case of speech rate, 

following the measures in Pardo et al. (2010, 2013a), would the dyads show a 

correlation in their speech rates over time? 

c) If the dyads became more similar in speech rate and/or pause rate/percentage, would 

that be affected by the difficulty of their task? 
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In all of these areas, increased similarity over the course of a dyadôs interaction could suggest 

that the talkers were engaging in some type of convergence or alignment behaviour. 

 

1.6 Outline of the dissertation 

The remainder of this dissertation proceeds as follows.  

Chapter 2 explains the methodology used in the collection of the construction task 

corpus, including the construction task itself, the personality and cognitive measures collected 

before the construction task, the participants involved, and the preparation of the audio files for 

analysis. As well, information about the conversations in the corpus is provided, including time 

to completion and error rates for each condition and each dyad, and differences in speaking time 

between steps in which talkers were giving instructions and those in which they were receiving 

instructions. Finally, samples from one conversation are presented in transcript form, to give an 

idea of the nature of the conversations in the corpus. 

Chapter 3 presents the perceptual judgment task used to measure listenersô assessments of 

vocal similarity between the talkers in each dyad in the construction task, and the results of the 

task.  

Chapter 4 details the two global acoustic similarity analyses used to measure whether the 

talkers in each dyad were becoming more spectrally similar over time, and the results of those 

analyses.   

Chapter 5 presents the analysis of speech rate convergence, which looked at both words 

per second and syllables per second. Differences in speech rate between the conditions are 

examined, as are the changes in the absolute difference between dyad membersô speech rates 
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over time. As well, following Pardo et al.ôs (2010, 2013a) lead, dyad partnersô speech rates are 

submitted to a time-series cross-correlation analysis. 

Chapter 6 details the analysis of pause rate and pause frequency convergence, which 

examined both silent pauses and filled pauses. Differences in silent pauses per second, silent 

pause percentage, filled pauses per second, and filled pause percentage between the conditions 

are examined, as are the changes in the absolute difference between dyad membersô pausing 

values over time. 

Chapter 7 includes a general discussion of the results of the study, including its 

limitations, and presents directions for further research. 
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Chapter 2: Corpus collection 

2.1 Introduction  

The material used for the examination of the effect of task difficulty on speech 

convergence described in this thesis is a corpus of conversations between dyads working on tasks 

of different levels of difficulty. The types of conversations desired were ones in which 

participants would need to collaborate to achieve a goal, similar to the ones engendered by the 

HCRC map task created by Anderson et al. (1991), which has been used extensively in Pardo 

and colleaguesô work (Pardo, 2006; Pardo et al., 2010, 2013a, 2013b) on acoustic-phonetic 

convergence, and the diapix (finding differences between two pictures) task used in creating the 

Wildcat corpus (Van Engen et al., 2010), which was used by Kim et al. (2011) in their 

examination of convergence between talkers from different dialect backgrounds, and by 

Lewandowski (2012) in her study of the effect of phonetic talent on convergence between talkers 

of different native languages. In addition, the task which participants would undertake would 

need to be one in which the quantification and measurement of difficulty would be relatively 

straightforward: e.g., through the number of steps to be completed or goals to be achieved in the 

task. As well, the task should not require a great deal of prior knowledge, skills, or practice on 

the part of the participants in order to be successfully completed. Finally, a task which the 

participants would find engaging and interesting was highly desirable; as Anderson et al. (1991, 

p. 356) suggest, ñ[i]ntensive involvement with the task in hand distracts speakersô attention away 

from their languageò.  

LEGO® construction toys were used as the basis of the task. In terms of the desired 

criteria to be met in a dyadic interaction task in which difficulty is controlled for, LEGO toys 

appear to fit the bill quite well. Owens et al. (2008, p. 1945) note that ñLEGO is a highly 
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structured, predictable and systematic toyò, and LEGO playsets are inherently designed to 

become more difficult as a child grows older; sets for younger children have fewer pieces and 

relatively simple instructions, while sets for older children have many more pieces and more 

complex instructions. The variable number of pieces involved and the typical layout of the 

instructions ï in which one can determine relatively easily how many pieces need to be added in 

each step ï means that difficulty is quantifiable in at least a basic way. For example, a task 

involving 12 LEGO pieces ï all of different types and colours, with six total steps in which two 

bricks are added in each step ï is likely to be easier than a task involving 30 LEGO pieces, not 

all of which are identifiable by one feature only (e.g., óthe blue oneô), with six total steps in 

which five bricks are added in each step. There are approximately 7000 unique LEGO pieces 

(Lauwaert 2008), meaning that a great deal of flexibility is available in designing tasks for 

participants. An additional benefit is that a LEGO-based task is likely to be engaging to the 

participants; work on the use of LEGO bricks and systems in educational settings suggests that 

even adult learners find working with LEGO toys to be enjoyable (Freeman, 2003; Klassner and 

Anderson, 2003; Cliburn, 2006). While LEGO systems have been widely used in educational 

contexts, particularly in mathematics, technology, and computer science (see e.g., the work of 

Seymour Papert and Mitchel Resnick in the MIT Media Lab, which led to the LEGO 

MINDSTORMS robotics systems: Papert, 1980; Resnick et al., 1988, 1996), and to some extent 

in therapeutic contexts for autism spectrum disorders (LeGoff, 2004; LeGoff & Sherman, 2006; 

Owens et al., 2008), their use as an experimental vehicle has not been extensive. Examples of the 

use of LEGO in experiments are Fawcett and Perkins (1981), who used a free-play house-

building task to look at language development in school-age children, and Clark and Krych 

(2004) and Krych-Applebaum et al. (2007), who used LEGO (technically, DUPLO®) blocks in a 
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director-builder matching task somewhat similar to the map task used by Pardo (2006), and 

Pardo et al. (2010, 2013a). 

The corpus was intended not only to address the questions asked in this dissertation ï i.e., 

whether task difficulty has an effect on perceived convergence, global acoustic similarity 

measures, and speech and pause rate convergence ï but also to be useful in future research 

investigating speech convergence in various ways. For this reason, data was collected which has 

not been used in this dissertation ï i.e., the personality and cognitive measures which the 

participants completed prior to completing the construction task, and the video data of the 

participants in the construction task. The results of the personality and cognitive measures are 

given in Appendix B. 

The remainder of the chapter will proceed as follows: Section 2.2 describes the methods 

used in collecting the construction task corpus, including the process of designing the 

construction task (2.2.1), the participants (2.2.2), the personality and cognitive measures which 

were collected and the procedure for collecting them (2.2.3), the construction task procedure 

(2.2.4), and the preparation of the audio files, which are the basis of the analyses in Chapters 3-6 

(2.2.5). Section 2.3 provides results, including statistics on time required to complete the task 

and on error rates (2.3.1) and speaking time (2.3.2), as well as samples of the conversational 

interaction of one dyad in transcript form (2.3.3). Section 2.4 is a summary. 

 

2.2 Methods 

2.2.1 Construction task design 

In designing the construction task, a number of criteria were deemed to be important. 
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(1) Each participant should have the opportunity to both give and receive instructions. 

In Pardo (2006) and Pardo et al. (2010, 2013a), a talkerôs role as giver or receiver 

affected whether and how much they converged to their partner; the current study 

was thus designed to place each talker in each role. 

(2) Each participant should have an equal number of turns. 

(3) Each step should have an equal number of pieces. 

(4) The number of pieces should be such that the number of steps and pieces per step 

could be varied while still using the same design and allowing each participant to 

have the same number of turns. For example, an 18-piece design would allow for 

six steps with three pieces each, with each participant being the instruction-giver 

for three steps; however, if only two pieces were used in each step of that 

construction, there would be nine steps, meaning that each participant would not 

have an equal number of opportunities to give instructions. 

(5) There should be enough steps and/or pieces involved to allow for the collection of 

a reasonable amount of conversation; based on the tasks used in Kim et al. (2011), 

Pardo (2006), and Pardo et al. (2010, 2013a), 30-40 minutes of conversation 

seemed to be desirable. 

(6) The design and piece selection should create opportunities for the repetition of 

lexical items ï e.g., colours, shapes, descriptors, etc. ï which could be compared 

against each other in later analyses. 

(7) Factors should be incorporated which would promote various kinds of 

conversation; e.g., question-and-answer sequences, descriptive sequences, 

disambiguation sequences, repair sequences, etc. 



36 

 

Prior to beginning data collection from the construction task, factors which could affect 

the difficulty of the task were explored by having pairs of volunteers collaborate to build several 

preliminary designs. The volunteers were demographically similar to the participants in the final 

task (female native speakers of English between the ages of 18 and 25). Designs were tested 

which had different numbers of steps, different numbers of pieces per step, and extra pieces or no 

extra pieces. The structure of the task was similar to that in the final construction task (see 

section 2.2.4): Each participant had half of the steps necessary to complete the construction; the 

participants alternated between giving and receiving instructions; the participants could look 

back at previous instructions, but could not look forward through the instructions; and there was 

a barrier between the participants which prevented them from seeing each other. Differences 

between this pilot task and the final task were that the experimenter was in the room while the 

participants were completing the task; multiple structures were built in one session; and the 

participant who gave the final instruction checked their partnerôs construction for errors and then 

instructed her on how to fix those errors. The final designs for and structure of the construction 

task were informed by observations of these sessions and feedback collected from the session 

participants. 

All LEGO designs in the construction task were created using the LEGO Digital 

Designer 4.3 program (available from http://ldd.lego.com/en-us/, retrieved November 4, 2012). 

Basic information about each design is given in Table 2.1. The full designs are provided in 

Appendix A; the first two steps of each design are shown in Figure 2.1. 

  

http://ldd.lego.com/en-us/
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The same pieces were used in Designs 1 and 2. Design 3 incorporated the same pieces as 

Designs 1 and 2, as well as four additional pieces; this allowed the instructions to incorporate 

four pieces per step while still having an equal number of instruction-giving turns per partner. 

Each participant received a bag including the 36 pieces required to complete all three designs, 

the four pieces required to complete Design 3, and 10 pieces which were not required to 

complete any of the designs, for a total of 50 LEGO pieces in each bag. Thus, for Designs 1 and 

2, 14 of the pieces in the bag were óextraô pieces; for Design 3, only 10 of the pieces were extra. 

A full inventory of the pieces included in each bag ï both required pieces and extra pieces ï is 

given in Appendix A.4.  

 óExtraô pieces: The óextraô pieces were selected to create the possibility for situations in 

which participants would need to distinguish a required piece from an extra piece; it was hoped 

that this would encourage more discussion between the participants, and might also create the 

possibility for participants to make and fix errors. It was observed in piloting and reported by the 

piloting participants that the inclusion of extra pieces did not necessarily make the task more 

difficult. Including extra pieces, however, did mean that participants could not simply ócoastô 

through the last step of the task; they had to continue giving their partner enough detail to be able 

to pick out the correct pieces, and so had to approach the last step in the same way as they 

approached the other steps. (See Clark & Wilkes-Gibbs [1986] for an example of a task where 

the last step was essentially a óno-brainerô.)  Each extra piece matched at least one required piece 

in terms of colour and/or shape. 

 Layout:  It was observed in the pilot sessions that building vertically ï i.e., stacking 

pieces on top of each other ï was easier for the participants than building horizontally ï e.g., 
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placing pieces next to each other and then connecting them, or attaching pieces to the sides of 

other pieces (compare, e.g., Steps 11 and 12 of Design 1 in Appendix A.1). For this reason, the 

designs included both vertical and horizontal building.
5
 

 Colour choices: As mentioned above, one of the desired design criteria was having 

repeated lexical items to compare from various times in the interaction. Colour terms would be 

quite amenable to repetition, as they would not only be used when first referring to a piece, but 

also when talking about where to place a piece in relation to other pieces, distinguishing a piece 

from other pieces of the same shape, etc. A larger number of pieces of two colours ï blue and 

yellow ï were used to allow for the collection of multiple tokens of these lexical items at various 

points in the conversation; if the colours were distributed evenly ï e.g., three or four pieces each 

of 10 or 11 different colours ï it might not be possible to get multiple tokens from both 

participants in the conversation at multiple points in time. Blue was chosen as one of these 

colours (comprising 8 of 36 pieces in Designs 1 and 2, 9 of 40 pieces in Design 3, and two of the 

extra pieces) because of the change in progress in certain varieties of North American English ï 

including those spoken in Canada, and in the Pacific Northwest in particular ï involving fronting 

of the GOOSE (Wells, 1982) vowel (see e.g., Labov et al., 2006; Boberg, 2008). Blue is also one 

of the colours with multiple shading options available in the LEGO piece inventory, which 

allows for even more possibilities of distinguishing pieces (e.g., light blue vs. medium blue vs. 

dark blue). Yellow was chosen as the other primary colour (comprising 7 pieces in all designs, 

plus 1 extra piece) because of the potential interesting changes that could be observed in two-

syllable words vs. one-syllable words, such as vowel reduction in the second syllable. Of the 

                                                 

5
 Should this research be expanded in the future, we hope to be able to incorporate the as-yet unpublished work of 

Ron Rensink and his collaborators at UBC, which investigates the interpretability of picture-based sequential 

assembly instructions involving LEGO toys (Ron Rensink, personal communication). 
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pieces used, orange and purple occurred only once, and brown was required only in the Hard 

condition. 

 óWeirdô pieces: Including pieces that were not óstandardô LEGO blocks ï e.g., not 2x2 

bricks, or 2x4 bricks ï meant that the instruction-giver would have to find ways to describe them 

so that the instruction-receiver could identify them. These pieces were often described by the 

participants as being ñweirdò. Pieces that were harder to describe were included in the later 

stages of the designs; it was felt to be necessary to create a physical base for participants to work 

on before adding more complex pieces. This also meant that they had several steps on which to 

work together and potentially establish some kinds of reference before getting to those pieces. 

More potentially óweirdô pieces were incorporated in Design 3 than in Designs 1 and 2, although 

those óweirdô pieces were extra pieces for Designs 1 and 2.  

 Changing perspective in instruction pictures: Because a particular number of pieces 

were being added in each step ï two, three, or four ï it was necessary to ensure that participants 

could see all of the pieces that were being added in each step in the design. Thus, when 

necessary, the design was rotated (using LEGO Digital Designer) to an angle at which all of the 

pieces being added could be at least partly seen, while keeping occlusion to a minimum. 

(Compare, e.g., steps 9 and 10 of Design 1 in Appendix A.1.) 

The final instructions were printed in colour, single-sided, on white 8.5" x 11" paper in 

landscape orientation. Each step was on its own sheet. The number of the step was printed in 

black ink in the top left-hand corner. Each sheet was enclosed in a plastic sheet protector; the 

protectors for one set of instructions were held together with a metal ring, meaning participants 

had to flip the page to get to their next step. Each set of instructions had a cover page; the cover 

page for the odd-numbered steps read ñInstruction Set 1 (please do not flip this page until you 
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and your partner are ready to begin)ò, and the cover page for the even-numbered steps read 

ñInstruction Set 2 (please do not flip this page until your partner has completed giving the first 

instructions)ò. 

 

2.2.2 Participants 

Participants were recruited via visits to UBC Linguistics classes, as well as through the 

UBC Psychology Graduate Student Councilôs Paid Participant Studies List 

(http://gsc.psych.ubc.ca/studies/paid_studies.html) and through members of the UBC Speech in 

Context lab. Participants had to be female; gender has been found to have an effect on 

convergence and accommodation behaviour (Bilous & Krauss, 1988; Black, 2012; Namy et al., 

2002; Pardo et al., 2010), so this corpus was restricted to a single gender. To minimize dialectal 

variation to some degree, participants had to be self-reported native speakers of Canadian 

English between the ages of 18 and 25. The age requirement also helped to ensure participants 

would have similar familiarity with LEGO toys (see e.g., Chambers & Carbonaro, 2003). As 

well, participants could not have any self-reported speech, language, hearing, or colour vision 

disorders. The colour vision requirement was included to ensure that participants would not have 

difficulty identifying the colours of the LEGO pieces. 

Thirty-two participants initially took part in the first session, which tested personality and 

cognitive measures. Two participants were unable to come in again to do the second session, and 

were compensated for their participation in the first session. Thirty participants ï 15 dyads, five 

in each of the three conditions ï initially took part in the second session. The audio for one of 

these dyads was lost due to a computer malfunction; two additional participants were then 

recruited who did both the first and second sessions. The average age of the 30 participants who 

http://gsc.psych.ubc.ca/studies/paid_studies.html
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were included in the final analysis was 20 years 135 days (SD 1 year 288 days). Participants 

were compensated $10/hour for their participation. 

 

2.2.3 Personality and cognitive measures collection 

In the first of the two experiment sessions, participants completed two personality 

measures and two cognitive measures. In this session, participants were assigned a code number 

by which they were identified throughout the rest of the study; these code numbers will 

sometimes be referred to in this dissertation. 

The first personality measure was the Autism Spectrum Quotient (AQ) (Baron-Cohen et 

al., 2001). This is a 50-item self-reporting questionnaire which measures five aspects of 

cognitive processing and communicative ability, including attention switching and attention to 

detail. Yu (2010) found that women with a lower AQ compensate for the effects of phonetic 

coarticulation less than men (who generally have a higher AQ than women) and women with a 

higher AQ, which could ultimately be a cause of sound change. Yu et al. (2013) found that 

participantsô attention switching subscore on the AQ was a predictor of whether they would 

converge with or diverge from a model talker. The AQ questionnaire was administered and 

scored through E-Prime 2.0 (Schneider et al., 2007).  

The second personality measure was the Big Five Inventory (BFI) (John et al., 1991, 

2008; Benet-Martinez & John, 1998). This is a 44-item self-reporting questionnaire in which 

participants rate themselves on a scale of 1 (Disagree strongly) to 5 (Agree strongly) on items 

indicating tendencies towards five traits: Extraversion (8 items), Agreeableness (9 items), 

Conscientiousness (9 items), Neuroticism (8 items), and Openness to experience (10 items). Yu 

et al. (2013) found that participantsô openness scores were predictors of whether they would 
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converge with or diverge from a model talker. The measure was administered through E-Prime 

2.0. Only the participantôs responses were recorded by E-Prime; conversion of the reverse-

scoring items  ï for example, a participant who answers a 1 (Disagree Strongly) to the statement 

óI see myself as someone who tends to find fault with othersô would actually receive a 5 for 

agreeableness ï and calculation of the final scores was done by hand. 

 The first cognitive measure was the Automated Reading Span (RSPAN) measure (Turner 

& Engle, 1989; Engle, 2002; Unsworth et al., 2005). This task measures working memory 

capacity, which has been found to correlate with a variety of cognitive processing factors (see 

e.g., Engle, 2002), as well as to mediate perception of context-induced speech variation (Yu et 

al., 2011). The measure was administered through E-Prime 2.0, using a script from the Attention 

and Working Memory Lab at the Georgia Institute of Technology 

(http://psychology.gatech.edu/renglelab/Eprime2.html; retrieved February 1, 2013). Scoring was 

done automatically by E-Prime. 

 The second cognitive measure was a Mental Rotation measure (Shepard & Metzler, 

1971; Moreau, 2013), which acts as a measure of participantsô spatial abilities and may correlate 

with their performance in the construction task. This test was administered online through the 

Java-based application developed by Krantz (2013), running through the Mozilla Firefox 

browser. The parameters used were essentially those of the ñOriginal 3D experimentò, set to run 

three levels of rotation through 0, 90, and 180 degrees, with 10 test items per level, for a total of 

30 test items. Scoring was done automatically by the application. Participants pressed the óZô key 

(marked with a piece of green tape) for objects which they believed were in the same orientation 

and the ó/ô key (marked with a piece of red tape) for objects which they believed were in mirror 

orientation. After inspection of the pre-test results, it was found that one participant (126) only 

http://psychology.gatech.edu/renglelab/Eprime2.html
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pressed the óZô key during her initial pre-test session. Some of her reaction times (e.g., less than 

100 ms) suggested that she was not actually looking at the pairs of items before pressing the key. 

She was asked to come in again and re-do that test; the explanation given was that the computer 

had not logged her responses properly. She was available to re-do the test immediately before her 

construction task session; it was explained to her that the computer had difficulty logging 

responses if they were entered too quickly, and it was more important to be accurate than fast. 

The responses from her second attempt at the test were included in the analysis. 

The total time required for administration of these measures was between 35-50 minutes. 

Participants were told that their performance on these measures would not affect whether or not 

they could participate in the second part of the experiment. 

All participants completed the measures individually. In the cases where two participants 

were doing the measures at the same time, they were at separate computer workstations in 

separate sound-attenuated cubicles in the testing room. The order of the measures was 

counterbalanced across participants. The personality questionnaires were interspersed with the 

cognitive measures; participants never completed two personality questionnaires in a row or two 

cognitive measures in a row. All the measures were run on a Lenovo Intel Core2Duo computer 

running Windows XP, with a Lenovo ThinkVision 22-inch colour monitor. 

 

2.2.4 Construction task 

The dyads in the construction task consisted of two participants who had completed the 

cognitive and personality measures, who were available to participate in a one-hour session at 

the same time, and who either had not known each other prior to arriving for the construction 

task, or who had done the cognitive and personality measures in the same session and had not 
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known each other prior to that session. The time between the first and second sessions varied by 

participant; the average time between sessions was 9 days (SD 8.3 days). Dyads were assigned to 

difficulty conditions sequentially; the first dyad to do the task was placed in the Easy condition, 

the second in the Medium condition, the third in the Hard condition, and so on. 

Prior to beginning the task, participants filled out a consent form for use of their audio 

and video data. Participants were then seated on opposite sides of a large table, 47 inches by 47.5 

inches, in wheeled office-style chairs with armrests. A barrier made of white foam board, 24 

inches high by 30 inches wide, was placed in the centre of the table ï 8.5 inches from either side 

ï to prevent the participants from seeing each other and/or each otherôs constructions (see Figure 

2.2).  

 

 

 

 

 

 

 

 

 

 

Figure 2.2 Room setup for construction task 
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Each participant wore an AKG C520 head-mounted condenser microphone. The 

microphone was on the right side of the participantôs face, approximately 2 cm from the right 

corner of the mouth. Both microphones were run through a Sound Devices USBPre 2; 44.1 kHz, 

16-bit stereo audio recordings were made using Audacity 2.0.1 (downloaded from 

http://audacity.sourceforge.net, July 27, 2012). 

 Two Panasonic HC-V700M high definition video cameras were placed on tripods and 

positioned to the sides of the table. The mounting plate of the tripods was 36 inches above the 

floor, putting the centre of the camera lens approximately 37 inches above the floor. Participants 

were filmed from their left sides, so that the head-mounted microphones would not block the 

view of their mouth in the shots. The cameras captured an oblique view of all of the participantôs 

body visible above the table ï usually from the top of the head to the lower chest/upper 

abdominal region, as well as arms and hands ï and her construction. Shots were set up 

individually for each participant and were not changed during the task. The video recordings 

used iFrame format, recording at 30 frames per second progressive, with a frame size of 960 

pixels by 540 pixels. 

 After testing the audio and video recording equipment, participants were randomly given 

either the first or second set of building instructions, a bag of LEGO pieces, and an instruction 

sheet for the experiment. The instruction sheet read as follows: 

 

You and your partner will be building the same LEGO construction. Each of you has the 

same LEGO pieces, and each of you has half of the set of instructions necessary to build 

the construction. When it is your turn ï as determined by the number of the step next to 

the picture ï please explain to your partner what pieces she will need and how to put 

them together so that your constructions will match the ones shown in the pictures. If you 

get stuck, you may look back at previous steps; however, please do not look ahead at the 

upcoming steps. 

 

http://audacity.sourceforge.net/
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Remember that your partner canôt see the instructions you have or the construction you 

are building, so be as clear as you can in giving your instructions. You are encouraged to 

ask questions if youôre not clear what your partner is telling you to do. You may talk as 

much as you like while you are doing the task. There is no time limit on how long you 

have to complete the task. 

 

When you have finished building, please leave your finished constructions on the table.  

 

 

The instructions were also explained orally by the experimenter, and the participants were able to 

ask any questions they might have. The participants were instructed to begin once the 

experimenter had left the room, and were requested to let the experimenter know when they had 

completed the task. Participants were not told how many LEGO pieces they had been given, how 

many were needed for the task, how many steps there were in the task, or how many pieces they 

had to use in each step.  

Following completion of the task, the participants completed a questionnaire asking them 

about the task they worked on that day, how well they thought they worked with their partner, 

how often they give and follow instructions in daily life, and about activities that might have 

affected their performance (see Appendix D). Participants were seated at the same table (in a 

room adjacent to the experiment room) while completing the questionnaire, and were told that 

only the researchers would see their responses. 

While the participants were completing the questionnaire, the number of errors (if any) 

they had made in their constructions were counted and recorded by experimenter. Following 

Krych-Applebaum et al. (2007), errors were counted as the minimum number of pieces that 

would have to be changed for the construction to match the final instruction; if building on 

earlier errors created errors, the later errors were not counted, as they would not have occurred if 

the original error had not been made. 
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2.2.5 Preparation of participant recordings 

The audio files were transcribed by the author using English orthography into Praat 

(Boersma & Weenink, 2012) textgrid files. The stereo audio files including both talkers were 

used so that context could assist in accurate transcription, and so that the interaction between the 

talkers and any resulting lexical convergence (i.e., possible areas of interest) could be identified. 

Transcription was done in two passes: the first one consisted primarily of putting in boundaries 

around turns and transcribing shorter passages (e.g., single words, very short phrases), while the 

second one involved transcribing longer passages and adjusting turn boundaries when necessary. 

Boundaries were placed around what were identified as turns in the context of the particular dyad 

(Liddicoat, 2007; Sacks, Schegloff, & Jefferson, 1974); thus, what constituted a turn depended 

on the particular dyad. The main criterion for identifying a turn was identifying a segment of the 

conversation that accomplished what Sacks et al. (1974) call a óturn-jobô ï i.e., stretches of 

speech which did some particular task, such as giving an instruction, acknowledging 

understanding, clarifying, or asking for clarification. Turns were also identified using intonation 

(which also depended on the dyad; some participants used high rising terminal intonation ï 

óuptalkô ï more than others), interruptions, and breaths (which also depended on the pair ï some 

participants used  breaths as a turn-holder to indicate that they were not finished speaking). 

Determining the transitions between steps was similarly based on the cues used by each 

dyad rather than on context-independent criteria. The main indicators were verbal cues ï e.g., 

finishing cues such as ñIôm doneò or ñthatôs allò, and handover cues such as ñokay, Iôll flipò or 

ñnext stepò ï  and the sounds of instruction pages flipping. In some dyads, not all steps were 
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handed over with explicit transitions; in these cases, estimates of step transitions were made, 

sometimes with the aid of audible page flipping noises. 

The transcription was done following the guidelines developed for use with the Forced 

Alignment and Vowel Extraction (FAVE) program suite developed by Rosenfelder et al. (2011). 

In addition to word transcription, breaths {BR}, noises {NS}, laughter {LG}, lip smacks {LS}, 

and coughs {CG} were indicated. Transcriptions such as ñgonnaò, ñdunnoò, ñdôyouò, and 

ñlemmeò were used where there did not seem to be separability into individual canonical words 

like ñgoing toò, ñdonôt knowò, ñdo youò, or ñlet meò.
6
 

After the initial transcription was completed, the left and right tracks of each dyadôs 

stereo file ï each representing one participantôs audio input ï were separated using Audacity and 

saved as mono .wav files to facilitate uploading to the FAVE website. Each dyad memberôs 

transcription tier from the dyadôs Praat textgrid file was extracted into a separate file, and 

transformed into a tab-delimited text file via ELAN (Wittenburg et al., 2006). The .wav and .txt 

files were then uploaded to the FAVE site, which automatically aligned the words and phonemes 

for each participant. An early inspection of the FAVE alignment outputs indicated that the word 

alignment was much more accurate than the phoneme alignment; for this reason, the phoneme 

alignment outputs were ignored. The word alignment outputs were checked and, when 

appropriate, corrected manually based on the audio signal and on waveform and spectrographic 

information available in Praat. 

 

                                                 

6
 E.g., if an inspection of the audio signal, waveform, and spectrogram indicated that there was no closure for [t] and 

no changes in the characteristics of the nasal sound in a talkerôs pronunciation of ñgoing toò, particularly if these 

were coupled with an absence of formant change in the vowel in ñgoingò, then this phrase would be transcribed as 

ógonnaô.  
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2.3 Results 

 In this section, the conversations which make up the corpus are examined in three ways. 

To confirm that there were differences in difficulty between the conditions, the mean time 

required for task completion in each condition and by each dyad, and the number of errors made 

in each condition and by each dyad, are given in section 2.3.1. In section 2.3.2, the mean 

speaking time in each step will be explored; in particular, an asymmetry in speaking time 

between steps in which talkers are giving instructions and those in which they are receiving 

instructions will be discussed, as it will have an impact on the analyses developed in the rest of 

this thesis. In section 2.3.3, transcript extracts are given from one dyad to illustrate a typical 

interaction between the talkers. 

 

2.3.1 Corpus statistics: time and error rates 

The time required for each pair to complete the task was calculated from the beginning of 

speech after the experimenter had left the room to the time that one of the participants took off 

her head-mounted microphone to go and get the experimenter after the task was completed. This 

time usually included an opening period, when the participants were orienting themselves to the 

task, and a closing period, when the participants were confirming that they had completed the 

task, in addition to the steps required to complete the task itself. The opening and closing times 

typically comprised between 1-2% of the total completion time (minimum 0.54%, maximum 

3.1%). Table 2.2 gives the completion time statistics for each condition. The Easy condition had 

both the shortest mean time to task completion and the shortest minimum time required to 

complete the task. These means and minimums increased in the Medium condition. The Hard 
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condition had the longest mean time to task completion, the longest maximum time to 

completion, and the longest minimum time to completion. 

 

Table 2.2 Completion time statistics for each condition (standard deviations in parentheses) 

 Easy Medium Hard 

Average time to 

complete task 

33.0 minutes 

(14.27 minutes) 

35.13 minutes 

(6.46 minutes) 

38.58 minutes 

(14.41 minutes) 

Maximum time to 

complete task 

56.99 minutes 

 

42.0 minutes 57.26 minutes 

Minimum time to 

complete task 

21.90 minutes 24.64 minutes 25.27 minutes 

 

 As discussed in section 2.2.4, errors were counted as the minimum number of pieces that 

would have to be changed for the construction to match the final instruction (following Krych-

Applebaum et al., 2007). If building on earlier errors created errors, the later errors were not 

counted, as they would not have occurred if the original error had not been made. Table 2.3 gives 

the error rates for each condition. The smallest number of errors, and the lowest number of 

participants and of dyads with at least one error, were all found in the Easy condition. The 

number of errors and number of participants with errors both increased in the Medium condition; 

the number of dyads with at least one error was the same as in the Easy condition. The Hard 

condition had the highest number of errors, and all of the participants and dyads in that condition 

made at least one error. 
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Table 2.3 Error rates for each condition 

 Easy Medium Hard 

Total number of pieces placed 

in error in the condition 

7/360 13/360 28/400 

Percentage of pieces placed in 

error in the condition 

1.94% 3.61% 7% 

Number of participants with at 

least one error 

4/10 8/10 10/10 

Number of dyads with at least 

one error 

4/5 4/5 5/5 

Number of dyads in which 

both participants had at least 

one error 

0/5 4/5 5/5 

 

 From Table 2.2 and Table 2.3, it can be seen that there were differences in completion 

time and error rate between the three conditions. Because of the small number of dyads in each 

condition, the significance of these differences was not calculated. The average time to 

completion was longer in the Hard condition than in the other two conditions, although the 

standard deviation was also quite large. The error rate in the Hard condition was almost twice 

that in the Medium condition, and more than three times that in the Easy condition. As well, it is 

notable that all of the participants in the Hard condition made at least one error
7
, while only four 

of the participants in the Easy condition did.  

Table 2.4 provides completion time and error information for each dyad. 

  

                                                 

7
 In fact, all talkers in the Hard condition had one error in common: substitution of the brown 2x4 brick for the 

orange 2x4 brick (see step 3 of the Hard design in Appendix A.3). It is possible that that error may have been a 

result of the quality of the printed instruction. Had more extensive pilot testing been conducted using the final 

designs, rather than only the initial testing described in section 2.2.1 above, steps may have been taken to avoid this 

error (e.g., reprinting the step in question). 
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Table 2.4 Completion time and error information for each dyad.  

Giver 1 indicates the first talker in the dyad to give instructions, and Giver 2 indicates the second 

talker in the dyad to give instructions. 

Dyad Giver 1  Giver 2 Condition Time to complete 

(minutes:seconds) 

Total 

Errors  

Giver 1 

Errors  

Giver 2 

Errors  

E1 102 101 easy 56:59 2 0 2 

E2 109 108 easy 24:50 2 0 2 

E3 111 112 easy 26:16 1 1 0 

E4 125 124 easy 21:54 0 0 0 

E5 131 130 easy 35:00 2 2 0 

M1 105 103 medium 36:20 0 0 0 

M2 113 114 medium 37:50 4 3 1 

M3 115 126 medium 34:50 5 3 2 

M4 121 119 medium 24:38 2 1 1 

M5 127 132 medium 42:00 2 1 1 

H1 104 110 hard 28:50 4 2 2 

H2 106 107 hard 25:16 4 3 1 

H3 117 116 hard 30:47 7 4 3 

H4 128 118 hard 50:46 6 4 2 

H5 134 129 hard 57:16 7 4 3 

 

 It is not clear why dyad E1 required almost 22 minutes more to complete the task than the 

next longest-to-completion dyad in the Easy condition. Unlike dyad H5, which had the longest 

completion time of any dyad, there was no single very long step (H5ôs longest step took over 18 

minutes) and no major construction breakages. They did not spend a great deal of time fixing 

errors, as dyad H4 did, and they did not make a large number of errors. Anecdotally, it was 

observed that both partners laughed quite a lot during the course of the task, and that they spent a 

fair amount of time trying to come up with descriptive terms for individual pieces and for the 

construction as a whole; this was similar to the behaviour observed in dyad M5, who had the 

longest completion time in the Medium condition (albeit still 15 minutes shorter than that of 

dyad E1). 
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2.3.2 Corpus statistics: gross speaking time 

 Gross speaking time was calculated for each step for each talker by removing all inter-

turn pauses. Overall, the average speaking time per step was 80.1 seconds (SD = 76.2 seconds). 

However, a significant asymmetry was observed between the steps in which talkers were giving 

instructions (the Giving steps) and the steps in which they were receiving instructions (the 

Receiving steps): that is, the Receiving steps were by and large shorter than the Giving steps. 

Eighty-four of the 200 Receiving steps (42%) were shorter than the shortest Giving step, which 

was 22.9 seconds long. Twenty-five of the 200 Receiving steps (12.5%) were shorter than 10 

seconds. The trends in mean speaking time in the Giving and Receiving steps in each condition 

are illustrated in Figure 2.3. 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.3 Mean speaking time in seconds in Giving and Receiving steps in each condition. 

Error bars indicate ± 1 standard error of the mean. 
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 Log-transformed mean speaking time, based on the mean speaking time for each talker, 

was used as the dependent variable in a repeated-measures ANOVA, with Condition (Easy, 

Medium, Hard) and Type (Giving, Receiving) as factors. Log-transformed ratings were used as 

the distribution of  speaking times was skewed right; log transformation produced a more normal 

distribution. There was a main effect of Condition [F(2, 27) = 8.445, p = 0.00142] , and a main 

effect of Type [F(1, 27) = 226.736, p < 0.001].
8
 The mean by-talker speaking times were higher 

in the Giving steps than in the Receiving steps, and those in the more difficult conditions were 

higher than in the Easy condition. 

 Given the results of the ANOVA, the mean speaking times for Giving and Receiving 

steps are measured separately in the tables below.  

 

Table 2.5 Speaking time in Giving steps by Condition (standard deviation in parentheses) 

 Easy Medium Hard 

Average time per step 82 seconds (56.3 

seconds) 

130.7 seconds (68.1 

seconds) 

166.4 seconds (99.7 

seconds) 

Maximum step 

speaking time 

340.1 seconds 396.2 seconds 615.2 seconds 

Minimum step 

speaking time 

22.9 seconds 39.9 seconds 45.2 seconds 

 

 

Table 2.6 Speaking time in Receiving steps by Condition (standard deviation in parentheses) 

 Easy Medium Hard 

Average time per step 31.1 seconds (31 

seconds) 

42.2 seconds (30.8 

seconds) 

63.2 seconds (76.9 

seconds) 

Maximum step 

speaking time 

150.8 seconds 164.5 seconds 493.4 seconds 

Minimu m step 

speaking time 

3.1 seconds 6.5 seconds 9.4 seconds 

 

 

                                                 

8
 The same effects were found when untransformed mean speaking time values were used rather than log-

transformed values.   
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 A one-way ANOVA using only the mean by-talker speaking time from the Giving steps, 

with Condition (Easy, Medium, Hard) as the factor, showed an effect of Condition [F(2, 27) = 

9.678, p < 0.001]. Bonferroni-corrected (Ŭ = 0.0167) paired t-tests indicated that the mean by-

talker Giving speaking time was higher in the Medium condition than in the Easy condition [t(9) 

= -3.259, p = 0.00986] , and higher in the Hard condition than in the Easy condition [t(9) = -

3.6116, p = 0.0056]. The difference between the mean Giving by-talker speaking times in the 

Medium and Hard conditions was not significant [t(9) = -1.4692, p = 0.1759].  

 As the mean by-talker speaking times for the Receiving tests were not normally 

distributed, a series of Wilcoxon rank sum tests were used to explore the differences in 

Receiving speaking times between conditions. The differences between the Easy and Medium 

Receiving speaking times (W = 27, p = 0.089) and between the Medium and Hard Receiving 

speaking times (W = 38, p = 0.393) were not significant at a Bonferroni-corrected Ŭ-level of 

0.0167; however, there was a trend towards a difference between the Easy and Hard Receiving 

speaking times (W = 21, p= 0.0288), with the mean Receiving speaking time being higher in the 

Hard condition than in the Easy condition. 

 The Giving/Receiving speaking time asymmetry had effects on the perceptual judgment 

task and the acoustic similarity analysis described in Chapters 3 and 4, in which only phrases 

from Giving steps were used due to the greater availability of material, and on the analysis of 

speech rate and pausing behaviour  differences in Chapters 5 and 6, in which speech rate and 

pause rate/percentage differences in Giving steps and in Receiving steps were considered 

separately. 
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2.3.3 Samples of conversations 

 To illustrate the types of interactions that occurred during the task ï in particular, the 

different types and lengths of responses by Receiving partners ï two samples from dyad E4 are 

presented below. The first sample is step eight of their interaction, in which talker 124 is the 

Giver and 125 is the Receiver. This step has the least amount of Receiving speech after inter-turn 

pauses were removed of any step in the corpus (3.1 seconds); all of 125ôs utterances are single 

words used as backchannels (see e.g., Schegloff, 1981; Clark & Wilkes-Gibbs, 1986; Bilous & 

Krauss, 1988; Clark & Schaefer, 1989) to indicate to 124 that she is understanding the 

instructions.
9
 

  

                                                 

9
 Using the FAVE transcription conventions (Rosenfelder et al., 2011), parentheses around a word or phrase indicate 

an uncertain transcription, while (()) indicates an untranscribable utterance. [word]- indicates a partial word. ó--ô 

indicates a restart. {BR} indicates a breath, {LG} indicates laughter, {NS} indicates noise, and {LS} indicates a lip 

smack. Using the Sacks et al. transcription (1974) conventions, brackets indicate overlapping speech. In addition to 

these conventions, ó_whisperô indicates a whispered word. 



58 

 

124: okay_whisper 

 

124: alright. {BR} um {BR} now you'll take s- -- the {BR} -- hm. {BR} that orange or brown? 

{BR} {LG} okay {LG}  (()) I've -- gonna guess that's an orange piece so you take your two by 

 

125:  {LG}  

 

124 conôt: four orange piece, I think there's only one orange  piece  {BR} you put it directly on  

 

125:                      yeah 

 

124 conôt: top of the {BR} two by four green piece 

 

125: okay 

 

124: so right on top 

 

125: mhm 

 

124: {BR} and then you take your purple   two   by four piece and you put it right on the {BR}  

 

125:              mhm 

 

124 conôt: two by four {BR} yellow piece 

 

125: okay 

 

124: and thatôs all 

 

 

 The second sample is step 15 of the same interaction; now 125 is the Giver, and 124 is 

the Receiver. In this step, 124ôs contribution to the conversation includes backchannels, 

questions, and, particularly in the second half of the step, expansions or reformulations of 125ôs 

instructions to clarify her understanding of what she is being asked to do.  
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125: um you grab your yellow two by -- uh one by four 

124: mhm 

125: and you put it on top of the light green piece. so it sh- -- that it's like on the very cen- -- it's 

like centred, and it's parallel to the light green 

124: okay 

125: and then you take your triangular grey piece and then you put it on top of the {BR} red 

piece on your right side. s- -- s- -- s- -- and then you put it {NS} um {NS} {BR} -- how d'you 

explain? {BR} so you put it at the very -- in the middle. oh. I don't know. okay so  

124:         {LG}  

125 cont: {BR} the {BR} long edge of the triangle {BR} is {NS} um at {NS} {BR} -- huh. it's 

on -- it sits on top of the {LS} red and white. {BR} um {BR} {NS} -- yeah. {LG} it's like  

124:                      {BR} oh well okay s- 

125 cont: o- -- in the centre 

124: {BR} so so it's w- -- it's like sorta -- sort of if you like say that the really skinny skinny 

skinny edge, like it points to the right 

125: yeah so it's like -- it's like a ship pointing 

124: okay so {BR} a- -- and it's k- -- centred on the red and white? {BR} 

125:         yeah 

124: okay 

125: so it's n- -- y- -- like you don't put -- centred as in like the long edge, so there's one on -- one 

empty grey on top and then 

124: and one empty grey on the bottom {BR} but there's no empty on the left {BR} 

125:           yeah. but -- but the side. yeah but the side is like the  

          same  

125 cont: {LS} {LG}  

124:     {BR} oh so -- but like on the left {BR} 

125:              like -- okay you don't go over -- you don't go 

over the green part 

124: okay. {BR} it just c- -- all completely on the right 
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125: yeah 

124:   okay  

  

2.4 Summary 

 The audio elements of the corpus described in this chapter form the basis of the 

exploration of the effect of task difficulty on speech convergence which is the central question of 

this dissertation. Personality and cognitive measures and video footage of the participants were 

also collected; this material will be used in future studies. The corpus participantsô speech was 

examined in four ways, which will be detailed in the following chapters: Chapter 3 describes the 

perceptual judgment task used to determine if listenersô similarity ratings of the participantsô 

voices over time change in the different difficulty conditions; Chapter 4 explores whether two 

global acoustic measures ï the amplitude envelope technique used by Lewandowski (2012) and 

the mel-frequency cepstral coefficient (MFCC) analysis used by Kim (2012) ï will indicate 

convergence between the dyad partners; Chapters 5 and 6 examine whether participants converge 

on speech rate and on pause rate and percentage measures, respectively, and whether that 

convergence is affected by task difficulty. 
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Chapter 3: Task difficulty and perceived convergence 

3.1 Introduction  

An important part of determining whether task difficulty affects convergence between 

talkers will be investigating whether listeners rate the vocal similarity of talkers in an easy task 

differently from that of talkers in a difficult task. Perceptual judgment tasks are some of the most 

common ways of assessing phonetic convergence (see e.g., Babel & Bulatov, 2012; Goldinger, 

1998; Kim, 2012; Kim et al., 2011; Namy et al., 2002; Pardo, 2006; Pardo et al., 2010, 2012, 

2013a, 2013b; Shockley et al., 2004). An advantage of using perceptual judgment tasks over 

analysis of acoustic properties was described by Goldinger (1998, p. 257): ñMany acoustic 

properties can be cataloged and compared, but they may not reflect perceptual similarity between 

tokens ï imitation is in the ear of the beholder. If imitation scores [based on acoustic-phonetic 

measures] miss the óperceptual Gestalt,ô more valid measures may come from perceptual testsò. 

 More recently, researchers have begun to use both perceptual judgment tasks and 

acoustic-phonetic measures to assess convergence; e.g., Babel & Bulatov (2012), Kim (2012), 

Pardo et al. (2012), Pardo et al. (2013a), and Pardo et al. (2013b). Pardo et al. (2013b) note that 

given the large numbers of acoustic-phonetic attributes which could be measured in any talkerôs 

speech, it is likely that not only are talkers simultaneously converging on multiple attributes of a 

model talkerôs or conversational partnerôs speech, but they may also be converging on some 

attributes while at the same time diverging on others. Further, talkers might converge on 

different attributes for different items or different talkers (Pardo et al., 2013b, p. 184). In these 

instances, if only one acoustic-phonetic attribute is measured, and it is one which talkers do not 

converge on, then any convergence which may be occurring would be missed. However, 

measuring many attributes can be time-consuming and, if some attributes are converged on while 
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others are diverged from, potentially confusing. Perceptual judgment tasks are thus a holistic 

way to gather listenersô assessments of  ñglobal similarity across multidimensional aspects of 

acoustic-phonetic attributes simultaneouslyò (Pardo, 2013, p. 2), providing ña global measure of 

convergence that is grounded by what might be accessible to individuals during conversational 

interactionò (Pardo, 2013, p. 3). 

Following this recent multi-pronged approach to measuring convergence, as part of the 

examination of whether task difficulty has an effect on speech convergence, a perceptual 

judgment task was run in which listeners who had not taken part in the construction task 

described in Chapter 2 were asked to rate the similarity of the construction task participantsô 

voices within the dyads. The remainder of the chapter will proceed as follows: Section 3.2 

presents the methods used, including the process of phrase selection (3.2.1), the experimental 

procedure (3.2.2), and the participants in the experiment (3.2.3). Section 3.3 presents the results 

of the experiment. Section 3.4 is the discussion. 

 

3.2 Methods 

3.2.1 Materials: phrase selection 

Each participantôs entire individual audio file was examined for phrases which could be 

used in a perception experiment. The criteria for a phrase to be selected were based on those used 

by Kim et al. (2011): 

(1) Phrases had to be between 500 and 1500 ms in duration. 

(2) Phrases had to consist of one intonational phrase or had to occur at the end of (but 

still contained within) an intonational phrase.  
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(3) Phrases had to be fluently produced (i.e., no disfluencies, hesitations, laughter, 

breaths, etc.) and free from background noise (including speech from the other 

partner).  

(4) Phrases should be reasonably complete and easily recognizable by potential 

listeners outside of the larger context of the conversation; e.g., a phrase such as 

ówhat do you mean?ô would be included, but a phrase such as ówhat do youé?ô 

would not, even if it met the other criteria. 

Potential phrases were indicated in a separate tier in the Praat textgrid that had been 

created for each talker following the initial transcription phase described in Chapter 2. Following 

completion of the phrase selection phase, a spreadsheet was created indicating phrase content, 

start time, end time, duration, at what point in the conversation the phrase occurred, what step the 

phrase occurred in, and whether the talker was giving or receiving instructions during that step. 

The phrases for both partners in a pair were then compared to find potential pairs for use in the 

perception experiment. To be considered to be in a pair, phrases had to be 

(1) within 100 ms of each other in duration, to give listeners similar amounts of 

information about each speaker, 

(2) in the same third of the conversation (i.e., first third, second third, or final third), 

(3) both questions or both statements, to control somewhat for intonational 

differences, 

(4) both in steps where the participants were giving instructions or both in steps 

where the participants were receiving instructions. This choice was made with the 

results of Pardo (2006) and Pardo et al. (2010, 2013a) in mind; in these studies, a 
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talkerôs role as giver or receiver affected whether and how much they converged 

to their partner).
10

 

In the final phrase pairings, only phrases from steps in which the participants were giving 

instructions were used, as those phrases were more numerous for almost all participants. 

 Nine pairs of phrases were created for each dyad: three were taken from utterances in the 

first third of the conversation, three from utterances in the second third, and three from 

utterances in the final third. Phrase pair items were counterbalanced, so that each talker was the 

first speaker in one order and the second speaker in the other order.  In total, across all dyads, 

270 (9 items x 2 orders x 15 dyads) trials were available for use. The full list of phrases is given 

in Appendix E. 

 

3.2.2 Procedure 

The perceptual task design used in this study was an AX design, in which listeners are 

presented with two stimuli of interest and asked to judge whether or to what degree those items 

are similar. This is different from the design used in most previous convergence studies, which 

used an AXB testing procedure, in which listeners are asked to decide which of two stimuli of 

interest (in this case, A or B) is most similar to a set stimulus X. This approach works well given 

the approach of many previous convergence studies in which (1) baseline recordings of a talkerôs 

productions of single words or phrases are made, (2) the talker is then exposed to a potential 

trigger for convergence (i.e., a model talker who is heard through headphones, or a 

                                                 

10
 Note that this decision, along with the choice to use an AX experiment design (described below), mean that it is 

not possible to determine via this study if there is asymmetrical convergence: i.e., if one talker in a dyad is 

converging to the other, but not vice versa. Nevertheless, the convergence of the dyad as a whole can still be 

assessed.  
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conversational partner), and (3) the talker is re-recorded producing the single words or phrases 

which they produced initially. However, in the current study, as in Kim et al. (2011), the three-

step approach to measuring convergence was not used; in particular, there were no pre-exposure 

or post-exposure recordings made of the talkers. Instead, convergence was intended to be 

measured over the course of the conversation. For this reason, it was decided that using an AX 

design ï in which only two items are compared for similarity ï would be more appropriate than 

using an AXB design. To preserve the dynamic nature of the temporal dimension, stimuli were 

taken from throughout the conversation, which was divided into thirds; listeners thus heard 

stimuli from each dyad from each third. 

In piloting the experiment, it was found that listeners tended to lose focus if they were 

presented with all 270 trials; consequently, two versions of the experiment (AX and XA) were 

created which separated out the counterbalanced orders. In addition to the 135 trials in a 

particular order, listeners were first presented with a practice block, using nine items from one of 

the pairs involved in the initial construction task piloting; thus, each listener heard 144 trials. All 

trials were blocked by dyad; presentation of the blocks was randomized, and trial presentation 

was randomized within each block. A 200 ms ISI was used between the items within a trial. The 

experiment was administered through E-Prime 2.0 (Schneider et al., 2007). 

Listeners were instructed to rate the similarity of the voices in each trial on a six-point 

Likert scale, with 1 being ónot similar at allô and 6 being óextremely similarô. Listeners were also 

instructed to consider the voices in a holistic way, rather than focusing on any particular aspect 

of the voices. Responses were entered on the keypad of a Logitech K120 keyboard after the 

second item in a stimulus pair had finished playing; the response prompt timed out after 3000 

ms, at which time the next trial began. Listeners received a break after each block, and pressed 
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the spacebar when they were ready to move on to the next block. Listeners heard the stimuli 

through AKG K240 Studio headphones. The procedure took approximately 20 minutes to 

complete. 

 

3.2.3 Participants 

Participants were recruited via visits to UBC Linguistics classes, as well as through the 

UBC Psychology Graduate Student Councilôs Paid Participant Studies List 

(http://gsc.psych.ubc.ca/studies/paid_studies.html) and through members of the UBC Speech in 

Context lab. Participants had to be 18 years of age or older, self-reported native speakers of 

English, and have no speech, language, or hearing disorders. All participants were compensated 

$10/hour for their time. 

66 participants took part in the experiment (34 in the AX order, 32 in the XA order). 

Participants were randomly assigned to one of the two orders. Four participants (three in the AX 

order, one in the XA order) missed more than 10% of their responses and were excluded from 

the final analysis; thus, a total of 62 participants (31 in each order; 10 male [four in AX, six in 

XA] ) were included in the final analysis. The average age of these participants was 22 years 233 

days (SD 4 years 310 days).  

 

3.3 Results 

Mean similarity ratings were calculated for each third of the conversation (first, second, 

final) for each condition (Easy, Medium, Hard). The higher the mean rating, the more similar the 

voices of the talkers in the dyad were judged to be. The similarity ratings decreased between the 

first (3.232, SD = 1.513) and second (3.119, SD = 1.475) thirds in the Easy condition, and then 

http://gsc.psych.ubc.ca/studies/paid_studies.html
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increased between the second and final (3.507, SD = 1.553) thirds. In the Medium condition, the 

mean ratings increased slightly but steadily over time (first: 3.022, SD = 1.351; second: 3.073, 

SD = 1.366; final: 3.154, SD = 1.418). In the Hard condition, the mean ratings increased between 

the first (3.095, SD = 1.563) and second (3.171, SD = 1.481) thirds of the conversation, and then 

decreased between the second and final (2.977, SD = 1.454) thirds. These results are illustrated 

in Figure 3.1. 

 

 

 

 

 

 

 

 

 

 

Figure 3.1 Mean similarity ratings by condition and conversation third. Error bars indicate ± 1 

standard error of the mean. 

 

 Log-transformed similarity ratings were used as the dependent measure in a repeated-

measures ANOVA, with Condition (Easy, Medium, Hard) and Conversation Third (1, 2, 3) as 

factors. Log-transformed ratings were used as the distribution of similarity ratings was skewed 

right; log transformation produced a more normal distribution. There was a main effect of 

Condition [F(2, 116) = 5.446, p = 0.0055], a main effect of Conversation Third [F(2, 118) = 
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4.877, p = 0.009], and an interaction between Condition and Conversation Third [F(4, 244) = 

17.81, p < 0.001]
11

. 

The results were then separated by condition (Easy, Medium, Hard), and one-way 

ANOVAs were conducted using log-transformed similarity ratings as the dependent measure and 

Conversation Third (1, 2, 3) as the factor. A difference was found in the Easy condition [F(2, 

2578) = 12.98, p < 0.001] , and a trend towards a difference was found in the Hard condition at a 

Bonferroni-corrected Ŭ-level of 0.0167 [F(2, 2755) = 4.039, p = 0.0177]. Post hoc pairwise t-

tests on the log-transformed similarity ratings in the Easy condition showed that the significant 

differences were between Conversation Thirds 1 and 3 [t(1840) = -3.5946, p < 0.001] and 

between Conversation Thirds 2 and 3 [t(1838) = -4.9642, p < 0.001], where the similarity rating 

in the final third was higher than those in the first third and the second third.
12

 

Note that, as can be seen in Figure 3.2 below, there was a fair amount of variability in the 

patterns seen in each dyad when by-dyad means were calculated. In the Easy condition, three of 

the five dyads were rated as being more similar in the final third than in the first third, and four 

of the five dyads were rated as being more similar in the final third than in the second third; 

however, only two of the five were rated as being more similar in the second third than in the 

first third. These patterns are broadly similar to those found in the by-listener analysis illustrated 

in Figure 3.1. In the Medium condition, three of the five dyads were rated as more similar in the 

                                                 

11
 The same effects and interactions were found when untransformed similarity ratings were used rather than log-

transformed ratings. 
12

 At the suggestion of the external examiner, Jennifer Pardo, we also examined these data by calculating the 

differences between subjectsô first third and final third average ratings for each dyad, and conducting an ANOVA on 

these data. There was a main effect of Condition [F(2,122) = 25.27, p < 0.001]. Tukey HSD tests reveal differences 

between the Easy and Hard conditions (p < 0.001) and between the Medium and Hard conditions (p < 0.001); there 

was a trend towards a difference between the Easy and Medium conditions (p = 0.1). These results that there was a 

greater change in perceived similarity over time in the Easy and Medium conditions than in the Hard condition. We 

maintain the in-text analysis in order to preserve the temporal dynamics of the middle third, which demonstrates the 

complexity of the behaviour. 
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3.4 Discussion 

The perceptual judgment task described in this chapter examined listenersô ratings of 

holistic similarity over time of conversational partnersô voices from the construction task 

described in Chapter 2. Listeners heard nine pairs of utterances from each dyad: three from the 

first third of the conversation, three from the second third, and three from the final third. If 

convergence was occurring, it was expected that listenersô ratings would be higher for pairs of 

utterances later in the conversation. However, if difficulty was having an effect on convergence, 

it was expected that the difference between listenersô early and late ratings would vary depending 

on the difficulty of the condition the conversational partners were in. It was found that listenersô 

similarity ratings did show different patterns depending on the difficulty condition. In the Easy 

condition, listeners rated voice pairings from the final third of a conversation as more similar 

than those in both the first third and the second third. In the Medium condition, the similarity 

ratings in the final third of the conversation trended higher than those in the first third and the 

second third. In the Hard condition, on the other hand, listenersô ratings of talkersô vocal 

similarity trended lower in the final third of the conversation than those in the first third and the 

second third. 

When by-dyad means were calculated, it was found that there was a fair amount of 

variability in the dyads in each condition, with some dyads showing increased similarity ratings 

at the same time that others showed decreased similarity ratings in a given interval. Nevertheless, 

overall, the by-dyad patterns followed the patterns in the by-listener analysis: four of the five 

dyads in the Easy condition and three of the five dyads in the Medium condition received higher 

similarity ratings in the final third of their conversations than in the first third, while in the Hard 

condition, four dyads received similar or lower similarity ratings in the final third than in the first 
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third. The consistency and reliability of these patterns could perhaps be increased, and the 

between-dyad variability perhaps reduced, by having a larger number of dyads in the sample. 

However, it could also be the case that different talkers ï and thus different dyads ï responded 

vocally to task difficulty in different ways, as suggested by the findings of Hecker et al. (1968) 

and Lively et al. (1993) in examining speech production under conditions of cognitive workload. 

The significantly higher mean similarity rating in the final conversation third in the Easy 

condition is unlikely to be a result of such factors as talkers having additional exposure to their 

partner, as the minimum and average times to task completion were longer in the Medium and 

Hard conditions than in the Easy condition (see Table 2.2 in Chapter 2). If more exposure were a 

factor in convergence, it might be expected that dyad E1, who had the longest time to completion 

in the Easy condition, would have had the highest similarity ratings in the final conversational 

third. However, as can be seem in Figure 3.2, their final-third similarity rating was in the middle 

of the pack of the Easy ratings, and in fact decreased slightly from the second third to the final 

third. As well, it is unlikely that greater lexical similarity played a role in the higher similarity 

ratings; i.e., it was not the case that the lexical content of the stimulus pairs in the Easy condition 

was more similar than that in the Hard condition. As can be seen in Appendices B.1 and B.3, the 

pairs of items in the final third of the Easy condition do not appear to be more lexically similar 

than those in the final third of the Hard condition. 

 These findings suggest that increased task difficulty could be having an inhibitory effect 

on talkersô convergence. The explanation for this finding would be somewhat different 

depending on which of the explanations of convergence described in Chapter 1 one favours. In 

terms of the more automatic models ï i.e., the perception-behaviour link posited by Bargh and 

colleagues (e.g., Dijksterhuis & Bargh, 2001; Chartrand & van Baaren, 2009) or the Pickering 
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and Garrod (2004a, b; 2013) models of coupled speech production and perception ï the lack of 

convergence in this case would be due to an inhibition of the non-conscious process. This could 

perhaps be due to a reallocation of attentional resources, which was shown to have an effect in 

Abel et al. (2011), where talkers in an auditory naming task displayed different patterns of 

convergence to a model talker depending on what they were asked to do while listening to the 

model. It could also be due to some conscious factor overriding unconscious imitation. 

 The possibility of inhibition of the perception-behaviour connection is explicitly 

discussed by Dijksterhuis and Bargh, who suggest that it could occur if ñpassive effects of 

perception are dominated by currently operating goalsò (Dijksterhuis & Bargh, 2001, 29). It 

could be argued that more effective verbal communication and/or more rapport between 

interlocutors could lead to greater task success (see, e.g., the Communication Accommodation 

Theory approach), which is a goal that would be aided by speech mimicry. However, it may be 

the case that attending to the perceptual input to the degree that imitation requires increases a 

talkerôs overall cognitive workload; in this case, to complete the task at hand ï i.e., successfully 

building the LEGO construction ï it would be advantageous to ignore those aspects of the 

perceived input and thus not display speech mimicry.  

 In Pickering and Garrod (2004 a, b), a failure to align the representational channels could 

also be an intentional choice: for example, if the high-level task goals override a talkerôs low-

level alignment to their interlocutorôs previous productions (Pickering & Garrod, 2004b). 

However, Pickering and Garrod (2004b) suggest that such inhibition will be more difficult for a 

talker than simply aligning; in a case in which the goal of effective joint action ï successful 

dialogic communication ï is facilitated by alignment, and in which cognitive workload is already 

high, this would seem to be counterproductive. It is perhaps more likely that the reallocation of 



73 

 

attentional resources is unintentional; however, exactly how this would happen is a subject for 

further study. In Pickering and Garrodôs (2013) approach, a talker who does not align may not be 

generating the appropriate forward models to allow for prediction of an interlocutorôs speech 

actions, again perhaps due to difficulty-induced cognitive workload. 

 In terms of Communication Accommodation Theory, converging to an interlocutor is 

thought to improve the effectiveness of communication (see e.g., Thakerar et al., 1982; Giles & 

Coupland, 1991; Giles et al., 1991; Giles & Ogay, 2007); thus, in a more difficult task, one might 

expect talkers to converge to increase their likelihood of success in the task. In the current study, 

none of the dyads in the construction task were told which condition they were in, or even that 

there were different conditions; thus, no participants began the task anticipating that they would 

need to increase their communicative effectiveness. If that need instead emerged as part of the 

task, it would be expected that the dyads in the Hard condition would have displayed more 

convergence ï i.e., would have received higher similarity ratings later in their conversations ï 

than those in the easier conditions; however, that was not the case. Another possibility under a 

CAT approach is the attitudes the talkers had towards the task or to each other. The non-

conversational convergence study from Abrego-Collier et al. (2011) found that having a negative 

attitude towards a model talker caused participants to diverge from the model. Such a tendency 

may come into play if partners become frustrated with each other, which is perhaps more likely 

to occur in more difficult conditions. It was not obvious from the audio recordings that any of the 

participants became frustrated with their partners; examination of the video recordings may 

prove useful in exploring this possibility further, as participants may have expressed frustration 

through gestures or facial expression rather than through words. At this point, then, it is not clear 
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how the lack of convergence seen here would be explained under a CAT approach; further 

research would be necessary to explore this possibility. 

The results of this perception experiment suggest that difficulty could be affecting 

convergence, but they do not indicate which particular acoustic-phonetic aspects of speech 

talkers are converging on in the Easy and Medium conditions and not in the Hard condition. To 

further explore this phenomenon, in Chapter 4, global acoustic measures of similarity based on 

amplitude envelopes (Lewandowski, 2012; Hall et al., 2014) and on mel-frequency cepstral 

coefficients (Kim, 2012; Hall et al., 2014) will be used to determine if acoustic similarity ratings 

follow the same pattern as the perceived similarity ratings. In Chapters 5 and 6, talkersô speech 

rates and pausing patterns, respectively, will be examined for evidence of convergence.  
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Chapter 4: Task difficulty and global acoustic measures of convergence 

4.1 Introduction  

 While listenersô assessments of talkersô increasing similarity over time remain the gold 

standard for exploring speech convergence generally, researchers with an interest in acoustics 

and phonetics continue to look extensively at exactly which acoustic-phonetic speech features 

talkers may be converging on when they display this type of behaviour. Previously, a number of 

individual features have been measured for signs of convergence, including vocal intensity 

(Natale, 1975a), vowel quality (Babel 2010, 2012), word duration (Abel et al., 2011), 

fundamental frequency (Babel & Bulatov, 2012; also see Gregory, 1990; Gregory et al., 1993; 

Gregory & Webster, 1996), and voice onset time (Abrego-Collier et al., 2011; Nielsen, 2011; 

Shockley et al., 2004). However, while focusing on an individual acoustic measure may yield 

evidence of convergence, it can also be a rather hit-and-miss affair: talkers may be becoming 

more similar on other measures that would be missed by a narrow line of inquiry. As mentioned 

in Chapter 3, researchers have recently begun to use both perceptual judgment tasks and 

acoustic-phonetic measures to assess convergence; e.g., Babel & Bulatov (2012), Babel et al. 

(2013), Kim (2012), and Pardo et al. (2012, 2013a, 2013b). While these multi-pronged analyses 

better represent the overall picture of convergence, the acoustic-phonetic aspect of the analysis 

tends to focus on single features (e.g., fundamental frequency in Babel & Bulatov, 2012; Pillai 

scores of how merged vowels are in Babel et al., 2013) or clusters of single features (e.g., 

word/phrase duration and vowel measures in Pardo et al., 2012, 2013b; voice onset time and 

vowel measures in the monosyllabic word analysis in Kim, 2012). 

 It is also possible to examine more óglobalô acoustic measures for evidence of 

convergence. The long-term average spectra (LTAS) measure used by Gregory and colleagues 
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(Gregory 1990; Gregory et al., 1993; Gregory & Webster, 1996) is one such example. However, 

in their analysis, they focused on the lower end of the LTAS, as their primary interest was in 

fundamental frequency; thus, any convergence at the higher end of the spectrum was missed. As 

well, to be successful, LTAS analysis requires measurement of longer stretches of speech ï 

anywhere from 30 to 90 seconds is generally thought ideal (see e.g., Byrne et al., 1994; Kitzing, 

1986; Klingholtz, 1990, inter alia) ï which is either impractical or impossible in the types of 

word-based immediate shadowing tasks which are frequently used in convergence research. 

More recent work has used different types of global acoustic measures to assess speech 

convergence: Kim (2012) used mel-frequency cepstral coefficients (MFCCs) and a dynamic time 

warping algorithm, Lewandowski (2012) used amplitude envelope measurement and time-series 

cross-correlation, and Babel et al. (2014) used both of these measures. Unlike LTAS, these 

measures are used at a word or sentence level to assess convergence globally, without focusing 

solely on a single feature; they are intended to be ñrepresentations that more faithfully encode the 

speech signal as it unfolds over time without making specific assumptions about what types of 

cues might be extracted or which regions of the signal are the most importantò (Wade et al., 

2010, pp. 231-232).  

 In this chapter, as part of the examination of whether task difficulty has an effect on 

speech convergence, acoustic similarity analyses of the construction task participantsô voices are 

presented. In particular, acoustic similarity values are measured using both amplitude envelopes 

and MFCCs, and the changes in those values over time are examined for evidence of 

convergence. The remainder of the chapter will proceed as follows: Section 4.2 presents the 

methods used; Section 4.3 presents the results of the experiments; Section 4.4 is the discussion. 
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4.2 Methods 

4.2.1 Materials 

 The basis for the acoustic similarity analysis was the nine pairs of phrases for each dyad 

for the perceptual judgment task described in Chapter 3. As the use of both perceptual and 

acoustic measures in assessing speech convergence is intended to provide ña global measure of 

convergence that is grounded by what might be accessible to individuals during conversational 

interactionò (Pardo, 2013, p. 3), it is both a logical approach and an emerging common practice 

(Babel & Bulatov, 2012; Babel et al., 2013, 2014; Kim, 2012; Pardo et al., 2012, 2013) to use the 

same material in both types of analyses. As described in Chapter 3, the phrase stimuli included 

three pairs of utterances from the first third of each dyadôs conversation, three pairs of utterances 

from the second third, and three pairs of utterances from the final third. All utterances were taken 

from steps in which talkers were giving instructions. (See section 3.2.1 for a full description of 

the selection of these pairs of utterances, and Appendix E for a full list of the content of these 

utterances.)  

 

4.2.2 Procedures 

 Using the Phonological CorpusTools (PCT) software package (Hall et al., 2014), the 135 

pairs of utterances (15 dyads x 9 utterance pairs/dyad) were subjected to both amplitude 

envelope and MFCC analysis. Prior to either kind of analysis, PCT preprocesses the audio files 

of the utterances: the waveform of the utterance is pre-emphasized, both to give a flatter 

spectrum and to correct for the higher amplitude drop off in the higher frequencies.  

 The amplitude envelope calculation procedure in PCT was developed following the 

method described in Lewandowski (2012). The acoustic signal is filtered into a number of 
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logarithmically spaced bands using 4
th
 order Butterworth bandpass filters; in this analysis, eight 

filter bands were used, with the minimum frequency set at 80 Hz (the typical low end of the 

human vocal range) and the maximum frequency set at 7800 Hz (the default settings in the PCT 

acoustic similarity analysis, based on a typical 16kHz sampling rate for speech signals). The 

amplitude envelope itself is calculated by converting the acoustic signal to an envelope function 

via a Hilbert transform; the envelope is then downsampled to 120 Hz. Finally, in the envelope 

matching step, the envelopes for a pair of utterances are submitted to time-series cross-

correlation analyses. This method is used to compare two series of data points x and y measured 

at regular time intervals by shifting the points ï or, in this case, the peaks and valleys of the 

acoustic envelope ï relative to each other to find the best match between the two series. In this 

analysis, each of the eight frequency bands in the first member of a pair of utterances was cross-

correlated with the corresponding frequency band in the second member of the utterance pair 

(i.e., first band with first band, second band with second band, and so on). The time series were 

normalized to sum to 1; completely matching signals would receive a cross-correlation value of 

1, and completely opposite signals would receive a cross-correlation value of 0. The acoustic 

similarity value output was thus a value between 0 and 1; in Lewandowski (2012), similarity 

values ranged between 0.63 and 0.89. 

 In the MFCC analysis, the acoustic waveform is initially windowed and then Fourier-

transformed into the linear frequency domain. Triangular filters are then constructed on a mel 

scale, which is a scale based on perceived intervals between pitches rather than absolute 

frequency in Hertz (Stevens et al., 1937) and thus gives greater weight to lower frequency 

elements of the spectrum. In this analysis, 26 filters were applied to the Fourier-transformed 

spectrum (the number determined by PCT to be optimal for the analysis), and the spectrum was 
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then represented as the log of the power in each of the filters. The mel-frequency cepstrum (a 

Fourier transform on the logarithm of the power spectrum of the signal; Childers et al., 1977) is 

then calculated using a discrete cosine transform (DCT), and a number of orthogonal coefficients 

ï in this analysis, 12 ï are returned. The MFCCs are then compared via a dynamic time warping 

(DTW) algorithm, which calculates the lowest-cost path through a distance matrix independent 

of time, and returns a minimum distance between the two signals. In this analysis, PCT was 

asked to output the distance value as a similarity value to facilitate comparison with the 

amplitude envelope results.  

 

4.3 Results 

4.3.1 Amplitude envelope measurement results 

 Mean similarity values of the amplitude envelopes for the utterances in each pair were 

calculated for each third of the conversation (first, second, final) within each condition (Easy, 

Medium, Hard) to determine whether convergence was occurring and, if so, whether it was being 

affected by task difficulty. The higher the mean values, the more similar the amplitude envelopes 

of the utterances are, and the more similar the spectral characteristics of the utterances will be.  

 Looking at each conversation third in each condition in Figure 4.1 below, no clear 

patterns emerge. In the Easy condition, the mean similarity value decreased from the first third 

(0.481, SD = 0.094) to the second third (0.429, SD = 0.07), and increased from the second third 

to the final third (0.465, SD = 0.073). In the Medium condition, the mean similarity value 

showed the opposite pattern, increasing from the first third (0.479, SD = 0.094) to the second 

third (0.516, SD = 0.074) and decreasing from the second third to the final third (0.478, SD = 

0.106). In the Hard condition, the mean similarity value changed very little, with a slight increase 
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4.3.2 MFCC results 

 As with the amplitude envelopes, mean similarity values of the MFCCs for the utterances 

in each pair were calculated for each third of the conversation (first, second, final) within each 

condition (Easy, Medium, Hard) to determine whether convergence was occurring and, if so, 

whether it was being affected by task difficulty. The higher the mean values, the more similar the 

MFCCs of the utterances are, and the more similar the spectral characteristics of the utterances 

will be. 

 Overall, the MFCC-based similarity values were much lower than those found in the 

amplitude envelope analysis. The changes over time in each condition were minimal, as 

illustrated in Figure 4.3. In the Easy condition, the mean MFCC similarity value decreased 

between the first (0.0187, SD = 0.0014) and second (0.0183, SD = 0.0019) thirds of the 

conversation, and increased very slightly between the second and final (0.0184, SD = 0.0021) 

thirds; this was the same general pattern seen in the amplitude envelope analysis, albeit to a 

lesser degree. The Medium condition also showed the same general pattern as in the amplitude 

envelope analysis, with the mean value increasing from the first third of the conversation 

(0.0196, SD = 0.0015) to the second third (0.0198, SD = 0.002), and decreasing from the second 

third to the final third (0.0194, SD = 0.0022). In the Hard condition, the mean MFCC similarity 

value increased very slightly between the first (0.0186, SD = 0.0022) and second (0.0187, SD = 

0.0024) thirds, and slightly more between the second and final (0.019, SD = 0.0016) thirds. 
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 Examining the variability in MFCC similarity values over time by dyad, a wider range of 

patterns was found in the Easy condition than was found using the amplitude envelope 

measurements: two dyads showed the same pattern as the overall Easy results (decrease between 

first and second thirds and increase between second and final thirds), one dyad showed the 

opposite pattern, and two dyads decreased in both intervals. In the Medium condition, three 

dyadsô MFCC values followed the overall pattern of increasing between the first and second 

thirds and decreasing between the second and final thirds, one dyad showed the opposite pattern, 

and one dyad increased very slightly in both intervals. In the Hard condition, there was more 

variation in the dyads than in the overall results: two dyads decreased and then increased, two 

dyads increased and then decreased, and one dyad increased steadily over time. These results are 

illustrated in Figure 4.4. 

  

Figure 4.3 Mean MFCC similarity by condition and conversation third. 

Error bars indicate +/-1 standard error of the mean. Higher values indicate greater mean 

similarity between the MFCCs in each utterance pair. 
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occurring, it was expected that the similarity values would be higher for pairs of utterances later 

in the conversation. However, if difficulty was having an effect on convergence, it was expected 

that the similarity values would vary depending on the difficulty of the condition the 

conversational partners were in. It was found that neither amplitude envelope similarity values 

nor MFCC values showed reliably or consistently different patterns in any of the conditions 

when examined over time.  

As mentioned above, there was a fair amount of variability in the dyads in each 

condition, with some dyads showing increased similarity values at the same time that others 

showed decreased similarity ratings in a given interval. This variability could perhaps be reduced 

by having a larger number of dyads in the sample; however, it could also be reflective of factors 

other than difficulty playing a role in vocal convergence, such as personality differences (Yu et 

al., 2013), the distance between the talkersô native dialects of Canadian English (Kim et al., 

2011; Kim, 2012), or how much attention the talkers were paying to each other versus the task at 

any given time (Abel et al., 2011; see also Mattys et al., 2009, 2014, and Mattys & Wiget, 2011). 

It could also be the case that different talkers have different vocal responses to the difficulty of 

the condition, which could then modulate any tendency towards increasing spectral similarity 

which might otherwise occur. For example, while some previous studies have shown that talkersô 

fundamental frequency (f0) will consistently increase under conditions of increased cognitive 

workload (e.g., Brenner et al., 1994; Griffin & Williams, 1987; Huttunen et al., 2011), others 

have shown that only some talkers show an increase, while others maintain their f0 or even 

decrease it under increased load (e.g., Lively et al., 1993; Scherer et al., 2002). Hecker et al. 

(1968) noted that there was no consistent pattern of spectral change in high-workload conditions 

across their sample of talkers, but that changes were generally consistent within talkers. Thus, 
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without knowing how a talkerôs speech behaviour changes under workload without a partner 

present, it may be difficult to know what changes to look for with a partner present. 

From a speech perception point of view, it is possible that the lack of reliable increases in 

similarity over time could be due to the attentional resource reallocation and consequent re-

weighting of speech cues under conditions of cognitive workload proposed by Mattys and 

colleagues (Mattys et al., 2009, 2014; Mattys & Wiget, 2011). Under this assumption, talkers 

perceiving speech in high-load situations give more weight to the lexical-semantic information in 

the speech stream than they do to the acoustic-phonetic information, due to the higher 

communicative value of those lexical-semantic cues (Mattys et al., 2005). This re-weighting of 

cues could conceivably be sufficient for talkers to not take in enough detailed acoustic-phonetic 

information to reliably show increased spectral similarity to their partners. Given that speech 

production and speech perception changes will likely both apply in conditions of workload in 

conversation ï talkers will both have to speak and to perceive in order to participate in the 

conversation ï it may even be a combination of these changes leading to a lack of convergence. 

While no reliable pattern of increasing spectral similarity was found, there was 

nevertheless a weak positive correlation between the ratings given by listeners to the pairs of 

utterances in the perceptual judgment task and the similarity values returned by the acoustic 

analyses: for the amplitude envelope analysis, the correlation was r(133) = .18, p = 0.037, while 

for the MFCC analysis, it was r(133) = .178, p = 0.039.
13

 Thus, pairs of utterances which 

received higher ratings for similarity were somewhat more likely to also have higher acoustic 

similarity values, and pairs of utterances which were given lower similarity ratings were 

                                                 

13
 The correlation between the two acoustic similarity measures was very similar to the correlations between each 

measure and the similarity ratings: r(133) = .177, p = 0.039. 
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somewhat more likely to have lower acoustic similarity values. This suggests that acoustic 

similarity may have contributed to some degree to the listenersô ratings of the pairs of utterances, 

but that it was not the only factor in those ratings. As mentioned earlier, it has been suggested 

that listener judgments of similarity reflect ñglobal similarity across multidimensional aspects of 

acoustic-phonetic attributes simultaneouslyò (Pardo, 2013, p. 2, emphasis JA), providing ña 

global measure of convergence that is grounded by what might be accessible to individuals 

during conversational interactionò (Pardo, 2013, p. 3, emphasis JA). Recall from section 3.2.2 

that listeners were asked to rate the similarity of the pairs of voices they heard holistically, which 

means they were not limited to using only global spectral similarity in making their ratings, but 

could also recruit factors such as speech rate, prosodic features, or dialectal differences in 

making their judgments. Listeners were also not restricted in how they weighted these factors in 

making their decisions, or in how to interpret the instruction to judge ósimilarityô: for example, if 

two utterances had similar spectral characteristics but different speech rates, this could result in a 

high similarity rating from one listener but a low similarity rating from another. In terms of the 

spectrum itself, listeners could differently weight the various elements that would make up the 

global measure: not only fundamental frequency or formant values, but voice quality (creakiness, 

breathiness), overall amplitude (loudness), or variability in amplitude or fundamental frequency. 

If creakiness, for example, was particularly relevant to a listener, then they may have rated a 

talker with a creaky voice and a talker with a breathier voice as very different even if the other 

elements which were combined in the global acoustic similarity measure were similar. As well, 

recall that the listeners heard all nine pairs of utterances from each dyad in a block (in a 

randomized order). As their familiarity with the voices increased, their judgments may have 

evolved; no such familiarity was developed by the PCT algorithms. The listeners in the 
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experiment described in Chapter 3 thus may have been using acoustic similarity based on 

spectral measurements of the type made by amplitude envelopes and MFCCs in their similarity 

judgments, but only as one aspect of a more sophisticated analysis involving all of what is 

accessible to them, and what is relevant to them, when listening to conversations as they unfold 

over time. 

Overall, four of the dyads studied showed the same patterns of similarity changes in 

listener judgments, amplitude envelope measures, and MFCC measures: i.e., listener ratings of 

similarity and acoustic similarity values increased and decreased in the same intervals, although 

the magnitude of the change was not necessarily the same. Two of these dyads were in the Hard 

condition (H3 and H4), one was in the Medium condition (M4), and one was in the Easy 

condition (E3). It is thus also possible that spectral similarity may have been played more of a 

role in some listenersô similarity ratings than it did for others. 

It is possible that the material used in the spectral similarity analyses may have led to the 

lack of a reliable pattern of global acoustic convergence. As detailed in section 3.2.1, the 

utterances selected for the perceptual judgment task (which were then used in this analysis) were 

not selected for their lexical content; rather, they were selected based on factors such as phrasal 

constituency, length, and fluent production. (Appendix E contains the full list of phrases.) 

Lewandowskiôs (2012) analysis, which found convergence using amplitude envelope analysis, 

compared instances of the same word taken from pairs of talkers at different points in the Diapix 

task and in the reading list the talkers were asked to produce. Kimôs (2012) MFCC analysis, 

which found convergence between talkers with different native languages and divergence 

between talkers with the same native language and dialect, used the same sentences uttered by 

the different talkers as its basis for comparison. It is likely that amplitude envelope or MFCC 
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similarity measures are best suited for detecting convergence in utterances containing the same 

lexical items, given their reliance on spectral characteristics. Early in the course of this study, an 

attempt was made to use single words from the conversations as material for an amplitude 

envelope analysis, to more closely follow Lewandowskiôs (2012) analytic procedure. However, it 

became evident that due to the need for fluently produced tokens with minimal background noise 

produced in roughly the same position in a sentence in both early and late portions of the 

conversation for both talkers (see the conditions for token inclusion listed in Chapter 4 of 

Lewandowski, 2012), not enough usable tokens would be available in the shorter conversations 

to make this a feasible analysis technique. It may be the case that more restricted conversational 

contexts than were found in the current study are better suited for these kinds of acoustic 

convergence analysis.  

In Chapters 5 and 6, we turn from global measures of similarity to more specific 

measures; in particular, whether convergence in talkersô speech rates and pausing patterns is 

affected by task difficulty. 
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Chapter 5: Task difficulty and speech rate convergence 

5.1 Introduction  

Changes in talkersô speech rate have been investigated in relation both to speech 

convergence and to speech production under conditions of cognitive workload. These 

investigations have sometimes looked directly at units of speech per unit of time, where 

producing more units in a given amount of time leads to a higher speech rate, and sometimes 

looked at global decreases in phrase, word, syllable, or segmental duration, where shortening the 

length of the units under consideration will allow more of them to be produced in a given amount 

of time. All the studies described in this chapter which looked at speech unit duration rather than 

speech rate described the observed decrease in speech unit duration as an increase in speech rate.  

Changes in speech rate have been reported in a number of studies examining the effect of 

task difficulty on speech production, including Griffin & Williams (1987), Lively et al. (1993), 

Brenner et al. (1994), and Scherer et al. (2002). Using a variety of measures, including syllables 

per second (Brenner et al., 1994), word duration (Griffin &Williams, 1987), syllable duration 

(Scherer et al., 2002) and segmental and phrase durations (Lively et al., 1993), task difficulty has 

typically been found to increase speech rate when a talker is producing speech while performing 

a task. The cause of this increased speech rate has not been clearly identified. Brenner et al. 

(1994) imply that it is related to physiological changes (e.g., increased heart rate) resulting from 

psychological stress due to increased cognitive workload. Lively et al. (1993), on the other hand, 

suggest that talkers engage in what Lindblom (1990) describes as óhyperspeechô in order to better 

function in high cognitive workload conditions; in this interpretation, decreased word duration 

allows talkers to ñreturn to their attention to the workload taskò (Lively et al., 1993, p. 2963).  
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The degree to which talkersô speech rate was affected by more difficult tasks varied 

across the studies mentioned above, from a decrease in segmental and phrase duration for 4 of 5 

talkers in Lively et al. (1993), to an increase in syllables per second by 13 of 17 speakers in 

Brenner et al. (1994), to decreases in word duration and syllable duration, respectively, in Griffin 

and Williams (1987) and Scherer et al. (2002). However, these talkers were not interacting with 

another talker while performing the task: rather, they were reciting sequences of numbers (0-9 in 

Griffin & Williams, 1987; 90-100 in Brenner et al., 1994) or repeating short phrases when 

prompted (ósay [hVd] againô in Lively et al., 1993; óthis is task number ____ô in Scherer et al., 

2002). 

 Convergence in speech rate has been also examined in both the accommodation literature 

and the acoustic-phonetic sphere. While convergence has been found to occur in these domains, 

it is does not always happen. Street Jr. (1982) found that listeners positively evaluated those 

talkers who reduced their words-per-minute speech rate to become more similar to that of an 

interviewer, and negatively evaluated those talkers whose speech rate increased and thus 

diverged from that of the interviewer. Jungers and Hupp (2009) demonstrated that listeners will 

converge to the fast or slow speech rate of a model talker when asked to either repeat the 

sentences produced by the model or to describe pictures spontaneously after having listened to 

the model. Two studies by Pardo and colleagues (Pardo et al., 2010, 2013a) show mixed results 

as to whether convergence occurred in speech rate. These studies were based on Wilson and 

Wilsonôs (2005) proposal that conversational turn-taking is best modeled as a type of oscillation, 

and supposed that ñ[a] talker who intends to continue the conversation smoothly (without a 

prolonged delay) must be able to anticipate a turn transition point, which is governed by a 

number of factors, including articulation rate. The demand for close attention to an interlocutorôs 
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articulation rate should lead naturally to entrainment on rateò (Pardo et al., 2010, pp. 2255-2256). 

However, in Pardo et al. (2010), where Givers and Receivers of instructions in the map task 

remained in their roles throughout the entire task, talkers were not found to consistently converge 

or diverge on speech rates, as measured using time-series cross-correlation of words per second 

rates in one-minute intervals through the task. In Pardo et al. (2013a), where talkers switched 

between Giving and Receiving roles during the task, different results were found depending on 

whether measurements were made at the global level or at the local level. Global convergence on 

speech rates was found when talkers switched roles: i.e., when the original Givers became 

Receivers, and the original Receivers became Givers, their speech rates converged (Givers 

became slower and Receivers became faster). When talkers returned to their original roles, their 

speech rates diverged on a global level: Givers became faster and Receivers became slower. 

However, when convergence was measured in the same way as in Pardo et al. (2010) ï i.e., time-

series cross-correlation of words per second at one-minute intervals throughout the task ï no 

consistent pattern of speech rate change was found for six of the eight pairs of talkers, and the 

two pairs which did show a consistent pattern diverged. In a study in which talkers did a task 

twice with different partners each time, Levitan and Hirschberg (2011) found that talkers were 

more similar to their task partners in terms of speech rate than they were to participants with 

whom they had not done the task, but they were even more similar to themselves when their two 

sessions were compared than they were to their partners in those sessions. These results suggest 

that talkers are ñnot automatically yoked to reproduce the temporal kinematics of an interacting 

partner, even in a collaborative taskò (Pardo et al., 2013, p. 290), and that although speakers will 

modify their speech rate to coordinate with a partnerôs, they also ñtend to adhere to personal 

speaking behavior that carries across conversationsò (Levitan & Hirschberg, 2011, p. 3183). 
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Given that task difficulty has been shown to have an effect on speech rate, and given that 

talkers have displayed a variety of convergence and divergence patterns when it comes to speech 

rate, this chapter explores the question of whether task difficulty has an effect on speech rate 

convergence, by examining whether the talkers in the construction task corpus (a) showed 

changes in their speech rate based on the difficulty condition they were in, (b) became more 

similar in their speech rates over the course of their interaction, and (c) if they became more 

similar, whether the difficulty condition had an effect on that similarity. Increased similarity over 

the course of a dyadôs interaction could indicate that they were converging on speech rate, and an 

effect of condition could indicate that task difficulty was affecting that convergence. Section 5.2 

describes the methods used in this examination; Section 5.3 presents the results; Section 5.4 

discusses the results. 

 

5.2 Methods 

5.2.1 Measuring speaking and articulation rate differences 

A variety of techniques have been used to measure speech rate, including words per 

minute (Street Jr., 1982), words per second (Pardo et al., 2010; Pardo et al., 2013a), syllables per 

second (Brenner et al., 1994; Levitan & Hirschberg, 2011), word duration (Griffin &Williams, 

1987), syllable duration (Scherer et al., 2002) and segmental and phrase durations (Lively et al., 

1993). Given the conversational nature of the speech in the construction task corpus ï which 

featured a wide variety of words and phrases, and in which speakers extensively reduced the 

duration and quality of words, syllables, and segments ï words per second and syllables per 

second values were used for measuring speech rate in this dissertation. As well, because of the 

noisy nature of the recordings in the corpus ï in particular, noise from talkersô overlapping 
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speech and laughter, and noise from the manipulation of LEGO pieces ï words per second and 

syllables per second were calculated based on the orthographic transcription of each talkerôs 

speech, rather than via an automatic method such as amplitude peak-picking.
14

 While words per 

second and words per minute are the measures used previously in much convergence research 

(Pardo et al., 2010; Pardo et al., 2013a; Street Jr., 1982), these can be somewhat misleading, as 

they give the same weight to single-syllable words like ótheô as they do to multi-syllabic words 

like óperpendicularlyô, both of which appear in the corpus under consideration. For this reason, 

both words per second and syllables per second were used in this dissertation. 

Words per second and syllables per second values were calculated for each talker in each 

Giving and each Receiving step of their conversation; speech from the opening and closing 

sections (see Section 2.3.1 in Chapter 2 for a description of these sections) was not included. For 

each step, a list of all words and non-word material and the duration of those elements was 

generated using Praat and ELAN. All inter-turn pauses were removed from the list, providing a 

total amount of speaking time for each step. Two different ways of calculating words per second 

and syllables per second rates were used. The first used all turn time ï i.e., all time that a talker 

used for turns in a particular step, not including inter-turn pauses. This included all complete 

words; all filled and unfilled pauses; all laughter, coughs, and noises; and any other material in 

the step which was speech-like but not counted as a complete word (see further details below). 

The resulting word and syllable rates using this time calculation will be called óspeaking ratesô in 

this chapter. The second method used only the time required to articulate the words, as well as 

any unfilled pauses and breaths less than 250 ms in length, which were taken to be part of the 

                                                 

14
 Orthography-based calculation was the method used by Pardo et al. (2010, 2013a) as well; while it is less 

reflective of óreal lifeô physiological articulation than the results of an amplitude peak-picking analysis would be, it 

nevertheless is a reasonable approximation of talkersô speech rate. 
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articulation process (see the discussion in Grosjean & Lane, 1976, and Miller & Grosjean, 1981). 

The resulting words/syllables per second rates are referred to as óarticulation ratesô. While 

articulation rate was the measure used by Pardo et al. (2010, 2013a), it is not necessarily 

reflective of óreal-lifeô speech rates: the values are generally higher than would be the case if all 

of the time used for all elements of a talkerôs speech were included. As well, a total turn time-

based speaking rate measure allows for a comparison of word and syllable rates with rates of 

other elements in speech, such as the rates of filled and unfilled pauses which will be explored in 

Chapter 6. In this study, both the articulation rate  and the speaking rate were measured, both in 

terms of units per second. The term óspeech rateô is used to refer to speaking rate and articulation 

rate collectively. 

In determining the number of words, all words were included except for those  

¶ which were untranscribable or uncertainly transcribed. Untranscribable or 

uncertainly transcribed material was found in 56.75% (227 of 400) of the steps. In 

149 of the steps (65.6%) with untranscribable material, the duration of that 

material comprised less than 1% of the total speaking time in the step; the highest 

percentage was 7.6%, in one Receiving step in dyad M3ôs interaction. 

¶ which were incomplete. Partial words were found in 72.5% (290 of 400) of the 

steps. In 184 of the steps (63.4%) with partial words, the duration of those words 

comprised less than 1% of the total speaking time in the step; the highest 

percentage was 11.1%, in one Receiving step in dyad E5ôs interaction. 

¶ which were laughed through, sung through, or yawned through, as their durations 

were often extraordinarily elongated. Words of this type were found in 50.5% 

(202 of 400) of the steps. In 73 of the steps (36.1%) with laughed-through, sung-
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through, or yawned-through words, the duration of those words comprised less 

than 1% of the total speaking time in the step; the highest percentage was 10.9%, 

in one Receiving step in dyad M4ôs interaction. 

While these elements were not counted as words, the time used to produce them was included in 

the calculations of speaking time. 

In terms of syllables per second measures, the syllabification of the words in the corpus 

was completed using the CMU pronouncing dictionary, version 0.7a (2008; 

http://svn.code.sf.net/p/cmusphinx/code/trunk/cmudict/cmudict.0.7a, retrieved June 20, 2014). 

Where no syllabification was listed, the word was syllabified based on the most similar words 

which were in the dictionary (e.g., óbajillionô was syllabified based on the CMU syllabification 

of ómillionô), on the syllabification of the components of compound words which were in the 

dictionary (e.g., óleftmostô was syllabified using the components óleftô and ómostô), and/or on the 

CMU syllabification of the word plus the syllable count of any affixes which had been added to 

it (e.g., ólilac-yô). A list of words which did not appear in the CMU dictionary and the 

syllabifications of them used in this dissertation is given in Appendix F. 

Words per second and syllables per second were used to measure whether difficulty had 

an effect on speaking and/or articulation rate; based on the workload literature, the expectation 

was that words/syllables per second would be higher in the more difficult conditions. Mean 

speech rate and articulation rate for each talker was used to determine whether there were 

differences in speech rate or articulation rate between the three conditions. Then, the absolute 

differences between words per second values and between syllables per second values for dyad 

partners early and late in the conversation were measured; if talkers were becoming more similar 

http://svn.code.sf.net/p/cmusphinx/code/trunk/cmudict/cmudict.0.7a
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in their rates, these differences should be smaller later in the conversation than they were earlier 

in the conversation. These absolute differences were measured in three ways:  

¶ in each step; i.e., between one talkerôs Giving words/syllables per second and the 

other talkerôs Receiving words/syllables per second for Step One, Step Two, etc. 

This is similar to the method used in Pardo et al. (2010, 2013a), in which Giversô 

speech rates were compared to those of Receivers. 

¶ between the words per second and syllables per second values in the Giving steps 

for each partner. In this instance, the talkersô Giving steps were paired in order of 

occurrence. Thus, the first pairing would have Talker 1ôs Giving words/syllables 

per second in Step 1 (their first Giving step) and Talker 2ôs Giving 

words/syllables per second in Step 2 (their first Giving step); the second pairing 

would have Talker 1ôs Giving words/syllables per second in Step 3 (their second 

Giving step) and Talker 2ôs Giving words/syllables per second in Step 4 (their 

second Giving step); and so forth. 

¶ between the words per second and syllables per second values in the Receiving 

steps for each partner, in the same way as for the Giving steps. 

These differences were measured for each step in the first instance, for each Giving step pairing 

in the second instance, and for each Receiving step pairing in the third instance. However, as 

each condition had a different number of steps ï i.e., 18 (nine Giving and nine Receiving for 

each partner) in the Easy condition, 12 (six Giving and six Receiving for each partner) in the 

Medium condition, and 10 (five Giving and five Receiving for each partner) in the Hard 

condition ï not all of the steps were used in the analysis. In the by-step words/syllables per 

second difference analyses, the first four steps (Early) and the last four steps (Late) for each dyad 
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were used; in the Giving and Receiving difference analyses, the first two same-type pairings 

(Early) and the last two same-type pairings (Late) for each dyad were used. 

 

5.2.2 Measuring cross-correlation in speech and articulation rates 

 Following the method used by Pardo et al. (2010, 2013a), the words per second and 

syllables per second values for the talkers in each dyad, for both speaking rate and articulation 

rate, were submitted to time-series cross-correlation analyses in addition to the analysis of rate 

differences. Time-series cross-correlation is used to compare two series of data points x and y 

measured at regular time intervals. In many systems, it is often the case that the best correlations 

of data sampled in this way is found if one series is time-shifted relative to the other. These time 

shifts are indicated by the ólagô value: a negative lag indicates that the value of x at time t is 

correlated with the value of y at some later time, while a positive lag indicates that the value of x 

at time t is correlated with the value of y at some earlier time. For example, in this study, 

consider the speech rate value for each talker in a dyad for each step of their task. If the speech 

rate value of partner x is significantly correlated with that of partner y at a lag of -3, this means 

that the speech rate value of partner x in Step 1 would be correlated with that of partner y in Step 

4, x in Step 2 with y in Step 5, et cetera. On the other hand, if the speech rate of x is significantly 

correlated with that of partner y at a lag of 3, this means that the speech rate of partner x in Step 4 

would be correlated with that of partner y in Step 1, x in Step 5 with y in Step 2, and so on. A 

negative lag is sometimes described as x leading y, and a positive lag as x lagging y (see e.g., 

Shumway & Stoffer, 2014). As in any correlation, coefficients can be positive or negative; Pardo 

et al. (2010, 2013a) interpreted significant positive coefficients as indicative of convergence and 

negative coefficients as indicative of divergence. In the current study, Giver 1 was x in the 
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analysis of each step and in the analysis of Giving steps only, and Giver 2 (who is also Receiver 

1) was x in the analysis of Receiving steps only.  

  

5.3 Results 

5.3.1 Overall speaking and articulation rates 

To determine if difficulty had an effect on participantsô speaking and articulation rates, 

the overall rates in each condition were measured in both words per second and syllables per 

second. 

 

5.3.1.1 Words per second 

Mean words per second rates based on by-talker means, for both speaking rate and 

articulation rate, were examined by Condition and Type of step. Overall, words per second 

speaking rate values were higher in the Receiving steps than in the Giving steps in all three 

conditions. The mean words per second speaking rate in Giving steps was 2.33 (SD = 0.35) in 

the Easy condition, 2.23 (SD = 0.27) in the Medium condition, and 2.34 (SD = 0. 47) in the Hard 

condition. In the Receiving steps, the mean words per second speaking rate was 2.4 (SD = 0.37) 

in the Easy condition, 2.44 (SD = 0.46) in the Medium condition, and 2.64 (SD = 0.36) in the 

Hard condition. There was more variation in words per second in the Receiving steps for the 

Easy and Medium conditions, but less in the Hard condition, as can be seen in Figure 5.1. 
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Mean words per second speaking rate was used as the dependent variable in a two-way 

ANOVA, with Condition (Easy, Medium, Hard) and Type (Giving, Receiving) as factors. There 

was a marginal effect of Type [F(1, 54) = 3.855, p = 0.0547], with mean words per second 

trending higher in the Receiving steps than in the Giving steps. No effect of Condition and no 

interaction between Condition and Type were found. This suggests that difficulty was not having 

an effect on talkersô words per second speaking rate values, but that whether they were giving or 

receiving instructions did tend to have an effect on their speaking rate. 

 In terms of words per second articulation rate, the values were higher in the Receiving 

steps than in the Giving steps for the Medium and Hard conditions, but were roughly the same in 

both types of steps in the Easy condition. In the Giving steps, the words per second articulation 

rates were 3.41 (SD = 0.35) in the Easy condition, 3.46 (SD = 0.3) in the Medium condition, and 

3.47 (SD = 0.35) in the Hard condition. In the Receiving steps, the articulation rates were 3.42 

(SD = 0.32) in the Easy condition, 3.66 (SD = 0.34) in the Medium condition, and 3.78 (SD = 

Figure 5.1 Boxplot of words per second speaking rates by Condition and Type 
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0.33) in the Hard condition. The distributions of the words per second articulation rates are 

shown in Figure 5.2. 

 

 Mean words per second articulation rate was used as the dependent variable in a two-way 

ANOVA, with Condition (Easy, Medium, Hard) and Type (Giving, Receiving) as factors. There 

was a marginal effect of Type [F(1, 54) = 4.009, p = 0.0503], with mean words per second 

trending higher in the Receiving steps than in the Giving steps. No effect of Condition was 

found, nor was any interaction between Condition and Type. Again, as with speaking rate, this 

suggests that difficulty was not having an effect on talkersô words per second articulation rate 

values, but that whether they were giving or receiving instructions did tend to have an effect on 

their articulation rates. 

 

5.3.1.2 Syllables per second 

Mean syllables per second rates based on by-talker means were also examined by 

Condition and Type of step. Overall, as in the words per second analysis, the syllables per 

second speaking rates were higher in the Receiving steps than in the Giving steps in all 

Figure 5.2 Boxplot of words per second articulation rates by Condition and Type 
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conditions, with the highest rates found in the Hard condition. The mean syllables per second 

speaking rate in Giving steps was 2.74 (SD = 0.43) in the Easy condition, 2.66 (SD = 0.34) in the 

Medium condition, and 2.78 (SD = 0.55) in the Hard condition. In the Receiving steps, the mean 

syllables per second speaking rate was 3.11 (SD = 0.54) in the Easy condition, 3.21 (SD = 0.5) in 

the Medium condition, and 3.36 (SD = 0.4) in the Hard condition. The distribution of the rates in 

each condition is illustrated in Figure 5.3. 

  

 Mean syllables per second speaking rate was used as the dependent variable in a two-way 

ANOVA, with Condition (Easy, Medium, Hard) and Type (Giving, Receiving) as factors. An 

effect of Type was found [F(1, 54) = 18.443, p < 0.001]; mean syllables per second was higher in 

the Receiving steps than in the Giving steps. No effect of Condition and no interaction between 

Condition and Type was found. Again, as in the words per second speaking rate analysis, it was 

the talkersô role at a given point in a conversation ï i.e., whether they were giving or receiving 

instructions ï which had an effect on their syllables per second speaking rates, not the difficulty 

of the task they were working on. 

Figure 5.3 Boxplot of syllables per second speaking rates by Condition and Type 



103 

 

 In terms of syllables per second articulation rates, the values were again higher in the 

Receiving steps than in the Giving steps. In the Giving steps, the syllable per second articulation 

rates were 4.01 (SD = 0.46) in the Easy condition, 4.13 (SD = 0.41) in the Medium condition, 

and 4.13 (SD = 0.4) in the Hard condition. In the Receiving steps, the values were 4.43 (SD = 

0.42) in the Easy condition, 4.84 (SD = 0.43) in the Medium condition, and 4.81 (SD = 0.32) in 

the Hard condition. The distribution of the syllables per second articulation rates is shown in 

Figure 5.4. 

 

 Mean syllables per second articulation rate was used as the dependent variable in a two-

way ANOVA, with Condition (Easy, Medium, Hard) and Type (Giving, Receiving) as factors. 

An effect of Type was found [F(1, 54) = 33.147, p < 0.001]; mean syllables per second was 

higher in the Receiving steps than in the Giving steps. No effect of Condition and no interaction 

between Condition and Type were found. Once again, difficulty did not have an effect on 

talkersô syllables per second articulation rates, while whether they were giving or receiving 

instructions did. 

Figure 5.4 Boxplot of syllables per second articulation rates by Condition and Type 
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 Thus, there were no reliable effects of task difficulty on either speaking or articulation 

rate for either words per second or syllables per second values. However, there was an effect of 

talkersô role in the task ï whether they were giving or receiving instructions ï which was 

statistically significant in the syllables per second analyses: talkers spoke more quickly in their 

Receiving steps than they did in their Giving steps.  

 

5.3.2 Speaking and articulation rate differences between partners 

 This section presents the results of the analyses of the changes in absolute differences in 

dyad partnersô speech rates over time. In all the analyses, a reduced absolute difference over time 

would suggest that talkers were becoming more similar in their speech rates, which could be a 

result of convergence. Overall, very few consistent and reliable global patterns were found, 

although some dyads showed fairly consistent behaviour across the different measures. 

 

5.3.2.1 Speaking and articulation rate differences in each step 

 Looking at differences in speech rates in each step ï i.e., in which one talker was Giving 

instructions and the other was Receiving ï the mean absolute differences in words per second 

speaking rate are given in Table 5.1. Overall, the difference between words per second speaking 

rates increased over time in the Easy and Hard conditions, suggesting that the dyads were 

becoming less similar in speaking rates, but decreased over time in the Medium condition, 

suggesting talkersô speech rates were becoming more similar. 

 

Table 5.1 Mean absolute words per second speaking rate differences by step in Early and Late 

portions of the conversations (standard deviations in parentheses) 

 Easy Medium Hard 

Early  0.46 (0.5) 0.7 (0.55) 0.47 (0.43) 

Late 0.55 (0.32) 0.54 (0.51) 0.54 (0.53) 
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 As can be seen in Figure 5.5, there was a fair amount of variation in the mean Early and 

Late absolute words per second speaking rate differences within each condition. In the Easy 

condition, two dyadsô words per second differences decreased slightly over time (indicating that 

they were becoming more similar), two dyadsô differences increased somewhat (indicating that 

they were becoming less similar), and one dyadôs difference increased noticeably. In the Medium 

condition, four dyadsô words per second differences decreased over time to differing degrees, 

while one dyadôs difference increased. In the Hard condition, three dyadsô words per second 

differences decreased somewhat over time, while two dyadsô differences increased noticeably 

over time. 

  

  

Figure 5.5 Absolute Early and Late words per second speaking rate differences in each dyad by 

Condition. Error bars indicate +/- 1 standard error of the mean. Higher values indicate larger 

absolute differences between talkersô words per second speaking rates. 
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 Inspection of a histogram of the absolute words per second speaking rate differences 

indicated that the data were not normally distributed; this was confirmed by a Shapiro-Wilk 

normality test (W=0.8717, p < 0.001). Absolute words per second difference was used as the 

dependent measure in a series of Wilcoxon rank sum tests for each condition, with Time (Early 

and Late) as the independent measure. No Bonferroni-corrected (p < 0.0167) significant 

differences between Early and Late times were found for the absolute words per second speaking 

rate difference in any of the three conditions (Easy: W = 137, p = 0.091; Medium: W = 237, p = 

0.3273; Hard: W = 196, p = 0.9254). The difficulty of the task was thus not found to have an 

effect on the absolute differences between dyad partnersô words per second speaking rates over 

time. 

 Moving to the changes in similarity in talkersô words per second articulation rates over 

time, the mean absolute differences are given in Table 5.2. The absolute differences in rates 

decreased over time in the Medium condition, suggesting that the talkers were becoming more 

similar in their words per second articulation rates over time; however, the rates increased 

slightly from Early to Late in the Hard condition, suggesting talkers were becoming less similar, 

and remained stable in the Easy condition. 

 

Table 5.2 Mean absolute words per second articulation rate differences by step in Early and Late 

portions of the conversations (standard deviations in parentheses) 

 Easy Medium Hard 

Early  0.36 (0.26) 0.66 (0.45) 0.46 (0.38) 

Late 0.36 (0.38) 0.38 (0.25) 0.5 (0.55) 

 

 Figure 5.6 shows the by-dyad variation in the words per second articulation rate absolute 

differences in each condition. In the Easy condition, three of the five dyads showed decreases in 
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their absolute differences between the Early and Late portions of the conversations, suggesting 

their words per second articulation rates were becoming more similar. In the Medium condition, 

all dyads showed a decrease in absolute difference over time. In the Hard condition, on the other 

hand, three of the five dyads showed an increase in their absolute words per second articulation 

rate differences over time, suggesting that they were becoming less similar. 

 

 

 Inspection of a histogram of the absolute words per second articulation rate differences 

indicated that the data were not normally distributed; this was confirmed by a Shapiro-Wilk 

normality test (W=0.8474, p < 0.001). Absolute words per second articulation rate difference 

was used as the dependent measure in a series of Wilcoxon rank sum tests for each condition, 

with Time (Early and Late) as the independent measure. A trend towards a Bonferroni-corrected 

(p < 0.0167) significant differences was found between the Early and Late times in the Medium 

condition (W = 284, p = 0.0227), but not in the Easy (W = 220, p = 0.6017) or Hard (W = 199, p 

Figure 5.6 Absolute Early and Late words per second articulation rate differences in each dyad 

by Condition. Error bars indicate +/- 1 standard error of the mean. Higher values indicate larger 

absolute differences between talkersô words per second speaking rates. 
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= 0.9893) conditions. The difficulty of the task was thus not found to have a reliable effect on the 

absolute differences between dyad partnersô words per second articulation rates over time, 

although there was a trend towards a difference in the Medium condition. 

 In terms of syllables per second speaking rates, the mean absolute differences are given 

in Table 5.3. As in the words per second speaking rate absolute difference analysis, the 

difference between talkersô rates increased between the Early and Late periods of the 

conversations in the Easy and Hard conditions, suggesting that talkers were becoming less 

similar in syllables per second speaking rates, but decreased over time in the Medium condition, 

suggesting that they were becoming more similar. 

 

Table 5.3 Mean absolute syllables per second speaking rate differences by step in Early and Late 

portions of the conversations (standard deviations in parentheses) 

 Easy Medium Hard 

Early  0.65 (0.64) 0.89 (0.65) 0.7 (0.51) 

Late 0.94 (0.59) 0.74 (0.61) 0.82 (0.68) 

 

 As can be seen in Figure 5.7, there was a fair amount of variability in the mean Early and 

Late absolute syllables per second speaking rate differences within each condition. In the Easy 

condition, three dyadsô absolute syllables per second differences increased somewhat over time, 

indicating that the talkers were becoming less similar in speaking rate, while two dyadsô 

differences stayed relatively stable. In the Medium condition, four dyadsô absolute syllables per 

second differences decreased by varying degrees over time, indicating that they were becoming 

more similar in speaking rate, while one dyadôs difference increased slightly over time. In the 

Hard condition, three dyadsô differences increased by varying degrees over time, while two 

dyadsô differences decreased. 

  



109 

 

 

 Inspection of a histogram of the absolute syllables per second speaking rate differences 

indicated that the data were not normally distributed; this was confirmed by a Shapiro-Wilk 

normality test (W=0.8979, p < 0.001). Absolute syllables per second difference was used as the 

dependent measure in a series of Wilcoxon rank sum tests for each condition, with Time (Early 

and Late) as the independent measure. No Bonferroni-corrected (p < 0.0167) significant 

differences between Early and Late times were found for the absolute syllables per second 

speaking rate difference in any of the three conditions, although the Easy condition trended 

towards an increase in the absolute difference from Early to Late (Easy: W = 117, p = 0.02447; 

Medium: W = 226, p = 0.4945; Hard: W = 187, p = 0.7381). As in the words per second 

analysis, difficulty was not found to reliably affect the absolute difference between the dyad 

partnersô syllables per second speaking rate values. 

 

Figure 5.7 Absolute Early and Late syllables per second speaking rate differences in each dyad 

by Condition. Error bars indicate +/- 1 standard error. Higher values indicate larger differences 

between dyad partnersô syllables per second speaking rates. 
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 The absolute differences in syllables per second articulation rate in the Early and Late 

portions of the conversations in each condition are given in Table 5.4. The absolute rate 

differences decreased over time in the Medium and Hard conditions, suggesting that talkersô 

articulation rates in those conditions were becoming more similar to their partners; however, they 

increased slightly in the Easy condition, suggesting that the talkers were becoming less similar. 

 

Table 5.4 Mean absolute syllables per second articulation rate differences by step in Early and 

Late portions of the conversations (standard deviations in parentheses) 

 Condition 

 Time Easy Medium Hard 

Early  0.55 (0.32) 1.01 (0.66) 0.77 (0.52) 

Late 0.62 (0.46) 0.7 (0.5) 0.64 (0.6) 

 

 The by-dyad syllables per second articulation rate absolute differences in each condition 

are illustrated in Figure 5.8. In the Easy condition, two dyadsô differences decreased from the 

Early to Late portions of the conversations, indicating that they were becoming more similar in 

their syllables per second articulation rates; two dyadsô differences increased over time, 

indicating decreasing similarity in their articulation rates; and one dyadôs difference stayed 

stable. In the Medium condition, four of the five dyadsô syllables per second articulation rate 

differences decreased over time, indicating a general tendency in that condition for talkers to 

become more similar to their partners. In the Hard condition, three dyadsô articulation rate 

differences decreased over time, again suggesting that they were becoming more similar. 
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 Inspection of a histogram of the absolute syllables per second articulation rate differences 

indicated that the data were not normally distributed; this was confirmed by a Shapiro-Wilk 

normality test (W=0.9179, p < 0.001). Absolute syllables per second articulation rate difference 

was used as the dependent measure in a series of Wilcoxon rank sum tests for each condition, 

with Time (Early and Late) as the independent measure. No Bonferroni-corrected (p < 0.0167) 

significant differences between Early and Late times were found for the absolute syllables per 

second articulation rate differences in any of the three conditions, (Easy: W = 193, p = 0.862; 

Medium: W = 255, p = 0.1417; Hard: W = 244, p = 0.2423). Difficulty was not found to affect 

the absolute difference between the dyad partnersô syllables per second articulation rate values. 

 Overall, task difficulty was not found to globally affect talkersô speech rates when the 

absolute differences in each step were examined over time. There were some trends towards 

change ï in the Medium condition in the words per second articulation rate analysis, and in the 

Figure 5.8 Absolute Early and Late syllables per second articulation rate differences in each dyad 

by Condition. Error bars indicate +/- 1 standard error. Higher values indicate larger differences 

between dyad partnersô syllables per second speaking rates 
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Easy condition in the syllables per second speaking rate analysis ï but no systematic effects of 

difficulty were observed. 

 

5.3.2.2 Speaking and articulation rate differences in Giving steps 

The mean absolute differences in words per second speaking rate in the Early and Late 

portions of the conversations in each condition for the Giving steps only are listed in Table 5.5. 

Overall, the absolute differences either decreased very slightly over time, suggesting that talkersô 

words per second speaking rates were becoming somewhat more similar, or remained stable. 

 

Table 5.5 Mean absolute words per second speaking rate differences by step in Early and Late 

portions of the conversations, Giving steps only (standard deviations in parentheses) 

 Condition 

Time Easy Medium Hard 

Early  0.48 (0.39) 0.44 (0.36) 0.44 (0.34) 

Late 0.38 (0.17) 0.37 (0.31) 0.44 (0.37) 

 

 As can be seen in Figure 5.9, there was a fair amount of by-dyad variation in the absolute 

words per second speaking time differences between the Early and Late Giving steps of the 

conversations in each condition. In the Easy condition, two dyadsô words per second speaking 

rate differences decreased over time, suggesting that they were becoming more similar in their 

speaking rates, while three dyadsô differences increased to varying degrees over time, suggesting 

that they were becoming less similar. In the Medium condition, two dyadsô differences decreased 

noticeably between the Early and Late portions of the conversation, one dyadôs difference 

decreased to a lesser degree, and two dyadsô differences increased. In the Hard condition, two 

dyadsô differences decreased over time, two dyadsô differences increased noticeably over time, 

and one dyadôs difference increased very slightly over time. 
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Inspection of a histogram of the words per second speaking rate absolute differences 

suggested that the data were not normally distributed; this was confirmed by a Shapiro-Wilk 

normality test (W = 0.9093, p < 0.001). Absolute words per second speaking rate difference was 

used as the dependent measure in a series of Wilcoxon rank sum tests for each condition, with 

Time (Early and Late) as the independent measure. No Bonferroni-corrected (p < 0.0167) 

significant differences between Early and Late times were found for the absolute words per 

second speaking rate difference in any of the three conditions (Easy: W = 52, p = 0.9118; 

Medium: W = 56, p = 0.6842; Hard: W = 51, p = 0.9705), indicating that difficulty was not 

globally affecting the absolute difference between the dyad partnersô words per second speaking 

rates over time in the Giving steps. 

The mean absolute words per second articulation rate differences in the Early and Late 

portions of the conversations in each condition are indicated in Table 5.6. The Medium condition 

Figure 5.9 Absolute Early and Late words per second speaking rate differences in each dyad, 

Giving steps only, by Condition. Error bars indicate +/-1 standard error of the mean. Higher 

values indicate a larger absolute difference between dyad partnersô words per second speaking 

rates in the Giving steps. 
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showed a decrease in the articulation rate difference over time, suggesting that talkers in that 

condition were becoming more similar in their rates, while the difference increased slightly over 

time in the Easy and Hard conditions, suggesting that partnersô articulation rates might be 

becoming less similar. 

 

Table 5.6 Mean absolute words per second articulation rate differences in Early and Late 

portions of the conversations, Giving steps only (standard deviations in parentheses) 

 Condition 

Time Easy Medium Hard 

Early  0.34 (0.14) 0.43 (0.2) 0.27 (0.21) 

Late 0.36 (0.19) 0.29 (0.16) 0.33 (0.22) 

 

The by-dyad variation in the words per second articulation rate differences in each 

condition is shown in Figure 5.10. In the Easy condition, three of the five dyads showed an 

increase in their absolute articulation rate difference between the Early and Late portions of their 

conversations. In the Medium condition, all dyads showed a decrease in their absolute difference 

over time. In the Hard condition, two dyads showed a decrease in their differences, two showed 

an increase, and one remained stable. 
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Inspection of a histogram of the words per second articulation rate absolute differences 

suggested that the data were normally distributed; this was confirmed by a Shapiro-Wilk 

normality test (W = 0.9739, p = 0.2255). Absolute words per second speaking rate difference 

was used as the dependent measure in a repeated-measures ANOVA, with Condition (Easy, 

Medium, Hard) and Time (Early, Late) as factors. No effect of either Condition or Time was 

found, nor was any interaction between them, indicating that difficulty was not affecting the 

absolute difference between the dyad partnersô words per second articulation rates over time in 

the Giving steps. 

The mean absolute syllables per second speaking differences for the Giving steps in each 

Condition, Early and Late, are given in Table 5.7. As in the words per second speaking rate 

analysis, the absolute differences either decreased over time or remained relatively stable. 

 

Figure 5.10 Absolute Early and Late words per second articulation rate differences in each dyad, 

Giving steps only, by Condition. Error bars indicate +/-1 standard error of the mean. Higher 

values indicate a larger absolute difference between dyad partnersô words per second speaking 

rates in the Giving steps 
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Table 5.7 Mean absolute syllables per second speaking rate difference in Early and Late portions 

of the conversations, Giving steps only (standard deviations in parentheses) 

 Condition 

 Time Easy Medium Hard 

Early  0.57 (0.42) 0.7 (0.45) 0.5 (0.45) 

Late 0.51 (0.25) 0.49 (0.37) 0.52 (0.41) 

 

As can be seen in Figure 5.11, there was a fair amount of by-dyad variation in the 

absolute syllables per second speaking rate differences between Early and Late times in the 

Giving steps in each condition. In the Easy condition, two dyadsô absolute syllables per second 

difference decreased over time, suggesting that their speaking rates were becoming more similar, 

while three dyadsô differences increased to some degree over time, suggesting that they were 

becoming less similar in speaking rates. In the Medium condition, only one dyadôs absolute 

syllables per second difference increased over time, while the other four dyads showed a 

decreased difference over time. In the Hard condition, three dyadsô differences decreased over 

time by varying degrees, and two dyadsô differences increased over time. 
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Inspection of a histogram of the absolute syllables per second speaking rate differences 

indicated that the data were not normally distributed; this was confirmed by a Shapiro-Wilk 

normality test (W = 0.9369, p = 0.004). Absolute syllables per second speaking rate difference 

was used as the dependent measure in a series of Wilcoxon rank sum tests for each condition, 

with Time (Early and Late) as the independent measure. No Bonferroni-corrected (p < 0.0167) 

significant differences between Early and Late times were found for the absolute syllables per 

second differences in any of the three conditions (Easy: W = 52, p = 0.9118; Medium: W = 63, p 

= 0.3527; Hard: W = 48, p = 0.9118), indicating that just as in the words per second speaking 

rate analysis, difficulty was not affecting the absolute difference between the dyad partnersô 

syllables per second speaking rate values in the Giving steps over time. 

Turning finally to syllables per second articulation rate absolute differences over time in 

the Giving steps, the means in each Condition and each portion of the conversation are given in 

Figure 5.11 Absolute Early and Late syllables per second speaking rate differences in each dyad, 

Giving steps only, by Condition. Error bars indicate +/-1 standard error of the mean. Higher 

values indicate larger absolute differences between the dyad partnersô syllables per second 

speaking rates in the Giving steps. 
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Table 5.8. The differences increased slightly over time in the Easy condition, decreased in the 

Medium condition, and remained stable in the Hard condition. 

 

Table 5.8 Mean absolute syllables per second articulation rate difference in Early and Late 

portions of the conversations, Giving steps only (standard deviations in parentheses) 

 Condition 

 Time Easy Medium Hard 

Early  0.46 (0.25) 0.48 (0.23) 0.31 (0.3) 

Late 0.51 (0.23) 0.36 (0.16) 0.3 (0.24) 

 

Looking at the by-dyad syllable articulation rate absolute differences over time in each 

condition, Figure 5.12 shows that in the Hard and Easy conditions, three and four of the five 

dyadsô absolute differences, respectively, increased between the Early and Late portions of the 

conversation, suggesting that they were becoming less similar in their articulation rates. In the 

Medium condition, on the other hand, four of the five dyadsô syllable articulation rate differences 

decreased over time, suggesting that their rates were becoming more similar. 

Figure 5.12 Absolute Early and Late syllables per second articulation rate differences in each 

dyad, Giving steps only, by Condition. Error bars indicate +/-1 standard error of the mean. 

Higher values indicate larger absolute differences between the dyad partnersô syllables per 

second articulation rates in the Giving steps. 
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Inspection of a histogram of the words per second articulation rate absolute differences 

suggested that the data were not normally distributed; a Shapiro-Wilk normality test indicated a 

trend towards a non-normal distribution (W = 0.9641, p = 0.07488). Absolute syllables per 

second articulation rate difference was used as the dependent measure in a series of Wilcoxon 

rank sum tests for each condition, with Time (Early and Late) as the independent measure. No 

Bonferroni-corrected (p < 0.0167) significant differences between Early and Late times were 

found for the absolute syllables per second differences in any of the three conditions (Easy: W = 

44, p = 0.6842; Medium: W = 66, p = 0.2475; Hard: W = 46, p = 0.7959), indicating that just as 

in the words per second articulation rate analysis, difficulty was not affecting the absolute 

difference between the dyad partnersô syllables per second articulation rate values in the Giving 

steps over time. 

 Overall, task difficulty was not found to globally affect talkersô speaking or articulation 

rates when the absolute differences in the Giving  steps were examined over time.  

 

5.3.2.3 Speaking and articulation rate differences in Receiving steps 

The mean absolute words per second speaking rate differences for the Receiving steps, 

Early and Late, are given in Table 5.9. While the Easy and Hard conditions showed a slight 

increase in the absolute difference in words per second rates over time, suggesting the talkers 

might be becoming less similar in their speaking rates between the Early and Late portions of the 

conversation, the Medium condition showed a large decrease over time, suggesting the talkersô 

speaking rates were becoming more similar over the course of the conversation. 

  



120 

 

Table 5.9 Mean absolute words per second speaking rate differences in Early and Late portions 

of the conversation, Receiving steps only (standard deviations in parentheses) 

 

As can be seen in Figure 5.13, there was a fair amount of by-dyad variation in the 

absolute words per second speaking rate differences between Early and Late times in the 

Receiving steps in each condition. In the Easy condition, three dyadsô absolute differences 

increased over time, indicating that their speaking rates were becoming less similar. In the 

Medium condition, all dyadsô differences decreased over time to varying degrees, indicating that 

their speech rates were becoming more similar. In the Hard condition, three dyadsô differences 

decreased over time, and two dyadsô differences increased. 

 Condition 

Time Easy Medium Hard 

Early  0.56 (0.62) 1.04 (0.57) 0.53 (0.38) 

Late 0.64 (0.41) 0.57 (0.51) 0.6 (0.59) 
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Inspection of a histogram of the absolute words per second speaking rate differences 

indicated that the data were not normally distributed; this was confirmed by a Shapiro-Wilk 

normality test (W = 0.9057, p < 0.001). Absolute words per second speaking rate difference was 

used as the dependent measure in a series of Wilcoxon rank sum tests for each condition, with 

Time (Early and Late) as the independent measure. No Bonferroni-corrected (p < 0.0167) 

significant differences between Early and Late times were found for the absolute words per 

second difference in any of the three conditions (Easy: W = 38, p = 0.393; Medium: W = 74, p = 

0.0753; Hard: W = 52, p = 0.9118), indicating that difficulty was not affecting the dyad partnersô 

absolute differences in words per second speaking rates in the Receiving steps over time. 

For the words per second articulation rate absolute differences, as shown in Table 5.10, 

the Easy and Hard conditions again showed a slight increase in the absolute difference in words 

Figure 5.13 Absolute Early and Late words per second speaking rate differences in each dyad, 

Receiving steps only, by Condition. Error bars indicate +/-1 standard error of the mean. Higher 

values indicate larger absolute differences between the dyad partnersô words per second 

speaking rates in the Receiving steps. 
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per second rates over time, suggesting the talkers might be becoming less similar in their 

articulation rates, while the Medium condition showed a large decrease over time, suggesting the 

talkersô articulation rates were becoming more similar over the course of the conversation. 

 

Table 5.10 Mean absolute words per second articulation rate differences in Early and Late 

portions of the conversation, Receiving steps only (standard deviations in parentheses) 

 

In terms of by-dyad absolute difference changes over time, in the Easy condition, four of 

the five dyads showed a decrease in the difference in their words per second articulation rates 

over time, suggesting they were becoming more similar; the one dyad which showed an increase 

showed a dramatic one (over a word per second), as can be seen in Figure 5.14. In the Medium 

condition all five dyads showed a decrease in their articulation rate difference between the Early 

and Late portions of the conversation. However, in the Hard condition, three of the five dyads 

showed an increase in their absolute articulation rate difference over time, suggesting that they 

were becoming less similar. 

  

 Condition 

Time Easy Medium Hard 

Early  0.47 (0.41) 1.09 (0.4) 0.47 (0.35) 

Late 0.48 (0.42) 0.32 (0.35) 0.52 (0.46) 
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Inspection of a histogram of the absolute words per second articulation rate differences 

indicated that the data were not normally distributed; this was confirmed by a Shapiro-Wilk 

normality test (W = 0.9194, p < 0.001). Absolute words per second articulation rate difference 

was used as the dependent measure in a series of Wilcoxon rank sum tests for each condition, 

with Time (Early and Late) as the independent measure. A significant difference at a Bonferroni-

corrected Ŭ-level of 0.0167 was found between the words per second articulation rate differences 

in the Early and Late portions of the Medium condition (W = 93, p < 0.001). However, no 

significant differences between Early and Late times were found in the Easy and Hard conditions 

(Easy: W = 52, p = 0.9118; Hard: W = 48, p = 0.9118), suggesting that difficulty as a whole was 

not affecting the dyad partnersô absolute differences in words per second articulation rates in the 

Receiving steps over time in a reliable way. 

Figure 5.14 Absolute Early and Late words per second articulation rate differences in each 

dyad, Receiving steps only, by Condition. Error bars indicate +/-1 standard error of the mean. 

Higher values indicate larger absolute differences between the dyad partnersô words per 

second articulation rates in the Receiving steps 
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