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Abstract

An integrated reconfiguration performance model for interacting satellite networks is an important tool in analyzing reliability and developing protocols for uninterrupted operation. However, such a quantitative model is not easy to develop since it involves many parameters related to the network’s operation and all the earth-linked operational information communicated through it. The aim of this study is to propose an integrated communication model for a network of interacting satellites using high-level petri nets which permit sub-network reconfiguration without loss of communication ability whenever there are satellite communication faults or full failures. To quantify the Vulnerability, Uncertainty and Probability (VUP) in a network a Stochastic Petri Net (SPN) based model is developed. Three indicators are proposed to determine the VUP definitions in interacting network of satellites. To model the overall reconfiguration schemes of a network of interacting satellites, Colored Petri Nets (CPN) paradigm is used so as to simulate the reconfiguration operation of the integrated Networked Control System (NCS). A modular representation of the interacting satellites with the network in terms of satellites’ subsystems and their interconnection together and through the network is provided. Transmission network is modeled through senders and receivers including packet-data transmission. The four developed reconfiguration methods are used to recover the network in case of partial/ full failures occur in the system. The proposed approaches are then used to study the overall response time of a given NCS in interacting satellites, as well as the delays between the mutual senders and receivers. Simulations of the detailed models show that the networked control performance of the interacting satellites, in particular with reference to any satellite failure, can be improved with inclusion of appropriate monitors within the networked system as represented by sub-networks in the CPN model. The suggested integrated networked control schemes can be used to obtain a fault tolerant reconfiguration for a required network performance.
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Chapter 1

Introduction

Satellite networks due to their location and the nature of inter-connection require several specific factors to be taken into consideration for optimal and sustained operation. In satellite networks, many nodes and links are required to reach each other through time varying long distances (much longer than on the ground). Satellites are prone to several space-specific hazards. Damage from solar radiation pressure, for instance, is a factor that is considered in satellite operations. Despite the fact that solar radiation pressure is extensively used as a source of energy in controlling the satellites, it can also severely damage them at excessive levels when there are sudden sun activities which are also called sun-storms. In addition, the space around the earth is surrounded by artificial satellites and debris which have intentionally placed into orbit. As a result of occasional collision between the space objects, either directly or indirectly, satellites are impacted and damaged. The solar panels of satellites are particularly vulnerable and prone to damage. Furthermore, satellites pass through the shadow of the earth and back into direct solar radiation and as such experience significant temperature variation, thereby affecting their life [5]. Generally, satellite networks’ requirements are different for various configurations
depending on their distance from the earth, design, operation and maintenance, transmission technologies, topologies and costs [6].

The control issue in a network of cooperating satellites is thus very important due to the operational and environmental variation they encounter in the space. The constant growth in the global communications and the need to replace aging and out of commission satellites, call for new concepts in the design and operation of satellites. Because of the lower cost of smaller satellites numerous units can be incorporated in an interacting network. In such a system, if properly configured, a satellite failure should not have a severe impact on the network’s intended mission. As a result, there is a growing trend toward deployment of networks of interacting low cost small satellites. Thus with networks of satellites, communication can be more reliably maintained [7, 8].

According to the literature, much of the research work on fault and failure detection, and control methods of satellites has been carried out by assuming an individual satellite regardless of its interaction in a network [9-12]. In case of multi-satellite interactions in a cluster, the faultless performance parameters have been analyzed [13-15].

To this extent, developing a performance analysis procedure by which the complex satellite system can be intelligently controlled and faults evaded is very important [16, 17].

In this study, we develop supervisory control and networked reconfiguration schemes using high-level petri nets which allow a graceful performance degradation of interacting satellites in case of faults to maintain availability and seamless operation.
1.1 Satellite System Fundamentals

1.1.1 Satellite Subsystems

A satellite is composed of several interconnected subsystems which provide and maintain the full operational conditions [18]. Figure 1.1 shows the most typical satellite subsystems. The communication module on board the satellite is termed the communication payload. All the other subsystems in the satellite support the communication payload in a way that the sending/receiving links between the earth and the space segments can be maintained. Noting the importance of communication payloads in satellites and their critical role in networked control operation and coordination, they should be closely monitored and controlled to enable all the required operations to be efficiently performed.

![Satellite Modules Diagram](image)

**Figure 1.1: Typical Satellite Subsystems**

- **Power Supply Subsystem (PSS)**

  The power subsystem is the energy source for the satellite. This subsystem primarily consists of folded solar panels located on two arrays and are deployed after satellite launch and orbit transfer.
➢ Communication Payload/ Telemetry Tracking and Command Subsystems (TTCS)

The communications and telemetry subsystems orchestrate the flow of data between onboard subsystem components, and between the satellite and the ground station. These subsystems are typically composed of the communications portion, and the telemetry, tracking, and control (TTC) portion.

➢ Thermal Control Subsystem (TCS)

The thermal control subsystem is responsible for maintaining the components of the satellite within their operational temperature limits.

➢ Attitude and Orbit Control Subsystem (AOCS)

The attitude and orbit control subsystem (AOCS) maintains the pointing accuracy of the satellite by controlling the motion of the satellite in any of the pitch, roll, or yaw axes. It usually deploys thrusters to apply desirable changes in the altitude and orbit.

➢ Propulsion and Station Keeping Subsystems (PYROS)

This section includes Pyrotechnic (PYRO) and Apogee Boost Motor (ABM) subsystems. The first one generates and routes the pulses to deploy solar arrays and fire ABM which functions to keep the satellite in its intended orbit or performs desired orbital changes as directed by the mission. ABM subsystem is usually composed of a source of fuel and oxidizer, or liquefied gas, whose limited volume usually determines the duration of the mission.

1.1.2 Satellite Orbit Configurations

Satellites operate at various orbits: Low Earth Orbit (LEO) which is close to the earth (200-2000 km), Polar Orbit which passes over or close to polar regions, and Geostationary (GEO) which is located around 35000 km above the earth equator. To an observer located on the earth a satellite in this orbit appears motionless. GEO satellites have a high signal propagation delay,
which result in reduction of network performance. *LEO* satellites have lower propagations delays, because of the lower altitude they have, but there are a large number of these satellites around the earth which provide services through such an orbit. Despite the lower propagation delays in *LEO* satellites, their enormous numbers in the space create additional propagation problems due to the buffering delays. To this extent, the real-time and non-real time applications of satellites are largely affected due to the large propagation delays in *GEO* and delay changes in *LEO* systems [1, 5].

1.2 Satellite Networks

Currently, the global satellite communication networks include a number of satellites, where each satellite covers a designated area on the earth (or a number of ground stations), all of which are not visible by any single satellite. These stations are served using ground communication lines via an intermediate ground station which is in the line of sight of all the satellites in the cluster [15]. Interconnections between these satellites using inter-satellites links (ISL) are organized to provide a significant flexibility for satellite communication networks to reconfigure in case of faults without losing data [15, 19, 20]. As a result, using ISL in satellite networks will increase the effectiveness of satellite communication, providing higher quality of services.

Here, we present integrated networked reconfiguration schemes for a network of satellites interconnected via ISL. A typical satellite communication network system or cluster is shown in Figure 1.2. Such clusters consist of a number of satellites located around a nominal position in one or multiple orbits (*GEO, LEO*, etc.). The satellites are connected via RF (Radio Frequency) links and through a ground station. The satellites are also interconnected via ISL for reconfiguration purposes in case of faults.
1.2.1 Satellite Network Architectures

A general architecture of a satellite network is shown in Figure 1.3. Basically, in a network of interacting satellites the system is divided into two segments: space segment and the earth segment.

The space segment consists of one or more satellites in particular orbits. Generally, the satellites in a network are located in the same orbit. In some particular networks, the satellites are located in different orbits which are referred to as multitier satellite networks. The operating orbit of satellites and their characteristics depend on the applications and services provided in the networks. As discussed in the previous section, satellites are controlled and monitored via Telemetry Tracking and Command (TTC) subsystems. TTC subsystems include earth segment interfaces as well.
The earth segment include the ground station and user networks (terrestrial network) interconnecting to each other. Operation control center is needed to provide feedback information to the satellite network for resource management and other required control functions.
Connectivity is the way that satellites interacting in a network provide links to each other and to the ground station. There are three major types of connectivity among satellites which are point to point, point to multi-point (also called broadcasting) and multi-point to point [18]. Adding a transmission technology to each satellite, convert the broadcast system into a multipoint to multipoint one, by which each satellite in the network interacts as both sender and receiver [21].

1.2.2 Satellite Communications

Electromagnetic waves are employed in a satellite communication system to transfer the information via an interacting multi-satellite network. Frequency band is a specific range of frequencies while spectrum is a full range of all the frequencies from zero to infinity.

The frequencies between 1 and 4 GHz are the optimum range of the spectrum for space-earth transmissions. A significant amount of atmospheric signal absorption occurs above 12 GHz. At 22 GHz and 60 GHz, there are very high signal absorption due to resonance by water (humidity) and oxygen, respectively. Therefore, these frequencies can only be used for interlinked satellites communications [22].

For interconnection between the satellites and the ground station or among the satellites interacting in a network, radio links are used. Satellite communications depend on the availability of radio spectrum which is limited.

In Figure 1.4 satellite communications frequency bands are shown which can be found in detail in [23]. On the basis of the communication range of frequencies, different types of information may be sent via the network in data, voice and multimedia formats. Below 1 GHz,
only data packets may be sent. Between 1 GHz and 7 GHz, voice packets are transferred. Above 7 GHz, data of multimedia nature are transferrable.

Figure 1.4: Satellites Communications Frequency Bands [23]

1.2.3 Network Communication Protocols

Data communication networks are based on the concept of data protocol by which the data stream is broken down into packets that satisfy certain constraints such as length [24]. The data
protocol is used to check the reliability of the transmission process in a network of interacting satellites.

TCP/IP (Transmission Control Protocol/Internet Protocol) is an adequate candidate for satellite communication networks [20, 25]. According to TCP principles, the sender sends a packet and waits until it receives an acknowledgement from the receiver to indicate that the packet has arrived correctly [26]. The sender keeps a copy of the sent data with its time stamp and if the related acknowledgement receipt times out, a lost packet will be detected. The lost packet will be resent. This is called a congestion avoidance which is identified by using TCP over satellites [27, 28].

For modeling of the network of interacting satellites in Chapter 4, TCP algorithm is used as the functional protocol in the network.

1.3 Networked Control and Reconfiguration

Fault diagnosis in a network is concerned with detecting, isolating and resolving problems. Therefore, control issues in a network of interacting satellites are very important due to the operational and environmental variation they encounter in the space. The constant growth in the global communications and the need to replace older and out of commission satellites, call for design and launch of newer satellites. Because of the lower cost of smaller satellites numerous units can be incorporated in an interacting network. In such a system, if properly configured, one satellite’s failure should not lead to a severe impact on the network’s performance or intended mission. As a result, there is a growing trend toward employing networks of interacting low cost small satellites. With networks of satellites, communication can be more reliably maintained [7, 8].
Controllers can be designed to have a dynamic system behave in some desired fashion. The designed controller will depend on the knowledge about the plant and the available data. When a control system is shared via a communication medium within several nodes beyond the operating system, then a networked control system (NCS) is obtained. Exchanging data, including input, output and control parameters, among the system components through the network is the key feature of an NCS [29].

Using the control over a network reduces the system complexity as well as allows the data to be shared efficiently. Furthermore, intelligent decisions can be made over a large physical environment such as the space where the cooperating satellites are deployed. In this study, an integrated supervisory fault tolerant control and networked reconfiguration scheme is developed to simulate the communication interactions over multiple satellites. In this method, the reconfiguration procedure refers to the retransmission of the data related to the faulty satellite by distributing and sending it via other satellites operating in the network. Orbit transferring, redundant satellite substitution and repositioning the healthy satellites are other reconfiguration schemes which are developed and simulated in this study. Depending on the operating conditions and the size of the affected data, different reconfiguration topologies are used.

The main goal of applying networked control in multi-satellite interactions is to monitor and/or to control the data transmission and the communication system to ensure overall systems stability. This can be done by applying supervisory control using high-level petri nets. Network performance is then evaluated using this method [30, 31]. This approach is mainly studied by taking into account the delays and/or packet losses that occur in the network and are used to design a fault tolerant system.
All the essential parameters influencing the satellites’ communication status can be modeled through Stochastic Petri Nets (SPNs)/ Colored Petri Nets (CPNs) to be autonomously reconfigurable.

For a network consisting of $n$ interacting satellites, where satellite $i$ ($i=1, \ldots, n$) has buffer capacity $\beta_i$, the number of possible states in interacting communication would be identical to the probable number of packets in each satellite in healthy condition of the network which we call steady state [15]. In case of a fault in the network, the number of states will change depending on the loss conditions. To prevent these loss conditions due to faults, a networked control model of a multi-satellite communication system is developed using high-level petri nets [32].

1.4 Literature Review

Increasing number of man-made objects deployed in space, whether geostationary or orbiting, can become a danger or at least a problem for the construction and operation of developing aerospace systems. These growing operational constraints deserve attention in the form of monitoring, fault diagnosis and reconfigurable control [18]. To this extent many investigations have been conducted on satellite fault diagnosis and control.

James Albus and colleagues [33] focused on Collaborative Tactical Behaviors for Autonomous Ground and Air Vehicles by developing a four dimensional real time control system. Their methodology resulted in detailed design requirements for perception, knowledge representation, decision making, and behavior generation processes that enable complex methods to be planned and executed by unmanned ground and air vehicles working in collaboration with manned systems. Feng et al developed a dynamic simulation to evaluate the location update
efficiency in LEO satellite networks. Only LEO satellite communication networks are proposed in their modeling.

Angeli developed an artificial intelligent fault diagnosis method for on-line systems by applying numerical techniques. In this method fault detection is performed by comparing the predicted behavior of a system based on qualitative models with the actual observation [34]. Barua and colleagues made an attempt to conduct Hierarchical Fault Diagnosis and Health Monitoring in Satellites Formation Flight [35]. Through their research a methodology is developed for specifying the network parameters that utilize both node fault-diagnosis performance data and domain experts’ beliefs. Their proposed model development procedure reduces the demand for expert’s time in eliciting probabilities significantly. Joshi et al developed a fault tolerant diagnosis system for the RADARSAT-1 attitude control system (ACS) telemetry [36]. The proposed system uses computational intelligence (CI) to detect and isolate faults and also to infer cause of failures from the telemetry data time series history using functional models of satellite ACS.

Huang et al. studied the congestion control in a satellite network [37]. They investigated how to set rules for a satellite queuing system so that all the GEO satellites as users have self-interest in controlling congestion when it occurs. Xing and colleague attempted to design and simulate an autonomous control system for satellites [38]. In their research a satellite autonomous orbital control system was designed and the semi-major axis control, the eccentricity and the inclination angle were discussed. Powel and Morgansen [39] derived performance limits for a group of autonomous space vehicles obeying a nonlinear motion control model. They performed Monte–Carlo simulations with random initial headings to analyze the communication energy required for the convergence of the discrete-time system. The results
implied a strategy for designing minimum communication energy algorithms for heading alignment and coordination for vehicles in which communication is energetically expensive. Casbeer and Holsapple [40] investigated a column generation technique as a distributed method for solving task assignment problems with precedence constraints. With a careful division of the overall problem into small local problems, the column generation approach iteratively solves the sub-problems in a distributed way to reach an overall optimum. Owing to the complexity introduced by the precedence constraints, they conclude that it is unlikely that column generation alone would be practical for distributed task assignment but could perhaps be used in conjunction with other methods or a hierarchical design to allow sub-groups to solve smaller sized problems. Lee and Kim developed a fault tolerant control scheme for satellite attitude control system [41]. In their research a sliding mode control scheme with finite reaching time is proposed for a fault-tolerant satellite attitude control system in the presence of actuator faults and external disturbances. The actuator fault is modeled to reflect the degradation of the actuation effectiveness, and the solar array induced disturbance is considered as external disturbance. The control scheme is designed to perform the rest-to-rest maneuver of a satellite system with the degradation of the actuation effectiveness, and the stability analysis is performed using the Lyapunov theorem. Also numerical simulations are conducted and the results are compared to verify the performance of the proposed fault-tolerant control scheme.

Neural network control methods are widely used by many researchers for different purposes of fault diagnosis and control [16, 42-45]. Li proposed a neural network based fault tolerant controller for mobile robots [42]. The effectiveness of his proposed method is illustrated by performing the simulation of a circular trajectory tracking control.
Kalman filters are also one of the most common methods for fault diagnosis and control purposes [46]. Hu et al [47] proposed a navigation and coordination control system by applying Extended Kalman Filters (EKF). Semsar-Kazerooni and Khorasani investigated the optimal consensus algorithms for cooperating team of agents subject to partial information [48]. The objectives of their work were the design and development of controllers for a team of agents that accomplish consensus for agents' output in both leaderless and modified leader-follower architectures.

According to the literature, much of the research work on fault detection and control methods of satellite networks has been conducted by assuming only computer type of problem or a limited mechanical failure, but not for a combination of them. Also intelligent fault prognosis and control recovery scheme have not been investigated for a network of cooperating satellites [16, 17, 49]. Furthermore; the monitoring and controlling of non-measurable faults (hidden faults) is still an open research field [25].

1.5 Implementation Complexities

An adaptable fault prognosis and control system within and on-board a network of interacting satellites is an important module which is desired for unmanned and eventually autonomous space vehicles. However, such a prognosis and control system is not easy to develop since it is the core of the network’s operation and all the earth-linked operational information is reviewed and analyzed through it. Furthermore, some networks of cooperating satellites are used for multi-purpose missions. To this extent often several decisions are made simultaneously about necessary changes to the satellite’s operational parameters (i.e., orbit, inclination, etc.). Also, despite the time-invariant attributes of air-borne networks, the topology of satellites networks can vary with time.
Figure 1.2 depicts a typical management system of a network of cooperating satellites. (We use the terms “cooperating” and “interacting” interchangeably.)

Satellite networks have a vast range of applications in many key industries and as such must be monitored, controlled and managed, in order to make such a complex system operate efficiently and securely. Actually, the system must have the ability to adapt itself to the required changes of an application in the presence of fault or emergency cases, and reconfigure accordingly [50].

1.6 Research Objectives

As a consequence of the issues outlined in previous sections, the related demand in industry has been to develop better control and monitoring means for the interacting satellite networks. The proposed research specifically intends to analysis and development of:

1) a fault detection and reliability analysis strategy for the network;

2) a supervisory control system to monitor the behavior of the network in order to meet the performance criteria; and

3) networked reconfiguration schemes without disturbing the stability of the system.

1.7 Scope of the Present Work

This research deals with the supervisory control of a network of interacting satellites to establish solutions for fault detection and automatic control. This research is carried out to develop discrete event models using high-level petri nets. A fault tolerant reconfiguration approach is used to formulate such solutions with SPNs. Also, a networked reconfiguration protocol in multi-satellite interactions is generated using CPNs to manage the full/partial failures
occurring in the system. These methods help to reconfigure the network to full functional performance conditions. Previous studies have been on individual satellites to detect and control their faults and reconfiguration issues have not been addressed.

1.8 Thesis Outline

This thesis is organized as follows:

Chapter 2 presents a methodological approach to objectives 1) and 2) of the research, stated in Section 1.6. The developed methodology is based on Stochastic Petri Nets. Chapter 2 also presents the basic supervisory controller to determine the uncontrollable and unobservable state transitions. Synthesizing a controller with such transitions in the network is then explained and the deadlock conditions discussed. To be more specific, Chapter 2 develops a fault diagnosis and supervisory control system of multi-satellite interactions using SPNs. Vulnerability, uncertainty and probability of the presence of a fault in the network are then assessed using SPN models.

To enable the system to operate in fault tolerant conditions, a set of reconfiguration models in a faulty network are developed using CPNs, in Chapter 3, Chapter 4 and Chapter 5 to meet the objectives 2) and 3) of Section 1.6. Also the required performance parameters in a satellite network are developed in these chapters to evaluate network functions.

Chapter 3 is devoted to development of fault tolerant reconfiguration schemes for networks subject to partial failure that meets objective 3). The proposed reconfiguration method enables the faulty network to operate in full performance condition. A stability analysis of the faultless system is shown in this chapter. The reconfiguration method is verified and investigated by measuring the performance parameters in terms of mean delay and throughput. The results are compared to that of an analytical method in the absence of faults.
Chapter 4 proposes a networked control scheme for specific types of failures that enables the network to be reconfigured through in-orbit satellite repositioning to achieve objective 3).

The fault tolerant control method of Chapter 4 is further developed in Chapter 5 to reconfigure the networks subject to general types of failures and accomplish objective 3). The sensitivity of the performance measures to network input parameters is determined in the absence and presence of faults in the networks. The results are then discussed and compared.

Chapter 6 concludes and remarks on the findings and proposes ideas for future work to improve the implementation and further refine of the developed techniques.
Chapter 2

Fault Diagnosis and Supervisory Control of Multi-Satellite Interactions Using SPNs

2.1 Introduction

This chapter investigates the fault diagnosis and supervisory control of multi satellite interactions and provides a solution to analyze a faulty network. Supervisors are used to ensure that the behavior of the network, which needs to be controlled and reconfigured, does not violate a set of required operational conditions. The supervisory control and reconfiguration actions are based on system observations.

The methodology developed here is divided into two stages. In the first stage a network of interacting satellites is modeled using Stochastic Petri Nets (SPNs) and controllability and observability characteristics of the network are analyzed. Then in the second stage, three major indicators are developed to quantify the vulnerability, uncertainty and failure probability characteristics of the system. The results of the proposed methodology are then presented.
2.2 Basic and High-Level Petri Nets

2.2.1 Basic Petri Nets

In the 1960s, discrete-event simulation techniques became very popular. In many cases, this resulted in the development of advanced simulation languages such as SLAM, Arena, Simula and SimScript. Some references best explain these references are [51-53]. More recent applications are reported in [54-56]. One method to model complex systems such as multi-satellite interactions is to use petri nets. Petri nets have a simple mathematical representation by employing linear matrix algebra making them particularly useful for analysis and design of discrete event systems [57-59].

Petri nets are divided into low and high-level forms [60, 61]. Stochastic Petri Nets (SPNs) and Colored Petri Nets (CPNs) are classified as high level. The advantage of using high-level petri nets in a satellite network is its both state and action oriented nature which describes the states of the system and the transitions (events) which cause changes in the states. Therefore, for a complex system such as a multi-satellite interaction, the networked control performance can be modeled, using much of the existing real conditions.

A Petri Net structure, \( C \), is a four tuple, \( C=(P, T, I, O) \), where \( P \) is a finite set of places which define the network conditions, \( T \) is a finite set of transitions which define the network events, \( I \) and \( O \) are the Input and Output functions \( (I,O: T\rightarrow P) \) [62].

A petri net is a multi-graph, since it allows multiple arcs from one node of the graph to another. Since the nodes of the graph can be partitioned into two sets (places and transitions), such that each arc is directed from an element of one set to an element of the other set, it is a bipartite directed multi-graph. As shown in Figure 2.1, a petri net graph is equivalent to the petri
net structure $C= (P, T, I, O)$. A marking is an assignment of tokens (dots) to the places of a petri net. A transition can be caused, i.e. triggered or fired (in the petri net vocabulary), if there are required number of tokens in all the places preceding a transition node.

![Figure 2.1: A simple graph representation of a marked petri net](image1)

![Figure 2.2: The marking results from firing transition t1 in Figure 2.1](image2)

In Figure 2.1 if transition $t_1$ is fired, the marking shown in Figure 2.2 will result. In a petri net model, the conditions are modeled as places and events as transitions. The occurrence of an event in the physical plant is modeled by the triggering (firing) of a transition \[2\].

**Reachable Marking \[62\]**: For a petri net $C= (P, T, I, O)$ with marking $m$, a marking $m'$ is immediately reachable from $m$, if there exists a transition $t_j$ whose firing result in $m'$.

**Deadlock \[62\]**: A deadlock in petri net is a transition which cannot be fired.
A transition is live if it is not deadlocked. A transition is live at level \(i\), if every transition is live at this level.

### 2.2.2 Petri Net Analysis Techniques

There are two major methods to analyze petri net models including the reachability tree and the matrix equations.

**Reachability tree** [62] represents the infinite number of markings which result from loops. Frontier nodes are those which have not yet been processed. The root of the reachability tree is set equal to the initial marking as a frontier node. As long as frontier nodes remain, they are processed by the following algorithm:

Let \(x\) be the frontier node to be processed. If there exists another node \(y\) in the tree which is not a frontier node, and has the same marking associated with it, \(\mu[x] = \mu[y]\), then node \(x\) is a duplicate node. If no transitions are enabled for the marking \(\mu[x]\), then \(x\) is a terminal node. For all transitions which are enabled in \(\mu[x]\), create a new node \(z\) in the reachability tree. The marking \(\mu[z]\) associated with this new node is, for each place \(p_i\),

1. If \(\mu[x_i] = \omega\), then \(\mu[z_i] = \omega\).
2. If there exists a node \(y\) on the path from the root node to \(x\) with \(\mu[y] < \partial(\mu[x], t_j)\) and \(\mu[y_i] < \partial(\mu[x], t_j)_i\), then \(\mu[z_i] = \omega\).
3. Otherwise, \(\mu[z_i] = \partial(\mu[x], t_j)_i\).

\(\omega\) represents the marking vector, showing current marking in each place. An arc, labeled \(t_j\) is directed from node \(x\) to node \(z\). Node \(x\) is redefined as an interior node; node \(z\) becomes a frontier node.
**Matrix equations** [62] are another means of analyzing petri net models. An alternative to the 
\((P, T, I, O)\) definition of petri net is to define two matrices \(D^-\) and \(D^+\) to represent the input and output functions \((P, T, D^-, D^+)\). Each matrix is \(m\) rows (one for each transition) by \(n\) columns (one for each place). We define \(D^-[j, i] = \#(p_i, I(t_j))\) and \(D^+[j, i] = \#(p_i, O(t_j))\). Let \(e[j]\) (transition matrix) be the unit \(m\)-vector which is zero everywhere except in the \(j^{th}\) component. A transition \(t_j\) is enabled in a marking \(\mu\) if \(\mu \geq (e[j], D^-)\). The system incidence matrix and the reached marking after firing the enabled transitions are shown respectively in Equations (2.1) and (2.2).

\[
D = D^+ - D^- 
\]

\[
\mu' = \mu + e[j].D 
\]

\[
= \mu + f(\delta).D 
\]

The vector \(f(\delta)=e[j_1]+[j_2]+\cdots+e[j_k]\) is called the firing vector of the sequence \(t_{j_1}t_{j_2}\ldots t_{j_k}\). The \(i^{th}\) element of \(f(\delta), f(\delta)_i\), is the number of times that transition \(t_i\) fires in the sequence \(t_{j_1}t_{j_2}\ldots t_{j_k}\).

### 2.2.3 Stochastic Petri Nets (SPNs)

As it is not always easy to assess system performance due to modeling difficulties, simulation is often the only available numerical method. SPN as a simulation method is an attractive graphically-oriented modeling framework well-suited to path generation on computer [63, 64].

System states change when events occur. Stochastic changes occur at random times. By modeling a stochastic process, \(X(t)\) is assumed as the state of the system at time \(t\) which is a random variable. The network of interacting satellites is considered as a discrete event stochastic system by defining appropriate system states [64].
2.3 Modeling Methodology for Fault Diagnosis and Supervisory Control of Multi-Satellite Interactions Using SPNs

Control design using petri net models enforces the desired events to occur and prohibits the undesired ones from occurring. To model the supervisory controllers using petri nets, controllability and observability specifications have to be checked to prevent forbidden connections in the model [65].

2.3.1 Controllability and Observability in Petri Nets

Petri net models provide the option to design supervisory controllers which prevent forbidden or undesirable states from occurring in a modeled system. Many researchers have used petri nets as a tool for modeling and synthesizing the control laws for different types of discrete event systems [13, 60, 61, 66, 67].

The goal of supervisory control is to restrict the reachable marking of a plant to $b$ tokens [61]:

$$l^T \mu_p \leq b$$  \hspace{1cm} (2.3)

where $\mu_p$ is the plant’s marking, $l$ is an integer weight vector and $b$ is an integer scalar.

The inequality constraint in relation (2.3) can be transferred to equality by introducing a slack variable $\mu_c$ which has to be nonnegative, as shown in Equation (2.4) [61].

$$l^T \mu_p + \mu_c = b$$  \hspace{1cm} (2.4)

Therefore, the incidence matrix of the petri net plant will be divided into two sections as $D_p$ and $D_c$ (Equation (2.5)), where the first is the plant’s incidence matrix and the second is the controller incidence matrix.
\[ D = \begin{bmatrix} D_p \\ D_c \end{bmatrix} \tag{2.5} \]

Referring to Equations (2.4) and (2.5), a petri net controller with initial marking \( \mu_{c0} \) is obtained using Equations (2.6) and (2.7):

\[ D_c = -l.D_p \tag{2.6} \]
\[ \mu_c = b - l.\mu_{p0} \tag{2.7} \]

where \( \mu_{p0} \) is the plant’s initial marking and \( l \) can be determined using the constraint conditions.

2.3.1.1 Uncontrollable Transitions

A petri net transition is called **uncontrollable** if the firing of that transition cannot be prevented by an external action [61]. According to this definition, an uncontrollable transition can be observed. Therefore, the arcs can be freely connected from uncontrollable ‘transition’ to a controller ‘place’. But the inverse case is not applicable which means that the arcs cannot be connected from controller places to the uncontrollable transitions. This requirement is checked in petri net models using Equation (2.8):

\[ l^T D_{uc} \leq 0 \tag{2.8} \]

where \( D_{uc} \) is the uncontrollable subspace of the incidence matrix \( D_p[m \times n] \), where its ranking is less than the \( n \) (full rank). The controller places work on the basis of disabling/ enabling controllable transitions in a way that the number of tokens in the controller place is less/ more than the weight of the connector arc.

2.3.1.2 Unobservable Transitions

A petri net transition is called **unobservable**, if the firing of that transition cannot be directly measured or detected [61]. There cannot be any connection between the controller places and the
unobservable transitions. Therefore, the unobservable transitions are also uncontrollable. This requirement is checked using Equation (2.9):

\[ l^T D_{uo} = 0 \] (2.9)

where \( D_{uo} \) is the unobservable subspace of the incidence matrix \( D_p[m \times n] \).

### 2.3.2 Supervisory Controller Synthesis Using Petri Nets

If the uncontrollability and unobservability conditions, checked by Equations (2.8) and (2.9), are not met in the petri net model, the defined constraints have to be transformed given by Equations (2.10), (2.11), (2.12) and (2.13) [32, 61, 68]:

Let \( R_1 \in \mathbb{Z}^{n_c \times n} \) satisfy \( R_1 \mu_p \geq 0 \) \( \forall \mu_p \) (2.10)

Let \( R_2 \in \mathbb{Z}^{n_c \times n_c} \) be a positive definite diagonal matrix (2.11)

If \( L' \mu_p \leq b' \) where

\[ L' = R_1 + R_2.L \text{ and } b' = R_2(b + 1) - 1, \] (2.12)

then \( L. \mu_p \leq b \).

\[
\begin{bmatrix}
R_1 & R_2
\end{bmatrix}
\begin{bmatrix}
D_{uc} & D_{uo} & -D_{uo} & \mu_{p0} \\
LD_{uc} & LD_{uo} & -LD_{uo} & \mu_{p0} - b - 1
\end{bmatrix}
\leq
\begin{bmatrix}
0 & 0 & 0 & -1
\end{bmatrix}
\] (2.13)

A major goal in designing supervisors and analyzing control properties of petri net plants is that certain state to state transitions cannot be inhibited using any control law, so the developed PN models have to meet certain requirements. Therefore, by checking these requirements the PN model would be applicable in the real time systems for on-line reconfiguration and handling the uncontrollability and unobservability conditions.
2.3.3 Integrating Fault Analysis Indicators Using SPNs

The fault analysis indicators of a system can be quantified in terms of vulnerability, uncertainty and probability and these are used for multi-satellite interactions. The related indicators’ analytical results are given in Section 2.5. Here the definition of each term is provided:

**Vulnerability:** Is defined as a quantity which indicates how many times an event has occurred within a time interval [49].

**Uncertainty:** Is defined as the number of failed components at time \( t \) [69].

**Probability:** Is defined as the sum of probabilities of being in state “s” at time \( t \) [62].

Here we have developed formulas to calculate these indicators using SPN models.

**Vulnerability:** Is defined as a quantity which indicates how many times an event modeled by a PN transition, has occurred in that interval. The expected number of firings of \( t_k \) (transition \( k \)) in \((0, t)\) is given by [49]:

\[
\mu_k(t) = \sum_{s \in S} \int_0^t q_s(z) \cdot \lambda_k(s) \cdot dz
\]  
(2.14)

where \( \lambda_k(s) \) is the firing rate of \( t_k \) in marking \( s \) and \( q_s(t) \) is the probability of being in state “s” at time \( t \). Firing rate is a probabilistic delay after which the transitions are fired and is determined by a random variable.

In steady state, the expected number of firings per unit time becomes:

\[
v_k(t) = \sum_{s \in S} q_s(\infty) \cdot \lambda_k(s)
\]  
(2.15)
For example, in a network of cooperating satellites, the mean number of failures (repairs) of the network components in \((0, t)\) is quantified as the vulnerability level of the system in each failure case.

**Uncertainty:** Let \(P_i\) be a place in the petri net model. The cumulative distribution function (CDF) of the number of tokens in \(P_i\) at time \(t\) is a staircase function in which the amplitude of the \(k\)-th step is obtained by summing up the probabilities of all the markings, containing \(k\) tokens \((k= 0, 1, 2,...)\) in \(P_i\) at time \(t\). The density \(f_i(k, t)\) is a mass function equal to the amplitude of the \(k\)-th step. The expected value of the number of tokens in place \(P_i\) at time \(t\) is [69]:

\[
E[m_i(t)] = \sum_{k=0}^{\infty} k \cdot f_i(k, t)
\]  \hspace{1cm} (2.16)

For instance, if place \(P_i\) represents identical satellites queuing up to communicate with a Ground Station, the above quantity (CDF) is the expected value of the number of satellites in the queue versus time. In uncertainty analysis a very interesting case arises when place \(P_i\) represents failed components. Equation (2.16) provides the expected value of the number of failed components at time \(t\).

**Probability:** By means of logical or algebraic functions of the number of tokens in the PN places, an output condition can be specified, for instance the number of tokens in the defined failed condition place. The probability of the output measure [62, 70]:

\[
[ Q_s(t) = \text{Prob} \{ \text{Condition is true at time } t \} ] \text{ is given by: }
\]

\[
Q_s(t) = \sum_{s \in S} q_s(t)
\]  \hspace{1cm} (2.17)

where \(q_s(t)\) is the probability of being in state “\(s\)” at time \(t\).

The simulation details and quantification results are presented in Section 2.5.
2.4 Petri Net Modeling and Supervisory Synthesis of Multi-Satellite Interactions Using \textit{SPNs}

To verify the petri net control concepts discussed in Sections 2.3.1 and 2.3.2, we consider a network of three interacting satellites \textit{S1}, \textit{S2} and \textit{S3} communicating through a ground station \textit{GS}, Figure 2.3.

![Diagram of the network of three cooperating satellites communicating through a ground station.](image)

\textbf{Figure 2.3:} A Network of Three Cooperating Satellites Communicating through a Ground Station Resource (a) A Schematic, (b) A Block Diagram

The related petri net model of this network is shown in Figure 2.4. It contains 10 places and 9 transitions. Each of the places P1, P5 and P8 show the independent operational conditions of each satellite in its orbit. By firing transitions T1, T4 and T7, each satellite sends an access
request to the ground station at known time stamps which may result in waiting condition of the satellites to access the ground station (shown by places P2, P6 and P9). Place P4 shows the ground station availability where its buffer size is considered to be equal to the number of initial tokens in it. In this model place P4 is marked with two tokens, which means that the ground station is able to communicate with only two satellites at the same time.

Figure 2.4: Petri Net Model of a Network of Three Satellites

Communicating through a Ground Station
If the specified number of tokens is available in place P4, the transitions T2, T5 or T8 will fire and result in tokens to appear in each of the places P3, P7 or P10, respectively. These places denote the condition when each satellite is communicating with the ground station.

In the satellite network of Figure 2.4, if all the three satellites are identical, we can fold the three symmetric parts of the PN of Figure 2.4 into a compact PN of Figure 2.5.

The incidence matrix of the petri net model shown in Figure 2.5 is calculated using Equation (2.1):
\[ D_p = D^+ - D^- \]

\[
\begin{bmatrix}
0 & 0 & 1 \\
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{bmatrix}
- \begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{bmatrix}
\]

\[
\begin{bmatrix}
-1 & 0 & 1 \\
+1 & -1 & 0 \\
0 & +1 & -1 \\
0 & -1 & +1
\end{bmatrix}
\]

\[ D_{uc} \]

The ranking of the incidence matrix is equal to 2 and the uncontrollable portion of the network is the third column. So, transition \( T2 \) is uncontrollable.

The following constraints have to be imposed upon the networked system:

\[ \mu_3 + \mu_4 \leq 2 \]

\[ \mu_1 \leq 3 \]

According to the above constraints, matrix \( l \) will be:

\[
\begin{bmatrix}
0 & 0 & 1 & 1 \\
1 & 0 & 0 & 0
\end{bmatrix}
\]

As Transition \( T2 \) is uncontrollable, the condition of Equation (2.8) is checked to determine if the defined constraints are admissible with respect to the plant uncontrollable transition.

\[ l^T.D_{uc} = \begin{bmatrix} 0 \\ 0 \end{bmatrix} \], so it meets the requirement as checked below:

\[ l^T.D_{uc} \leq 0 \]
Using the controller synthesis rules of petri nets, as defined in this section, all the developed models in this chapter are analyzed using the same method.

2.5 Fault Diagnosis Modeling of Multi-Satellites Interactions Using \textit{SPNs}

In this chapter, application of \textit{SPN} in measuring and quantifying the vulnerability, uncertainty and probability in a satellite network is studied. All the effective parameters influencing the network status can be modeled through \textit{SPN} concepts and autonomously managed. In Section 2.3.3, a set of indicators were identified to quantify vulnerability, uncertainty and probability. In the following sections of this chapter, an \textit{SPN} model is developed to measure the three indicators in a network of satellites.

2.5.1 \textit{SPN} Fault Tolerant Modeling of Multi-Satellite Interactions

Performance reliability of a satellite network can be determined through vulnerability, uncertainty and probability analysis using \textit{SPN}. To do so, a detailed modeling of a network of “\textit{n}” cooperating satellites communicating with each other and through a ground station is undertaken.

As explained for the networked satellites modeled in Section 2.4 and assuming S1, S2 and S3 are identical satellites, fault free network operation is modeled and simulated using petri net Editor Software [71]. The model is shown in Figure 2.6. The stochastic properties of the satellite network are determined by allocating a firing rate to transition $T1$.

\textit{Failure Modeling}- Taking into account the failure and repair of each satellite, the network operation is modeled by the \textit{SPN} of Figure 2.6. In Table 2.1, the description of places and transitions related to the Stochastic Petri Net graph of Figure 2.7 and the numerical values
assigned to the firing rates associated with each PN transition are shown. The sum of tokens in $P1$ is equal to “$n$” (the number of satellites), whereas the sum of tokens in $P4$ is equal to “$m$” (the number of available processing buffer in the ground station). In this simulation, it is assumed that “$n$” is equal to 3 and “$m$” is equal to “$n-1$”. $T2$ and $T9$ are assumed as immediate transitions (uncontrollable).

Figure 2.6: Folded SPN Scheme of a Network of Three Cooperating Satellites Using Petri Net Editor Software
Figure 2.7: Satellite Network SPN Modeling Including Failures and Repairs Using Petri Net Editor Software
Table 2.1: Description of Places and Transitions in SPN Graph of Figure 2.7

<table>
<thead>
<tr>
<th>Place (P)</th>
<th>Description</th>
<th>Firing Rate (Average Number of Triggers/Time Slot)</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>Satellite working independently.</td>
<td></td>
</tr>
<tr>
<td>P2</td>
<td>Satellite waiting for access to GS.</td>
<td></td>
</tr>
<tr>
<td>P3</td>
<td>Satellite interacting with GS.</td>
<td></td>
</tr>
<tr>
<td>P4</td>
<td>GS free.</td>
<td></td>
</tr>
<tr>
<td>P5</td>
<td>GS failed.</td>
<td></td>
</tr>
<tr>
<td>P6</td>
<td>Satellite failed.</td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>Satellite requesting access to GS.</td>
<td>$1 \times m_1$</td>
</tr>
<tr>
<td>T2</td>
<td>Satellite accessing GS.</td>
<td>$10^4$</td>
</tr>
<tr>
<td>T3</td>
<td>Satellite releasing GS.</td>
<td>5</td>
</tr>
<tr>
<td>T4</td>
<td>Satellite failure in local mode.</td>
<td>$10^{-4} \times m_1$</td>
</tr>
<tr>
<td>T5</td>
<td>Satellite failure while waiting.</td>
<td>$10^{-4} \times m_2$</td>
</tr>
<tr>
<td>T6</td>
<td>Satellite failure while working with GS.</td>
<td>$10^{-4}$</td>
</tr>
<tr>
<td>T7</td>
<td>GS failure while working.</td>
<td>$10^{-4}$</td>
</tr>
<tr>
<td>T8</td>
<td>GS failure while free.</td>
<td>$10^{-4}$</td>
</tr>
<tr>
<td>T9</td>
<td>Return to local mode when GS failed.</td>
<td>$10^4$</td>
</tr>
<tr>
<td>T10</td>
<td>Satellite repair.</td>
<td>$10^{-2}$</td>
</tr>
<tr>
<td>T11</td>
<td>GS repair.</td>
<td>$10^{-2}$</td>
</tr>
</tbody>
</table>
The incidence matrix of the plant calculated using Equation (2.1) is:

\[
D_p = \begin{pmatrix}
-1 & 0 & 1 & -1 & 0 & 0 & 1 & 0 & 1 & 1 & 0 \\
1 & -1 & 0 & 0 & -1 & 0 & 0 & -1 & 0 & 0 \\
0 & 1 & -1 & 0 & 0 & -1 & -1 & 0 & 0 & 0 & 0 \\
0 & -1 & 1 & 0 & 0 & 1 & 0 & -1 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & -1 \\
0 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & -1 & 0 \\
\end{pmatrix}
\]

Because the rank of the incidence matrix is equal to 4, there are 7 uncontrollable transitions as \(T_2, T_4, T_5, T_6, T_7, T_8\) and \(T_9\).

As defined in the previous section, there are two required constraints as:

\[
\mu_3 + \mu_4 + \mu_5 \leq 2
\]

\[
\mu_1 + \mu_3 + \mu_2 + \mu_6 \leq 3
\]

\[
l = \begin{pmatrix}
0 & 0 & 1 & 1 & 1 & 0 \\
1 & 1 & 1 & 0 & 0 & 1 \\
\end{pmatrix}
\]

\(l^T . D_{uc}\) is then calculated as:

\[
l^T . D_{uc} = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{pmatrix}
\]

Checking the condition set by Equation (2.8), makes it possible to see whether \(l^T . D_{uc}\) contains any positive values which indicate whether the current constraints would prevent the controllability conditions. As it is shown in the calculated \(l^T . D_{uc}\), it meets the required conditions: \(l^T . D_{uc} \leq 0\).
Because all the elements of $l^T . D_p$ are equal to zero, if any transition becomes unobservable, it will meet the required condition of $l^T . D_{uo} = 0$.

After synthesizing the developed petri net model to see whether it meets the system requirements according to the controllability rules, the observability conditions are checked as well using Equation (2.9). If any obstructions appear in a part of the identified transitions $T1$ to $T11$, the transitions become observable. Therefore, on the basis of Equation (2.9), $l^T . D_{uo}$ should be equal to zero.

With the initial marking $M1$ shown in Figure 2.6, 21 states are reachable in the $SPN$ model whose token distribution is shown in Table 2.2.

By examining the data reported in Table 2.1 and Table 2.2, the following subsets of states are identified as reachable:

- States 1, 2, 3, 4: fault free operation of the satellite network;
- States 5, 6, 7: two satellites in normal operation, one satellite in failed condition;
- States 8, 9: one satellite in normal operation, two satellites in failed condition;
- States 15, 20, 21: all satellites in normal operation, ground station in failed condition;
- States 14, 18, 19: two satellites in normal operation, one satellite and ground station in failed condition;
- States 13, 16, 17: one satellite in normal operation, two satellites and the ground station in failed condition;
- State 10: all satellites in failed condition;
- States 11, 12: three satellites and ground station in failed condition.
Table 2.3 is the description of the reachability tree of the \textit{SPN}. According to Table 2.3, for each state shown on the first column, the enabled transitions and the immediate reachable states (in parentheses) are specified.

Substituting the numerical values of the firing rates given in Table 2.1, the transition rate matrix is automatically generated using Petri Net Editor Software [71]. According to the Probability definition in Section 2.3.3 and with respect to the generated transition matrix in Table 2.3, the probabilities of all the 21 states are quantified using Equation (2.17).

The Vulnerability in the time interval of [0, 23.17] is shown in Figure 2.8(a). The stay time in each state and the return time to each state, are given in Figure 2.8(b) and (c), respectively. Probabilities at time \( t=23.17 \) is shown in Figure 2.8(d).

According to the Vulnerability definition in Section 2.3.3, the vulnerability of the defined network at the time interval of [0, 23.17] is determined using Equation (2.14) and is shown in Figure 2.8(a). For the specified \textit{SPN} of Figure 2.7, the vulnerability is quantifiable for the transitions identifying a failure in the system (for \( \{T_4, T_5, T_6, T_7, T_8\} \)) at \( t=23.17 \). For the given time interval, marking no.8 (which means one satellite is in normal operational condition when the other two ones have failed) happens for 5 times and is the most frequent vulnerable event. Referring to Figure 2.8(b) and (c), at \( t=23.17 \), it remains in this state for around 0.2 time slots and takes around 1 time slot to return again.

According to Figure 2.8(b) and (c), state 7 has the longest stay time as well as a longer return time at \( t=23.17 \). So, if one of the satellites fails during operation at \( t=23.17 \), it will take more than 1.5 time slot to transit to another state.

With reference to the Uncertainty definition in Section 2.3.3, the uncertainty of the cooperating satellites network, defined in Figure 2.7 by a \textit{SPN} model at time \( t=23.17 \), is
quantified using Equation (2.16). The results show that there are a cumulative number of tokens in place “$P_5$ “, which is identical to a failure in the ground station at this time step.

In Figure 2.8(d), the states probabilities for the modeled SPN system of Figure 2.7, are shown at time $t=23.17$ seconds. It shows that state 20 is the most probable event which may happen in the system. So the least reliable section at this time step is the ground station which failure is the most probable event.

Table 2.2: Token Distribution of the SPN of Figure 2.7

<table>
<thead>
<tr>
<th>State</th>
<th>Marking</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>m1</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>2</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>11</td>
<td>0</td>
</tr>
<tr>
<td>12</td>
<td>0</td>
</tr>
<tr>
<td>13</td>
<td>1</td>
</tr>
<tr>
<td>14</td>
<td>2</td>
</tr>
<tr>
<td>15</td>
<td>3</td>
</tr>
<tr>
<td>16</td>
<td>1</td>
</tr>
<tr>
<td>17</td>
<td>0</td>
</tr>
<tr>
<td>18</td>
<td>1</td>
</tr>
<tr>
<td>19</td>
<td>2</td>
</tr>
<tr>
<td>20</td>
<td>3</td>
</tr>
<tr>
<td>21</td>
<td>2</td>
</tr>
</tbody>
</table>
Table 2.3: Description of the Reachability Tree of the SPN of Figure 2.7

<table>
<thead>
<tr>
<th>State</th>
<th>Enabled transitions and reachable states</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>T1 (2) T4 (7) T8 (20)</td>
</tr>
<tr>
<td>2</td>
<td>T1 (4) T3 (1) T4 (6) T6 (7) T7 (20) T8 (21)</td>
</tr>
<tr>
<td>3</td>
<td>T1 (4) T3 (2) T4 (5) T6 (6) T7 (21)</td>
</tr>
<tr>
<td>4</td>
<td>T3 (3) T5 (5) T6 (5) T7 (21)</td>
</tr>
<tr>
<td>5</td>
<td>T3 (6) T6 (9) T7 (18) T10 (3)</td>
</tr>
<tr>
<td>6</td>
<td>T1 (5) T3 (7) T4 (9) T6 (8) T7 (19) T8 (18) T10 (2)</td>
</tr>
<tr>
<td>7</td>
<td>T1 (6) T4 (8) T8 (19) T10 (1)</td>
</tr>
<tr>
<td>8</td>
<td>T1 (6) T4 (10) T8 (16) T10 (7)</td>
</tr>
<tr>
<td>9</td>
<td>T3 (8) T6 (10) T7 (16) T8 (17) T10 (6)</td>
</tr>
<tr>
<td>10</td>
<td>T8 (11) T10 (8)</td>
</tr>
<tr>
<td>11</td>
<td>T8 (12) T10 (16) T11 (10)</td>
</tr>
<tr>
<td>12</td>
<td>T10 (13) T11 (11)</td>
</tr>
<tr>
<td>13</td>
<td>T1 (14) T4 (12) T10 (14) T11 (16)</td>
</tr>
<tr>
<td>14</td>
<td>T1 (19) T4 (13) T10 (15) T11 (19)</td>
</tr>
<tr>
<td>15</td>
<td>T1 (20) T4 (14) T11 (20)</td>
</tr>
<tr>
<td>16</td>
<td>T1 (17) T4 (11) T8 (13) T10 (19) T11 (8)</td>
</tr>
<tr>
<td>17</td>
<td>T3 (16) T6 (11) T7 (13) T10 (18) T11 (9)</td>
</tr>
<tr>
<td>18</td>
<td>T1 (21) T3 (19) T4 (17) T6 (16) T7 (14) T10 (2) T11 (6)</td>
</tr>
<tr>
<td>19</td>
<td>T1 (18) T4 (16) T8 (14) T10 (20) T11 (7)</td>
</tr>
<tr>
<td>20</td>
<td>T1 (21) T4 (19) T8 (15) T11 (15)</td>
</tr>
<tr>
<td>21</td>
<td>T1 (3) T3 (20) T4 (18) T6 (19) T7 (15) T11 (2)</td>
</tr>
</tbody>
</table>
Figure 2.8: State Functions for the SPN System of Figure 2.7 a) Vulnerability for [0, 23.17], b) Stay Time at \( t=23.17 \), c) Return Time at \( t=23.17 \), d) Probability at \( t=23.17 \)
2.6 Conclusions

The chapter proposed a procedure to analyze the controllability and observability characteristics of petri net models for a given set of system parameters. A petri net supervisory controller is then designed for the networked satellites.

Reliability indicators are also integrated in terms of vulnerability, uncertainty and probability in the network using SPN models. The reliability of the developed supervisory control and fault detection model is assessed for a network of three satellites using SPNs.

The information provided in Section 2.5, lets the system to analyze the reliability of the network components to take the required actions under a supervisory control system. The faults and their occurrences lead us to vulnerability, uncertainty and probability criteria which indicate the performance of the system. The SPN model provides the possibility of monitoring system’s behavior. This procedure addresses objectives 1) and 2).
Chapter 3

Networked Reconfiguration of Multi-Satellite Interactions Subject to Partial Failure Using CPNs

3.1 Introduction

This chapter deals with the fault tolerant control and networked reconfiguration of multi-satellite interactions subject to partial communication failure. Partial failure addresses the faults in part of the satellite communication system. Although losing the connection with some components in partial failure, it is still able to communicate with the other ones. Full failure refers to the condition when a component in the network (satellite) is fully failed to operate.

Using the physical specifications of space objects, a procedure is developed in 3.3 to reconfigure the network, subject to partial failure, to its default functional conditions with full performance operation. A Colored Petri Net approach is used to analyze the system [4].
3.1.1 Colored Petri Nets (CPNs)

Colored Petri Nets are high-level or advanced version of the ordinary petri nets that are used for development of compact and parameterized models of complex systems [72]. A CPN represents a graphical language for modeling and simulation of concurrent and non-deterministic systems and analyzing their performance and properties.

Figure 3.1 shows a simple Colored Petri Net. Colored Petri Nets allow tokens to have a data value assigned to them. The assignment is called a token color. The color can be assigned arbitrarily to the places in CPNs in a way that each place contains tokens of one type. This type is called color set of the place. To distinguish the same data packet contents from one another, token colors with different time stamps are used. By performing simulation of the Colored Petri Net models, it is possible to describe different states and investigate the behavior of the system [73-75]. The developed models and simulations, shown in Chapter 3, Chapter 4 and Chapter 5 are created using the “CPN Tools” software [76].

![Figure 3.1: A simple representation of Colored Petri Nets](image)

Figure 3.1: A simple representation of Colored Petri Nets
The advantage of applying Colored Petri Nets in a satellite network is its both state and action oriented nature which describes the states (places) of the system and the transitions (events) that cause changes in the states. Therefore, for a complex system such as a multi-satellite network, the networked control performance can be simulated using much of the real conditions.

3.2 Networked Reconfiguration Scheme of Multi-Satellite Interactions Subject to Partial Failure Using CPNs

3.2.1 Methodology

Faultless operation of satellites in a network plays an important role in the availability of the respective network. Within a network, the satellites and their related payloads are the only non-terrestrial (space segment) elements of the system. The non-terrestrial state of the satellite communication networks means that the repair of a failed space segment of the satellites or their subsystems is not generally possible. There are several reconfiguration scenarios to enhance availability of the network when one of the interacting satellites or its corresponding transponder fails. Using these reconfiguration procedures ensure that the network remain available following a failure event.

Chapter 3, Chapter 4 and Chapter 5 explain the concepts we have developed to reconfigure network of interacting satellites to a fault tolerant mode. The proposed reconfiguration simulation results are presented at the end of each chapter.

3.2.2 Reconfiguration Models- An Overview

A network consisting of \( n \) satellites connected through inter-satellite links is considered. Each satellite \( S_i \) has \( \beta_i \) on-board buffer capacity in which subscript \( i \) refers to the satellite
number from $1$ to $n$. It is assumed that each buffer of a satellite can be accessed by all the uplinks/downlinks connected to the satellite and all the downlinks and uplinks capacities are equal. Assuming $I_{SL_{ij}}$ to be the inter-satellite link from satellite $i$ to satellite $j$, $I_{ij}$ is defined as its buffer capacity. Time is divided into slots of duration equal to the packet transmission time.

Under normal faultless condition, each satellite communicates through a space network transmission protocol with the ground station. According to the applied communication protocol, each satellite will know whether its transmitted packet has been successfully received by the ground station, if it receives an acknowledgement. Packets sent to satellite $i$ may be rejected due to three main reasons:

- Full buffer of the satellite which may result in retransmission after a delay; and satellite-ground station connection faults which result in retransmission of the data through other satellites, for which reconfigurations are modeled in this chapter.
- Full failure of a satellite for which reconfiguration models are discussed in Chapter 4 and Chapter 5.
- Network collisions (conflicts) which may result in “data loss” or “acknowledgement loss” which is modeled using TCP communication protocol in all developed reconfiguration models.

It is assumed that each satellite updates itself and follows a random generation with mean $G_i (i=1, ..., n)$ in which the new packets are generated in each satellite and transmitted from them to the ground station. The following summarizes the general system parameter notations used in all the developed reconfiguration schemes:
$S_i$ - identity of satellite,

$\beta_i$ - number of on-board buffers (capacity),

$I_{ij}$ - capacity of links from satellite $i$ to satellite $j$ (packets per slot),

$G_i$ - mean satellite packet generation rate (packets per time slot). This in fact emulates the arrival of external data packets to the network,

$NCL$ - Network Confidence Level which defines the efficiency of the network transmission,

Although the recovery procedure of failed satellites in a network is very costly and time consuming, the proposed reconfiguration models prevent the cluster from failing, and reconfigure the network to an acceptable level. Therefore, the main effort is devoted to the reconfiguration of the satellite cluster, some components of which have fully/partially failed.

3.3 Partially Failed Network Reconfiguration by Transmitting Data through Other Satellites (Scenario 1)

When one of the satellites in the network fails to connect to the ground station but is still able to continue its operation, the generated data in the faulty satellite is distributed among the other satellites in the network based on their available buffer size. This includes a time delay in the receiving and sending functions of the faulty satellite.
Figure 3.2 shows a schematic view of the cluster when the earth link of the satellites interacting in the network is lost. The proposed reconfiguration procedure provides the possibility of uninterrupted services in the network with some additional delay time. The related simulation results are presented at the end of this chapter.

3.3.1 CPN Simulation- Main Modules

The first step in modeling the reconfiguration in CPN is to identify the places required. With the proposed reconfiguration model, there are relatively a few places involved, although they are repeated many times through the collection of sub-pages which constitute the specifications. In this thesis, for all the developed CPN models, the places which are repeated are shown with tags marked as “Fusion m” in which m refers to the number of fusion set. A fusion place means that its multiple appearances are to be treated as if there were only one place.

The next phase in the simulation is to add transitions, whose occurrences, as explained in Section 2.2, represent events. These events are identified at a level of abstraction that corresponds to an informal description. The arcs and transition conditions (java inscriptions
defined for a transition in CPN tools), are then added to relate the events and the states (conditions which represent objects or data). To satisfy the required desirable conditions, variables are defined so that transitions can be referred to the initial conditions.

The places and transitions are defined to be easily related to the reconfiguration specifications. They are given suggestive names to indicate their brief functional description. To retain the defined places and transitions corresponding to some obvious notion of states or events, which are the graphical aspects of CPN, complex text inscriptions have been used. This is useful for following the graphical elements identified in the CPN model, because the number of graphical objects increases exponentially.

The idea of hierarchical modeling is also used with substitution transitions. A hierarchical CPN model allows representing a complex simulation through a simplified net that gives a broad overview of the system [72]. So, in the process of CPN modeling a coarse-grained structure for the CPN is used by substituting the double line box transitions in a top level with more pages which bring details into the model. For example all the transitions shown in Figure 3.3 are the top levels which bring more details in their subpages as shown in Figure 3.4, Figure 3.5 and Figure 3.6.

Using the CPN hierarchical techniques, a model of the network is developed. Figure 3.3 shows an overview of a multi-satellite system consisting of four satellites communicating to the ground station via a network.
As shown in Figure 3.3, the reconfiguration \textit{CPN} model consists of one main page and several sub-pages, each of which represents one of the major modules of the network. The three main modules in the model include:

a) Each satellite’s reconfiguration module,

b) Space network transmission module, and

c) The ground station module.

The first module consists of satellite sub-systems and their interconnections and is different for each reconfiguration procedure presented in this and the next two chapters. So this module is
explained separately for each reconfiguration scenario investigated in Chapter 3, Chapter 4 and Chapter 5.

The last two modules are the same for all reconfiguration schemes. Therefore they are presented in this section.

As it was discussed in section 1.2.3, TCP/IP protocol is a good option for setting up the communication procedure in the network module. A standard basic TCP/IP protocol is used in this research by which the lost data are detected and the received data are acknowledged. Both of these characteristics are defined by TCP/IP protocol. Figure 3.4 illustrates the transmission procedure of the data packets after they are received in the place “Data Ready To Send In-Queue Buffer”.

Data packets are sent from each satellite via the network to the ground station. Also receipt of acknowledgements occurs only when there are identical acknowledgments from the receiver. The transmission network performance is also considered by modeling the loss of data packets in the system. Network’s Confidence Level (NCL) is defined with a variable called success which for the purpose of simulation randomly assigns true or false value to “Transmit Data” transition with a pre-set probability value [72]. The loss of acknowledgements is modeled in a similar way.
Figure 3.4: Data Packet Transmission Module (Standard Data Packet Transmission Protocol [72])

The color set for data packets has been extended to include information about the time at which a data packet is generated at the senders and arrives at receivers. When the transition “Transmit Data” in Figure 3.4 fires, a data packet token is removed from the place “Space1” and arrives at the place “Space2”, if the success variable is equal to true. Else, lost data in the network is identified in the “Lost Data” place. For the same conditions in “Transmit Confirm” transition, lost data is identified through place “Lost Confirmation”. Place “Confirm Received” lets the network to remove the data which have been received and acknowledged.
The ground station module is shown in Figure 3.5, in which the “Received Data in Ground Station” place collects all the data received from each satellite according to each sender’s identification number.

![Diagram of Ground Station Module and related Sub-Modules](image)

Figure 3.5: Ground Station Module and related Sub-Modules

A list of all the defined places and transitions shown in Figure 3.4 and Figure 3.5 are identified in Table 3.1 and Table 3.2, respectively.
Table 3.1: Places in Figure 3.4 and Figure 3.5 and their Definitions

<table>
<thead>
<tr>
<th>Name</th>
<th>Module</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data Ready To Send In-Queue Buffer</td>
<td>Main / Satellite Composition System/ Data Packet Transmission/ Ground Station Modules</td>
<td>Data packets are ready to be sent from each satellite through the network.</td>
</tr>
<tr>
<td>Received Data in Ground Station</td>
<td>Main/ Data Packet Transmission/ Ground Station Modules</td>
<td>Data packets received in the ground station from the satellites.</td>
</tr>
<tr>
<td>Space1, Space2</td>
<td>Data Packet Transmission Module</td>
<td>Data packets being sent/ received through the network.</td>
</tr>
<tr>
<td>Space3, Space4</td>
<td>Data Packet Transmission Module</td>
<td>Acknowledgements being sent/ received through the network.</td>
</tr>
<tr>
<td>Lost Data/ Lost Confirmation</td>
<td>Data Packet Transmission Module</td>
<td>Data packets/ Acknowledgements which are lost due to the confidence deficiency level in the network.</td>
</tr>
<tr>
<td>Network Transmission Capacity</td>
<td>Data Packet Transmission Module</td>
<td>Restricts the number of data packets which are allowed to pass through the network at once.</td>
</tr>
<tr>
<td>Next Receive</td>
<td>Data Packet Transmission Module</td>
<td>Counter to check receiving of the packet in the ground station.</td>
</tr>
<tr>
<td>Next Send</td>
<td>Data Packet Transmission Module</td>
<td>Counter to put the next packet in send order.</td>
</tr>
<tr>
<td>Confirm Received</td>
<td>Data Packet Transmission Module</td>
<td>Counter to check receiving of the acknowledgement in the satellite.</td>
</tr>
<tr>
<td>Satellites</td>
<td>Ground Station Module</td>
<td>List of all available satellites cooperating in the network.</td>
</tr>
<tr>
<td>Initial Data</td>
<td>Ground Station Module</td>
<td>Data Packet types.</td>
</tr>
</tbody>
</table>
Table 3.2: Transitions in Figure 3.4 and Figure 3.5 and their Definitions

<table>
<thead>
<tr>
<th>Name</th>
<th>Module</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Space Network Transmission</td>
<td>Top level hierarchy/ Data Packet</td>
<td>Contains the detailed $CPN$ model of transmission protocol used to transmit</td>
</tr>
<tr>
<td></td>
<td>Transmission Module</td>
<td>data packets from satellites to the ground station.</td>
</tr>
<tr>
<td>Ground Station Processing</td>
<td>Top level hierarchy/ Ground Station</td>
<td>Contains the detailed $CPN$ model of data processing in the ground station.</td>
</tr>
<tr>
<td></td>
<td>Module</td>
<td></td>
</tr>
<tr>
<td>Send Data</td>
<td>Data Packet Transmission Module</td>
<td>Satellites Sending the data packets through the network.</td>
</tr>
<tr>
<td>Transmit Data</td>
<td>Data Packet Transmission Module</td>
<td>Network transmits the data packets.</td>
</tr>
<tr>
<td>Transmit Confirm</td>
<td>Data Packet Transmission Module</td>
<td>Ground station sends acknowledgements through the network.</td>
</tr>
<tr>
<td>Receive Confirm</td>
<td>Data Packet Transmission Module</td>
<td>Satellites receive the related acknowledgements from the ground station</td>
</tr>
<tr>
<td></td>
<td></td>
<td>through the network.</td>
</tr>
<tr>
<td>Receive Data</td>
<td>Data Packet Transmission Module</td>
<td>Ground station receives the data packets through the network.</td>
</tr>
<tr>
<td>Remove Data</td>
<td>Data Packet Transmission Module</td>
<td>Satellite removes the identical data from the buffer after receiving its</td>
</tr>
<tr>
<td></td>
<td></td>
<td>acknowledgement.</td>
</tr>
<tr>
<td>Initiation</td>
<td>Ground Station Module</td>
<td>Initiating list of all available satellites cooperating in the network.</td>
</tr>
</tbody>
</table>

The satellites $CPN$ modules are developed in Chapter 3, Chapter 4 and Chapter 5 for full failures, referring to the type of reconfiguration method which is different in each chapter.
3.3.2 CPN Modeling of Partially Failed Network Reconfiguration

As explained in Section 3.3, when one of the satellites loses its connection with the ground station, the network can be reconfigured to send its data through the functioning satellites.

Table 3.3: Major Modules and Related Sub-Modules of the CPN Model to Reconfigure Partially Failed Network

<table>
<thead>
<tr>
<th>Major Module</th>
<th>Sub-Module</th>
<th>Related CPN Graph</th>
</tr>
</thead>
<tbody>
<tr>
<td>Satellite Composition System</td>
<td>Data Initiation and Updating</td>
<td>Figure 3.6, Pink Section</td>
</tr>
<tr>
<td></td>
<td>Fault Detection</td>
<td>Figure 3.6, Red Section</td>
</tr>
<tr>
<td></td>
<td>Reconfiguration</td>
<td>Figure 3.6, Blue Section</td>
</tr>
<tr>
<td>Ground Station</td>
<td>Satellites</td>
<td>Figure 3.5, All the Net</td>
</tr>
<tr>
<td></td>
<td>Availability</td>
<td>Except Place “Initial Data”</td>
</tr>
<tr>
<td></td>
<td>Processing</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Data Type</td>
<td>Figure 3.5, All the Net</td>
</tr>
<tr>
<td></td>
<td>Processing</td>
<td>Except Place “Satellites”</td>
</tr>
<tr>
<td>Data Packet</td>
<td>Communication</td>
<td>Figure 3.4</td>
</tr>
<tr>
<td>Transmission</td>
<td>States</td>
<td></td>
</tr>
</tbody>
</table>
Figure 3.6: Satellite Composition System Module and related Sub-Modules for Partially Failed Network Reconfiguration

Legend:
- Red: Fault Detection;
- Blue: Reconfiguration;
- Pink: Stable Configuration

Failed Network Reconfiguration
The model is divided into three main modules as shown in Table 3.3. The first module is the satellite composition system consisting of data initiation and updating, fault detection and reconfiguration sub-modules which define the reconfiguration protocol for the network. The second module is the ground station consisting of the satellites availability information and data type processing sub-modules. The data packet transmission is the third module that determines the packet transmissions and run the acknowledgement protocol. The entire model is explained in the next section.

3.3.2.1 CPN Specification of Stable Configuration

The representation of a healthy stable configuration can in a sense be confined to the combination of data packet transmission module, ground station module and the data initiation and updating sub-module of the satellite composition system (pink section of Figure 3.6).

Figure 3.7 shows a specification of a healthy stable configuration of a network of four interacting satellites. In this figure, the identical module of operation for each satellite in the network is shown. Places referred to as “Satellite” and “Next Generated Packets” shown in Figure 3.7 are respectively identical to the satellite index (ID) and the content of data packets generated in each satellite. A “Satellites” place represents an individual satellite from an arbitrary number of satellites within the network. This number is given by a constant rate ($G_i$). $G_i$ is determined by means of a function called “NextGeneration()” which is defined as a declaration in the CPN model and can be readily changed without modifying other definitions. “Next Generated Packets” place identifies the content of the messages as strings.
The place “Data Ready To Send In-queue Buffer” shows the concept of sharing the capacity of the communication payload within the satellites. As it is shown in Figure 3.5, Figure 3.6 and Figure 3.7, all the sent data from each satellite arrives at this place to be sent to the ground station via the transmission network. Each satellite receives and transmits data packets (in the size of an allocated buffer) which are a channelized share of the total network capacity. As it is shown in Figure 3.6, the data packet generation in each satellite occurs through a transition called “Data Packets Generation at S(i)” (S(i) stands for each satellite i in the network). This is for the stable operation when the satellites communicate through the ground station in the absence of any fault.
3.3.2.2 Reconfiguration Protocol of Scenario 1 Using CPN

The reconfiguration protocol aims at graceful degradation of the network performance by preventing the network to fall into a complete fail condition. It reconfigures the network to attain performance at an acceptable level and avoid loss of data. This is achieved by adding shared communication places between interacting satellites with the interconnection capability and by sending the faulty satellite’s data to these places when required.

Figure 3.6 shows the entire concept of the reconfiguration model using CPNs. In case the connection between one of the satellites and the ground station fails, the “Fault Detection” transition is fired and the faulty satellite is identified in the “Fault Detected Satellite” place. So the data from the faulty satellite which has not been transmitted to the shared communication payload place is identified in the place “Faulty Satellite’s Data Ready to Send to the Other Satellites”. The fault detection sub-module is shown in red color in Figure 3.6. The procedure sends the identified data from the faulty satellite to the other satellites via interconnection links to the ground station. This process continues until the failed satellite is corrected and returns to the normal operation. If the failed satellite has been damaged beyond repair (depending on the failure types and available solutions), it will no longer return to the network and in a long run it may be replaced by a new satellite. Therefore, the network will continue its operation using the reconfiguration mode as defined. A record of all the data from the faulty satellite “i” which has been retransmitted via other satellites is maintained in the place “Sent Record of Fault Data in S(i)”. The inter-satellite packet transmission capacity is defined in the place “Inter-satellite Network Buffer” to control the number of packets that can be sent to the other satellites within one time slot. The data, to be retransmitted, is distributed between the other satellites according to their buffer capacity. These buffer capacities are defined through places “S(i)Buffer” to restrict
the number of the packets they receive from the failed satellites. Primarily, the data from faulty satellite \( S(i) \) will arrive at the places “Data Received from Faulty Satellites in \( S(j) \)” in which \( i \neq j \). These places are shared in the satellite modules, so that their tokens are sent to the shared payload place “Data Ready To Send In-queue Buffer” by triggering “Send Faulty Satellite’s Data” transition. The reconfiguration sub-model is shown in blue color in Figure 3.6.

3.3.2.3 Integrated CPN Simulation of Satellite Cluster Reconfiguration (Scenario 1)

The integrated CPN reconfiguration model of a multi-satellite network facilitates a gradual increase in communication capacity after a failure without losing any data. Substitution of modules shown in Figure 3.4, Figure 3.5 and Figure 3.6 into the main modules shown in Figure 3.3 provides an integrated model of the network. On the basis of the integrated model, each satellite in the network is substituted with the major satellite composition module shown in Figure 3.6. The “Data Ready To Send In-queue Buffer” place receives all the user communication signals from all the satellites, then via the “Data Packet Transmission” module shown in Figure 3.4, performs an on-board signal switching and routing, and finally transmits the data through the network to the ground station.

A record of all the data packets, which have been sent, but not yet acknowledged, is kept in the shared communication payload known as place “Data Ready To Send In-queue Buffer”. The network transmission link capacity is defined by using the place “Network Transmission Capacity”. The number of tokens in this place is identical to the number of data packets which are allowed to be transmitted via the network per round trip time. Therefore, dividing the number of tokens by the total round trip time of the packets in the network determines the network transmission rate.
A list of all assigned places and transitions in Figure 3.6 and their descriptions are shown in Table 3.4 and Table 3.5, respectively.

Table 3.4: Places defined in Figure 3.6 and their definitions

<table>
<thead>
<tr>
<th>Place</th>
<th>Module</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Satellite</td>
<td>Satellite Composition</td>
<td>Satellite available to communicate ($S_i$).</td>
</tr>
<tr>
<td></td>
<td>System Module</td>
<td></td>
</tr>
<tr>
<td>Next Generated</td>
<td>Satellite Composition</td>
<td>Updated data packets in satellites over time.</td>
</tr>
<tr>
<td>Packets</td>
<td>System Module</td>
<td></td>
</tr>
<tr>
<td>Packet</td>
<td>Satellite Composition</td>
<td>Packet data including sender, receiver, ID number of message and the message content.</td>
</tr>
<tr>
<td></td>
<td>System Module</td>
<td></td>
</tr>
<tr>
<td>Fault Detected</td>
<td>Satellite Composition</td>
<td>Faulty satellite which failed to communicate with the ground station.</td>
</tr>
<tr>
<td>Satellite</td>
<td>System Module</td>
<td></td>
</tr>
<tr>
<td>Faulty Satellite’s Data</td>
<td>Satellite Composition</td>
<td>Data packets of the failed satellite sending through other satellites</td>
</tr>
<tr>
<td>Ready To Send To Other</td>
<td>System Module</td>
<td></td>
</tr>
<tr>
<td>Satellites</td>
<td>Satellite Composition</td>
<td></td>
</tr>
<tr>
<td>Data Received</td>
<td>System Module</td>
<td>Data packets from failed satellite received in other satellites.</td>
</tr>
<tr>
<td>from Faulty Satellites</td>
<td>Satellite Composition</td>
<td></td>
</tr>
<tr>
<td>in $S_k$</td>
<td>System Module</td>
<td></td>
</tr>
<tr>
<td>Sent Record of Fault Data</td>
<td>Satellite Composition</td>
<td>Record of all the data packets of a failed satellite sent through other satellites.</td>
</tr>
<tr>
<td>in $S_k$</td>
<td>System Module</td>
<td></td>
</tr>
<tr>
<td>Inter-satellite</td>
<td>Satellite Composition</td>
<td>Network Transmission Link Capacity</td>
</tr>
<tr>
<td>Network Buffer</td>
<td>System Module</td>
<td></td>
</tr>
<tr>
<td>S(i)Buffer</td>
<td>Satellite Composition</td>
<td>Restrict the buffer capacity of each satellite to accept the data of failed satellite.</td>
</tr>
<tr>
<td></td>
<td>System Module</td>
<td></td>
</tr>
</tbody>
</table>
Table 3.5: Transitions defined in Figure 3.6 and their definitions

<table>
<thead>
<tr>
<th>Transition</th>
<th>Module</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Satellite $i$ (i is the satellite ID number)</td>
<td>Top level hierarchy/ Satellite Composition System Module</td>
<td>Contains the detailed CPN model of each satellite $i$ for normal communication, fault detection and recovery procedure.</td>
</tr>
<tr>
<td>Data Packet Generation at $S_i$</td>
<td>Satellite Composition System Module</td>
<td>Data packets are generated and updated over the time in each satellite.</td>
</tr>
<tr>
<td>Fault Detection</td>
<td>Satellite Composition System Module</td>
<td>Detecting faulty satellite which cannot connect to the ground station.</td>
</tr>
<tr>
<td>Data Packets Generate</td>
<td>Satellite Composition System Module</td>
<td>Generating and updating data packet contents of faulty satellite to be sent to the other satellites.</td>
</tr>
<tr>
<td>COMM</td>
<td>Satellite Composition System Module</td>
<td>Generating a list of all available satellites in the network and the ID and content of the messages has not been sent due to the failed connection.</td>
</tr>
<tr>
<td>Send Data Packets</td>
<td>Satellite Composition System Module</td>
<td>Sending data packets stored on-board of faulty satellite to the other satellites.</td>
</tr>
<tr>
<td>Recover</td>
<td>Satellite Composition System Module</td>
<td>Recovering procedure of the faulty satellite.</td>
</tr>
<tr>
<td>Send Faulty Satellite’s Data</td>
<td>Satellite Composition System Module</td>
<td>Send the data packets received from the faulty satellites through the network to the ground station.</td>
</tr>
</tbody>
</table>

### 3.4 Performance Modeling of Multi-Satellite Interactions

Performance is a central issue in the design and evaluation of networked control systems. It also makes it possible to compare reconfiguration options as discussed in Section 3.2 to find an optimal configuration.
3.4.1 Network Performance Indicators

The most common network performance indicators are mean packet transmission delay and packet throughput (the number of successfully delivered packets per time unit) [13, 14, 72-75].

**Packet Throughput**- Throughput \((T_{ig})\) is the average number of packets transmitted from the domain of the satellite \(i\) to the ground station \(g\) in one time slot. According to [15], the analytical method to calculate throughput is simplified in Equation (3.1). \(\varphi_i\) is defined as the probability that out of \(\beta\) packets sent to the ground station, \(\beta_i\) packets originated from satellite \(i\). Also, \(\xi_i\) represents the the number of packets sent from satellite \(i\) to the ground station in one time slot.

\[
\begin{align*}
T_{ig} &= \varphi_i \times \xi_i \times NCL \times \frac{I_{ig}}{\sum_{k=1}^{n} G_k}, & \text{if } \frac{I_{ig}}{\sum_{k=1}^{n} G_k} \leq 1.0 \\
T_{ig} &= \varphi_i \times \xi_i \times NCL, & \text{if } \frac{I_{ig}}{\sum_{k=1}^{n} G_k} > 1.0
\end{align*}
\]

(3.1)

where \(G_k\) and \(I_{ig}\) stand for packet generation rate of satellite \(i\) and network link capacity to transmit packets from satellite \(i\) to the ground station, respectively. \(NCL\) is the network confidence level as defined in Section 3.2.2.

\(\varphi_i\) and \(\xi_i\) are computed as follows:

\[
\varphi_i = \frac{\beta_i}{\sum_{i=1}^{m} \beta_i} \quad (3.2)
\]

\[
\xi_i = \frac{\beta_i}{Time \ of \ Packet \ Generation} \quad (3.3)
\]

Sum of obtained \(T_{ig}\) is the total throughput.
**Mean Packet Transmission Delay** - The average transmission delay of packets is the average time difference of packets originated in the domain of the satellite \( i \) and received at the ground station.

Network delay effects are challenging control problems in the systems such as multi satellite networks. The time to read a component measurement and to send the related data to a receiver through the network depends on network characteristics such as the topology and routing schemes. The delay is intensified when a data loss occurs during a transmission. Delays not only degrade the performance of a network-based control, but they can also destabilize the system.

3.5 Faultless Simulation Results of Satellite Networks

In this section, initially the network performance in terms of the mean delay time and throughput as a function of the system load, i.e. packet arrival rate to each satellite \( G_i \), and the size of buffer on-board the satellites \( \beta_i \) is examined in the absence of any faults.

The variation of **Mean Delay Time** versus **Simulation Time** is shown in Figure 3.8 for three buffer sizes on a network of three satellites. The delay time decreases with the increase in the buffer size. A significant improvement is seen when the buffer size is increased from two to four and only a marginal improvement is achieved when the buffer size is increased from four to six. Figure 3.9 shows the Throughput versus buffer size of two, four and six. By increasing the buffer size, throughput increases as well. The packet generation rate is considered to be constant and equal to 0.01 packets per time slot.

As it is shown in Figure 3.8, the “**Mean Delay Time**” becomes stable with time. Here, for the condition of this simulation, it occurs after time slots 600,000 for all the three buffer sizes.
Figure 3.8: Mean Delay Time versus Simulation Time for a Three Satellite Network in Faultless Condition for Various Buffer Sizes, ($I_g = 0.0350, G_i = 0.01, NCL=98\%$).
Figure 3.9: Throughput versus Buffer Size for a Three Satellite Network in Faultless Condition, \((G_i = 0.01, I_{ig} = 0.0979, NCL=98\%)\).

In Figure 3.10, the variation of throughput versus different number of satellites in the network is shown. As the number of satellites increases in a network, an improvement in throughput is observed. After increasing the number of the satellites from three to four, the throughput increases by 33\%. Whereas increase in throughput with increase in the number of satellites may seem obvious, for the given network transmission capacity \((I_{ig} = 0.0979)\) and the buffer size \((\beta_i = 4)\), further increase of the number of satellites from four to five, leads only to a marginal improvement of 0.7\% in the throughput.
Therefore, from the results obtained for the faultless scenario, it is concluded that for a required performance in terms of throughput and delay, a minimal configuration can be considered in terms of the number of satellites in the network, the buffer size on-board the satellites, and the network transmission capacity.

3.6 Performance Analysis and Simulation Results

To conduct a performance analysis, a number of lengthy simulations of a Colored Petri Net model are run, during which data are collected from places, transitions and the markings reached. Simulation output data exhibit stochastic behavior, and therefore appropriate statistical analysis must be used both to design and to interpret simulation experiments [72].
The communication performance can be improved by running the state space simulation, analyzing the results and applying suitable changes and strategies to the four reconfiguration models developed in Chapter 5. Figure 3.11(a) is a symbolic representation of a network of four interacting satellites interacting in a network. Figure 3.11(b) is a block diagram representation of the network. In this section, the performance of the reconfiguration procedure (discussed in 3.3.2) is analyzed and presented for network of three and four interacting satellites.

First, in Section 3.7, the results are verified using Equations (3.1) to (3.3) (developed in Section 3.4.1) for faultless conditions.

![Figure 3.11: A Network of Four Satellites Communicating Together and with the Ground Station (a) Schematic Diagram, (b) Block Diagram](image)

**3.7 CPN Model Verification**

The accuracy of the developed model in faultless condition is verified.
The throughput performance obtained from the simulations is compared against the analytical results from Equations (3.1) to (3.3) and shown in Table 3.6 and Table 3.7. A network of $n$ satellites communicating with each other and a ground station is considered (Figure 3.11).

Table 3.6 shows the verification results for a system of three interacting satellites, with equal buffer size ($\beta_i = 4$), a network link capacity of $I_{ij} = 0.0350$, a packet generation rate of $G_i = 0.02$ packets per time slots and a network confidence level ($NCL$) of 98% in faultless condition.

Table 3.6: Verification Results for a Three-Satellite Network in Faultless Condition ($\beta_i = 4$, $I_{ij} = 0.0350$, $NCL=98\%$)

<table>
<thead>
<tr>
<th>Satellite No. $i$</th>
<th>$G_i$ (Packets/Time Slot)</th>
<th>Throughput (Packets/ Time Slot)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Analytical</td>
</tr>
<tr>
<td>1</td>
<td>0.020</td>
<td>0.0065</td>
</tr>
<tr>
<td>2</td>
<td>0.020</td>
<td>0.0065</td>
</tr>
<tr>
<td>3</td>
<td>0.020</td>
<td>0.0065</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td><strong>0.06</strong></td>
</tr>
</tbody>
</table>

|                  |                           | Simulation                       |
| 1                |                           | 0.0064                           |
| 2                |                           | 0.0064                           |
| 3                |                           | 0.0064                           |
| **Total**        |                           | **0.0196**                       |

|                  |                           | **Total**                        |
| 1                |                           | **0.0192**                       |

Table 3.7 shows the verification results for a system of four satellites with different buffer sizes ($\beta_1 = 2$, $\beta_2 = 3$, $\beta_3 = 4$, $\beta_4 = 5$), different packet generation rates ($G_1 = 0.010$, $G_2 = 0.015$, $G_3 = 0.020$, $G_4 = 0.025$), a network link capacity of $I_{ij} = 0.0979$ and NCL of 98% in faultless condition.
Table 3.7: Verification Results for a Four Satellite Network in Faultless Condition, \( I_{tg} = 0.0979, \text{NCL} = 98\% \)

<table>
<thead>
<tr>
<th>Satellite No. ( i )</th>
<th>Buffer Size ( \beta_i )</th>
<th>( G_i ) (Packets/Time Slot)</th>
<th>Throughput (Packets/Time Slot)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Analytical</td>
<td>Simulation</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>0.010</td>
<td>0.0020</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>0.015</td>
<td>0.0044</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>0.020</td>
<td>0.0078</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>0.025</td>
<td>0.0122</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td><strong>0.07</strong></td>
<td><strong>0.0264</strong></td>
</tr>
</tbody>
</table>

It is observed that throughput result from simulations and analytical calculations differ 4% at the most. A number of additional experiments were conducted for different system parameters which also exhibited similar behaviors.

3.8 Performance Analysis of Reconfiguration Model Scenario 1

In this section, the network performance is investigated when a satellite fails to communicate with the ground station. The effectiveness of the reconfiguration protocol and the level of performance degradation are then evaluated.

To investigate the effects of satellite failures, first, a network of three satellites is considered with a buffer size of four, transmission network capacity of 0.0979 packets per time slots, packet generation rate of 0.02 packets per time slots and a network confidence level of 98% \( \beta_t = \)
4, \( I_{ig} = 0.0979 \), \( G_i = 0.01 \), NCL=98%). The network performance is studied in terms of throughput and transmission delay when one of the satellites partially fails to connect to the ground station. The satellite’s data is then distributed among the other two satellites in the network. The results are then compared to the faultless condition. As it is shown in Figure 3.12, when one satellite fails, the throughput decreases by 33%. Using the reconfiguration protocol, the cluster is reconfigured to 67% of the faultless case. When two of the satellites fail, then the system degrades to 33% of the faultless case. It is very important to note that no data is lost, but the quality of service drops significantly.

![Figure 3.12: Throughput versus Failure Conditions for Three Satellite Network (\( \beta_i = 4, G_i = 0.01, I_{ig} = 0.0979, NCL=98% \))](image)

In Figure 3.13, the quality of service of a network of four satellites with different buffer sizes (\( \beta_1 = 2, \beta_2 = 3, \beta_3 = 4, \beta_4 = 5, G_i = 0.01, I_{ig} = 0.0979, NCL=98% \)) is evaluated, when the satellite with the lowest (or highest) buffer size fails and the results are compared to the faultless condition. The results show that by applying the proposed reconfiguration procedure,
the network is degraded to 74% of the faultless condition. This percentage is almost the same (slightly different) for the lowest and the highest buffer sizes failures. If three of the four satellites in the cluster fail, the performance quality will be degraded to 25% of the faultless case. No data is lost due to these failures.

Figure 3.13: Throughput versus Failure Conditions for Four Satellite Network ($\beta_1 = 2, \beta_2 = 3, \beta_3 = 4, \beta_4 = 5, G_i = 0.01, I_{ig} = 0.0979, NCL=98\%)$.

In Figure 3.14, a comparison of applying reconfiguration protocol to networks of three and four satellites is shown. It is concluded that if one satellite fails, the network with higher number of satellites respond better to reconfiguration. If \((n-1)\) satellites fail, networks with smaller number of satellites have a better response to the reconfiguration. This happens because of the smaller throughput distribution in larger networks. So in a larger network, if only one component fails, a smaller section of data is missed and redistributed, comparing to the smaller networks. When \((n-1)\) satellites are failed in the larger networks, only a small capacity is remained healthy which has to transfer the faulty satellites’ data in addition to its own generated data.
Figure 3.14: Reconfiguration Protocol Assessment for Networks of three and four Satellites.

Figure 3.15 and Figure 3.16 depict the mean delay time and throughput performance measures, respectively, as a function of packet arrival rate to the satellites for three different scenarios of failures in a four-satellite network. Examination of the plots in Figure 3.15 suggests that, within the range of the data shown, mean delay time is more sensitive to the packet arrival rate than to the number of failed satellites in the network.

Figure 3.15: Mean Delay versus Data Packet Arrival Rate for a Network of four Satellites in Different Partial Failure Conditions ($\beta_i = 4, I_{tg} = 0.0979, NCL=98\%$).
Sensitivity of throughput to the number of failed satellites is shown in Figure 3.16. As seen, the throughput is not very sensitive to packet arrival rate, but it highly depends on the number of failed satellites, network transmission capacity and on-board buffer size.

![Figure 3.16: Throughput versus Data Packet Arrival Rate for a Network of Four Satellites in Different Partial Failure Conditions (β_i = 4, L_{ig} = 0.0979, NCL=98%).](image)

3.9 Conclusions

Using CPNs, we proposed a technique to reconfigure a partially failed satellite network for a given set of conditions. Systematic intelligent networked control schemes were simulated to reconfigure the network to normal operational conditions. The faultless condition scheme was verified through a CPN simulation analysis which results in stable performance.

The performance of the proposed reconfiguration protocol is assessed in terms of mean delay time and throughput for various specifications and conditions. These performance measures are obtained as a function of buffer sizes on-board the satellites, network transmission
capacity, data packet arrival rate and system configuration in terms of the total number of satellites in the network, the number of failed satellites and the inter-satellite link capacity.

In the performance analyses conducted in Section 3.8, it became apparent that there are some un-intuitive system behavior that cannot be determined without modelling and simulation. *CPN* provides means of detailed modelling and produces simulation output that satellite network operators can use to design the network and appropriate reconfiguration protocols depending on the intended mission of the satellite network.
Chapter 4

Networked Reconfiguration of Multi-Satellite Interactions with Specific Topologies Subject to Full Failure Using CPNs

4.1 Introduction

This chapter deals with the fault tolerant control and networked reconfiguration of multi-satellite interactions with specific topologies subject to full failure.

A methodology is developed in Section 4.2 to reconfigure a network, subject to full failure in one or more satellites, to its default functional conditions with full performance operation capability according to its physical specifications. The satellite networks to be reconfigured are considered to include a backup satellite or to have specific topologies. To analyze the system
Colored Petri Net models are constructed [3]. Simulations are then conducted and the results reported and discussed.

4.1.1 Satellite Maneuvering in Space

The basic maneuver used in the developed reconfiguration schemes includes changing the shape and size of the operating orbit of the respective satellite, without altering its orbital plane [77]. To explain this we consider a satellite in a circular orbit at an altitude $h$. The linear speed of the satellite is related to its orbital altitude and is given by Equation (4.1) [78].

$$V = \sqrt{\frac{GM_e}{h + R_e}}$$  \hspace{1cm} (4.1)

where $G$ is the gravitational constant and $M_e$ is the mass of the earth ($GM_e = 3.99 \times 10^{14} \, m^3/s^2$) and $R_e$ is the average radius of the earth (6370 kilometers) [20, 26].

If the speed of the satellite is increased by an amount $\Delta V$ in the same direction as it moves forward, the satellite does not go faster around the same orbit. Instead, its orbit becomes elliptical in the same plane [79]. The point at which the satellite speed is increased is called "Perigee" of the new elliptical orbit which is the closest point to the earth. The farthest point of the elliptical orbit from the earth is referred to as "Apogee" [80]. Figure 4.1 shows the Perigee and Apogee points more clearly.
Maneuvering between Circular Orbits- This procedure is used in reconfiguration models for scenario 4 (Section 5.1). With calculated speed changes one circular orbit can be changed to another in two steps. The first step is to increase the speed of the satellite by $\Delta V_1$ to change its circular orbit of altitude $h_1$ to an elliptical one where apogee is equal to $h_2$. The second step is to increase the speed of satellite by $\Delta V_2$ at the apogee point to change the elliptical orbit to a circular orbit with an altitude $h_2$. Increasing the altitude of a satellite helps to cover a larger area of the earth. This concept is also used in Section 5.1 to reconfigure the network by increasing the coverage area of one of the satellites adjacent to the failed one [78]. The process is completely reversible if the steps are carried out in the reverse order.
The following equations lead us to the required speed change and altitude to increase the satellite coverage area [78, 81]:

\[ R_{area} = R_e \left( \frac{\pi}{2} - \epsilon_{\text{min}} - \sin^{-1} \left( \frac{R_e \cos(\epsilon_{\text{min}})}{R_e + h} \right) \right) \]  \hspace{1cm} (4.2)

where \( R_{area} \) represents the radius of the maximum circular region that can be viewed by a satellite at an altitude of \( h \), and \( \epsilon_{\text{min}} \) represents the minimum elevation angle at which the user can communicate with the satellite without interruption and geological obstructions such as mountains.

\[ \epsilon_{\text{min}} = \tan^{-1} \left( \frac{\cos \phi - R_e / (R_e + h)}{\sin \phi} \right) \]  \hspace{1cm} (4.3)

\[ \cos \phi = \cos(\psi - \gamma) \cdot \cos \alpha \cdot \cos \varphi + \sin \alpha \cdot \sin \varphi \]  \hspace{1cm} (4.4)

where \( \varphi \) and \( \gamma \) are latitude and longitude of the satellite and \( \alpha \) and \( \psi \) are latitude and longitude of the observer, respectively.

\[ \Delta V_1 = \sqrt{ \frac{GM_e}{h_1 + R_e} \left( \sqrt{1 + e} - 1 \right) } \]  \hspace{1cm} (4.5)

\[ \Delta V_2 = \sqrt{ \frac{GM_e}{h_2 + R_e} \left( 1 - \sqrt{1 - e} \right) } \]  \hspace{1cm} (4.6)

Equations (4.5) and (4.6) give the velocity differentials for the two-step process to change the circular orbit \( h_1 \) to circular orbit \( h_2 \).

In Equations (4.5) and (4.6), \( e \) is the *eccentricity* which is calculated as:

\[ e = \sqrt{1 - \frac{b^2}{a^2}} \]  \hspace{1cm} (4.7)
where $a$ is the length of the semi-major axis and $b$ is the length of the semi-minor axis in the elliptical orbit ($r_2 = h_2 + R_e, r_1 = h_1 + R_e$).

The period of an elliptical orbit is given by:

$$P = 2\pi \sqrt{\frac{a^3}{GM_e}}$$

(4.8)

where $a=h+R_e$ and $GM_e = 3.99 \times 10^{14} \, m^3/\text{s}^2$ [78].

**Changing the Relative Position of a Satellite in the Same Orbit** - This procedure is used in reconfiguration models for scenarios 2 and 3 (Sections 4.2.1 and 4.2.2). To change the relative position of a satellite in the same orbit, the period of the satellite must be altered. For instance, consider two satellites in the same circular orbit, the distance (both angular and linear) between them remains constant. To change the relative position between the two satellites, one of them is temporarily moved to a higher or lower orbit (elliptical) and subsequently returned to the original circular orbit at a new position. Equations (4.9) and (4.10) are used to calculate the length of time which is required to relocate a satellite in an orbit by $\Delta \theta$ degrees [78, 82].

$$\Delta \theta = \frac{(360.\pi \Delta P)}{P}$$

(4.9)

$$\Delta \theta = \frac{3(360.\pi \Delta V)}{V}$$

$$\Delta t_p = P.n$$

(4.10)
where $\Delta \theta$ is the repositioning in degrees, $n$ is the number of revolutions, $\Delta P$ is the period time difference and $\Delta V$ is the speed change. $\Delta t_p$ is the required time to stay in the temporary orbit for the process.

This method is used in Sections 4.2.1 and 4.2.2 to reposition a redundant or a non-redundant satellite in $SFC$ (Satellite Fixed Cell) network architecture in the same orbit in order to reconfigure the network into a fault tolerant condition.

How fast a satellite can maneuver depends on the amount of propellant it carries to fire its thrusters for Altitude and Orbit Control Purposes. There are practical limits to the amount of the propellant which can be carried on-board of a satellite, since it increases the total mass at launch. Currently, there are new thruster technologies which can be used rather than the so called conventional thrusters (chemical propellant). Below are the properties of different thrusters which can be used for different purposes [78]:

**Conventional Thrusters**- The power source is a chemical reaction. Its exhaust velocity ($V_e$) is up to 3 or 4 km/s with a conventional thrust force ($T$) of several hundreds or even several thousands Newtons (N).

**Electric Arc-jet Thrusters**- Use an arc-jet to preheat the propellant before burning to improve the efficiency. Its exhaust velocity ($V_e$) is above 5 km/s, but the thrust force ($T$) is less than one Newton (N).

**Ion Thrusters**- Use electric ion reaction which is the main alternative for conventional thrusters. Its exhaust velocity ($V_e$) is 10 to 20 times greater than the velocity provided by the conventional thrusters, but the thrust force ($T$) is still less than one Newton. The low thrust results in a longer time to complete the maneuver.
**Nuclear Thrusters**- This type of thruster is still under investigation and has not yet become practical. They can produce a high thrust force \((T)\).

The time required to complete a given maneuver (transferring to a higher orbit/ lower orbit) is calculated as:

\[
\Delta t = \frac{M_p}{dM/dt} = \frac{M_f(e^\frac{\Delta V}{V_e} - 1)}{T/V_e}
\]

where \(M_p\) and \(M_f\) are the propellant mass and final mass of the satellite (after the thrusters operate), respectively.

### 4.2 Networked Reconfiguration Methodology of Multi-Satellite Interactions with Specific Topologies Subject to Full Failure

#### 4.2.1 Networked Reconfiguration (Scenario 2- Using a Backup Satellite)

Inclusion of an “in orbit” spare backup satellite in a network provides the possibility to reconfigure a failed network to a fault tolerant condition. For this purpose, the earth users/ground stations are repointed to the available backup/ restoral satellite. This reconfiguration does not guarantee an uninterrupted operation of the network but ensure that the services can be restored following a failure event. Depending on the type of the network and the satellite, a degraded performance may result.

Under conditions where the primary communication satellite is unable to fulfill its mission in the network, either the earth users repoint to the orbital position of the spare satellite or the spare satellite relocates to the failed primary satellite’s position.
To illustrate both reconfiguration cases, a network of four interacting satellites and an “in-orbit” backup satellite that occupies a free orbital slot position is considered (Figure 4.2). The satellites are assumed to interact at $3^\circ$ longitudinal increments.

Figure 4.2: Satellite Communication Network Reconfiguration by (a) Move In-Orbit Spare Satellite (b) Re-point the Ground Station
Figure 4.2 (a) shows that a network of satellites is reconfigured as the in-orbit spare satellite moves from its original position to the position of the failed satellite. Figure 4.2 (b) represents the reconfiguration where the backup satellite stays in its original orbital position and the ground station is repointed to access the new satellite’s transponder. Both of these methods can be applied to reconfigure the multi-satellite interactions to its full functional conditions.

The most appropriate reconfiguration method is determined according to some key parameters such as network topology, network operator speed, cost, etc. For example, networks with relatively small number of ground station antennas can consider the use of in-orbit backup satellite located at a different orbital position as long as it is visible from all ground stations. Reconfiguration of the network using this method depends on how quickly the operator can repoint the ground stations’ antennas to the orbital position of the spare satellite. Assuming a network of \( n \) satellite with one failed satellite which is communicating through “E” Ground Stations, the reconfiguration procedure requires (about one hour for problem identification, two hours for resolution coordination and another couple of hours for ground station antenna repointing). The average downtime for the network is about five hours which causes in Loss amount of data to be lost, calculated as:

\[
Loss = (Average \ Network \ Down \ Time) \times (Mean \ Packet \ Arrival \ Rate) \tag{4.12}
\]

Changing the location of the back-up satellite in the same orbit is a two-step process [78]. First, the backup satellite is moved to a higher or lower orbit to change its period, and then after appropriate time has passed, it is maneuvered to its desired position relative to the other satellites in its original orbit with the same period.
4.2.2 Networked Reconfiguration (Scenario 3- Repositioning In-Orbit Healthy Satellites)

When one of the satellites in the network fails to operate, the other in-orbit healthy satellites can be repositioned to cover the footprint area of that satellite. This reconfiguration procedure is applicable if the satellites obey one of the two covering concepts as explained in Section 4.2.2.1.

4.2.2.1 Coverage Types of Communication Networks

Essentially, there are two types of coverage concepts: Satellite Fixed Cell (SFC) and Earth Fixed Cell (EFC) [83, 84]. The footprint of the satellites is divided into radio cells (spot beams) each of which corresponding to a beam of a satellite antenna. Referring to Figure 4.3(a) for SFC coverage type the specified cells on the ground move along with the satellites. So the earth users experience two types of handovers: beam to beam and satellite to satellite. For instance, in Figure 3.4 (a), if a fixed earth user is covered by b3 of S2, as the satellites move to the right, it will be covered first by b2 of S2 (b3 to b2 beam-to-beam handover) and b3 of S1 (S2 to S1 satellite-to-satellite handover), then by b1 of S2 and b2 of S1, and finally by b1 of S1.

For EFC coverage type, as represented in Figure 4.3(b), each satellite beam is assigned to a ground cell for a fixed period of time. When the time period ends, each beam is assigned to an adjacent cell on the ground.

If the satellites follow SFC concept format, they are able to reposition in-orbit to cover an adjacent failed satellite’s coverage area on the earth. This results in partial interruption of network services for a short period of time. If the network covering concept follows EFC format, Figure 4.3(b), then failure of one satellite results in a duplicated operation of the adjacent satellites as they have the same coverage area in terms of earth fixed cells.
Figure 4.3: (a) Satellite Fixed Cell and (b) Earth Fixed Cell Satellite Systems [20]

Attitude and Orbit Control Subsystem and the received tele-commands are used to enable the thrusters reposition the respective satellite’s in-orbit conditions. The satellite repositioning obeys the same multi-step process as discussed in Section 4.2.1 for spare satellite restoration.

4.3 Networked Reconfiguration Modeling of Multi-Satellite Interactions Using CPNs

It appears difficult to mathematically model a satellite communication network as a complex plant with many changing parameters. Modeling the system by Colored Petri Net is a possible way to design and apply a networked control system according to the real world conditions. The
observable transition firings of the plant are the information available to the networked control system. A transition firing may trigger a change in the state of the networked control system, while a change in the system state can change the set of plant events disabled by the networked control. Physically, the event disablement can be done by restricting the range of the inputs of the plant [32, 85, 86]. Using CPNs to simulate the multi-satellite interactions also makes it possible to provide a modular representation of the cluster in terms of senders and receivers including packet data transmission through the network. The block diagram of the satellite subsystems is shown in Figure 4.4. The interconnections between the subsystems and the external interfaces are also shown. The Power Supply Subsystem (PSS) provides others subsystems the required electricity shown with 50V blue lines in Figure 4.4.

A Colored Petri Net model is developed to monitor and control the satellites, communications and data exchanges via the network itself. The CPN model is a discrete event representation of the system that monitors and controls the Telemetry, Tracking and Command functions such that a given set of specifications is satisfied. These are performed via intersatellite links. The networked control system modeled in CPN in this study is different from a traditional controller in the sense that the traditional controller dictates the input applied to the system, while the networked control mechanism defined here only confines the set of inputs that can be applied to the system and reconfigures its overall operation. The set of inputs is restricted dynamically based on the observation of the plant [32].
Figure 4.4: Satellite Subsystem Block Diagram

**TX:** Transmitting Traffic, **RX:** Receiving Traffic
4.3.1 CPN Modeling of Reconfiguration Scenario 2

Referring to Section 4.2.1, a backup satellite is launched with the other networked satellites into the same orbit. In case of a full failure of one of the main satellites, the backup satellite is relocated to the position of the failed satellite to reconfigure the network.

The ground station and the network transmission modules are the same as explained for scenario 1.

As it is shown in Figure 4.4, a satellite operates according to its subsystems. A CPN model of the redundant satellite including all the required subsystems is shown in Figure 4.5. Each color in the CPN model in this figure represents a different subsystem as explained in Chapter 2 and Chapter 3. The pink color represents the Communication Payload which sends the satellite information to the ground station via the network. The data are generated in place “PG” and are processed in place “Next Generated Packets” through the transitions “DG” and “Data Packets Generation at Si”. This data is then sent to the ground station via the network. The place “Data Ready to Send in Queue Buffer” which is a fusion place in all the three main modules collects all the data from the satellites and sends them to the network. The communication payload is the same for all the main and backup satellites. Figure 4.6 shows the CPN model of a main satellite which is the same for backup satellite, except for some subsystems which are explained in the next paragraphs.
Figure 4.5: CPN Model of the Backup Satellite and the Related Subsystems in Scenario 2
Figure 4.6: CPN Model of the Failed Satellite and the Related Subsystems in Scenario 2
The Thermal Subsystem is shown in purple color in Figure 4.5. First the temperature is measured by the sensors through transition “TEMP Measuring” and place “Regulate Temperature”. Then by firing the transition “Regulate Temperature” the networked feedback controller regulate the temperature in place “TSS”.

The blue color in Figure 4.5, shows the Pyrotechnic Subsystem (PYRO) which helps to first deploy and fold the solar arrays using the place “PYRO” and transition “Deploy/Fold Solar Arrays”, and second to control the firing of propellant through the thrusters in the AOC subsystem.

*Attitude and Orbit Control Subsystem (AOCS)* is represented by green color in Figure 4.5 which controls and keeps the station of the satellites. The places “Altitude Sensors” and “Speed Sensors” determine the actual altitude and speed of the satellite. The required and actual altitude and speed are compared through the transition “Difference of Required& Actual Altitude”. As soon as one of the satellites fails, a signal is sent from TTC subsystem to the AOCS which result in one of the places“$CA_1$”, “$CA_2$” and "$CA_3$" being marked accordingly. This new marking contains the new desired coverage area. The new desired altitude is then calculated using Equation (4.2), through the transition “Calculate Altitude i”. After determining the difference between the required and the actual altitudes, the required speed difference is calculated using Equation (4.5) and passed to “Required Speed 1 Difference” place. The backup satellite’s speed is then increased using the thrusters which are activated by firing the propellant. After firing the transition “Fire Propellant through Thrusters”, the orbit transition starts and the related satellite halts its operation until it achieves its new desired information which occurs after firing the transition “Final Speed and Altitude”. To transmit the backup satellite to the position of the failed satellite, as explained in Section 4.1.1, first the speed is increased to achieve a
higher altitude and a longer period. On the basis of the position difference between the failed and
the backup satellites which is defined in degrees and determined in TTC subsystem, Equation
(4.9) is used to calculate the time required to reposition the backup satellite to the failed
satellite’s position. Equation (4.10) is used to calculate the required time to stay in the
temporary orbit to reach the desired position. Then the speed is reduced again (calculated by
Equation (4.5)) to have the satellite back in the original orbit. In the Model, after activating
the thrusters by firing the transition “Fire Propellant through Thrusters”, the specifications for
the maneuvers are calculated and inserted as an inscription in the model. The place “Back To
Primary Orbit” is then marked following the completion of both maneuvers. The place is
marked at the calculated time equal to \((\Delta t + \Delta t_p)\) which is the sum of Equations (4.8) and
(4.9). This is inserted in the CPN model by the arc inscription shown in Figure 4.5 after firing
the transition “Fire Propellant through Thrusters”.

The “Final Speed and Altitude” transition is then fired to activate the sensors to measure
the new values of altitude and speed.

AOCS, shown in green color in Figure 4.6 operates only for station keeping purposes, when
an altitude change is needed.

The red color in Figure 4.5 represents the Power Supply Subsystem (PSS), which provides
50 volts to all the other subsystems after the solar arrays are deployed. For orbit transition and
altitude control, the propellant is fired in AOCS, the place “PYRO” loses its marking, the solar
arrays are folded and PSS is deactivated. After the satellite position is stabilized using the
transition “Final Speed and Altitude” in AOCS, the PYRO is marked with the voltage
requirements for power supply, and PYRO then sends signal to deploy the solar arrays and
activate the PSS again. The TTS, PYRO and PSS subsystems are the same for the main and the backup satellites, as shown in Figure 4.5 and Figure 4.6.

TTC Subsystem is shown in light brown color in Figure 4.5 and Figure 4.6. When one of the main satellites fails, the "failure" transition shown in Figure 4.6 is fired. The failed satellite enters the place "Failed Satellites" and all the subsystems become unobservable which means that a satellite full failure has occurred. Failed satellite’s information is then sent to the backup satellite. The information includes the position difference between the failed and the backup satellites in degrees (place “Degree3”) and the determined change in speed to alter the failed satellite altitude (place “CA3”). They are then received in the backup satellite through the same places as shown in Figure 4.5.

All the transitions and places, used in Figure 4.5 and Figure 4.6, are described in Table 4.1 and Table 4.2 including the name of the subsystem they belong to.
Table 4.1: Places Defined in Figure 4.5 and Figure 4.6 and their Definitions

<table>
<thead>
<tr>
<th>Name</th>
<th>Satellite Subsystem</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>TSS</td>
<td>Thermal Subsystem</td>
<td>Current actual satellite’s temperature</td>
</tr>
<tr>
<td>Determined Temp</td>
<td>Thermal Subsystem</td>
<td>Measured temperature</td>
</tr>
<tr>
<td>Solar Arrays</td>
<td>Power Supply Subsystem (PSS)</td>
<td>Deploying of solar arrays to generate electricity</td>
</tr>
<tr>
<td>Power Supply</td>
<td>Power Supply Subsystem (PSS)</td>
<td>The required voltage provided to all subsystems</td>
</tr>
<tr>
<td>PYRO</td>
<td>PYRO Subsystem</td>
<td>Determining the required signals to deploy/ fold solar arrays or to fire the propellant</td>
</tr>
<tr>
<td>Satellite</td>
<td>Communication Payload</td>
<td>Operating satellite</td>
</tr>
<tr>
<td>Next Generated</td>
<td>Communication Payload</td>
<td>Data packets are generated and updated over the time in each satellite.</td>
</tr>
<tr>
<td>Packets</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data Ready To</td>
<td>Communication Payload</td>
<td>Data packets are ready to be sent from each satellite through the network.</td>
</tr>
<tr>
<td>Send In-queue</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Buffer</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NewBuf</td>
<td>Communication Payload</td>
<td>The new buffer of the satellite after being substituted for the faulty one</td>
</tr>
<tr>
<td>PG</td>
<td>Communication Payload</td>
<td>Packet generation according to coverage area</td>
</tr>
<tr>
<td>PG</td>
<td>Communication Payload</td>
<td>Identifying the new specified buffer after reconfiguration</td>
</tr>
<tr>
<td>BufGen</td>
<td>Communication Payload</td>
<td></td>
</tr>
<tr>
<td>Altitude Sensors</td>
<td>AOCS</td>
<td>Identify the current actual altitude</td>
</tr>
<tr>
<td>Speed Sensors</td>
<td>AOCS</td>
<td>Identify the current actual speed</td>
</tr>
<tr>
<td>Determined Speed</td>
<td>AOCS</td>
<td>Identify the current actual speed and altitude</td>
</tr>
<tr>
<td>&amp;Altitude</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CA(i)</td>
<td>AOCS</td>
<td>Identify the required coverage area</td>
</tr>
<tr>
<td>Required Altitude</td>
<td>AOCS</td>
<td>Identify the calculated altitude required for the new coverage area</td>
</tr>
<tr>
<td>Required Speed1</td>
<td>AOCS</td>
<td>Identify the primary speed changes</td>
</tr>
<tr>
<td>Difference</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Back To Primary</td>
<td>AOCS</td>
<td>Identify the altitude and speed after repositioning</td>
</tr>
<tr>
<td>Orbit</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Required Coverage</td>
<td>AOCS</td>
<td>Identify the required coverage area</td>
</tr>
<tr>
<td>Area(i)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Degree(i)</td>
<td>TTC</td>
<td>Identify the difference in position between satellite i and the backup satellite (degrees)</td>
</tr>
<tr>
<td>Degree</td>
<td>TTC</td>
<td>Identify the required position change (degrees)</td>
</tr>
<tr>
<td>S(i)</td>
<td>TTC</td>
<td>Identify the failed satellite</td>
</tr>
<tr>
<td>Failed Satellite</td>
<td>TTC</td>
<td>Identify the failed satellite</td>
</tr>
</tbody>
</table>
Table 4.2: Transitions Defined in Figure 4.5 and Figure 4.6 and their Definitions

<table>
<thead>
<tr>
<th>Name</th>
<th>Satellite Subsystem</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temp Measuring</td>
<td>Thermal Subsystem</td>
<td>Temperature sensor (e.g. thermometer)</td>
</tr>
<tr>
<td>Regulate Temperature</td>
<td>Thermal Subsystem</td>
<td>Temperature Actuator (e.g. heater)</td>
</tr>
<tr>
<td>Supply Power to All Subsystems</td>
<td>Power Supply Subsystem (PSS)</td>
<td>Supply the required electrical power to all subsystems</td>
</tr>
<tr>
<td>Deploy/Fold Solar Arrays</td>
<td>PYRO Subsystem</td>
<td>Deploy or fold the solar arrays according to the received signals from PYRO</td>
</tr>
<tr>
<td>DG</td>
<td>Communication Payload</td>
<td>Generate packet data</td>
</tr>
<tr>
<td>SetBuf</td>
<td>Communication Payload</td>
<td>Set the amount of the new buffer after reconfiguration</td>
</tr>
<tr>
<td>Data Packets Generation at S(i)</td>
<td>Communication Payload</td>
<td>Data packets are generated and updated over the time in each satellite.</td>
</tr>
<tr>
<td>Altitude&amp; Orbital Control</td>
<td>AOCS</td>
<td>Transmit orbit and altitude information of the satellite for control purposes</td>
</tr>
<tr>
<td>Calculate Altitude(i)</td>
<td>AOCS</td>
<td>Calculate the new altitude required for the new coverage area (Equation (4.2))</td>
</tr>
<tr>
<td>Difference of Required&amp; Actual Altitude</td>
<td>AOCS</td>
<td>Calculate the difference of the actual and required altitude to determine the speed changes (Equation (4.5))</td>
</tr>
<tr>
<td>Fire Propellant through Thrusters</td>
<td>AOCS</td>
<td>Activate thruster to make the required maneuvers during the required time (Equations (4.6), (4.8), (4.9), and (4.11))</td>
</tr>
<tr>
<td>Final Speed and Altitude</td>
<td>AOCS</td>
<td>Transmit the final altitude and speed after reconfiguration through the related sensors</td>
</tr>
<tr>
<td>D(i)</td>
<td>TTC</td>
<td>Transmit the information on position difference</td>
</tr>
<tr>
<td>S(i)</td>
<td>TTC</td>
<td>Transmit failed satellite information including the buffer size to the backup satellite</td>
</tr>
<tr>
<td>Calculate Coverage Area</td>
<td>TTC</td>
<td>Determine the required speed change according to new coverage area</td>
</tr>
<tr>
<td>Failure</td>
<td>TTC</td>
<td>Determine if a satellite is failed</td>
</tr>
</tbody>
</table>
4.3.2 CPN Modeling of Reconfiguration Scenario 3

Repositioning a healthy satellite in the same orbit to cover the failed satellite’s footprint in addition to its own coverage area, is another reconfiguration method as explained in Section 4.2.2. This type of reconfiguration is applicable if the satellites cooperating in the network have the same or joint footprint area. As discussed in Section 4.2.2.1, if the footprints are in Satellite Fixed Cell format (SFC), the satellite adjacent to the failed one is repositioned in the same orbit to provide coverage for cells which were no longer covered.

Considering a network of three interacting satellites, as shown in Figure 4.7, the earth surface which is covered by the whole network is divided into cells C1 to C6. If the middle satellite fails, its footprint cells (C3, C4 and C5) are covered automatically with the first and the third satellite. If any of the first or the third satellites fails, the middle satellite is repositioned as shown in Figure 4.7 (b) to cover the cells of the failed satellite (C1 and C2). To reposition the middle satellite from its position in Figure 4.7 (a) to the position in Figure 4.7 (b), the two-step process explained in Section 4.2.1 is followed. The middle satellite’s speed is increased, so its orbit becomes elliptical. After staying in the temporary elliptical orbit for determined period of time (Equation (4.10)), the satellite is returned to reaches the desired position with respect to the failed satellite. The calculations required to determine the speed changes and the staying time to complete the maneuvers and to reach the desired position are performed through Equations (4.2) to (4.11).
Figure 4.7: Satellite Fixed Cell Format Reconfiguration a) Failed, b) Reconfigured

Similar to the previous scenarios, the developed CPN model has three main modules, namely the Transmission Network, Ground Station and the Satellite modules. The first two modules are the same for all the models as noted before. The developed CPN model has the same subsystems as explained in Section 4.3.1, for reconfiguration scenario 2. The only difference is in the designed Telemetry and Tracking Control (TTC) subsystem which is shown in Figure 4.8. As used before, the light brown color shows the TTC subsystem. After a failure occurs and place “Failed Satellite” is marked and transition “Calculate Coverage Area” is fired, the required new coverage area appears in place “Coverage Area2”. The latter place is a fusion type which is connected to the TTC subsystem in the middle satellite and sends signals to its AOC subsystem to execute the required altitude and speed changes for in-orbit repositioning.
Figure 4.8: CPN Model of an Individual Satellite in Scenario 3
4.4 Performance Analysis Results of Reconfiguration Model Scenario 2

The performance analysis results of reconfiguration model explained in Section 4.3.1 as scenario 2, are discussed in this section.

Figure 4.9 shows a network of three interacting satellites and a fourth satellite as a backup in the same orbit. All the satellites are at an assumed altitude of 1000 km with an orbital speed of 7.4 km/sec. The satellites are located 20 degrees apart from one another and each has an initial coverage area equal to 6.8% of earth’s surface. In case of failures in satellites 1, 2 or 3, the backup satellite is repositioned by 60°, 40° or 20°, respectively. During this transition the data generated in the failed satellite coverage area will be lost.

Figure 4.9: Repositioning a Backup Satellite in the Same Orbit to Reconfigure the Network
Assuming a conventional thruster with a thrust force of one thousand Newtons \((T=1000 \, \text{N})\) and an exhaust velocity of \(3 \, \text{km/sec} \left( V_e = 3km/\text{sec} \right) \) is used, if satellite 3 fails, it takes 341 minutes (5 hours and 41 minutes) to reposition the backup satellite for \(20^\circ\). If satellite 2 or 1 fails, the reconfiguration times for repositioning the backup satellite to their position will require 428 minutes (7 hours and 8 minutes), and 519 minutes (8 hours and 39 minutes), respectively as shown in Figure 4.10.

![Reconfiguration Time for Backup Satellite Repositioning in the Same Orbit](image)

Figure 4.10: Reconfiguration Time for Backup Satellite Repositioning in the Same Orbit

Table 4.3 shows the different types of thrusters and their properties. If a different type of thruster, as explained in Section 4.1.1, is used the repositioning time of the backup satellite will of course differ.
Table 4.3: Thruster Types and their Properties

<table>
<thead>
<tr>
<th>Thruster Type</th>
<th>Thruster Force (N)</th>
<th>Exhaust Velocity (km/sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conventional Thruster</td>
<td>1000</td>
<td>3</td>
</tr>
<tr>
<td>Electric Arc-jet Thruster</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>Ion Thruster</td>
<td>0.6</td>
<td>100</td>
</tr>
<tr>
<td>Nuclear Thruster</td>
<td>10000</td>
<td>100</td>
</tr>
</tbody>
</table>

As shown in Figure 4.11, a 20-degree repositioning of the spare satellite using Electric Arc-jet or Ion thrusters takes a long time of 2068 hours (86.17 days) or 1503 hours (62.62 days), respectively. This also results in a high amount of lost data during the reconfiguration process. Nuclear thrusters, on the other hand, will require about one hour (one-fifth of the conventional thrusters) for repositioning, and prevent the high amount of data loss. As discussed in Section 3.2.2, the nuclear thrusters are still under investigation and not practically used yet.

Figure 4.11: Reconfiguration Time for Backup Satellite Repositioning (20°) with Different Type of Thrusters
Different frequency basebands are used to transmit specific types of the data as explained in Section 1.2.2 and shown in Figure 1.4. In this section, three types of frequency bands are used in the Network Transmission Module, each of which has different wavelengths and frequencies shown in Table 4.4.

Using the equation $V = \lambda \cdot v$, we can calculate the satellite-to-earth transmission time:

$$\text{transmission time} = \frac{\text{altitude}}{\lambda \cdot v}$$  \hspace{1cm} (4.13)

where $\lambda$ is the wavelength and $v$ is the wave speed.

Table 4.4: Three Frequency Basebands and Their Specifications

<table>
<thead>
<tr>
<th>Baseband</th>
<th>Frequency ($v$, GHz)</th>
<th>Wavelength ($\lambda$, cm)</th>
<th>Packet Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ku</td>
<td>12</td>
<td>2.5</td>
<td>Multimedia</td>
</tr>
<tr>
<td>C</td>
<td>5</td>
<td>7.5</td>
<td>Voice</td>
</tr>
<tr>
<td>L</td>
<td>2</td>
<td>30</td>
<td>Data</td>
</tr>
</tbody>
</table>

Figure 4.12 shows the throughput versus data packet arrival rate for the three different basebands. Figure 4.12 reveals that after certain arrival rate, when the network is saturated with data, the throughput levels off. It is clear that this will lead to transmission delay time, which is in fact evident from Figure 4.13. What is also evident from Figure 4.12 and Figure 4.13 is that due to the nature of multi-media data (being complex and having linked audio and video content), for a given data arrival rate, it has less throughput and longer transmission delay.
Figure 4.12: Throughput versus Data Packet Arrival Rate for the Satellite Network of Figure 4.9 with Different Basebands

Figure 4.13: Mean Delay Time versus Data Packet Arrival Rate for the Satellite Network of Figure 4.9 with Different Basebands
4.5 Performance Analysis Results of Reconfiguration Model Scenario 3

The performance analysis results of reconfiguration model, outlined in Section 4.3.2 as scenario 3, are discussed in this section. As shown in Figure 4.7, a network of three interacting satellites is considered, in which the middle satellite has a joint coverage head cell with the first and the third satellites. All three satellites are in the same orbit at an altitude of 1000 km having an orbital speed of 7.4 km/sec. Each satellite has an initial coverage area equal to 6.8% of earth’s surface, two-third of which is joint with the middle satellite. In case of failures in the first or third satellite, the second satellite is repositioned to cover all the cells of the failed satellite, as shown in Figure 4.7. During this transition the generated data in the failed satellite coverage area will be lost. If the second satellite fails, the network continues its normal operation because its coverage area is shared with the first and third satellites.

Assuming a conventional thruster with a thrust force of $T=1000 \text{ N}$ and an exhaust velocity of $V_e = 3 \text{ km/sec}$, if one of the first or third satellites fails, it takes around 4 hours and 32 minutes to reposition the middle satellite to cover the coverage area of the failed satellite.

As discussed in scenario 2 and shown in Table 4.3, different types of thrusters affect the reconfiguration time of the network.

As shown in Figure 4.14, for repositioning the middle satellite to the failed satellite’s position using an Electric Arc-jet thruster or Ion thruster, a reconfiguration time of 2187 hours (91.12 days) or 1544 hours (64.33 days) is required. This causes a high amount of data loss during the reconfiguration process. Applying nuclear thrusters, which are still under investigation and not practical as yet, result in very efficient reconfiguration process which requires 14 minutes and prevents a huge quantity of data being lost.
Figure 4.14: Effect of Different Types of Thrusters in Reconfiguration Time of Scenario 3

Figure 4.15 shows the throughput versus data packet arrival rate for the three different basebands shown in Table 4.4.

Very similar to the discussions of scenario 2, here Figure 4.15 reveals that after certain arrival rate, the network is saturated with data and throughput drops to a fairly constant level. It is expected this to lead to transmission delay time. In fact this effect is seen in in Figure 4.16. What is evident from Figure 4.15 and Figure 4.16 is that due to the complex nature of multimedia data for a given data arrival rate, it exhibits less throughput and longer transmission delay.
Figure 4.15: Throughput versus Data Packet Arrival Rate for Different Basebands in Scenario 3

Figure 4.16: Mean Delay Time versus Data Packet Arrival Rate for Different Basebands in Scenario 3
4.5.1 Networked Reconfiguration Performance Analysis

The CPN models and simulations, introduced in this chapter, make it possible to analyze the performance of an interacting multi-satellite networks before, after and during the orbit transition. They also provide the solution to supervisory control and automatic reconfiguration of the network to fault tolerant conditions when full or partial failures in any of the satellites.

In Chapter 5, the developed models are verified. Then the networked performance is analyzed, related results presented, and discussed.

4.6 Conclusions

In this chapter we studied the performance analysis of the networked reconfiguration schemes for multi-satellite networks in terms of throughput and transmission mean delay time for a variety of scenarios and conditions. It was demonstrated that Colored Petri Nets provide powerful means to model the operation of multi-satellite networks to significant details, and obtain meaningful performance metrics. Additionally, all control, failure and reconfiguration processes and can be embedded within one model from discrete events to mathematical relations all manners of change.
Chapter 5

General Networked Reconfiguration Method for Multi-Satellite Interaction

5.1 Introduction

This chapter proposes a systematic reconfiguration procedure for multi satellite interactions with specific topologies subject to full failure in one or more satellites.

A general networked fault tolerant control methodology is developed to reconfigure a network with general specifications, subject to full failure of one or more satellites, to its default full performance capability according to its performance specifications. To analyze the system a Colored Petri Net model is constructed. Simulations are then conducted and the results are discussed in the remainder of the chapter.
5.1.1 Network Reconfiguration Scenario 4 (Orbit Transfer)

In this general case, when one of the satellites fail to interact in the network, some or all of remaining satellites use their on-board thrusters to re-orbit to a formation by which the failed satellite’s coverage area is compensated and the network continues its operation.

As was discussed previously, a satellite footprint is defined as its coverage area on the earth which has a direct relation to the satellite altitude. This means that greater the altitude of the satellite the larger will be its coverage area.

Figure 5.1 shows a network of three satellites. If any of these satellites fail, its footprint on the earth will no longer be covered. To compensate for this, the closest satellite is moved to a higher orbit where its footprint contains its own and the failed satellite’s coverage areas. Referring to Figure 5.1, when \( S_2 \) fails, \( S_1 \) moves to an upper orbit as shown inside the dashed circle. After the orbit transfer of \( S_2 \), its footprint covers areas \( A_1 \) and \( A_2 \).
5.1.2 CPN Modeling of Reconfiguration Scenario 4

The last reconfiguration method (Scenario 4) is the most general, applicable and versatile. It does not include any restrictions for the failure conditions and networked satellites, as the previous scenarios did. The first scenario’s restriction was the necessity of launching a backup satellite which may result in higher costs and risks. The second scenario was restricted by identifying a partial failure (fault) condition. The third scenario was limited to the networks where the cooperating satellites had joint footprints including the SFC and EFC formats. The
fourth reconfiguration method which is explained in details in this section is not limited to any type of network conditions or failures. The only disadvantage of this method is the additional delay, due to the longer propagation times from upper orbits.

After a failure occurs in a satellite in a network, the adjacent satellite is launched to a higher orbit in a way that its coverage area becomes equal or greater than the sum of the primary and the failed satellite’s footprints. The developed CPN model includes the three main modules as explained in Section 3.3.1. Similar to the previous scenarios, the network transmission and ground station modules are the same, but the satellites’ modules are different.

The CPN simulation of the satellite module is the same as Scenario 3 in terms of the number of places and transitions and their setting orders, but is different in terms of arc inscriptions and programming commands in Attitude and Orbit Control Subsystem (AOCS) which is shown in green color in Figure 5.2.

According to Section 5.1, to cover the footprint area of the failed satellite, say \( S_i \), by an adjacent satellite in the network, the altitude of the satellite orbit has to be increased. For this purpose, TTC Subsystem of satellite \( S_{i-1} \) receives the command to increase its coverage to encompass \( A_i + A_{i-1} \). The command passes from place “Coverage Area i” in TTC subsystem to the place “Required Coverage Area” in the AOC subsystem. The required altitude is then calculated by firing transition “Calculate Required Altitude”, so \( h_2 \), the new altitude is marked as token in place “Required Altitude” in AOCS using Equation (4.2). To increase the satellite’s altitude, its speed is increased by \( \Delta V_1 \) calculated through the specified arc inscription defined before the place “Required Speed1 Difference” (Equation (4.5)). Acquiring the speed \( V+\Delta V_1 \), the circular orbit becomes elliptical with an apogee point at \( h_2 \). When satellite arrives at
the apogee point, its speed is increased again by $\Delta V_2$ (Equation (4.6)) through transition “Fire Propellant through Thrusters” and the satellite enters a circular orbit with an altitude of $h_2$. The footprint of the satellite at this altitude covers $A_t + A_{t-1}$. All these calculations are simulated using the arc inscription commands before place “Required Speed2 Difference”. The completion time of these maneuvers are calculate using Equation (4.11). During this period, starting from firing time of the transition “Fire Propellant through Thrusters”, the satellite subsystems stop their normal operation which results in data loss. This is modeled through “PYRO” and “Satellite” places whereby markings are removed by firing the thrusters. So the solar arrays are folded and the communication payload stops its data collection through the network. After orbit transition is completed, which occurs by firing “Final Speed and Altitude” transition, the satellite subsystems restart their normal operation by re-marking places “PYRO” and “Satellite”.
Figure 5.2: CPN Model of an Individual Satellite in Scenario 4
5.2 Performance Analysis Results of Reconfiguration Model Scenario 4

In this section, the performance analysis results of the fourth reconfiguration scenario are discussed. The scenario and the related CPN model are explained in Section 5.1.2.

In the developed model, a network of four interacting satellites is considered. All four satellites are in the same orbit at an altitude of 1000 km with an orbital speed of 7.4 km/sec. The satellites have an initial coverage area equal to 6.8% of the earth’s surface.

As explained in Section 4.1.1, for maneuvering between the orbits, the related data is calculated according to the equations discussed in this section. For example, a conventional thruster with a thrust force of $T=1000 \, N$ and an exhaust velocity of $V_e = 3 \, km/sec$ is assumed. If any of the satellites fails, it takes 2 hours and 42 minutes to increase the adjacent satellite’s altitude from 1000 km to 4275 km to cover the coverage area of the failed satellite with a minimum elevation angle of 10 degrees. The orbital speed is increased from 7.4 km/sec to 18.6 km/sec.

As discussed before, using different types of thrusters result in varied reconfiguration time for the network. Figure 5.3 shows the reconfiguration times for Electric Arc-jet thruster and Ion thrusters, which are 1382 hours (57.58 days) and 1085 hours (45.21 days), respectively. This waiting times cause a high amount of data loss during the reconfiguration process. With nuclear thrusters, which are still under development and investigation and are not practical yet, the reconfiguration time will be 7 minutes which is the best achieved reconfiguration time among scenarios 2, 3 and 4.
Figure 5.3: Effect of Different Types of Thrusters in Reconfiguration Time of Scenario 3

Figure 5.4: Throughput versus Data Packet Arrival Rate for Different Basebands in Scenario 4
Referring to Figure 5.4 and Figure 5.5, expectedly, results very similar to those of scenarios 2 and 3 of Chapter 4 are obtained for variation of throughput and mean delay time when the data packet arrival rate increases. It should be mentioned that the mean delay time of scenario 4 is ten times greater than the ones related to scenarios 2 and 3. The higher orbit of the repositioned satellites in the reconfigured network result in higher mean delay times in network after stable steady state operation.

Figure 5.6 shows the average throughput after the network is reconfigured. Three cases are considered: failure of one satellite, failure of two satellites and faultless condition. As shown in Figure 5.6, when one satellite fails, the throughput decreases by 51%. When two of the satellites fail, the system performance degrades to 6.8% of the faultless case. It is very important to note that during the reconfiguration, when the altitude increases the data would be lost. But after
reconfiguration, the performance is back to the normal operation which is the best advantage of the reconfiguration form in scenario 4. To this extent, the last developed model referred to as scenario 4, is the best reconfiguration solution to the network of multi-interacting satellites.

![Graph showing throughput versus failure conditions for reconfiguration scenario 4](image)

**Figure 5.6: Throughput versus Failure Conditions for Reconfiguration Scenario 4**

### 5.3 Conclusions

In this chapter we studied the performance analysis of a general networked reconfiguration scheme for a multi-satellites system in terms of throughput and mean delay time. It is shown that the general reconfiguration scheme is able to make the network fault tolerant with an acceptable performance. The best reconfiguration time is also obtained using the networked control scheme developed in this chapter.
Chapter 6

Conclusions

6.1 Summary

In this research integrated supervisory control and reconfiguration models of networks of interacting satellites (Multi-Satellite) using high-level petri nets were developed, in order to make the networked control system (NCS) robust to the network failures. A supervisory control was developed to determine the controllability and observability characteristics of a network and extract VUP quantification indicators using Stochastic Petri Nets (SPNs). Petri nets are essentially discrete event modeling and simulation tools. In particular high-level stochastic petri nets provide utility and features for extensive statistics on state probabilities and high-level colored petri nets offer complex data manipulation as well as data type investigation and modification when events occur within the system. Reconfiguration protocols were developed for different network failure conditions to make the network fault tolerant and to analyze the network performance parameters.
6.1.1 VUP Quantification Using Stochastic Petri Nets (SPN)

This research presents a new approach to reason with Vulnerability, Uncertainty and Probability (VUP) quantification procedure using Stochastic Petri Nets (SPN) within and on-board a network of interacting satellites. A supervisory control and reliability analysis simulation is performed for interacting satellite networks. The system reliability quantification in terms of Vulnerability, Uncertainty and Probability is analyzed using integrated indicators developed as the methodology. The first indicator, Vulnerability, is a quantity which indicates how many times, a faulty event modeled by a SPN transition, has occurred within a time interval. The second indicator, Uncertainty, is the number of failed components in the network at time $t$. The third indicator, Probability, is defined as the sum of probabilities of being in state “$s$” at time $t$. The network designers can use these indicators to obtain early ideas about the relative merits of various configurations before detailed models are constructed and simulations carried out.

6.1.2 Networked Control Using Colored Petri Nets

Four reconfiguration models were developed for a network of $n$ satellites interacting with each other and a ground station, to circumvent the communication failure of any satellite or the ground station, maintain a level of performance, and prevent loss of data or network functionality. The networked control simulations reconfigure four major failure conditions. The first is the connection failure between the ground station and one of the satellites which result in sending the packet data via other satellites in the network. The second reconfiguration considered a backup satellite in the network, to be substituted for the failed satellite. The third scenario was to reposition the healthy satellites in the same orbit, and the fourth scenario was to reposition one of the healthy satellites to the higher altitude orbit. The developed reconfiguration protocols were simulated using CPN tools. The network performance is evaluated to the extreme case where only one satellite remains functional. The performance of the proposed reconfigurations is
assessed in terms of throughput and mean delay time for various specifications and conditions. These performance measures are obtained as a function of buffer sizes on-board the satellites, network transmission capacity, data packet arrival rate and system configuration in terms of the total number of satellites in the network, the number of failed satellites and the inter-satellite link capacities.

In the absence of faults, the results obtained from the proposed model are within the confidence intervals of the results achieved from an analytical model. In the presence of failures, the network reconfiguration effectively prevents loss of data, but expectedly at some reduced quality of service.

Overall, the versatility of SPN and CPN as a powerful modeling tools were demonstrated, it was shown that the developed models can be used as satellite network design and control tools to obtain the optimal configuration required for a desired performance in the absence and presence of failures.

The novelty of this research is that it investigates the possible reconfiguration schemes for different failure conditions for satellite networks by utilizing high-level petri nets in an integrated and embedded fashion within the models. This makes the models more practical for real world applications. In fact the communication, its control, all other satellite subsystems and the reconfiguration schemes are combined into self-contained models which are highly complex.

### 6.1.3 Future Work

Although objectives were achieved, and informative and useful results were obtained, the proposed networked control and reconfiguration schemes can be improved and extended. For
instance, develop a java script to use the model in connection with a real satellite network. The applications will be relevant to global communication rather that localized coverage.

Model is also extendable for multi-ground station networks when there is more than one ground station communicating within the space cluster.
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