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Abstract

Liquid distribution and evaporation in Fluid Catalytic Cracking (FCC) reactors are investigated numerically. The well-documented inaccuracy of conventional two-fluid modeling of hydrodynamics in fluidized beds of Geldart Group A particles is revisited. A new force-balance (FB) sub-grid-scale model, introduced and applied to the conventional Wen-Yu drag correlation, analyzes the balance of van der Waals, drag, gravity and buoyancy forces. It predicts formation of agglomerates inside the bed, updating the drag calculations by applying a correction factor to the conventional drag models. Good predictions are obtained of fluidization regimes and bed expansion, and there is promising agreement with experimental time-average radial voidage profiles reported by Dubrawski et al. (2013). Good quantitative agreement between discrete element models (DEM) and two-fluid predictions of minimum bubbling velocity is also observed when the model is used to predict minimum bubbling velocity, in contrast to the predictions from a non-cohesive, Wen-Yu model.

Liquid injection experiments on a lab-scale fluidized bed were conducted, at the Institute of Chemical and Fuels from Alternative Sources (ICFAR) in London, Ontario to study the distribution, as well as the penetration, of liquid into catalyst pores. The results shed light on complexities involved in the injection zone to understand the effect of superficial gas velocity on evaporation and imbibition of liquid into particle pores. A methodology is developed to couple and incorporate existing liquid imbibition (into particle pores) models with evaporation models in the CFD code. The results are compared to another set of lab-scale experiments conducted at the British Columbia Research Institute (BCRI) facilities in Burnaby, BC. Simulation results demonstrate that CFD models can capture correct qualitative behavior of liquid injection and
evaporation inside the bed. However, quantitative deviations revealed the likely effect of hydrodynamic properties on drying from both the liquid film around the particles and inside the pores. The deviations also imply that the assumption of convection- or diffusion-dominant drying might be unsuitable, and the two should be combined. Based on experimental results, a methodology is proposed to include the effect of hydrodynamic properties such as superficial gas velocity and particle impact velocity on drying.
Preface

The main chapters of this thesis have already been, or will soon be, submitted to journals for publication. A paper incorporating content very similar to Chapters 2 to 3 has been published as Ahmadi Motlagh, A. H., Grace, J. R., Salcudean, M. and Hrenya, C. M., Chemical Engineering Science, 120, 22-36, 2014.

Chapter 4 is based on work conducted at Institute of Chemical and Fuels from Alternative Sources (ICFAR), under co-supervision of Drs. Cedric Briens and Franco Berruti of Western University in London, ON.

The experimental results in Chapter 5 are based on work carried out at the British Columbia Research Institute (BCRI) in Burnaby, BC by Drs. Xuantian Li, Anwu Li and others.

The model that is described and tested in Chapters 2 and 3 is coded as a set of User-Defined-Functions (UDF) in ANSYS Fluent software. The model is currently patent pending and the interested reader should contact the author to obtain a working copy of the model UDFs.
Table of Contents

Abstract .......................................................................................................................................... ii
Preface ........................................................................................................................................... iv
Table of Contents ........................................................................................................................... v
List of Tables .................................................................................................................................. x
List of Figures .............................................................................................................................. xii
List of Symbols and Abbreviations ........................................................................................ xviii
Acknowledgements .................................................................................................................. xxiii

Chapter 1: Introduction ................................................................................................................1
  1.1 Background ..................................................................................................................... 1
  1.2 Motivation ....................................................................................................................... 3
  1.3 Literature review ............................................................................................................. 4
    1.3.1 Hydrodynamics and numerical methods .............................................................. 4
    1.3.2 Liquid injection (experiments and modeling) ......................................................... 14
  1.4 Summary ....................................................................................................................... 18
  1.5 Objectives of this thesis ............................................................................................... 18

Chapter 2: Force-Balance (FB) Model .......................................................................................21
  2.1 Background ................................................................................................................... 21
  2.2 Model description .......................................................................................................... 25
    2.2.1 Drag force (F_d) ..................................................................................................... 25
    2.2.2 Collisional force (F_c) .......................................................................................... 28
    2.2.3 Gravitational/buoyancy force (F_g) ....................................................................... 30
2.2.4 van der Waals force (Fvw) ................................................................. 30
2.3 Analysis of force vectors ................................................................. 38
2.4 Calculation of agglomerate diameter ............................................. 40
2.5 Summary ....................................................................................... 50

Chapter 3: Comparison of FB Model Predictions with Experimental Results and Other Models ........................................................................................................... 51

3.1 Case I – Fluidization regime and bed expansion predictions comparing Wen-Yu and FB model ........................................................................................................................... 52

3.1.1 Simulation setup ......................................................................... 52
3.1.2 Results and discussion ................................................................. 57

3.2 Case II– Qualitative and quantitative comparison of hydrodynamic predictions with other drag correction models .......................................................................................... 61

3.2.1 Boundary and initial conditions .................................................. 62
3.2.2 Data collection and analysis: ....................................................... 63
3.2.3 Results and discussion ................................................................. 65

3.2.3.1 2D-CFD simulation analysis .................................................... 65
  Effect of mesh size ............................................................................. 65
  Qualitative analysis of particle volume fraction .................................. 68

3.2.3.2 3-D simulation analysis ........................................................... 74
  Mesh refinement study ...................................................................... 74
  Qualitative analysis of instantaneous particle concentration using CFD .... 76
  Effect of different drag models .......................................................... 78

3.2.3.3 3D models and comparison with 2D simulations .................... 81
5.2 Experiments ................................................................................................................ 126

5.3 Physics ........................................................................................................................ 128

5.3.1 Imbibition model..................................................................................................... 133

5.3.2 Drying experiments and models ............................................................................. 137

5.3.3 Drying model ......................................................................................................... 140

5.3.3.1 Convection drying........................................................................................... 140

5.3.3.2 Diffusion drying.............................................................................................. 141

5.3.4 Maximum liquid film growth.................................................................................. 142

5.4 Structure of the CFD model ........................................................................................ 145

5.4.1 Mass transfer mechanisms ...................................................................................... 146

5.4.2 Modeling species/phase transport ........................................................................... 147

5.4.3 Mechanism of liquid film thickness growth in CFD modeling .............................. 148

5.4.4 CFD solution procedure ........................................................................................ 149

5.5 Simulation setup .......................................................................................................... 152

5.5.1 Mesh study .............................................................................................................. 153

5.5.2 Time-step study ....................................................................................................... 154

5.6 Results and discussion ................................................................................................ 156

5.6.1 A) Effect of imbibition and drying (before pore saturation).................................. 156

5.6.2 B) Effect of imbibition and drying (after pore saturation-injection continues)..... 163

5.6.3 C) Effect of imbibition and drying (after pore saturation-no injection) .......... 166

5.6.4 Mechanism for drying from inside particle pores............................................... 169

5.7 Conclusion .................................................................................................................. 171

Chapter 6: Summary, Contribution and Future Work .........................................................173
6.1 Summary and contributions ................................................................................................................. 173
6.2 Recommendations for future work ....................................................................................................... 175

Bibliography .............................................................................................................................................. 177
List of Tables

Table 2.1 Equations for performing vector calculations................................. 43
Table 2.2 Equations for four possible collision scenarios .............................. 46
Table 3.1 Simulation conditions and physical properties for traveling fluidized bed of Dubrawski et al. (2013) with air as the fluidizing gas........................................ 54
Table 3.2 Hydrodynamic equations for gas-solid system................................ 56
Table 3.3 Expanded bed height predictions.................................................... 61
Table 3.4 Input parameters used in the Case II simulation ............................ 62
Table 3.5 Physical and simulation parameters used in modeling based on values given by Hou et al. , (2012)................................................................. 86
Table 4.1 Physical properties and dimensions for injection experiments.......... 107
Table 4.2 Liquid-to-solid mass ratio measurements at different superficial gas velocities for FCC/ethanol system with properties listed in Table 1 (22 kg of FCC inventory) ............. 113
Table 4.3 Root-Mean-Square (RMS) deviations of measured normalized capacitance data at all 20 electrodes from the actual data read from calibration curve at different sampling times for case #1 in Table 4.2 (superficial gas velocity = 0.15 m/s, injected ethanol volume = 150 ml). Electrode positions are shown in Fig 4.1 .................................................. 118
Table 4.4 Root-Mean-Square (RMS) deviations of measured normalized capacitance data at all 20 electrodes from the actual data read from calibration curve at different sampling times for case #2 (superficial gas velocity = 0.2 m/s, injected ethanol volume = 200 ml)). Electrode positions are shown in Fig 4.1 .................................................. 119
Table 4.5 Liquid distribution in pores and in interstices ................................ 124
Table 5.1 Properties used when calculating capillary number ................................................... 145
Table 5.2 Summary of phase properties for tests at atmospheric pressure and 60 °C ............... 151
Table 5.3 Simulation setup values of operating and geometric quantities ............................... 153
Table 5.4 Physical properties for Case FCC-1 at 60°C......................................................... 157
List of Figures

Figure 1.1 Typical schematic of fluid catalytic cracker (Sadeghbeigi, 2012) ........................................... 2
Figure 1.2 Multi-level modeling schemes (Deen et al., 2007) .................................................................. 5
Figure 1.3 Concept of formation of particle clusters due to granular temperature relaxation via collisional cooling and subsequent cohesive interaction. (Cocco et al., 2010) ................. 8
Figure 1.4 Effect of grid size for the highest gas velocity ($U = 0.018$ m/s). At the far left is the initial bed used in the simulation. The grid sizes are: (a) $0.5$ mm($x$)$\times$0.2 mm($y$)$\times$0.6 mm($z$), (b) $0.3$ mm$\times$0.2 mm$\times$0.4 mm, (c) $0.2$ mm$\times$0.2 mm$\times$0.3 mm, and (d) $0.2$ mm$\times$0.2 mm$\times$0.2 mm. (Wang et al., 2009) .......................................................................................................................... 11
Figure 2.1 Schematic of force balance model .......................................................................................... 25
Figure 2.2 Plot of drag force correction factor ($\Omega$) vs. internal voidage ($\varepsilon_i$) for three different agglomerate diameters with $dp = 100$ µm using Brinkman’s extension of Darcy equation for low Reynolds numbers ........................................................................................................... 28
Figure 2.3 Contact of two-coated cohesive particles and location of guest particles based on Chen et al. (2008) ................................................................................................................................. 33
Figure 2.4 Changes of van der Waals force with asperity diameter ($dp = 100$ µm, $A = 10^{-19}$ J, $d = 0.4$ nm, weight of particle = $8\times10^{-9}$ N, $\rho_p = 1560$ kg/m$^3$) ....................................................................................... 34
Figure 2.5 SEM images of whole FCC catalyst particles (top) and close-up (bottom) for $dp$ of 100 µm ............................................................................................................................................... 37
Figure 2.6 Schematic of possible force scenarios. Each of these scenarios can result in agglomerate formation based on the magnitude and direction of the force vectors. ....... 39
Figure 2.7 Agglomerate diameter calculation procedure repeated in each computational cell . . . 45
Figure 2.8 Schematic of solid fluxes from neighboring computational cells for calculation of new agglomerate diameter.......................................................... 47
Figure 2.9 Algorithm for calculation of agglomerate diameter .................................................. 49
Figure 3.1 Fluidization pattern showing solid volume fraction at different times with properties in Table. 3.1 for Conventional Wen-Yu drag model (Left) and FB model with Wen-Yu drag model (Right) .......................................................... 59
Figure 3.2 Bed expansion predictions (Y-axis given in meters) by FB model from contour of time-averaged solid volume fraction for U = 0.4 m/s .................................................. 60
Figure 3.3 Schematic of computational domain (2D) ................................................................ 65
Figure 3.4 Contours of solid volume fraction at U = 0.4 m/s, dp = 103 mm, φ = 0.001. Left side in each case represents snapshot at t=15 s, whereas right side provides time-average over last 10 s ........................................................................................................ 67
Figure 3.5 Radial profiles of time-average particle velocity at heights of 0.4 m (top figure) and 0.56 m (bottom figure) predicted by FB model .................................................. 68
Figure 3.6 Instantaneous particle volume fraction of FCC at U = 0.4 m/s, dp = 103 mm, φ = 0.1 ........................................................................................................ 69
Figure 3.7 Qualitative comparison of particle volume fraction of FCC at U = 0.4 m/s, dp = 103 mm, φ = 0.1, t = 15s (a) EMMS-Shi model (b) EMMS-Hong model (c) FB model ....... 70
Figure 3.8 Radial profiles of time-average voidage at different heights for a) U = 0.3 m/s and b) U = 0.4 m/s......................................................................................................................... 71
Figure 3.9 Effect of specularity coefficient on radial profile of voidage for U = 0.4 m/s, dp = 103 m. Top row at z=0.56 m, middle row at z=0.4 m, bottom row at z=0.24 m.............. 73
Figure 3.10 Mesh studies at $U = 0.4$ m/s, $dp = 103$ mm and $\varphi = 0.1$ at different heights. (a) and (b) represent radial profiles of time-average voidage, whereas (c) and (d) show radial profiles of time-average particle velocity in axial direction....................................................... 75

Figure 3.11 FB model prediction of instantaneous gas and particle velocity vectors at $U = 0.4$ m/s and $t = 15$ s. ............................................................................................................................................. 77

Figure 3.12 Variation of axial profile of particle volume fraction averaged over last 10 s of simulation with height at $U = 0.4$ m/s for different drag models....................................................... 79

Figure 3.13 Contours of time-average solid volume fraction at $U = 0.4$ m/s for bed expansion comparing EMMS-Hong and FB models. ........................................................................ 80

Figure 3.14 Qualitative analysis of 2D snapshots of FCC volume fraction at $U = 0.4$ m/s, $\varphi = 0.001$, $t = 15s$: (a) Wen-Yu (b) EMMS-Shi (c) EMMS- Hong (d) FB model. ......................... 81

Figure 3.15 Comparison of radial profiles of time-average voidage from 2D and 3D simulations with experimental results at $U = 0.4$ m/s. ................................................................. 82

Figure 3.16 Probability distribution plot for number of particles in agglomerate obtained from 3D simulations at $U = 0.4$ m/s. .............................................................................................. 83

Figure 3.17 Contours of mean granular temperature ($m^2/s^2$) for superficial gas velocities of $0.007$ m/s (left), $0.01$ m/s (middle) and $0.012$ m/s (right) with mesh size = $10 \times dp$ ......... 87

Figure 3.18 Contour of local granular temperature ($m^2/s^2$) for a superficial gas velocity of $0.012$ m/s at $t = 4$ s with mesh size = $10 \times dp$.............................................................................................................................. 88

Figure 4.1 Electrode configuration and numbering scheme (not to scale) for ICFAR column.... 96

Figure 4.2 Schematic of Experimental Equipment. ................................................................................. 97

Figure 4.3 Schematic of liquid injection assembly (not to scale).............................................................. 98
Figure 4.4 Particle size distribution for the silica sand particles (Farkhondehkavaki et al., 2012).

Figure 4.5 Cumulative particle size distribution of FCC particles

Figure 4.6 Laser-photocell arrangement used for open-air experiments (adapted from Portoghese et al. (2008)).

Figure 4.7 Laser-photocell curves used for the open-air experiments. (a) Experimental values for injection of 200 ml of Ethanol initiated at t=5 s, (b) \( \varepsilon_a = 0 \) for \( t \leq 15 \) s and \( \varepsilon_a = 1 \) for \( 15 < t < 35 \) s, (c) Calibration linear curve.

Figure 4.8 Normalized capacitance vs. time for FCC and ethanol (Injection started at t=150 s with a liquid flowrate of 0.0004 m3/min), superficial gas velocity = 0.2 m/s.

Figure 4.9 Normalized capacitance vs. time for sand and ethanol (Injection started at t=150 s with a liquid flowrate of 0.0004 m3/min), and superficial gas velocity = 0.2 m/s.

Figure 4.10 Time-averaged local normalized capacitance of whole bed (after injecting 200 ml ethanol at \( t = 150 \) s for duration of 30 s at superficial gas velocity of 0.2 m/s). (a) and (b): FCC (averaged from t=160 to 180s and 220 to 240 s respectively), (c) and (d): sand (averaged from t=160 to 180s and 220 to 240 s, respectively).

Figure 4.11 Liquid-to-solid mass ratio measurements vs. time after adding 200 ml of ethanol.

Figure 4.12 Schematic showing small box experiment for FCC/ethanol system.

Figure 4.13 Calibration curve from FCC/ethanol small box experiments for relating normalized capacitance data to liquid content.

Figure 4.14 Mean liquid-to-solid mass ratio measurements of all 20 electrodes vs. time at different superficial gas velocities for injection of 200 ml ethanol over a time span of 30 s.
Figure 4.15 Moisture removal of sample vs. Time (Drying curve) for superficial gas velocity of 0.20 m/s after injection of 200 ml ethanol ................................................................. 123

Figure 5.1 Experimental setup and location of sampling points SP4 and SP5 which are on the same face of the column. ................................................................. 127

Figure 5.2 Schematic of liquid film formation and penetration inside the pores. ................. 129

Figure 5.3 Schematic of drying experiments. ........................................................................ 138

Figure 5.4 Mixture weight index (non-dimensional) vs. time (s) at ambient condition for three fan speeds (1000, 1400 and 1750 rpm). The circles show transition in drying from falling to constant rate. ................................................................. 139

Figure 5.5 Mixture weight (g) vs. time (s) at T = 60 ºC. ........................................................ 140

Figure 5.6 Solution Procedure for Pressure-Based Coupled Solver. .................................. 150

Figure 5.7 Effect of mesh size on heptane concentration in vapor phase predicted by CFD model. .......................................................................................................................... 155

Figure 5.8 Effect of time-step on heptane concentration in vapor phase predicted by CFD model. .......................................................................................................................... 155

Figure 5.9 Development of wet particles volume fraction over first second after initiation of liquid jet. .......................................................................................................................... 159

Figure 5.10 Development contours of imbibed liquid height (m) inside pores. Scale is in m. .. 160

Figure 5.11 Concentration of heptane (ppmv) in vapor phase mapping................................. 161

Figure 5.12 Experimental data (moving averaged over 5 s) for evaporated liquid concentration in case FCC-1. Vertical and horizontal dashed lines indicate initiation of liquid injection and error margins, respectively for location of SP4, per Fig. 5.1........................................... 162
Figure 5.13 Average liquid imbibition height (m) vs. time (s) after initiation of liquid injection.

The dashed line shows the maximum imbibition capacity. .................................................... 163

Figure 5.14 Time-average experimental and CFD results for liquid evaporation at sample points SP4 and SP5, per Fig. 5.1. ............................................................................................................................................. 164

Figure 5.15 Experimental results for evaporated liquid concentration (PPMV) at SP4 and SP5 vs. time. The circles indicate possible changes of slope, which could suggest multiple drying mechanisms................................................................................................................................... 166

Figure 5.16 Experimental results for evaporated liquid concentration (PPMV) at SP4 and SP5 vs. time (after liquid injection stops). Top sub-figure shows the whole drying curve, and bottom one magnifies drying section 3.................................................................................................................. 168
## List of Symbols and Abbreviations

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A$</td>
<td>Hamakar constant, J</td>
</tr>
<tr>
<td>$A_b$</td>
<td>cross-sectional area of laser beam, m²</td>
</tr>
<tr>
<td>$ALR$</td>
<td>air-to-liquid mass ratio, [-]</td>
</tr>
<tr>
<td>$a$</td>
<td>coefficient in Eq. 2.23</td>
</tr>
<tr>
<td>$C$</td>
<td>electrical capacitance, F</td>
</tr>
<tr>
<td>$C_d$</td>
<td>drag coefficient, [-]</td>
</tr>
<tr>
<td>$D$</td>
<td>mass diffusivity of vapor in gas, m²/s</td>
</tr>
<tr>
<td>$d$</td>
<td>diameter, µm</td>
</tr>
<tr>
<td>$E$</td>
<td>Young’s modulus, N/m²</td>
</tr>
<tr>
<td>$e$</td>
<td>coefficient of restitution, [-]</td>
</tr>
<tr>
<td>$f_{lp,d}$</td>
<td>frequency of collisions between liquid droplets and dry particles, 1/m³.s</td>
</tr>
<tr>
<td>$f_{pd,w}$</td>
<td>frequency of collisions between dry and wet particles, 1/m³.s</td>
</tr>
<tr>
<td>$F_g$</td>
<td>gravity force, N</td>
</tr>
<tr>
<td>$F_c$</td>
<td>collisional force, N</td>
</tr>
<tr>
<td>$F_d$</td>
<td>drag force, N</td>
</tr>
<tr>
<td>$F_v$</td>
<td>viscous force, N</td>
</tr>
<tr>
<td>$F_{vw}$</td>
<td>van der Waals force, N</td>
</tr>
<tr>
<td>$F_{vw,aa}$</td>
<td>van der Waals force from asperity-asperity contact, N</td>
</tr>
<tr>
<td>$g$</td>
<td>gravitational acceleration, m/s²</td>
</tr>
<tr>
<td>$g_0$</td>
<td>radial distribution function, [-]</td>
</tr>
<tr>
<td>$h$</td>
<td>height above distributor in Chapter 3 and thickness of deposited liquid film in Chapter 5, m</td>
</tr>
<tr>
<td>$h_{expanded}$</td>
<td>expanded bed height, m</td>
</tr>
<tr>
<td>$h_{imb}$</td>
<td>liquid film thickness after liquid imbibition into particle pores</td>
</tr>
<tr>
<td>$h_{mf}$</td>
<td>bed height corresponding to minimum fluidization, m</td>
</tr>
<tr>
<td>$h_r$</td>
<td>separation distance at time of collision, m</td>
</tr>
<tr>
<td>$H_0$</td>
<td>particle-particle separation distance, m</td>
</tr>
<tr>
<td>$J$</td>
<td>impulse, kg.m/s</td>
</tr>
</tbody>
</table>
\( k_0 \) diffusion coefficient for granular energy, kg/m.s
\( l \) length of laser beam exposed to liquid spray jet, m
\( m \) mass, kg
\( M\% \) moisture content defined in Eq. 4.10, [-]
\( N \) number of agglomerates in Chapter 2 and number of liquid droplets in Chapter 4, [-]
\( N_{pore} \) number of pores inside particle, [-]
\( n \) exponent in Eq. 5.23, [-]
\( n_{wet} \) number of wet particles in computational cell, [-]
\( P \) pressure, Pa
\( P^*_{v} \) saturation vapor pressure, Pa
\( q \) mass transfer rate, kg/m³.s
\( r \) radius, m
\( SAC \) surface area coverage, [-]
\( Sc \) Schmidt number, [-]
\( St \) Stokes number, [-]
\( St^* \) critical Stokes number, [-]
\( T_c \) collision duration, s
\( U_{mb} \) minimum bubbling velocity, m/s
\( U \) superficial gas velocity, m/s
\( v \) velocity, m/s
\( V \) volume in Chapter 4, m³
\( V_{evap} \) evaporated liquid volume, m³
\( V_{film,cell} \) liquid film volume around wet particles in each computational cell, m³
\( V_{inj} \) liquid injected volume available in droplet form, m³
\( V_l \) volume of liquid in particle pore in Chapter 5, m³
\( V_{pore} \) volume of liquid in particle pores, m³
\( V_{wet} \) total volume of all wet particles in bed, m³
\( v' \) velocity after collision in Chapter 2 and particle fluctuation velocity in Chapter 5, m/s
\( y \) liquid penetration depth, m
\( y^* \) vapor molar fraction at saturation, [-]
\( y_g \) vapor molar fraction at bulk gas, [-]
\( X \) mass fraction of species, [-]
\( z \) vertical coordinate, m
\( Z_0 \) minimum separation distance, m

**Greek letters**

\( \beta \) drag coefficient in Chapter 2, kg/m.s, mass transfer coefficient in Chapter 5, m/s
\( \gamma \) variable in Eq. 2.4
\( \gamma_\theta \) collision dissipation of energy, kg/m.s^3
\( \delta \) distance between particles, m
\( \varepsilon \) volume fraction, [-]
\( \varepsilon_p \) intraparticle porosity, [-]
\( \theta \) granular temperature, J/kg
\( \lambda_s \) solid bulk viscosity, kg/m.s
\( \mu \) shear viscosity, kg/m.s
\( \vartheta \) Poisson ratio, [-]
\( \rho \) density, kg/m^3
\( \sigma \) liquid surface tension, N/m
\( \tau \) stress tensor, Pa
\( \phi \) specularity coefficient used in wall boundary condition
\( \varphi_{gs} \) transfer rate of kinetic energy, kg/m.s^3
\( \Omega \) drag correction for flow through porous structure, [-]

**Subscripts**

\( \theta \) initial condition
\( a \) agglomerate
\( as \) asperity
\( ca \) capillary
\( cv \)  
control volume

\( d \)  
dry

\( dry \)  
dry condition

\( film \)  
liquid film around solid particle

\( g \)  
gas

\( gr \)  
gravity

\( hs \)  
hydrostatic

\( i,j \)  
index for phases

\( imb \)  
imbibition

\( l \)  
liquid

\( m \)  
index for phases

\( max \)  
maximum packing

\( measured \)  
measured data

\( mf \)  
minimum fluidization

\( new\_agg \)  
agglomerates formed at current timestep in simulations

\( old\_agg \)  
agglomerates formed at previous timestep in simulations

\( p \)  
particle

\( pore \)  
particle internal porosity

\( s \)  
solid

\( T \)  
temperature

\( vw \)  
van der Waals

\( w \)  
wall

\( wet \)  
wet condition

\( x,y \)  
x- and y- coordinates

\textit{Abbreviations}  

\textit{BCRI}  
British Columbia Research Institute

\textit{CFD}  
Computational Fluid Dynamic

\textit{DEM}  
Discrete Element Model

\textit{DNS}  
Direct Numerical Simulation
<table>
<thead>
<tr>
<th>Term</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>DPM</strong></td>
<td>Discrete Particle Model</td>
</tr>
<tr>
<td><strong>EMMS</strong></td>
<td>Energy Minimization Multi Scale</td>
</tr>
<tr>
<td><strong>FEM</strong></td>
<td>Filtered Eulerian Model</td>
</tr>
<tr>
<td><strong>ICFAR</strong></td>
<td>Institute of Chemical and Fuels from Alternative Sources</td>
</tr>
<tr>
<td><strong>PBE</strong></td>
<td>Population Balance Equation</td>
</tr>
<tr>
<td><strong>SGS</strong></td>
<td>Sub-Grid Scale</td>
</tr>
</tbody>
</table>
Acknowledgements

I would like to express my sincere gratitude to my outstanding supervisors: Dr. John Grace and Dr. Martha Salcudean for their advice, support, kindness, encouragement and patience throughout my graduate studies. I feel truly blessed and honored to have had the opportunity to work under their supervision. They provided me the best knowledge to improve myself further in the academic world. I also gratefully acknowledge Dr. Christine Hrenya from the University of Boulder, Colorado, for her contributions, technical support and kind assistance during development of models and simulation studies in this work. I also express gratitude to committee members Drs. Fariborz Taghipour and Dana Grecov for their comments and suggestions during my PhD work.

I would like to thank sincerely the contribution and guidance of Dr. Cedric Briens and Dr. Franco Berruti from the Institute of Chemicals and Fuels from Alternative Resources (ICFAR) at Western University in London, ON. I also express gratitude to Masoumeh Farkhondehkavaki, Majid Hamidi and Maryam Mohagheghi who assisted me during my stay at ICFAR to conduct liquid injection experiments.

I express my sincere gratitude to Dr. Xuantian Li and Dr. Anwu Lif from British Columbia Research Institute (BCRI) and Dr. Mike Wormsbecker of Syncrude Canada Ltd. who facilitated my access to experimental data.

I am also very grateful to my friends in CHBE and group members for their valuable suggestions and support in this path, in particular: Dr. Subhashini Vashisth and Sina Tebianian.

Finally, I would like to express my everlasting gratitude to my beloved wife, Saviz, for her passion and understanding, and to my parents for their love, support, and tireless dedication.
To my parents
Chapter 1: Introduction

1.1 Background

Fluid catalytic cracking (FCC) is used to upgrade low-value refinery gas-oil feedstock to more valuable products. It continues to play a key role in integrated oil refineries as the primary conversion process. For many refiners, the “cat cracker” is the key to profitability, in that successful operation of this unit determines whether or not the refiner can remain competitive in today's market. As of 2006, FCC units were in operation at 400 refineries worldwide (Speight, 2006), with a total processing capacity of over 14.7 million barrels per day (Sadeghbeigi, 2012). The FCC process generates more than 40% of the gasoline in the refinery pool; consequently, any small benefit in this process is very profitable (Ancheyta, 2011).

FCC process hardware, catalysts and operation have continued to co-evolve with ever-changing economic and environmental requirements (Sadeghbeigi, 2012). Dramatic improvements have been achieved in several areas, such as:

- Size of the unit, (elevation, volume, catalyst inventory) and hence cost of a FCC unit per barrel of feed charged and converted.
- Conversion and product selectivity.
- Feedstock flexibility.

FCC technology has experienced a sharp increase in feedstock flexibility since the early 1970s, driven by the first (after-the-war) oil crisis. Also, this arena is shifting significantly. This is happening on the supply side (feedstock supply and quality), as well as with respect to products demand and quality (Sadeghbeigi, 2012).
Fig. 1.1 sketches one typical unit configuration offered by a major technology licensor. Despite different mechanical configurations of FCCs, the common objective of upgrading low-value feedstock to more valuable products remains the same.

Refinery-produced gas oil and any supplemental FCC feedstock are normally heated to a temperature of 260 to 370°C. The preheated feed enters the riser near the base where it contacts regenerated catalyst. The heat absorbed by the catalyst in the regenerator provides the energy to heat the feed to the desired reactor temperature. The overall reaction occurring in the riser is endothermic. The circulating catalyst provides this energy. Typical regenerated catalyst temperatures range from 680 to 730°C.

Catalytic reactions occur in the vapor phase. Cracking reactions begin as soon as the feed is vaporized. The expanding flow of the generated vapors provide the main driving force to carry the catalyst up the riser. The riser is a vertical pipe, usually with a 100 to 130 mm-thick
refractory lining for insulation and abrasion resistance. Typical risers are 0.6 to 2.1m in diameter and 23 to 37 m tall (Sadeghbeigi, 2012).

Efficient contacting between the feed and catalyst is critical to achieve the desired cracking reactions. Steam is commonly used to atomize the feed. Smaller oil droplets increase the availability of feed at the reactive acid sites on the catalyst. After exiting the riser, catalyst enters the reactor vessel. In this vessel further cracking occurs, as well as providing additional catalyst separation. The spent catalyst falls into the stripper where addition of steam removes entrained hydrocarbons from catalyst particles.

1.2 Motivation

In view of the importance of FCC reactors in the oil refinery, a more comprehensive understanding of the riser reactor mechanisms is vital. A thorough review of the research and development related to FCC risers can be divided into three categories (Gao et al., 1999):

- Hydrodynamic behavior of two-phase flow in risers
- Complex feed vaporization phenomena in the feed-injection zone.
- Catalytic cracking kinetic models

The initial process occurring at the bottom of the riser reactor becomes the important step in determining unit performance, even dominating the product distribution and quality (Mauleon & Courrelle, 1985; Mirgain et al., 2000). From the numerical modeling point of view, different frameworks exist which are already being utilized in modeling FCC riser reactors. New techniques are being developed that have the advantage of more accurate prediction of the fluid flow inside these reactors, however these require further investigation.
Catalytic cracking chemical kinetic models are not considered in this study. The main emphasis is instead on the numerical simulation of hydrodynamics in these risers. In addition, the application of existing three-phase models for treating the complexity of flow behavior in the feed injection zone is investigated in this work.

1.3 Literature review

1.3.1 Hydrodynamics and numerical methods

Correct understanding of the hydrodynamic characteristics is essential for proper design and scale-up of FCC reactors. Computational Fluid Dynamics (CFD) has been successfully applied to model the hydrodynamics of gas-fluidized beds. With its increased computational capabilities, CFD has become an important tool for understanding the complex phenomena between the gas phase and the particles in fluidized bed reactors.

According to Sinclair (1997), numerical models describing the flow behavior of gas-solid mixtures can be classified as either Lagrangian or Eulerian based on the framework in which they are developed. In the Lagrangian approach, a separate equation of motion must be solved for each particle in the flow field, whereas in the Eulerian approach, the phases are treated as separate interpenetrating continua, while the interactions between phases are accounted for by supplementary equations. In a Lagrangian framework, a large number of particle trajectories must be calculated in order to determine the average behavior of the system, which is a drawback of the Lagrangian approach. In contrast, in an Eulerian framework, each phase is represented by only one equation of motion. However, these models require a set of closure laws to adequately define the terms in continuum equations requiring solution of a large number of equations. Unlike Lagrangian models, Eulerian models can be applied to flows of practical interest with
relatively little computational effort. Therefore, the present work relies on the Eulerian-Eulerian approach for both solid and gas phases.

Numerical simulation of gas-solid systems usually requires multi-level modeling as shown in Fig. 1.2 (Deen et al., 2007). The most fundamental level is direct numerical simulation (DNS), where all relevant spatio-temporal scales of the fluid and particle phases are resolved and coupled through the no-slip boundary condition at the fluid-particle interfaces; on a higher level are discrete particle/element models (DPM) where the Eulerian approach is used to track the hydrodynamics of the fluid phase, whereas the particle phase is still resolved as in DNS using the Lagrangian framework.

![Figure 1.2 Multi-level modeling schemes (Deen et al., 2007).](image)

At a higher level are two-fluid/multi-fluid models which utilize the Eulerian-Eulerian framework for solid gas and liquid phases, considered as interpenetrating continua. Simulations based on these models are mostly at bench scales and require phenomenological models to upgrade to engineering scales. To model gas–solid two-phase flows at different scales, one can
choose appropriate combinations of the gas- and solid phase models, depending on preference and the scale of the simulation domain. The basic idea is that smaller scale models, which take into account the various interactions in detail, are used to develop closure laws which can represent the effective ‘coarse-grained’ interactions in larger scale models.

In multi-fluid (as well as two-fluid) models, the particle phase is regarded as a continuum, and the distribution of momentum for the particle phase is obtained by some form of averaging. There are many ways to model two-phase flow problems using partial differential equations (PDEs), depending on the physical phenomena of interest and the nature of the problem. Anderson & Jackson (1967) and Gidaspow (1994) were among the earliest and most cited authors to present detailed fluid mechanical descriptions of fluidized beds. In their methodology, the equation of motion for the center of mass of a single particle is locally averaged over regions large enough to contain many particles, but small with respect to the bounding container. The details of the averaging procedure are well described by Enwald and Peirano (1997). A two-fluid model, i.e. gas-solid model, consists of two continuity equations, two momentum equations in each coordinate direction and two energy equations. Additional closure laws are needed to close the set of equations. A general procedure for developing a two-fluid model is described by Enwald and Peirano (1997). A similar approach can be utilized to obtain three-fluid models. The multi-fluid Eulerian-Eulerian model is less computationally intensive than Lagrangian models and more suitable for practical purposes.

In the classification of fluidized particles by Geldart (1973) which is characterized by the mean particle size and the density difference between particles and gas, FCC particles fall into
group A. The standard Eulerian-Eulerian method for simulation of hydrodynamics in fluidized beds containing Geldart A particles has been often reported to fail in predicting the hydrodynamics of gas fluidized beds (e.g. Wang 2009; Wang et al. 2009; Loezos & Sundaresan 2005; Zimmermann & Taghipour, 2005), most likely due to inter-particle forces and the existence of significant sub-grid scale heterogeneous structures.

Some research groups claim that the existence of significant inter-particle cohesive forces results in sub-grid scale heterogeneous structures which take the form of agglomerates or clusters (Gao et al. 2008; van Wachem & Sasic 2008); in this context, Kim and Arastoopour (2002) modified the kinetic theory of granular flow, aiming at including a complex cohesive force model. Their approach resulted in derivation of new governing equations and closure models primarily for the stresses of the particulate phase. In a similar approach, Gidaspow and Lu (1998) incorporated the empirically-determined cohesive pressure into the term representing the particle pressure, resulting in a higher predicted particle pressure compared to that obtained by the kinetic theory of granular flow for flows of non-cohesive particles.

Gidspow and Arastoopour (2014) reviewed the evolution of CFD modeling of Circulating Fluidized Beds (CFB), discussing the application of kinetic theory, turbulence and heat transfer. They emphasized use of a Population Balance Equation (PBE) coupled with CFD to properly account for changes in particle dense phase properties such as agglomeration and breakage. Ye et al. (2005) modified the kinetic theory approach by adding an excess compressibility term that accounts for cohesion between particles. These models contain a number of empirical constants, whose magnitude is not always clear. Hence, the models might

---

1 Geldart group A particles are mildly cohesive. Their size falls between 20 and 100 µm, and the particle density is less than 2000 kg/m³. Most powder-catalyzed beds, as well as FCC, are in this group.
not be applicable for different operating conditions in all fluidized bed systems (Wang, 2009). Mazzei and Lettieri (2008) investigated the stability of homogeneous gas-fluidized suspensions and the transition from the particulate to the aggregative state. They reported that considering only buoyancy and drag forces in a fluidized bed leads to intrinsic instability of the homogeneous state of fluidization and that incorporation of terms like virtual mass force and lift force does not lead to any significant change in results.

Cocco et al. (2010) reported experimental visual observation of small-scale agglomerates or clusters in and above a fluidized bed of FCC catalyst powders. They suggested that hydrodynamics may not be solely responsible for cluster formation, with cohesive forces such as electrostatics, capillary and van der Waals forces playing a significant role in particle cluster formation. In their study, a mechanism is also proposed for the formation of particle clusters due to granular temperature relaxation via collisional cooling and subsequent cohesive interaction, as shown schematically in Figure1.3.

![Figure 1.3 Concept of formation of particle clusters due to granular temperature relaxation via collisional cooling and subsequent cohesive interaction. (Cocco et al., 2010).](image)

Other research groups (e.g. Wang et al. 2009; Agrawal et al. 2001; Loezos & Sundaresan 2005; Portoghese et al. 2008; Benyahia et al. 2007) claim that inter-particle cohesive forces are
not the dominant factor, and that the poor performance of two-fluid models is primarily due to grid sizes and time steps which are too coarse to fully resolve the mesoscale structure. Wang et al. (2011) studied a bubbling fluidized bed of Geldart A particles by using a discrete particle method and argued that there is no clustering structure in the bed. The difference between the results of Wang et al. (2011) and Cocco et al. (2010) could be due to different operating conditions and fluidizing regimes. However, Wang et al. (2011) stressed that their conclusion does not mean that inter-particle cohesive forces are not important for gas–solid flows in real industrial equipment, usually operated at high operating pressure and/or temperature.

The effects of 2D versus 3D simulations were studied by Cammarata et al. (2003) for the bubbling behaviour in a rectangular fluidized bed. The bed expansion, bubble hold-up, and bubble size calculated from 2D and 3D simulations were compared with the predictions obtained from an empirical correlation. Cammarata et al. (2003) reported that 3D simulations constituted a more realistic model of physical behaviour for fluidization. They also indicated that 2D simulations should only be used for sensitivity analyses.

Several research groups have confirmed that when the grid size and time step are sufficiently small to resolve the spatiotemporal structures, the correct bed expansion and hydrodynamics can be obtained by using standard two-fluid models with the kinetic theory of granular flow (Agrawal et al., 2001; Benyahia et al., 2007; Loezos & Sundaresan, 2005; Portoghese, House, et al., 2008; Wang et al., 2009). These studies stress that mesoscale structures appear as an effect of non-linear interphase interaction and dissipative particle-particle and particle-wall interactions which take the form of bubbles and/or clusters in gas-fluidized beds. The size of these structures varies from the size of a single particle diameter to riser diameter (Wang, 2009), making it difficult and time-consuming for numerical codes to capture
them. On the other hand, numerical codes use computational grids which are coarse with respect to the characteristic length scale of mesoscale structures, to reduce the required computational time. This approach results in failure to consider the effect of unresolved structures on the closure laws. Consequently, conventional Eulerian models fail to predict the hydrodynamics of gas-fluidized beds.

Figure 1.4, adapted from Wang et al. (2009), shows the effect of grid size in capturing the mesoscale structures in a fluidized bed. It can be seen that with decreasing grid size, more and more details of the flow field appear, in agreement with results of other groups (Agrawal et al., 2001; Loezos & Sundaresan, 2005). However, whether or not grid size smaller than that of mesoscale structures can be successfully resolved is controversial in those studies. Some authors have reported that a grid size of about 10 particle diameters is sufficient to fully resolve the flow structure and obtain a grid-independent numerical solution (Agrawal et al., 2001; Benyahia et al., 2007; Loezos & Sundaresan, 2005), while others suggest that the grid size should be of order 2–4 particle diameters (Wang et al., 2009). A possible reason for the differing conclusions could lie in the fact that their systems operated in different fluidization flow regimes. Further study is needed for clarification.
Researchers have approached the problem of treating small structures through various approximate schemes. Recently, new modeling methods have been developed which account for the effect of mesoscale structures (bubbles and/or clusters) on hydrodynamics through suitable sub-grid-scale (SGS) models for constitutive laws. In a review, Wang (2009) classified available methods for establishing SGS models into six categories: empirical correlation, scaling factor, structure-based, modified drag correlation, Energy Minimization MultiScale (EMMS) and correlative multiscale method. Despite satisfactory results reported by some researchers, empirical correlations, scaling factors and modified drag methods are not generally suitable for operating conditions beyond those for which they were derived. It is difficult to extend them to other systems, and they therefore lose their generality (Wang, 2009). In a structure-based method, it is necessary to adjust the particle diameter in simulations to a diameter larger than the
real diameter of particles, which may be regarded as the diameter of clusters. From this perspective, the fluidized bed does not involve fluidization of individual particles, but of schools of clusters. However, the basic assumption in this method is the existence of clusters in fluidized beds, something which is argued by some researchers to not exist under all conditions in gas-solid fluidized beds (Wang 2009).

The EMMS method, originally developed by Li & Kwauk (1994), assumes that particles move in the form of clusters through a dilute phase composed of the surrounding gas and a few randomly distributed particles. This model is integrated into the Eulerian-Eulerian formalism in the form of a sub-grid drag correction. Clusters are described by 10 parameters, calculated by balance laws and an energy minimization condition (J.-F. Parmentier & Simonin, 2011). Incorporation of the EMMS model into the Eulerian-Eulerian model is similar to that of the scaling factor method discussed above, but now the scaling factor is a variable predicted by the EMMS model. This method has been successful in capturing the effect of mesoscale structures on the transport properties. It has been claimed that the combined EMMS/Eulerian approach can significantly improve the calculation accuracy and the agreement with experimental data (Wang et al. 2008). Records of promising agreement between this approach and experiments were briefly summarized by Wang (2009). Despite the improvement in modeling results using the EMMS/Eulerian approach, tests are required for operating conditions other than circulating fluidized beds, for which the model was originally derived.

In the correlative multiscale method category, a new modeling approach called the Filtered Eulerian Model (FEM) has been developed which accounts for the effect of mesoscale structures (bubbles and/or clusters) on hydrodynamics through suitable sub-grid-scale (SGS) models for constitutive laws (Sundaresan, 2000). This filtered approach is a formalism that
highlights terms in continuum equations that need to be closed when there is no wish to resolve small structures. A similar idea has been applied in single-phase turbulent flow for many years, known as the large eddy simulation (LES) method (J.-F. Parmentier & Simonin, 2011). In this model, all physical variables are grouped into a resolved part and an unresolved part. The resolved part of a variable is the filtered variable, which contains only large-scale structures that can be resolved on a coarse-grid. The unresolved part contains the small scales that cannot be solved on a coarse grid. The continuum equations in the Eulerian model are then rearranged considering the filtered/unfiltered variables. Consequently, new unknown terms appear in the governing equations that need to be closed by highly resolved simulations in small scales (extra-fine meshes). The detailed approach on how to obtain these closures has been outlined by Sundersan and co-workers (Igci & Sundaresan, 2011; Igci, 2011; Loezos & Sundaresan, 2005; Wang et al., 2011) and the Simonin group (Parmentier, 2010; Parmentier & Simonin, 2011). The most recent work in this category (Igci & Sundaresan, 2011) claims that coarse statistical results obtained by solving the filtered models with different filter lengths were the same and corresponded to those from highly resolved simulations of the kinetic theory model. However, comparison between the outcome of this method and experimental data by the original author showed qualitative agreement only in some regions, and quantitative differences.

In spite of inherent advantages of this method, the procedure to obtain closures for new unknown terms that rely solely on highly resolved simulations needs further improvement to account suitably for the effect of boundaries, and it needs to be numerically verified and validated with experimental results in the future (Wang 2009).
1.3.2 Liquid injection (experiments and modeling)

The effects of feed vaporization and feed-injection configuration have been evaluated in various experimental studies in commercial catalytic cracking reactors and pilot units. There have also been many attempts to simulate entire FCC units, almost all based on the assumption of instantaneous vaporization of feed at the riser entry (Gupta, 2001, 2003). In recent years, attempts have been made to more thoroughly study the mechanism of feed vaporization at the inlet of riser reactors.

Rapid vaporization of liquid droplets in FCC reactors leads to a substantial increase in volumetric gas flow. This can significantly affect gas-solid mixing, temperature distribution, and flow behaviour, and it plays an important role in most applications by affecting process efficiency and product quality (Fan et al., 2001). Liu (2003) conducted experiments to visualize the behavior of evaporating spray jets in dilute gas-solid flows. He measured the temperature distribution of a three-phase mixture near the spray region, which is important for testing the fundamental model of spray jets in gas-solid flows. The experimental results were then utilized to develop a parametric model which includes phase interactions with phase changes. Predictions of this theoretical model were reported to be in good agreement with experimental results.

Research reports have been published of non-evaporative (Leach et al., 2008; Portoghese, 2007) and evaporative (Du et al. 2006; Gehrke and Wirth 2007) liquid injection experiments using water and liquid nitrogen. Almost all of these studies emphasize the effect of liquid droplet diameter in the injection process. One of the most widely used experimental methods to study liquid dispersion is optical visualization, e.g. by X-ray imaging or Charged-Coupled-Device (CCD) camera recording. This method could provide useful information required to characterize jets in fluidized beds. X-ray imaging is non-intrusive, unaffected by
process conditions and can be used to obtain useful information, such as the jet penetration length and expansion angle. In this method, the pulse-rate frequency of the X-ray beam is synchronized with a video camera, thus ‘freezing’ internal motion and allowing internal flow patterns to be detected and recorded (Bruhns, 2002).

Despite the advantage of X-ray imaging due to its non-intrusive nature, major disadvantages are poor spatial resolution and/or long scan times (Gehrke & Wirth, 2007). Further, the relatively high capital investment required and radiation hazards discourage widespread application of these techniques. Another method uses temperature measurements such as fast response thermocouples, different kinds of probes like suction probes for measuring gas concentrations and capacitance probes for the detection of liquid within the dense gas-solid phase (Ariyapadi 2004). In this method, the evaporation zone corresponds to temperatures near the boiling point (Bruhns & Werther, 2005). Recently, attempts have been made to use a combination of visualization techniques such as X-ray or CCD camera recorders and temperature distribution methods (Bruhns 2002; Gehrke & Wirth 2007).

Electrical capacitance/conductance impedance methods have been utilized as non-intrusive techniques to capture liquid distribution inside fluidized beds (Aidan Leach et al., 2008; Mohagheghi et al., 2013). Despite the possibility of rapid vaporization of liquid feed at the nozzle exit, independent research has disproved the assumption of instantaneous evaporation at the nozzle exit (Gu et al. 1966; Newton et al. 2001; Skouby 1999). The effect of solids concentration on evaporative liquid jets was studied by Zhu et al. (2000). These authors reported that the jet penetration length could be shortened by as much as 45% with a solids concentration of 1.6%, compared to solids-free flow. However, as reported by Bruhns & Werther (2005), these conditions differ significantly from the situation at the injection level of FCC riser-type reactors.
where solid volume concentrations are 20–30%. Therefore, more experimental work, in equipment larger than laboratory scale, is required to study the effect of particle concentration on liquid vaporization in FCC reactors.

Among the testing liquids that could be injected in a fluidized bed, water (Bruhns & Werther, 2005) and ethanol (Bruhns, 2002; McMillan et al., 2005; Mohagheghi et al., 2013) have been used to study the contact between liquid droplets and fluidized beds. Bruhns & Werther (2005) injected water and ethanol into fluidized beds of quartz and FCC catalysts on a pilot scale. Based on experimental results, they introduced a new model for the mechanism of liquid injection which assumes instantaneous wetting of the fluidized particles at the nozzle exit and considers the transport of wetted particles by gross solids mixing of the fluidized bed. However, they did not include a detailed comparison between the new model and experimental results.

McMillan et al. (2005) investigated the injection of ethanol into a fluidized bed containing coke particles. They developed a method to determine the local quality of solid liquid mixing on a short time scale. Their measurement technique used temperature to characterize solid-liquid mixing. Mixing was compared for a case where the spray was introduced as a free jet and another case where a draft tube was inserted to promote mixing. Superior mixing was obtained with the draft tube inside the bed.

The effect of particle porosity on liquid-solid mixing inside the bed is a topic of research interest, but there have been few reports on this effect in the literature. Leclere et al. (2001; 2004) developed a method to investigate vaporization of injected liquid inside a fluidized bed based on quenching the bed and creating agglomerates. Emphasizing the effect of liquid droplet size on the time of vaporization, they developed a heat-transfer-based model which predicts the formation of agglomerates when liquid droplets larger than bed particles are injected into a high-
temperature fluidized bed. The importance of the particle porosity was also shown as the experimental data indicated > 80% pore filling.

In the context of numerical simulation of liquid evaporation inside fluidized beds, Li et al. (2011) simulated vaporization of liquid feed by investigating three limiting assumptions to simplify the process in a Fluid Coker reactor (which is very similar to FCC reactors in terms of the overall process):

(a) Liquid feed entirely vaporized at the entrance of the column;
(b) Liquid feed vaporized immediately upon contact with coke particles;
(c) Liquid coated uniformly on the particles, with vapor generated uniformly throughout the bed.

Their study reveals that the vaporization rate has a significant impact on the hydrodynamics of the reactor. This complements their previous study on the influence of volume change of the gas phase due to phase change and chemical reactions in the fluidized beds (Li et al. 2010). The temperature was assumed to be uniform in the entire bed for all scenarios studied. Hence, the energy equation was not solved in their system. In addition, agglomeration and associated phenomena were not considered directly.

The effect of nozzle geometry was studied numerically by Pougatch et al. (2012) and Pougatch et al. (2009) who developed a model that resolves the flow through the nozzle, fluidization and droplet-particle interactions. This model showed good agreement with experimental data, but requires high grid resolution in the nozzle and its vicinity that is not practical for large-scale modeling applications. Agglomeration during liquid injection into fluidized beds was studied numerically by Darabi (2011) who considered the effect of both capillary and viscous forces to determine whether or not agglomerates can form.
The proportion of models proposed for liquid injection in fluidized beds that take particle porosity into account is low. More recent models have been developed which do take into account the effect of porosity on liquid distribution (Terrazas-Velarde et al. 2011). Utilizing these models in CFD simulations can improve understanding of the mechanism of liquid distribution inside fluidized beds.

1.4 Summary

Concluding the research history on hydrodynamic simulations and liquid injections in fluidized beds containing Geldart A particles, the following gaps which require further study are:

- The often-reported failure of two-fluid simulations, incorporating conventional drag models, to capture correct hydrodynamic behavior of fluidized beds containing Geldart A particles is a critical issue. Obtaining a drag correction model which is independent of operating conditions is highly desirable.

- Liquid distribution and vaporization inside a bed containing porous particles is a complex process which has recently been subject to a few experimental and modeling studies. Much effort is needed to understand the underlying mechanism of liquid distribution in fluidized beds containing porous particles, and there is a need to test and improve existing imbibition and evaporation models in CFD simulations, comparing where possible with experimental results.

1.5 Objectives of this thesis

1- To develop a new drag-correction model to correctly capture hydrodynamics in fluidized beds containing Geldart A (e.g. FCC) particles:
In view of the profound effects of mesoscale structures on the hydrodynamics of FCC reactors, new hydrodynamic models are required to improve predictions in these reactors. Chapters 2 and 3 are dedicated to development and testing of a new structure-based, subgrid-scale model which can suitably capture the effect of the mesoscale structures and improve CFD predictions of hydrodynamics in gas-solid fluidized beds. The aim is to eliminate the need for scaling/empirical factors that depend on operating conditions.

2- To perform liquid injection experiments in order to understand the mechanism of liquid distribution inside fluidized beds:

- The mechanism of liquid vaporization inside FCC reactors in terms of particle wetting and vaporization is still not sufficiently understood. Distribution of liquid injected into in a fluidized bed was studied using an experimental setup at Western University. Details are presented in Chapter 4.

3- To develop a new approach to perform CFD simulations, utilizing existing models, to study liquid penetration into particle pores, liquid distribution and evaporation inside fluidized beds, and to compare model predictions with experimental data:

- CFD modeling can improve understanding of liquid injection and distribution inside fluidized beds. If a CFD model can be proven to be suitable for capturing the wetting characteristics inside a fluidized bed, it can be further utilized for design and troubleshooting of new or existing units. Chapter 5 is dedicated to numerical modeling of liquid distribution in fluidized beds utilizing existing models, with modifications to more fully capture the physics of the experiments, which are implemented in CFD to study the liquid distribution.
The work presented in this thesis and recommendations for future work are summarized in Chapter 6.
Chapter 2: Force-Balance (FB) Model

2.1 Background

The most widely used particles in industrial catalytic gas fluidized beds are fluid catalytic cracking (FCC) catalyst particles. These are group “A” particles in the Geldart (1973) classification scheme. The design and scale-up of these fluidized beds particles require understanding of the hydrodynamic characteristics, as captured by computational fluid dynamics (CFD). Numerical models describing the flow behavior of gas-solid mixtures can be classified as Eulerian-Eulerian, Eulerian-Lagrangian and Eulerian-Lagrangian Hybrid, based on the framework in which they are developed. Eulerian-Eulerian two-fluid modeling (TFM) has been utilized widely to simulate gas-solid fluidized beds (e.g. Tsuji et al. 1998; Zhang 2002; Gidaspow et al. 2004; Wang & Li 2007; Wu et al. 2009; Liu & Xu 2009; Vejahatiet al. 2009; Chalermsinsuwan et al. 2011). Treating each phase as a continuum in this method, rather than tracking each particle individually, enables modeling of lab-scale or larger fluidized beds. In spite of their advantages, these models require closure equations which can intensify the complexity of modeling fluidized bed systems and contribute to inaccuracies.

While successful TFM studies have been reported on Group B and D particles (e.g. Parmentier et al. 2008, Kashyap & Gidaspow 2011), numerous shortcomings in hydrodynamic predictions of conventional TFM models on Geldart Group A particles have been reported (e.g. Zimmermann and Taghipour 2005; Lu and Gidaspow 2003; Taghipour et al. 2005). Formation of agglomerates or clusters in and above a fluidized bed of FCC catalyst particles is believed to be a major cause of inaccuracies in modeling, suggesting that hydrodynamic factors may not be solely responsible for cluster formation, with cohesive forces, such as electrostatic, capillary and van der Waals forces, also playing a significant role (Cocco et al. 2010). Note that a group of
particles brought together by hydrodynamic factors is referred to here as a “cluster”, whereas a group of particles held together by inter-particle forces (e.g. van der Waals forces) is denoted an “agglomerate” (Lewis et al., 1992).

The exact cause of the shortcomings of CFD models for group A materials is not fully understood, but tentative reasons and different modifications have been proposed. In addition to research groups who claim that inter-particle cohesive (e.g. van der Waals) forces result in sub-grid scale heterogeneous structures which take the form of agglomerates or clusters (Gao et al. 2008; van Wachem & Sasic 2008), other groups (Igci et al., 2008; Wang et al., 2009; Wang et al., 2011) claim that inter-particle cohesive forces are not the dominant factor. They propose instead that the under-performance of two-fluid models is primarily due to the grid sizes and time steps in previous studies being too coarse to fully resolve the mesoscale structure, which is between micro and macroscale, including bubbles, clusters and agglomerates.

Most approaches rely on Sub-Grid-Scale (SGS) models to account for these mesoscale structures in Eulerian-Eulerian models. These have been well reviewed by Wang (2009), with the available methods for establishing SGS models classified into six categories: empirical correlation, scaling factor, modified drag correlation, EMMS-model-based, correlative multiscale method and structure-based. The modified drag methods, empirical correlations and scaling factors all modify the drag equation to account for heterogeneous structures. They are generally only suitable for specific operating conditions, so their application is limited.

A correlative multiscale modeling approach, called the filtered Eulerian-Eulerian model, (Sundaresan, 2000; Wang, 2009) accounts for the effect of mesoscale structures (bubbles and/or clusters) on hydrodynamics through sub-grid-scale (SGS) models for constitutive laws. This filtered approach is a formalism that highlights terms in continuum equations that need to be
closed when there is no wish to resolve small structures. This approach has been studied by several researchers (Agrawal et al., 2001; Igci & Sundaresan, 2011; Igci, 2011; Loezos & Sundaresan, 2005). Igci & Sundaresan (2011) reported that coarse statistical results obtained by solving the filtered models with different filter lengths were the same as those from highly resolved simulations of the kinetic theory model. Comparison of the outcome of this method and experimental data (Igci & Sundaresan, 2011) showed qualitative agreement in some regions, but quantitative differences indicate that challenges remain.

The Energy Minimization Multi-Scale (EMMS) method, developed by Li and Kwauk (1994), determines parameters related to the dense and dilute phases by satisfying a stability condition that minimizes mass-specific energy consumption for suspending and transporting particles. It is then incorporated in an Eulerian-Eulerian model to alter the drag calculations, similar to scaling factor methods, but with the scaling factor predicted by the EMMS model. The cluster-based EMMS model has been claimed to significantly improve the accuracy and agreement with experimental data (Benyahia, 2012; Wang et al., 2008). This model is under continuous development. Recently, a bubbling-based EMMS was introduced which is claimed to be more accurate for modeling the bubbling fluidization flow regime (Shi et al., 2011), as well as other flow regimes (Hong et al., 2013).

In structure-based methods, it is necessary to adjust the particle diameter to a diameter larger than the diameter of individual particles. The larger diameter may be regarded as the diameter of clusters (Wang, 2009). One of the first such works (Arastoopour & Gidspow 1979) treated the fluidized bed as a collection of clusters of uniform size. Taking into account the cohesive force, van Wachem & Sasic (2008) utilized the force-balance approach of Zhou & Li
(1999, 2000) to derive an approximate model, taking into account van der Waals and collisional, as well as drag and gravity, forces. They utilized a balance between these forces to estimate the size of local agglomerates in the bed and incorporated it into the continuum (kinetic theory) description of the solid phase. Mckeen & Pugsley (2003a) multiplied the Gibilaro et al. (1985) drag coefficient by an empirical factor of 0.2 to 0.3, to account for agglomerates. They applied the modification to simulate a cold stripper in a subsequent study (Mckeen & Pugsley 2003b).

Gidaspow and Lu (1998) incorporated an empirically-determined cohesive pressure into the term representing the particle pressure, resulting in higher predicted particle pressure compared to that obtained by the kinetic theory of granular flow for non-cohesive particles. In another study (Ye et al., 2005), the kinetic theory approach was modified by adding an excess compressibility term to account for cohesion between particles. These models contain a number of empirical constants whose magnitude is not always clear, restricting their application to different fluidized bed systems.

Electrostatic phenomena in particle handling related processes are complex and unpredictable (Lacks, 2012). There have been recent attempts to include electrostatics in hydrodynamic simulations (Rokkam et al, 2010; Jalalinejad, 2013), but the requirement of future experimental work to confirm the effects of electrostatics is stressed (Jalalinejad, 2013). Due to complexities and uncertainties, electrostatic forces are not studied in this work, but van der Waals forces are included. A structure-based model is provided which avoids empirical factors or parameters that depend on operating conditions. Details of this new model are presented in the next sections. Two simulation case studies are provided which test the ability of the model to capture the hydrodynamics in fluidization of Geldart Group A particles.
2.2 Model description

The approach followed here uses an idea similar to that of van Wachem & Sasic (2008) to derive a non-empirical, structure-based model which predicts the formation of agglomerates in gas-solid fluidized beds and modifies the drag term accordingly. The Kinetic Theory of Granular Flow (KTGF) is utilized, instead of an elastic assumption, to calculate the collisional force. The basis of this approach is a force balance over the control volume for two particles of the same size colliding with each other (Fig. 2.1). The forces considered are collisional (F_c), van der Waals (F_{vw}), gravity (F_g) and drag (F_d).

![Figure 2.1 Schematic of force balance model.](image)

2.2.1 Drag force (F_d)

In a system containing numerous particles, such as a fluidized bed, the drag forces acting on particles are affected by the voidage. For drag, the force acting on particles in a computational cell inside a fluidized bed can be represented for low Reynolds numbers (Khan & Richardson 1990; ANSYS Inc. 2011; Wen & Yu 1966) by:

\[
\overline{F_d} = C_d \frac{1}{2} \rho_g \varepsilon_g \left| \overline{V_g} - \overline{V_s} \right| \frac{\pi}{4} d_p^2 \varepsilon_g^{2.65}
\]

Eq.2.1
where \( \rho_g \) is the gas density, \( \varepsilon_g \) the voidage, \( V_g \) and \( V_s \) are the gas and particle velocities, \( d_p \) the particle diameter and \( C_d \) is the drag coefficient based on the Wen and Yu (1966) correlation (ANSYS Inc., 2011):

\[
C_d = \frac{24(1+0.15(\varepsilon_g Re_p)^{0.687})}{\varepsilon_g Re_p}
\]  
Eq.2.2

with the particle Reynolds number defined as:

\[
Re_p = \frac{d_p \rho_g |V_s - V_g|}{\mu_g}
\]  
Eq.2.3

The original particles and agglomerates that form based on the force balance approach are all treated as if they are spherical. Agglomerates are assumed to form a single non-porous solid spherical particle. When the agglomerates are formed, two types of voidage appear through which the gas could flow. The space between the particles in each agglomerate creates internal voidage, whereas the outer space surrounding the agglomerates constitutes the external voidage through which interstitial gas passes. Both types of voidage can affect the drag force on agglomerates. The effect of external voidage, which creates space for interaction between particles/agglomerates and surroundings in a fluidized bed, is taken into account in calculation of drag force in Eq. 2.1 by the factor \( \varepsilon_g^{-2.65} \). The internal voidage allows some gas to flow through the agglomerate, hence reducing the drag force. Neal et al. (1973) proposed a factor \( \Omega \) to account for the effect of the interior flow through the porous structure in reducing the drag force. \( \Omega \) is defined as the ratio of hydrodynamic resistance experienced by a permeable sphere to hydrodynamic resistance experienced by an impermeable sphere of the same radius (Neal et al., 1973). Using the Brinkman’s extension of Darcy’s law for low Reynolds numbers, \( \Omega \) can be derived (Neal et al., 1973) as:
where $\gamma$ is given (Sutherland & Tan, 1970; Veerapaneni & Wiesner, 1996) by:

$$\gamma = \frac{d_a}{ \sqrt{\frac{d_p}{72} \left[ \frac{4}{1-\varepsilon_i^{-3}} \frac{\varepsilon_i^{-3}}{1-\varepsilon_i^{-3}} \right]}}$$

Here $d_a$ is the agglomerate diameter and $\varepsilon_i$ is the internal porosity. Fig. 2.2 shows the changes in $\Omega$ with internal porosity for three values of $\varepsilon_i$ and a particle diameter of 100 µm. For small agglomerates ($d_a < 6d_p$), it is seen that the drag correction factor starts to decrease when the internal voidage exceeds 0.5. However, when agglomerates grow in size, the drag correction factor does not show a sharp decrease with increasing internal voidage, except at higher $\varepsilon_i$.

Depending on the arrangements of particles in an agglomerate, the internal voidage could vary considerably. There is no definitive approach to determine how the particles would aggregate to build agglomerates in a fluidized bed. Considering particles and agglomerates to be spherical and utilizing a random style of particle packing, the voidage inside the packing is likely to be between about 0.4 and 0.5, close to random loose-packed values (Jaeger & Nagel, 1992). For these values, the drag correction factor, $\Omega$, is very close to 1.0 implying negligible reduction in drag force as a result of flow through internal pores.

Recent numerical study on the effect of Reynolds number (based on particle diameter, gas properties and superficial gas velocity) on drag reduction factor in a particle aggregate, consisting of four particles, show that the flowrate of gas through the internal voidage increases to a considerable extent for Reynolds numbers greater than 10 (Xiao et al. 2013). However, referring to Fig. 2.2, when the agglomerates grow in size, there is more resistance to flow
through internal pores, resulting in less drag reduction. The drag reduction factor caused by the effect of internal porosity in this work is assumed to be unity ($\Omega = 1$), which is appropriate for low particle Reynolds numbers and large agglomerates as described above. The voidage referred to in the next sections of this work is the external voidage. Due to complexities in different possible arrangements of particles in an agglomerate, internal void space between particles is not considered in this study. For simplicity, the agglomerate density is assumed to be identical to the primary particle density.

Figure 2.2 Plot of drag force correction factor ($\Omega$) vs. internal voidage ($\varepsilon_i$) for three different agglomerate diameters with $d_p = 100 \mu$m using Brinkman’s extension of Darcy equation for low Reynolds numbers.

2.2.2 Collisional force ($F_c$)

For two particles colliding with each other (see Fig. 2.1), conservation of total momentum yields:

$$m_1\vec{V}_1 + m_2\vec{V}_2 = m_1\vec{V}_1' + m_2\vec{V}_2'$$

Eq. 2.6
where indices 1 and 2 correspond to spherical particle number, \( m_1 \) and \( m_2 \) are their masses, \( \vec{V}_1 \) and \( \vec{V}_2 \) are their velocities before collision, \( \vec{V}'_1 \) and \( \vec{V}'_2 \) are the velocities after collision and \( J \) is the impulse of the force exerted by particle 1 on particle 2. After a dissipative collision, part of the energy of the relative motion is lost. Therefore, after contact the relative velocity is only partly restored. The coefficient of restitution, \( e \), quantifies this phenomenon:

\[
e = -\frac{\vec{V}'_1 - \vec{V}'_2 \cdot \vec{n}}{(\vec{V}_1 - \vec{V}_2) \cdot \vec{n}}
\]

where \( \vec{n} \) is the normal unit vector between particle centers and the velocity differences. In an Eulerian-Eulerian modeling framework, all particles are assumed to have identical properties. Therefore, the two colliding particles are assumed to have the same diameter and equal velocity magnitudes before collision \((m_1 = m_2 = m, \vec{V}_1 = -\vec{V}_2 = \vec{V})\). Combining equations (2.6) to (2.9) and solving for the impulse yields:

\[
J = m(1 + e) \vec{V}
\]

Since impulse is defined as the integral of force with respect to time:

\[
\vec{F}_c = \frac{\vec{i}}{\tau_c}
\]

where \( \tau_c \) is the particle-particle collision duration, which can be estimated utilizing Hertzian theory (Stevens & Hrenya, 2005):

\[
\tau_c = 3.21 \times \left( \frac{\pi d_p \rho_p}{8 \sqrt{d_p \left( \frac{E}{\Xi (1-\phi) \gamma} \right)}} \right)^{0.4} |V_{imp}|^{-0.2}
\]
Here $d_p$ is the particle diameter, $E$ the Young’s modulus, $\vartheta$ the Poisson ratio and $\vec{v}_{imp}$ is the impact velocity which is not available from continuum equations. The granular temperature serves as a substitute for impact velocity, and Eq. 2.12 is replaced by:

$$ T_c = 3.21 \times \left( \frac{\pi d_p^3 \rho_p}{8 \sqrt{d_p \left( \frac{E}{\varphi (1-\vartheta)^2} \right)}} \right)^{0.4} \left( \sqrt{3 \vartheta} \right)^{-0.2} \quad \text{Eq.2.13} $$

where $\vartheta$ is the granular temperature defined by:

$$ \vartheta = \frac{1}{3} \left| \vec{V}_s \right|^2 \quad \text{Eq.2.14} $$

with $V'_s$ being the fluctuation velocity of the solid phase which replaces $\vec{V}$ in Eq. 2.10. Finally, the collisional force is obtained by combining Eqs 2.10 to 2.14 and re-arranging:

$$ \vec{F}_c \equiv \frac{I}{T_c} = 0.052 \pi \rho_p d_p^3 \left( \frac{8 \pi d_p \left( \frac{E}{\varphi (1-\vartheta)^2} \right)}{\pi \rho_p d_p^3} \right)^{0.4} \left( 1 + \epsilon \right) \frac{(\sqrt{3 \vartheta})^{1.2} \vec{V}_s}{\left| \vec{V}_s \right|} \quad \text{Eq.2.15} $$

2.2.3 Gravitational/buoyancy force ($F_g$)

The net gravity force, including consideration of buoyancy, is:

$$ \vec{F}_g = \frac{\pi}{6} (\rho_p - \rho_g) d_p^3 \vec{g} \quad \text{Eq.2.16} $$

2.2.4 van der Waals force ($F_{vw}$)

The dominant cohesive force between particles is the van der Waals force, which for two identical smooth spheres can be expressed (Israelachili, 1992) as:

$$ F_{vw} = \frac{A d_p}{24 \delta^2} \quad \text{Eq.2.17} $$

where $A$ is the Hamakar constant (related to the type of material) and $\delta$ is the distance between particle surfaces. The Hamakar constant is a complex function of several material and interstitial
fluid properties (temperature, dielectric constant of particles, index of refraction of particles and Planck and Boltzmann constants, among others). It is generally assumed to be of order $10^{-19}$ to $10^{-23}$ J (van Wachem & Sasic, 2008), with values between $10^{-19}$ and $10^{-20}$ J common for Geldart Group A particles (Galvin & Benyahia 2013), and a value of $10^{-19}$ J (Israelachili, 1992) specifically used for FCC catalyst particles as in this study. The Lifshitz theory can also be applied to calculate this constant (Israelachili, 1992).

The distance between adjacent particles ($\delta$) varies during fluidization and has a profound effect on the van der Waals force. The van der Waals force is essentially negligible at moderate or long inter-particle distances, and only significant at short range. During fluidization, particles contact each other at very short range and travel between contacts (moderate distances from each other). Hence cohesion only plays a role when particles are very close to one another, which is why estimates of the minimum separation distances are used when modeling cohesive forces. van Wachem & Sasic (2008) assumed a separation of 3 to 5 nm in their Eulerian-Eulerian modeling. In DEM simulations, a minimum separation distance, arbitrary or based on inter-molecular distance, can be considered to avoid singularity issues. Hou et al. (2012) chose 1 nm as the minimum separation distance, whereas Chen et al. (2008) and Galvin & Benyahia (2013) adopted an inter-molecular distance of 0.4 nm, a value earlier adopted by Rumpf (1990) in estimating cohesive forces. Changing the separation distance in the range between 0.4 and 4 nm results in variation in cohesive forces by a factor of 100, showing the importance of the distance between particles ($\delta$) in calculating the van der Waals force.

Note that surface asperities, as well as their shape and distribution on the outer surface of particles, have a profound effect on cohesive forces because they determine the closest approach
of a pair of particles. Waitukaitis et al. (2011) and Royer et al. (2009) claimed that the effect of short-range attractive interactions drives structure formation and that the average number of particles in a cluster is directly related to the cohesive strength. Rumpf (1990) and Forsyth & Rhodes (2000) developed models for a single hemispherical asperity on the surface of a larger spherical particle interacting with a flat surface. Their model can be easily modified for colliding spherical particles (Galvin & Benyahia 2013). As shown in Fig. 2.3, Chen et al. (2008) studied the van der Waals force between coated Geldart C particles, utilizing the model to account for the effect of guest-particles (coating) on the surface of host particles. They assumed the contact geometry shown in Fig. 2.3 where one “host” particle, with three guest-particles (asperities), interacts with a second particle. This geometry was then utilized to derive an equation for calculating the van der Waals force, taking into account also the effect of guest-particle radius and Surface Area Coverage (SAC) which is the fraction of particle surface occupied by asperities (Chen et al. 2008). In the present work, the same contact geometry shown in Fig. 2.3 and the same approach are followed, but assuming that the guest particles (asperities) residing on the surface of a host particle are hemispherical. The van der Waals force, which accounts for both particle-particle and particle-asperity forces, can be calculated (Chen et al. 2008) by:

$$F_{vw1} = \frac{A}{12Z_0^2} \left[ \frac{3d_{as}d_p}{d_{as}+d_p} + \frac{d_p}{2\left(\frac{H_0^2}{Z_0}\right)} \right]$$

where $Z_0$ is the minimum separation distance, which in this work is set at an inter-molecular distance of 0.4 nm, the same value as used by Galvin and Benyahia (2013) and by Rumpf (1990) as the distance of closest approach between solid surfaces (particles and/or asperities), “$d_{as}$” and “$d_p$” are asperity and particle diameters, $H_0$ is the particle-particle distance given by:
\[ H_0 = \sqrt{(d_p + d_{as})^2 - \frac{1.21}{SAC}d_{as}^2 - d_p} \]  

Eq.2.19

Figure 2.3 Contact of two-coated cohesive particles and location of guest particles based on Chen et al. (2008).

SAC is the surface-area-coverage. The total van der Waals force is then:

\[ F_{vw} = F_{vw1} + F_{vw,aa} \]  

Eq.2.20

where \( F_{vw,aa} \) is the van der Waals force magnitude for asperity-asperity contacts. The direction of the total van der Waals force is along the line passing through particle centers and always cohesive. Note that accounting for the van der Waals force between asperities does not affect the distances used to calculate the particle-particle and particle-asperity van der Waals forces in the equation derived by Chen et al. (2008). Hence, the van der Waals force from Eq. 2.18 can still be used to calculate the cohesive forces between particles and particle-asperities. Assuming that each of the three asperities shown in Fig. 2.3 is in contact with asperities close to them, \( F_{vw,aa} \) for the system portrayed in Fig. 2.3, is given by:

\[ F_{vw,aa} = \frac{3Ad_{as}}{24z_0^2} \]  

Eq.2.21

In order to analyze the effect of asperities on van der Waals forces in Eq. 2.21, a sample case is considered for calculation of the van der Waals force, with results depicted in Fig. 2.4 for different SAC values. The particle-particle van der Waals force dominates on the left-hand
portion of the plot in Fig. 2.4 when the asperities are smaller than 0.02 µm, whereas the particle-asperity and asperity-asperity van der Waals forces dominate on the right side for asperity diameters > 0.02 µm. Increasing SAC results in slightly less significant particle-particle contact only for large asperity diameters. Otherwise it plays a minor role. Fig 2.4 shows that the asperity diameter has an important influence on the calculated van der Waals forces.

![Graph showing changes of van der Waals force with asperity diameter](image)

Figure 2.4 Changes of van der Waals force with asperity diameter (dp = 100 µm, A = 10^{-19} J, d = 0.4 nm, weight of particle = 8x10^{-9} N, \( \rho_p = 1560 \text{ kg/m}^3 \)). Asperity-asperity van der Waals force was calculated using Eq. 2.21, with particle-asperity from \( \frac{A}{12Z_0^2} \left[ \frac{3d_{as}d_p}{d_{as}+d_p} \right] \) and particle-particle from \( \frac{A}{12Z_0^2} \left[ \frac{d_p}{2(h_0)^2} \right] \).

Different values have been reported for asperity radius ranging from 0.1 to 0.5 µm for very small (1 µm) particles to particle diameters of tens of microns (Galvin and Benyahia 2013;
Xie 1997). In the present study, Scanning Electron Microscopic (SEM) images were captured of typical spent-FCC catalyst particles with a mean particle diameter of 98 µm and density of 1560 kg/m³, the same particles as used in experiments discussed below (Simulation studies: Case I). These FCC catalyst particles have withstood the conditions prevailing in a commercial FCC reactor. Images were taken of particles ranging from 60 to 100 µm in diameter. An interactive MATLAB utility called “Image measurement utility” was utilized to measure the distance between points in SEM images after calibration based on the scale of each image. From the sample pictures of particle surfaces shown in Fig. 2.5 and similar images, it was concluded that asperities cover almost all of the surface of particles (implying Surface-Area-Coverage (SAC) close to 1.0), with asperity diameters ranging from 0.5 to 5 µm, much larger than values previously reported in the literature (Galvin and Benyahia 2013; Xie 1997). Taking the above asperity size range and SAC = 1.0 into account and referring to Fig. 2.4, we see that the magnitude of particle-asperity and asperity-asperity van der Waals forces are much larger than the particle-particle van der Waals force. Therefore, for the FCC particles of interest in this work, the asperity diameter falls into the range of 0.5 to 5 µm, and the particle-particle contribution does not play a significant role in determining the total van der Waals force.

With topographic information, such as asperity diameter and surface-area-coverage, available on particles, Eqs. 2.18 to 2.21 or models proposed by other research groups can be used to estimate the total van der Waals force. However, to simplify the incorporation of these into the FB model, Eq. 2.17 is used to map from the more rigorous cohesion model, which includes the effects of asperities, to the simpler model for smooth surfaces. This mapping is accomplished by taking the cohesive (van der Waals) force at closest approach, and then finding the corresponding separation distance (δ) in Eq. 2.17. Based on this mapping approach for the
particles of interest in this work, the arithmetic mean-average of asperity-asperity and asperity-particle van der Waals forces in Fig. 2.4 is considered for the asperity diameter range of 0.5 to 5 µm to calculate the corresponding separation distance, (δ), between 1.0 and 1.5 nm for particle diameters in the range of 60 to 100 µm:

\[
F_{vw} = \frac{A d_p}{24 \delta^2}
\]

\[
d_p = 60 \mu m \Rightarrow \delta = 1.0 \text{ nm}
\]

\[
d_p = 100 \mu m \Rightarrow \delta = 1.5 \text{ nm}
\]
Figure 2.5 SEM images of whole FCC catalyst particles (top) and close-up (bottom) for $d_p$ of 100 µm.
This simple equation, with the effect of particle asperities included, is then used in “Simulation studies: Case I” below to estimate the van der Waals force.

2.3 Analysis of force vectors

Zhou & Li (2000) described agglomerate formation based on a balance of four forces in the form: $F_g + F_{vw} = F_d + F_c$, with the drag term always on the same side as the collision term. They assumed that wherever $F_g + F_{vw} > F_d + F_c$, agglomerates cannot disintegrate, instead growing to restore the balance. They further assumed that if the above force balance is not in place, the agglomerates break. A similar approach was followed by van Wachem and Sasic (2008). In the present work, a different approach is adopted where the magnitude of each force vector is calculated and the direction of forces analyzed to study the effects of these forces on agglomerate formation. After being formed, agglomerates are assumed to be held together, with the required breakup energy related to properties such as elastic modulus, Poisson ratio and surface energy (Moreno-Atanasio & Ghadiri, 2006). The analysis of agglomerate strength and breakup is a complex issue due to the large number of properties involved and is neglected in the present work. If the balance of forces during collision is not in place, it is assumed that colliding particles or agglomerates bounce back, with no breakup of colliding agglomerates.

Taking into account that the gravity force always acts vertically downward, there are four possible scenarios when considering the vector form of drag, collision, gravity and van der Waals forces, as depicted in Fig. 2.6. Both vertical and horizontal components of these forces are considered when comparing the forces. It should be noted that the direction and size of the vectors in Fig. 2.6 are arbitrary. Given that van der Waals and collisional forces always act in opposite directions, they can be utilized to construct an axis, as shown by the dashed lines in Fig.
2.6. The newly constructed axis between van der Waals and collisional forces and the axis perpendicular to that, the “Reference” axis shown in Fig. 2.6, are selected as the basis for comparison. If any two or three of the forces fall on the same side of the “Reference” axis, their effects are aggregated, whereas if they are on the other side, their effects are considered to be opposite. Forces on the same side of the “Reference” axis as the van der Waals force contribute to agglomerate formation, whereas opposing forces resist formation of agglomerates. This approach for two-dimensional coordinates shown in Fig. 2.6 can be represented, considering the vector form of the forces, by

\[ \vec{F} = F_x \vec{i} + F_y \vec{j} \]  

Eq.2.22

A) \( \vec{F}_{vw} \cdot \vec{F}_g > 0 \text{ and } \vec{F}_{vw} \cdot \vec{F}_d > 0 \)

B) \( \vec{F}_{vw} \cdot \vec{F}_g > 0 \text{ and } \vec{F}_{vw} \cdot \vec{F}_d < 0 \)

C) \( \vec{F}_{vw} \cdot \vec{F}_g < 0 \text{ and } \vec{F}_{vw} \cdot \vec{F}_d > 0 \)

D) \( \vec{F}_{vw} \cdot \vec{F}_g > 0 \text{ and } \vec{F}_{vw} \cdot \vec{F}_d < 0 \)

Figure 2.6 Schematic of possible force scenarios. Each of these scenarios can result in agglomerate formation based on the magnitude and direction of the force vectors.
The $F_x$ and $F_y$ components for each force, calculated utilizing eqs (2.1), (2.15), (2.16) and (2.17) in each computational cell, are shown in Table 2.1. The primary particle diameter is used to calculate van der Waals force, and the agglomerate diameter calculated from the previous time-step is utilized to estimate drag, collision and gravity forces. The dot product between van der Waals force and other forces is then utilized to determine whether the forces in each computational cell reinforce or oppose the van der Waals force with respect to axis “$w$” in Fig. 2.6. For instance, if $\vec{F}_{v}\cdot\vec{F}_g < 0$, then the van der Waals and gravity forces are on opposite sides of the “Reference” axis, and the possible scenarios could be either case “C” or “D” in Fig. 2.6. If $\vec{F}_{v}\cdot\vec{F}_d < 0$ then drag and van der Waals forces are on opposite sides of the “Reference” axis, which leaves case “D” in Fig. 2.6 as the only case. When a scenario is detected, the absolute value of the force vectors are used to determine whether or not an agglomerate can form. If the summation of all forces lying on the same side of the “Reference” axis as the van der Waals force is larger than the summation of all force magnitudes on the other side, then a new agglomerate is assumed to form. Otherwise, no agglomerate formation occurs and the agglomerate diameter calculated in the previous time step is assumed to be conserved for that computational cell. A simplified algorithm for this approach is shown in Fig. 2.7.

### 2.4 Calculation of agglomerate diameter

Based on the possible scenarios depicted in Fig. 2.6, we can write:

$$a_1 d_a^2 + a_2 d_a + a_3 = 0$$

Eq.2.23

where coefficients ($a_1$, $a_2$ and $a_3$) are defined in Table 2.2. In this approach, the Reynolds number and other terms which require the agglomerate diameter are treated explicitly in each time step.
based on the agglomerate or particle diameter from the previous time step. At the beginning of
simulations, the original (non-agglomerated) particle diameter is taken as an initial value, and it
is then updated following the algorithm in Fig. 2.7 by solving Eq. 2.23. Particle deformation is
ignored during agglomerate formation and the mass of formed agglomerate is taken to be the
same as the total mass of the colliding particles. In order to obtain a reasonable estimate of the
space filled by the agglomerate for the purpose of drag calculation, the agglomerates are
assumed to take the shape of a sphere in 3D simulations or a circular cylinder in 2D simulations.
Once the agglomerate diameter has been calculated, the number of primary particles that fit into
the agglomerate shape is determined using:

a) for a 2D system:

\[ A_{agg\ new} = N_1.A_{agg\ old} \rightarrow N_1 = roundup \left( \frac{d_{agg\ new}}{d_{agg\ old}} \right)^2 \]  
Eq.2.24

\[ A_{agg\ old} = N_2.A_p \rightarrow N_2 = roundup \left( \frac{d_{agg\ old}}{d_p} \right)^2 \]  
Eq.2.25

\[ N = N_1.N_2 \]  
Eq.2.26

where \( A_{agg\ new} \) and \( A_{agg\ old} \) are the surface areas of the new agglomerates and the agglomerate at
the previous time step, and \( d_p \) is the particle diameter. \( N_1 \) is the number of old agglomerates
(calculated in the previous time step) that fit inside the newly calculated agglomerate, and \( N_2 \) is
the number of particles in the agglomerate calculated in the previous time step. Both \( N_1 \) and \( N_2 \)
are then rounded up to the next integer multiple. In this way, the inverse of the number of
particles in the new agglomerate (1/N) is utilized as a correction factor, accounting for a loose
agglomerate size, and it is applied to the conventional Wen-Yu drag term to update the drag
function.

b) For a 3D system:
where $V_{agg\_new}$ and $V_{agg\_old}$ are the volumes of the new agglomerates and of the agglomerates from the previous time step. The agglomerate diameter, based on $N$ calculated in Eq. 2.29, is then updated for the next iteration:

For 2D system: \[ d_a = \sqrt{N} \cdot d_p \]  
Eq.2.30

For 3D system: \[ d_a = \sqrt[3]{N} \cdot d_p \]  
Eq.2.31

The calculated agglomerate diameter is then checked to ensure a physically reasonable value by imposing a condition that the agglomerate volume must not exceed the volume of solid in a computational cell. Otherwise, it is set equal to the volume of the solid phase and the corresponding agglomerate diameter is calculated. This ensures that continuity of the solid phase is taken into consideration in the model.
Table 2.1 Equations for performing vector calculations

<table>
<thead>
<tr>
<th></th>
<th>$\mathbf{F}_x$</th>
<th>$\mathbf{F}_y$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathbf{F}_d$</td>
<td>$0.125\pi C_d \rho_g \varepsilon_g</td>
<td>\mathbf{V}_g - \mathbf{V}_s</td>
</tr>
<tr>
<td>$\mathbf{F}_c$</td>
<td>$0.052\pi \rho_p d_a^3 \left( \frac{4 \sqrt{d_p (E/(2 \cdot (1 - \theta^2)))}}{\pi \rho_p d_a^3} \right)^{0.4} \times (1 + e) (\sqrt{3\theta})^{1.2} \frac{\mathbf{V}_{sx}}{</td>
<td>\mathbf{V}_s</td>
</tr>
<tr>
<td>$\mathbf{F}_{vw}$</td>
<td>$\left( -\frac{\pi d_p}{248^2} \right) \frac{\mathbf{F}_{cx}}{</td>
<td>\mathbf{F}_c</td>
</tr>
<tr>
<td>$\mathbf{F}_g$</td>
<td>0</td>
<td>$\frac{-\pi}{6} (\rho_p - \rho_g) d_a^3 \ddot{g}$</td>
</tr>
</tbody>
</table>

If the agglomerate volume is corrected to the volume of solid phase in the computational cell, then the corresponding agglomerate diameter would be calculated, as well as $N_1$, $N_2$ and $N$ in Eqs 2.24-2.26 or 2.27-2.29. The calculation process is shown in a simplified flowchart in Fig. 2.9. In the computational cells adjacent to the walls, particle-wall collisions occur, as well as particle-particle collisions, but in a different manner. The collisions then take place between moving particles and a stationary wall, with a cohesive force of twice that for the particle-particle contacts (Israelachili, 1992). The mechanism of agglomerate formation near the walls therefore differs from that for particle-particle agglomerate formation described above.

Although the effect of walls on hydrodynamics of lab-scale fluidized beds might be significant, their contribution to the overall hydrodynamics of the system lessens as the reactor...
diameter increases. Due to the complexities, the drag term is considered to remain unchanged for the computational cells in the vicinity of the wall (N = 1) in the present work.

After each time step and calculation of the agglomerate diameter in each computational cell, it is necessary to trace the movement of agglomerates inside the bed. Only one agglomerate diameter is associated with each computational cell. Tracing the movement of individual agglomerates is not possible here, but changes in agglomerate diameter are traced as agglomerates move from cell to neighboring cells. This is then taken as an approximation of the new agglomerate diameter in each cell at the start of the next time step. For that purpose, solid mass fluxes from neighboring computational cells are considered when calculating the new agglomerate diameter. This approach gives an estimate of “current agglomerate size” based on the agglomerate size and solid fluxes from the previous time step. An example is shown schematically in Fig. 2.8.
Figure 2.7 Agglomerate diameter calculation procedure repeated in each computational cell.
### Table 2.2 Equations for four possible collision scenarios

**Case A:** \((F_d + F_g + F_{vv} = F_c)\)

<table>
<thead>
<tr>
<th>(a_1)</th>
<th>(+ \frac{\pi}{6}(\rho_p - \rho_g)g \cdot 0.052 \times \pi \rho_p \times \left( \frac{4.\sqrt{d_p.(E/(2.(1-\theta^2)))}}{\pi \rho_p d_p^2} \right)^{0.4} \times (1 + e) \times (\sqrt{3\theta})^{1.2})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a_2)</td>
<td>(+ 0.125 \pi. C_d. \rho_g. \varepsilon_g</td>
</tr>
<tr>
<td>(a_3)</td>
<td>(+ \frac{A}{24 \delta^2})</td>
</tr>
</tbody>
</table>

**Case B:** \((F_g + F_{vv} = F_c + F_d)\)

<table>
<thead>
<tr>
<th>(a_1)</th>
<th>(+ \frac{\pi}{6}(\rho_p - \rho_g)g \cdot 0.052 \times \pi \rho_p \times \left( \frac{4.\sqrt{d_p.(E/(2.(1-\theta^2)))}}{\pi \rho_p d_p^2} \right)^{0.4} \times (1 + e) \times (\sqrt{3\theta})^{1.2})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a_2)</td>
<td>(-0.125 \pi. C_d. (1 - \varepsilon_g) \rho_g \varepsilon_g</td>
</tr>
<tr>
<td>(a_3)</td>
<td>(+ \frac{A}{24 \delta^2})</td>
</tr>
</tbody>
</table>

**Case C:** \((F_d + F_{vv} = F_c + F_g)\)

<table>
<thead>
<tr>
<th>(a_1)</th>
<th>(- \frac{\pi}{6}(\rho_p - \rho_g)g \cdot 0.052 \times \pi \rho_p \times \left( \frac{4.\sqrt{d_p.(E/(2.(1-\theta^2)))}}{\pi \rho_p d_p^2} \right)^{0.4} \times (1 + e) \times (\sqrt{3\theta})^{1.2})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a_2)</td>
<td>(+0.125 \pi. C_d. \rho_g. \varepsilon_g</td>
</tr>
<tr>
<td>(a_3)</td>
<td>(+ \frac{A}{24 \delta^2})</td>
</tr>
</tbody>
</table>

**Case D:** \((F_d + F_g + F_c = F_{vv})\)

<table>
<thead>
<tr>
<th>(a_1)</th>
<th>(- \frac{\pi}{6}(\rho_p - \rho_g)g \cdot 0.052 \times \pi \rho_p \times \left( \frac{4.\sqrt{d_p.(E/(2.(1-\theta^2)))}}{\pi \rho_p d_p^2} \right)^{0.4} \times (1 + e) \times (\sqrt{3\theta})^{1.2})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a_2)</td>
<td>(-0.125 \pi. C_d. \rho_g. \varepsilon_g</td>
</tr>
<tr>
<td>(a_3)</td>
<td>(+ \frac{A}{24 \delta^2})</td>
</tr>
</tbody>
</table>

Based on the direction of solid fluxes shown in Fig. 2.8, the inward fluxes from neighboring computational cells #3 and #4, together with the agglomerate diameter in those cells, are used to
calculate the new agglomerate diameter. The value and direction of fluxes are extracted from the
CFD solver after each time-step. This approach takes into account the direction of

![Diagram of solid fluxes](image)

**Figure 2.8 Schematic of solid fluxes from neighboring computational cells for calculation of new agglomerate
diameter.**

the flow entering the computational cell from neighboring cells. Therefore, the agglomerate
diameter within the hatched cell in Fig. 2.8 is not considered in calculations. Assuming that all
computational cells have equal face areas and that the density of the solid does not change, we
use the following equation to calculate the average new agglomerate diameter, \( d_{a,\text{new}} \), migrating
from neighboring cells in the hatched computational cell in Fig. 2.8:

\[
d_{a,\text{new}} = \frac{\varepsilon_{s3} V_{s3} d_{a3} + \varepsilon_{s4} V_{s4} d_{a4}}{\varepsilon_{s3} V_{s3} + \varepsilon_{s4} V_{s4}}
\]

**Eq.2.32**

where \( \varepsilon_{s3} \) and \( \varepsilon_{s4} \) are the solid volume fractions in cells #3 and #4, \( d_{a3} \) and \( d_{a4} \) are the corresponding
agglomerate diameters, and \( V_{s3}, V_{s4} \) are solid velocities in computational cells #3 and #4. Solid
fluxes #1 and #2 are not included when calculating the agglomerate diameters in the hatched cell,
because they are directed toward neighboring cells. If the face area of the computational cells
shown in Fig. 2.8 are unequal, Eq. 2.32 is modified by multiplying each term by the face area of
the corresponding computational cell. This can also be extended to 3D systems and any type of computational grid using the same concept. The new calculated agglomerate diameter is then used in force-balance calculations for the next time step.
Figure 2.9 Algorithm for calculation of agglomerate diameter.

1. Use agglomerate diameter in previous time step as initial estimate.
2. Calculate $F_c$, $F_d$, $F_g$ and $F_{vw}$ from Eqs. 2.1, 2.15, 2.16 and 2.17.
3. Use Fig. 2.7 to calculate new agglomerate diameter.
4. Update agglomerate diameter at the end of time step considering convection and utilizing Eq. 2.32.
5. Update Wen-Yu drag term by applying correction factor $(1/N)$.
6. Calculate the number of particles in agglomerate $(N)$ from Eqs. 2.24-2.26.
7. Maximum allowable agglomerate size exceeded?
   - Yes: Re-calculate agglomerate diameter using volume of solid in computational cell.
   - No: Update agglomerate diameter based on “N” from Eqs. 2.30 or 2.31.
8. If the computational cell is adjacent to the wall then $N = 1$.
9. $2D$ system
10. $3D$ system
11. $(N)$ should not be rounded.
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2.5 Summary

A new structure-based model is introduced for modification of the drag term in Eulerian-Eulerian simulations of Geldart Group A particles. It considers a force balance between cohesive (van der Waals), drag, gravity and collisional forces to predict the diameter of agglomerates inside the bed. The novelty of this work is the analysis of direction of force vectors towards finding the agglomerate diameter, and incorporating the effect of particle asperities in the calculation of the van der Waals force. The correction factor calculated by this approach is then applied to the Wen-Yu drag model to correct the drag term. The agglomerate size is accounted for in the drag term only, not in Kinetic Theory of Granular flow (KTGF) closures. A monodisperse KTGF framework is used for simplicity rather than a polydisperse KTGF, to account for a wide range of agglomerate sizes.

Comparison of the modeling results using FB model with experimental data is described in detail in Chapter 3.
Chapter 3: Comparison of FB Model Predictions with Experimental Results and Other Models

The new force-balance (FB) model introduced in Chapter 2 is compared with experimental studies in this Chapter to help determine its accuracy in predicting the hydrodynamics of fluidized beds containing Geldart “A” particles. Three aspects are covered:

- Case I: Fluidization pattern and bed expansion predictions, comparing the conventional Wen & Yu approach with the FB model;
- Case II: Qualitative and quantitative comparisons of hydrodynamic predictions with other existing drag correction models;
- Case III: Prediction of minimum bubbling velocity.

Cases I and II are related to the “traveling fluidized bed” experiments conducted at UBC and other collaborating institutions. The traveling fluidized bed (TFB) column and its auxiliary components were designed to be easily disassembled, transported and remounted, while ensuring identical operation in different locations. Different invasive and non-invasive experimental techniques have been tested in this unit to measure voidage, particle velocity and particle flux. The apparatus details are outlined by Dubrawski et al. (2013). The FCC particles are the same ones as were used for our SEM studies, depicted in Fig. 2.5.

Case III is related to DEM studies by Hou et al. (2012) who measured the minimum bubbling velocity \( U_{mb} \) of spherical Geldart “A” particles.
3.1 Case I – Fluidization regime and bed expansion predictions comparing Wen-Yu and FB model

The failure of two-fluid models (TFMs) to predict correct bed expansion and fluidization regimes is examined in this section. The traveling bed results for FCC catalyst particles of Dubrawski et al. (2013) are chosen as benchmark data for the two-fluid simulations. These authors compared several invasive and non-invasive measurement techniques for voidage measurement at three different superficial gas velocities for FCC catalyst particles.

3.1.1 Simulation setup

The physical properties and CFD simulation conditions are listed in Table 3.1. In this section, a superficial gas velocity of 0.4 m/s was selected for qualitative study of fluidization pattern and bed expansion. The effect of changing superficial gas velocity is described in section 3.2. Different values have been reported in the literature for the specularity coefficient. Li et al. (2010) suggested the optimum value to fall within range of 0.005 to 0.05, in a case where axial gas mixing was predicted by CFD, tending to approach the lower value when the superficial gas velocity increased. Values as high as ~0.5 were reported to be most common in simulating bubbling fluidized beds (Li et al., 2010). In this work, the specularity coefficient was set at 0.1, a value reported to give better predictions for FCC catalyst particles (Benyahia, 2012), and the particle-particle restitution coefficient was set at 0.9 (Benyahia, 2012). The effect of particle-wall restitution coefficient was reported to be negligible on hydrodynamic properties in similar studies conducted by Li et al. (2010). Therefore, the same value of particle-particle restitution coefficient was set for particle-wall restitution coefficient. ANSYS Fluent is used for CFD simulations, with a two-dimensional double-precision (2DDP) computational domain.
Convergence criteria of $10^{-3}$ for the continuity and momentum equations and $10^{-4}$ for granular temperature are specified for absolute error monitoring. The laminar model is solved for the gas phase using the Phase-Coupled SIMPLE algorithm for pressure-velocity coupling. Second-order upwind discretization schemes are applied for the convection terms, and a time step of $10^{-4}$ s was found to be suitable to reach convergence, while being small enough to ensure negligible numerical errors.
Table 3.1 Simulation conditions and physical properties for traveling fluidized bed of Dubrawski et al. (2013) with air as the fluidizing gas.

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Superficial gas velocity</td>
<td>0.3 and 0.4 m/s</td>
</tr>
<tr>
<td>Gas density</td>
<td>1.2 kg/m³</td>
</tr>
<tr>
<td>Gas viscosity</td>
<td>$1.8 \times 10^{-5}$ kg/(m.s)</td>
</tr>
<tr>
<td>Mean particle diameter</td>
<td>103 µm</td>
</tr>
<tr>
<td>Particle density</td>
<td>1560 kg/m³</td>
</tr>
<tr>
<td>Column diameter</td>
<td>Lower section: 0.13 m, upper section: 0.18 m</td>
</tr>
<tr>
<td>Column height</td>
<td>Lower section: 1.0 m, upper section: 0.55 m</td>
</tr>
<tr>
<td>Static bed height</td>
<td>0.8 m</td>
</tr>
<tr>
<td>Minimum voidage</td>
<td>0.454</td>
</tr>
<tr>
<td>Young’s modulus</td>
<td>$10^{11}$ N/m² (Petersen et al., 2000)</td>
</tr>
<tr>
<td>Poisson ratio</td>
<td>0.2 (Petersen et al., 2000)</td>
</tr>
<tr>
<td>Wall Condition</td>
<td>No slip for gas and partial slip for solid (Johnson &amp; Jackson 1987)</td>
</tr>
<tr>
<td>Specularity coefficient</td>
<td>0.1</td>
</tr>
<tr>
<td>Particle-wall restitution coefficient</td>
<td>0.9</td>
</tr>
<tr>
<td>Particle-particle restitution coefficient</td>
<td>0.9</td>
</tr>
</tbody>
</table>

The physical properties, as well as the simulation conditions, are depicted in Table 3.1.

The hydrodynamic model equations adopted in this study are listed in Table 3.2. In the averaging approach used in deriving the equations in Table 3.2, the variables are averaged over a
region that is large compared with the particle spacing but much smaller than the flow domain. The new FB model is utilized to obtain a drag correction factor which is then applied to the Wen and Yu (1966) drag correlation as shown in Table 3.2. Note that the particle diameter, used in the KTGF equations shown in Table 3.2, remains unchanged, with only the calculated agglomerate diameter only utilized to correct the drag term.

For the particle size in this case study, a particle separation distance of 1.5 nm was selected to capture the effect of asperities, consistent with the experimental SEM results described in Chapter 2. The Hamakar constant was set at $10^{-19}$ J, a common value for FCC catalyst particles (van Wachem & Sasic, 2008; Galvin & Benyahia, 2013; Israelachili, 1992). Simulations were run for a real time of 15 s, which was found to be sufficient for the purpose of this study, since the changes in time-average values were not significant after 15 s. The results were averaged over the last 10 s. Plots of time-averaged void fraction and vertical component of particle velocity were analysed at different heights along the fluidized bed, to check for mesh independency.
**Table 3.2 Hydrodynamic equations for gas-solid system**

### Governing Equations

**Conservation of mass for phase m (s: solids and g: gas):**

\[
\frac{\partial (\rho_m \varepsilon_m)}{\partial t} + \nabla \cdot (\rho_m \varepsilon_m v_m) = 0
\]

**Conservation of momentum for gas phase:**

\[
\left[ \frac{\partial (\rho_g \varepsilon_g v_g)}{\partial t} + \nabla \cdot (\rho_g \varepsilon_g v_g v_g) \right] = -\varepsilon_g \nabla P + \nabla \cdot \tau_g + \beta (v_g - v_s) + \varepsilon_g \rho_g g
\]

**Conservation of momentum for solid phase:**

\[
\left[ \frac{\partial (\rho_s \varepsilon_s v_s)}{\partial t} + \nabla \cdot (\rho_s \varepsilon_s v_s v_s) \right] = -\varepsilon_s \nabla P - \nabla P_s + \nabla \cdot \tau_s + \beta (v_s - v_g) + \varepsilon_s \rho_s g
\]

**Granular energy conservation:**

\[
\frac{3}{2} \left[ \frac{\partial (\rho_s \varepsilon_s \theta)}{\partial t} + \nabla \cdot (\rho_s \varepsilon_s v_s \theta) \right] = \left( -P_s \bar{I} + \bar{T}_s \right) : \nabla \nu_s + \nabla \cdot \left( k_\theta \nabla \theta \right) - \gamma_0 + \phi_{gs}
\]

### Interphase momentum exchange (Drag) term

FB model (applied to Wen & Yu, 1966):

\[
\beta = \left( \frac{1}{N} \right) \cdot \frac{3}{4} C_D \frac{\rho_g \varepsilon_g \varepsilon_s |v_g - v_s|}{d_p} \varepsilon_g^{-2.65}
\]

\[
C_D = \begin{cases} 
\frac{24}{(\varepsilon_g Re)^{0.687}} & Re < 1000 \\
0.44 & Re > 1000
\end{cases}
\]

\[
Re = \frac{\rho_g \varepsilon_g |v_g - v_s| d_p}{\mu_g}
\]

### Constitutive equations for gas and solid phases

**Stress-strain tensor for phase m (s: solids and g: gas):**

\[
\tau_m = \varepsilon_m \mu_m (\nabla \cdot v_m + \nabla \cdot v_m^T) + \varepsilon_m \left( \frac{\lambda_m}{3} - \frac{2}{3} \mu_m \right) \nabla \cdot v_m^N
\]
Table 3.2 Hydrodynamic equations for gas-solid system (continued)

**Solid pressure:**

\[ P_s = \varepsilon_s \rho_s \theta + 2 \rho_s (1 + \epsilon) \varepsilon_s^2 g_0 \theta \]

**Radial distribution function:**

\[ g_0 = \left[ 1 - \left( \frac{\varepsilon_s}{\varepsilon_{s,\text{max}}} \right)^{1/3} \right]^{-1} \]

**Solid viscosity model:**

\[ \mu_s = \mu_{s,\text{col}} + \mu_{s,\text{kin}} \]

**Collision term:**

\[ \mu_{s,\text{col}} = \frac{4}{5} \varepsilon_s \rho_s d_p g_0 (1 + \epsilon) \left( \frac{\theta}{\pi} \right)^{1/2} \]

**Kinetic term:**

\[ \mu_{s,\text{kin}} = \frac{10 \rho_s d_p \sqrt{\theta \pi}}{96 \varepsilon_s (1 + \epsilon) g_0} \left[ 1 + \frac{4}{5} g_0 \varepsilon_s (1 + \epsilon) \right]^2 \]

**Solid bulk viscosity:**

\[ \lambda_s = \frac{4}{3} \varepsilon_s \rho_s d_p g_0 (1 + \epsilon) \left( \frac{\theta}{\pi} \right)^{1/2} \]

**Diffusion coefficient:**

\[ k_\theta = \frac{150 \rho_s d_p \sqrt{\theta \pi}}{384 (1 + \epsilon) g_0} \left[ 1 + \frac{6}{5} \varepsilon_s g_0 (1 + \epsilon) \right]^2 + 2 \rho_s d_p \varepsilon_s^2 g_0 (1 + \epsilon) \left( \frac{\theta}{\pi} \right)^{1/2} \]
Table 3.2 Hydrodynamic equations for gas-solid system (continued)

Collisional dissipation of energy:

\[ \gamma_\theta = \frac{12(1 - e^2) g_0}{d_p \sqrt{\pi}} \rho_s \varepsilon_s^2 \theta^{3/2} \]

Transfer of kinetic energy:

\[ \varphi_{gs} = -3 \beta \theta \]

Partial-slip wall boundary condition (Johnson and Jackson 1987):

Shear stress at wall:

\[ \tau_s = -\frac{\pi \phi \rho_s \varepsilon_s v_{sw} g_0 \sqrt{3 \theta}}{6 \varepsilon_{s,max}} \]

Granular temperature at wall:

\[ k_\theta \nabla \theta = \frac{\pi}{6} \sqrt{3} \frac{\varepsilon_s}{\varepsilon_{s,max}} \rho_s g_0 \sqrt{\theta} v_{sw}^2 - \frac{\pi}{4} \sqrt{3} \frac{\varepsilon_s}{\varepsilon_{s,max}} (1 - e_w^2) \rho_s g_0 \theta^{3/2} \]

3.1.2 Results and discussion

The flow patterns at different times (5, 10 and 15 s) are illustrated in Fig. 3.1 for a superficial gas velocity of 0.4 m/s. As shown, the conventional Wen-Yu model leads to expansion throughout the entire bed. There is no bubble formation, and streams of particles are predicted to leave the system. On the contrary, for the new FB model, the flow pattern shows discrete bubbles rising in the bed, as observed experimentally (Tebianian, 2014) for the operating conditions summarized in Table 3.1.
According to Dubrawski et al. (2013), the overall bed voidage for the expanded state for a superficial gas velocity of 0.4 m/s was 0.61. Therefore, the expanded bed height can be estimated from:

\[ h_{\text{expanded}} = h_{mf} \cdot \left( \frac{1 - \varepsilon_{mf}}{1 - \bar{\varepsilon}} \right) \]  

Eq.3.1

where \( h_{mf} \) is the bed height corresponding to minimum fluidization, set equal to the static bed height in Table 3.1, \( \varepsilon_{mf} \) is the voidage at minimum fluidization and \( \bar{\varepsilon} \) is the overall bed voidage equal to 0.61 (Dubrawski et al., 2013). Using the values shown in Table 3.1, the expanded bed height is calculated to be 1.12 m, close to the experimental measured value of about 1.10 m.
obtained by visual observation for superficial gas velocity of 0.4 m/s (Tebianian, 2014). The bed expansion predictions from the CFD model were obtained using the time-average solid volume fraction profile, as depicted in Fig. 3.2. The highest point where the transition from dense region (with void fraction ranging from 0.6 to 0.5) to dilute region (with void fraction < 0.2) occurs, is taken as the basis for determination of bed expansion. The CFD predicted expanded bed height (~1.1 m in Fig. 3.2), using the FB drag model, is almost the same as the calculated expanded bed height and very close to the experimental range. The bed expansion predictions, using the FB model, are compared to experimental results in Table 3.3 for U = 0.3, 0.4 and 0.5 m/s. It is shown that a good agreement exists between the experimental data and CFD predictions.

Figure 3.2 Bed expansion predictions (Y-axis given in meters) by FB model from contour of time-averaged solid volume fraction for U = 0.4 m/s.
### Table 3.3 Expanded bed height predictions

<table>
<thead>
<tr>
<th>U (m/s)</th>
<th>Experiments (m)</th>
<th>FB Model (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.3</td>
<td>1.020</td>
<td>1.037</td>
</tr>
<tr>
<td>0.4</td>
<td>1.100</td>
<td>1.098</td>
</tr>
<tr>
<td>0.5</td>
<td>1.165</td>
<td>1.175</td>
</tr>
</tbody>
</table>

### 3.2 Case II– Qualitative and quantitative comparison of hydrodynamic predictions with other drag correction models

The radial profiles of time-average voidage are selected for further comparison with the experimental results of Dubrawski et al. (2013), average values of voidage obtained using different measuring techniques. The time-average voidage data for the same set-up as described in section 3.1 are compared with modeling predictions using different drag models. All the experimental data obtained from Dubrawski et al., (2013), where the detailed local flow structures inside the bubbling fluidized bed of FCC are reported. Experiments were carried out in the same fluidization column, 0.96 m long x 0.133 m ID dense bed section, containing FCC particles, with a median particle size of 103 µm and a particle density, $\rho_p$, of 1560 kg/m$^3$ at superficial air velocities of 0.3-0.6 m/s. The focus of this experimental work was to compare several non-invasive measurement methods (electrical capacitance tomography, X-ray computed tomography, radioactive particle tracking) with invasive techniques (optical probes) for voidage measurement and to highlight the pros and cons of alternative measurement methods.

The numerical work carried out in this section aims to broadly compare the ability of existing drag models to predict the hydrodynamics of Geldart A particles.
3.2.1 Boundary and initial conditions

Table 3.4 summarizes the particle properties and operating conditions of the fluidized bed used in the simulations. The mass of solids in the bed was kept constant in this study. A uniform velocity is specified at the inlet. A constant atmospheric pressure boundary condition is employed at the outlet. The no-slip boundary condition is used for the gas phase at the wall, while the partial slip boundary (Johnson & Jackson, 1987) is used to model the solid phase with three different specularity coefficients, as listed in Table 3.4. A pressure boundary serves as the outlet of the freeboard with a constant pressure (atmospheric) set. The upper part of the fluidized bed is the freeboard, which makes sure that the particle concentration at the top of the column is negligible. Second order upwind discretization schemes for volume fraction and momentum terms were used. Time steps of 0.0001 and 40 iterations per time step were chosen to achieve numerical convergence. A convergence criterion of $10^{-4}$ for each scaled residual component was fixed for the relative error between successive iterations. At some time-steps, the solution did not reach full convergence, but was very close to the convergence criteria. The CFD solver continued to the next time-step after 40 iterations. The phase-coupled PC-SIMPLE algorithm was used for pressure-velocity coupling.

Table 3.4 Input parameters used in the Case II simulation

<table>
<thead>
<tr>
<th>Geometry</th>
<th>2D and 3D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vessel dimension</td>
<td>0.96 m long x 0.133 m id (dense bed section)</td>
</tr>
<tr>
<td></td>
<td>1.36 m long x 0.190 m id (freeboard section)</td>
</tr>
<tr>
<td>Minimum voidage</td>
<td>0.454</td>
</tr>
</tbody>
</table>
Table 3.4 Input parameters used in the Case II simulation (continued)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gas superficial velocity</td>
<td>0.3, 0.4, 0.5 m/s</td>
</tr>
<tr>
<td>Gas viscosity</td>
<td>$1.8 \times 10^{-5}$ kg/(m.s)</td>
</tr>
<tr>
<td>Gas density</td>
<td>1.2 kg/m$^3$</td>
</tr>
<tr>
<td>Bed depth</td>
<td>0.80</td>
</tr>
<tr>
<td>Particle size distribution</td>
<td>As in Dubrawski et al. (2013)</td>
</tr>
<tr>
<td>Sauter mean particle diameter</td>
<td>103 $\mu$m</td>
</tr>
<tr>
<td>Particle density</td>
<td>1560 kg/m$^3$</td>
</tr>
<tr>
<td>Boundary conditions</td>
<td>Uniform velocity inlet; Pressure outlet; Gas wall : no –slip; Solid-wall: partial slip</td>
</tr>
<tr>
<td>Drag models</td>
<td>EMMS-Shi (Shi et al. 2011), EMMS-Hong (Hong et al., 2013), FB (Ahmadi Motlagh et al., 2014)</td>
</tr>
<tr>
<td>Gas flow type</td>
<td>Laminar</td>
</tr>
<tr>
<td>Simulation time</td>
<td>15s</td>
</tr>
<tr>
<td>Time step</td>
<td>0.0001s</td>
</tr>
<tr>
<td>Pressure-velocity coupling</td>
<td>SIMPLE</td>
</tr>
<tr>
<td>Particle-particle restitution coefficient</td>
<td>0.99</td>
</tr>
<tr>
<td>Specularity coefficient</td>
<td>0.001, 0.01, 0.1</td>
</tr>
</tbody>
</table>

3.2.2 Data collection and analysis:

2D and 3D CFD simulations were carried out in the Ornicus server of Canada’s West Grid computer cluster using the commercial software, ANSYS Fluent V14. The FB drag model
was incorporated using user-defined functions (UDF) in Fluent. The computational domain was created and meshed in ANSYS Workbench.

A schematic of the 2D computational domain is shown in Fig. 3.3. The voidage profiles and velocity distribution were recorded at different heights, \( z = 0.24 \) m, 0.4 m and 0.56 m and at several radial locations. In order to attain the area-averaged data in 3D simulations, 9 circular rings were made at each cross-section, located at the positions listed above. The voidage of every position was recorded and then averaged over the entire area of each ring. For 2D simulations, the time-average data were extracted along linear cross-sections heights \( = 0.24 \) m, 0.4 m and 0.56 m. Simulations lasted for 15s of physical time, with the time-average variables obtained over the last 10 s.
3.2.3 Results and discussion

3.2.3.1 2D-CFD simulation analysis

Effect of mesh size

Mesh resolution can affect the simulation results considerably. For Geldart A particles, too coarse a mesh may lead to over-estimation of bed expansion by TFM models (Wang, 2009). In this study, several different mesh sizes were used for 2D simulations, and a noticeable effect was observed on hydrodynamics. This is clearly seen in Fig. 3.4 where refining the mesh from
2480 to 9600 cells not only resulted in contraction of the bed, but also led to prediction of smaller bubbles, which was not expected based on the operating conditions at $U = 0.4$ m/s and experimental observations of a combination of bubbles and slugs (Tebianian, 2014). After studying the issue in depth, it was observed that when the agglomerate size exceeded the mesh sizes, which is the case for $> 3900$ cells, the convection mechanism in the FB model which considers movement of agglomerates inside the bed, as described in section 2.4, results in propagation of the large agglomerates formed in some computational cells to a large portion of the bed. This effect results in suppression of drag to very low values over the entire bed which leads to unrealistic bubble sizes and denser regions appearing in the bed. This effect could fade away after some seconds of fluidization, but its effect is significant enough to affect the results. This way, no matter how long the simulations last, the effect will be carried on to the next time-steps. On the contrary, when the agglomerate sizes fall within the range of mesh size, we do not see such behavior in the bed, and agglomerates freely move inside the bed with slight variations in size. Therefore, it is recommended to check the size of agglomerates during 2D simulations to ensure that they fit within a computational cell.
Figure 3.4 Contours of solid volume fraction at $U = 0.4$ m/s, $d_p = 103$ mm, $\varphi = 0.001$. Left side in each case represents snapshot at $t=15$ s, whereas right side provides time-average over last 10 s.

Hence, refining the mesh beyond a certain point does not result in more accurate predictions in 2D simulations. In order to select the most appropriate mesh size, both qualitative and quantitative analysis should be considered. Fig. 3.5 shows how the particle velocity changes at certain heights with the number of cells. Mesh numbers greater than 2480 computational cells led to similar results for particle velocity at different locations along the fluidized bed. Combining the results of Figs. 3.4 and 3.5 and considering the expected flow behavior at operating conditions studied here, 2480 cells was selected as the appropriate number of mesh elements for the 2D simulations.
Figure 3.5 Radial profiles of time-average particle velocity at heights of 0.4 m (top figure) and 0.56 m (bottom figure) predicted by FB model.

Qualitative analysis of particle volume fraction

Figure 3.6 illustrates the instantaneous particle volume fraction predicted by the FB model. It can be seen that for $U = 0.4$ m/s, a heterogeneous gas-solid system was observed with
agglomerates forming and dissolving dynamically. The particles aggregate, form agglomerates and are then carried away by the rising gas. The formation of aggregates is well captured by the incorporation of particle-particle force-balance concept in the drag model, unlike the conventional drag models. Figure 3.7 presents a qualitative comparison of particle volume fraction prediction employing different drag models at $t = 15\text{s}$ for (a) Energy minimization multi-scale (EMMS) of Shi et al. (2011); (b) EMMS by Hong et al. (2013); and (c) FB model.

![Figure 3.6 Instantaneous particle volume fraction of FCC at $U = 0.4 \text{ m/s}$, $d_p = 103 \text{ mm}$, $\varphi = 0.1$.](image-url)
Figure 3.7 Qualitative comparison of particle volume fraction of FCC at $U = 0.4$ m/s, $d_p = 103$ mm, $\phi = 0.1$, $t = 15s$ (a) EMMS-Shi model (b) EMMS-Hong model (c) FB model.

The EMMS-Shi drag model captures the formation of very small bubbles. The modified version of this drag model designed specifically for bubbling fluidized bed, the EMMS- Hong and the FB model give good agreement with the experimental observations in predicting the bubbles and particles clusters. However, the bed expansion is over-estimated. Numerical simulation with the FB model is able to capture the bed expansion consistent with the experimental results of Dubrawski et al. (2013).
Figure 3.8 Radial profiles of time-average voidage at different heights for a) $U = 0.3$ m/s and b) $U = 0.4$ m/s.
Figure 3.8 shows time-average voidage profiles at $U = 0.3$ and $0.4$ m/s for $d_p = 103$ µm and a specularity coefficient of $\varphi = 0.1$. The experimental data obtained from different measurement techniques (Dubrawski et al. 2013) were averaged and shown with 95% confidence intervals as shown in Figure 3.8. Both experimental and FB model simulation results are folded due to axial symmetry with respect to the centerline at heights of 0.24, 0.4, 0.56 m. The voidage increases with increasing superficial gas velocity at each level. The higher voidage in the central region is due to non-uniform radial distribution of bubbles. At the walls, a higher concentration of particles is predicted, consistent with the experimental observations. It can be seen that the particles are mostly rising in the center of the bed and descending close to the wall. Significant difference between the experimental results and simulations is observed near the walls, which might be due to strong walls effects.

Figure 3.9 shows the effect of specularity coefficient on the predicted radial distribution of time-averaged voidage. Simulated and measured voidages are high in the central region and lower near the wall. This suggests the presence of streamers of particles descending near the wall. The predicted results are within the range of the experimental dataset. In this study, $\varphi = 0.1$ was chosen for data extraction and further comparison of results.
Figure 3.9 Effect of specularity coefficient on radial profile of voidage for $U = 0.4 \text{ m/s, } d_p = 103 \text{ m}$. Top row at $z = 0.56 \text{ m}$, middle row at $z = 0.4 \text{ m}$, bottom row at $z = 0.24 \text{ m}$. 
3.2.3.2 3-D simulation analysis

Mesh refinement study

After conducting mesh studies for 3D simulations, different conclusions were reached compared to the 2D simulations discussed in section 3.2.3.1. Having an additional dimension in the model provided sufficient room for agglomeration in view of the requirement that agglomerate size could not exceed the mesh size in the cases studied here. Therefore, the irregular phenomenon observed in 2D simulations in section 3.2.3.1 was not repeated in 3D simulations when refining the mesh size. The bed expansion and qualitative shape of bubbles/slugs for different mesh sizes were in agreement with experimental observations for the operating conditions of interest in this study. Figure 3.10 plots the mesh refinement test results for 3D CFD simulation of bubbling fluidized bed for $U = 0.4$ m/s, demonstrating the voidage and particle velocity profiles using the FB drag model. It can be seen that the model predicts similar voidage and particle velocity profiles for the range of mesh sizes considered. It is also shown that the coarsest mesh (2332 cells) shows deviations at the wall for voidage and at the center for particle velocity compared to the other mesh sizes tested.

Considering the extensive computational requirements for utilizing more refined meshes for the 3D simulation and based on the results discussed above, a grid number of 3528 was found to be sufficient to obtain the CFD results, and this number was therefore selected for data extraction.
Figure 3.10 Mesh studies at $U = 0.4$ m/s, $d_p = 103$ mm and $\varphi = 0.1$ at different heights. (a) and (b) represent radial profiles of time-average voidage, whereas (c) and (d) show radial profiles of time-average particle velocity in axial direction.
**Qualitative analysis of instantaneous particle concentration using CFD**

As the fluidization proceeds, bubbles split and coalesce continuously due to wall effects and bubble interactions. The bubble formation causes bed expansion, increasing with increasing superficial gas velocity. Furthermore, higher gas velocity causes formation of large bubbles. This has also been reported by others (e.g. Zimmermann and Taghipour 2005). The formation of large bubbles in the central region due to coalescence is well captured. The flow field was stable after 20 s; the solid volume fraction distribution data thereafter are similar to each other.

The simulated velocity vectors for the granular and gas phase for the CFD-FB drag model in the vertical plane crossing the vertical axis are shown in Figure 3.11. The macroscopic solid circulation patterns observed in the experiments are captured in the simulations. Particles rise in the center due to bubble motion and subsequently return with breakup of bubbles. The particles tend to descend near the wall. This phenomenon led to gross circulation patterns. Particles descending along the walls move into the wake of the slugs and are then carried upwards.
Figure 3.11 FB model prediction of instantaneous gas and particle velocity vectors at $U = 0.4$ m/s and $t = 15$ s.
Effect of different drag models

Comparison of different drag models can be useful in testing the validity of models and how they perform in different situations. In this section, the drag correction model from the Energy-Minimization-MultiScale (EMMS) method described in Chapter 1 is compared with the FB model. Two recent versions of the EMMS model referred to as EMMS-Shi (Shi et al., 2011), specifically developed for the bubbling flow regime, and EMMS-Hong (Hong et al., 2013) are investigated in this study. The heterogeneity index, which is the correction factor calculated in EMMS method and applied to the conventional drag model, was obtained for the operating conditions in this study through personal communications (Wei, 2013). Mesh studies were conducted for both 2D and 3D simulations with the EMMS models. By comparing voidage and particle velocity profiles and taking computational time into consideration, 8178 Cells (compared to 2480 Cells for the FB model) for 2D studies and 5256 Cells (compared to 3528 for the FB model) for 3D studies were selected as most appropriate for the EMMS-Shi and EMMS-Hong models.

Figure 3.12 shows the profile of the average solid hold-up as a function of height. This shows that the average solid holdup changes very little with varying height above the distributor in the range of 0 – 0.98 m, suggesting that the granular distribution in the main body of the fluidized bed is relatively homogenous. Accordingly, the actual expanded bed height is about 1-1.1 m. There is a significant difference between the prediction of the FB drag model and the EMMS-Shi model, the version of the EMMS model specifically intended for the bubbling fluidization flow regime (Shi et al., 2011). However, the EMMS-Hong model gives results comparable to the FB model.
Major differences in predicting bed expansion are evident. Bed expansion results are compared in Fig 3.13 for the EMMS-Hong and FB models. Referring to the experimental value of 1.1 m for bed expansion in the previous section, it can be seen that the EMMS-Hong model over-predicts the bed expansion compared to the FB model. Fig 3.14 qualitatively compares 2D snapshots for FCC at \( U = 0.4 \text{ m/s}, \varphi = 0.1, t = 15\text{s} \) using different drag models: (a) Wen-Yu model; (b) EMMS-Shi model; (c) EMMS-Hong model; and (d) FB model. There are evident differences in prediction of bed expansion using these four models. The EMMS-Shi model predicts small bubbles compared to the two models which predict slugs forming in the bed, as expected based on the operating conditions.

![Figure 3.12](image)

**Figure 3.12 Variation of axial profile of particle volume fraction averaged over last 10 s of simulation with height at \( U = 0.4 \text{ m/s} \) for different drag models.**
2D simulation results showed that among the EMMS-Shi, EMMS-Hong and FB models, the first of these was unsuccessful in capturing the expected flow regime and hydrodynamics in the bed, while the latter two models were able to capture the flow characteristics in the bed. However, bed expansion results indicated that only the FB model obtained promising predictions compared to the experimental results. In view of this finding, only the EMMS-Hong and FB models are applied to the 3D simulations in the next section.

Figure 3.13 Contours of time-average solid volume fraction at $U = 0.4$ m/s for bed expansion comparing EMMS-Hong and FB models.
3.2.3.3 3D models and comparison with 2D simulations

3D modeling is more realistic in considering the wall effects in a fluidized bed compared to 2D simulations. Despite the drawbacks of 2D simulations, they have the benefits of faster computational speed and can be used to analyse the qualitative behavior of the flow. However, quantitative 2D results should be regarded with caution as they can differ significantly from 3D simulation results.
Figure 3.15 Comparison of radial profiles of time-average voidage from 2D and 3D simulations with experimental results at $U = 0.4$ m/s.
Time-average radial voidage over the last 10 s of the 15 s simulation time at different heights from 2D/3D simulations and experiments are compared in Fig. 3.15. Both the FB and EMMS-Hong models obtained satisfactory results which fall within the experimental range for 3D simulations but 2D simulation results show deviations near the wall boundary. Qualitative comparison of the results also confirms the ability of FB and EMMS-Hong models to predict the fluidization flow regimes and bed expansion.

Fig. 3.16 shows the probability distribution of the number of particles in agglomerates (“N” in equation 2.29) obtained from 3D simulations for superficial gas velocity of 0.4 m/s over the last 5 s of modeling. It is shown that more than 55% of the distribution is for agglomerates which contain 3 particles or fewer. The probability of formation for larger agglomerates (> 3 particles and less than 10 particles) are close to 35% with further reduction for agglomerates containing between 10 and 20 particles. There were few agglomerates with > 20 particles.

![Figure 3.16 Probability distribution plot for number of particles in agglomerate obtained from 3D simulations at U = 0.4 m/s.](image-url)
3.3 Case III– minimum bubbling velocity, $U_{mb}$

By definition, Geldart group “A” particles have an interval of homogeneous expansion beyond minimum fluidization, not yet reaching the onset of bubbling. The gas velocity at which the first bubbles appear is defined as the minimum bubbling velocity, $U_{mb}$. The transitions from homogenous expansion to a bubbling bed and the prediction of minimum bubbling velocity, $U_{mb}$, have been subjects of considerable interest.

Although some numerical simulations using a DEM framework have been reported to be successful in predicting the minimum bubbling velocity (Hou et al. 2012; Wang et al. 2010), TFM studies have shown that conventional Eulerian-Eulerian models fail to predict $U_{mb}$ correctly. Wang et al. (2010) investigated this issue using coarse and fine grid simulations with the conventional Wen-Yu model in the Eulerian-Eulerian framework. They concluded that the effect of gas and particle properties on the minimum bubbling velocity can be correctly captured by the KTFG-based two-fluid model when a sufficiently fine grid is used, such that the meso-scale bubble structure can be resolved. Due to the limitation of computational resources, the extremely small grid size required to resolve the meso-scale bubble structure did not allow them to simulate a laboratory-scale fluidized bed. They reported that a grid size of about $3d_p$ was needed to capture correct hydrodynamic behavior and to predict accurately the minimum bubbling velocity.

In this study, $U_{mb}$ predictions are investigated further based on a comparison between simulations performed with the new FB model and DEM simulations of the identical case reported in the literature.
3.3.1 Simulation Setup

The simulation conditions were set to match the DEM simulations of Hou et al. (2012). Table 3.5 lists the physical properties as well as the simulation parameters. A particle diameter of 100 µm was selected based on one of the cases studied by Hou et al. (2012) for group A particles. The Hamaker constant was set at $2.1 \times 10^{-21}$ J, the same value as in the DEM studies. 2D Eulerian-Eulerian simulations were performed in ANSYS Fluent V14, utilizing the conventional Wen-Yu relationship with implementation of the new FB model to correct the drag term. Periodic boundary conditions (meaning that when an object passes through one side of the unit cell, it re-appears on the opposite side with the same velocity) the same as for DEM simulations, were used at the walls, with uniform velocity at the bottom and a mass outflow condition at the top boundary of the bed. In the DEM simulations of Hou et al. (2012), asperities were not explicitly considered when calculating the van der Waals forces, but a cut-off value of 1 nm was selected in their work as the particle separation distance. In this work, the same separation distance (1 nm) is adopted to make the cohesive models of DEM and Eulerian-Eulerian simulations identical. This differs from case I, in which asperities are considered, since the particles used in the experiments related to that case were rough. The input values for the new FB model are chosen to facilitate direct comparison with experimental or DEM work. Because the particles in DEM study by Hou et al. (2012) were supposed to be smooth, frictional viscosity was neglected in our simulations.

A time step of $10^{-4}$ was found to be suitable to reach convergence, while being small enough to ensure negligible numerical errors. The laminar model was solved using the Phase-Coupled SIMPLE algorithm for the pressure-velocity coupling and second-order upwind
discretization schemes for the convection terms. A mesh size of 10 particle diameters was selected for the simulations.

Hou et al. (2012) started their DEM simulations with 10,000 particles in the bed. In the present work, simulations were initiated assuming that particles are at minimum fluidization with the minimum voidage and the volume of particles as provided by Hou et al. (2012). The corresponding initial static height and other key properties appear in Table 3.5.

Table 3.5 Physical and simulation parameters used in modeling based on values given by Hou et al., (2012).

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Superficial gas velocity</td>
<td>Varied between 0.0 to 0.02 m/s</td>
</tr>
<tr>
<td>Gas viscosity</td>
<td>$1.8 \times 10^{-5}$ kg.m$^{-1}$.s$^{-1}$</td>
</tr>
<tr>
<td>Mean particle diameter</td>
<td>100 µm</td>
</tr>
<tr>
<td>Particle density</td>
<td>1440 kg/m$^3$</td>
</tr>
<tr>
<td>Domain width</td>
<td>0.006 m</td>
</tr>
<tr>
<td>Domain height</td>
<td>0.02 m</td>
</tr>
<tr>
<td>Static height</td>
<td>0.0035 m</td>
</tr>
<tr>
<td>Young’s modulus</td>
<td>$10^7$ N.m$^{-2}$</td>
</tr>
<tr>
<td>Poisson ratio</td>
<td>0.3</td>
</tr>
<tr>
<td>Minimum voidage</td>
<td>0.39</td>
</tr>
<tr>
<td>Particle-particle restitution coefficient</td>
<td>0.8</td>
</tr>
</tbody>
</table>
3.3.2 Results and discussion

The minimum bubbling velocity definition is based on the appearance of the first bubble in the bed (Geldart, 1973). Visual observations of the first bubble were reported in previous CFD studies, with bubbles defined as regions where the solid volume fraction is less than 0.2 (Yates et al. 1994) or 0.15 (Wang et al., 2010). However, defining the threshold limit makes this technique subjective.

![Figure 3.17 Contours of mean granular temperature (m²/s²) for superficial gas velocities of 0.007 m/s (left), 0.01 m/s (middle) and 0.012 m/s (right) with mesh size = 10×d₀.](image)

A new criterion for determination of $U_{mb}$ was introduced (Wang et al. 2010) based on the granular temperature of particles in the bed. In the present work, sudden changes in granular temperature, e.g. by two order of magnitudes, as suggested by Wang et al. (2010), are utilized to determine $U_{mb}$. At very low velocities, both the mean and local granular temperatures show a value of $10^{-7}$ m²/s², which increases as the superficial gas velocity escalates. The contours of
time-averaged granular temperature for three different superficial gas velocities are depicted in Fig. 3.17. When the superficial gas velocity reaches 0.012 m/s in the bottom section of the simulation domain, the time-average granular temperature climbs above \(10^{-5} \text{ m}^2/\text{s}^2\) (shown by the white region in Fig. 3.17), two orders of magnitude larger than the initial value of \(10^{-7} \text{ m}^2/\text{s}^2\). The contour of local granular temperature at sample time = 4 s is shown in Fig. 3.18, with the two orders of magnitude escalation of granular temperature again shown by the white patch, in this case at the left boundary of the domain. Similar increases in local granular temperature were observed at different time frames for a superficial gas velocity of 0.012 m/s.

![Figure 3.18 Contour of local granular temperature (m²/s²) for a superficial gas velocity of 0.012 m/s at t = 4 s with mesh size = 10×dp.](image)

Based on the granular temperature \(U_{mb}\) determination criterion, the results of CFD simulations with the FB drag model show 0.012 m/s as the minimum bubbling velocity. Using
the same criterion with the conventional Wen-Yu model predicts much larger $U_{mb}$, near 0.09 m/s. The DEM results of Hou et al. (2012) and Eulerian-Eulerian simulations using the conventional Wen-Yu model are within a factor of 9, whereas $U_{mb}$ predicted by the DEM and FB models are much closer. These results show promising agreement between Eulerian-Eulerian simulations using the new FB drag model and DEM simulations for the same case. However, since the particles in this case were ideal, with neither asperities nor particle size distribution included, more studies are required to test the ability of the proposed model to determine the minimum bubbling fluidization velocity of a wide range of group A particles.

3.4 Summary

Hydrodynamic characteristics such as minimum bubbling velocity, radial and axial voidage distribution, particle volume fraction profiles, bed expansion, agglomeration, and circulation patterns in a bubbling fluidized bed were investigated with CFD. Two versions of the EMMS drag models and the FB model were employed in the CFD simulations, and their predictions were compared. The drag models predicted different flow in the granular phase, influencing the predicted bed expansion and particle concentration in the dense phase regions of the bed. The FB model is capable of predicting the agglomerate formation, while the EMMS models take into account cluster formation in the bed.

The FB model was able to capture the gross solid circulation phenomena. The voidage profile and bed expansion predictions from both 2D and 3D simulations using the FB model are consistent with experimental data. On the other hand, qualitative comparison of results from 2D simulations showed that only the FB and EMMS-Hong models show promising agreement with experimental observations except for bed expansion with the EMMS-Hong model. 3D
Simulations utilizing the EMMS-Hong model also predicted radial profiles of time-average voidage in good agreement with experiments. It is noteworthy that the number of cells utilized for the EMMS models was considerably larger than the number used for the FB model. This can be a potential benefit for the FB model, with substantial computational savings when performing large-scale simulations. However, careful mesh studies should be conducted, especially in 2D simulations, where increasing the number of cells does not necessarily improve CFD predictions for the FB model. The agglomerate size vs. grid size should be checked during simulations to ensure that agglomerates in the bed do not exceed the grid size. Both qualitative and quantitative comparisons should be conducted for mesh studies utilizing the FB model.

Minimum bubbling velocity predictions from the FB model were compared with predictions from DEM simulations by Hou et al. (2012) for an ideal case with uniform smooth particles. DEM simulations were chosen in this work to enable a comparison with physical properties as identical as possible for better investigation of the effect of cohesive forces on predictions of $U_{mb}$. The parameters of the cohesive part of the proposed Eulerian-Eulerian model were set to provide fair comparison with the DEM simulations of Hou et al. (2012). Good quantitative agreement was obtained between the Eulerian-Eulerian FB and DEM simulations, whereas the conventional Wen-Yu relationship over-estimated $U_{mb}$ by an order of magnitude. This shows that including the effect of cohesive forces can improve the prediction of hydrodynamic properties. The same conclusion was drawn in DEM simulations for the prediction of minimum bubbling velocity (Hou et al., 2012). The good agreement between two-fluid modeling using the FB model and DEM simulations is encouraging, but further investigation is needed for other systems.
Despite the fact that the new FB model is capable of predicting important hydrodynamic properties for Geldart Group A group, a definitive conclusion on the effectiveness of the model requires further simulations and comparisons with experimental data. More work is required in the future to cover a wider range of superficial gas velocities and to compare systems with other hydrodynamic properties to experimental results.
Chapter 4: Liquid Injection Experiments at ICFAR

4.1 Background

Injection of liquid is an important component of FCC fluidized bed reactors, playing a key role in determining their overall performance. Effective contacting of the liquid droplets and solid particles is necessary to obtain high yields. Considering this importance, investigation of liquid injection has been a subject of considerable interest in recent years.

There are a number of research reports on non-evaporative (Leach et al. 2008; Ariyapadi 2004) and evaporative (Du et al., 2006; Gehrke & Wirth, 2007) liquid injection experiments involving injection of water or liquid nitrogen. Ethanol has also been used by some research groups to study the contact between liquid droplets and particles in fluidized beds. Bruhns (2002) and Bruhns & Werther (2005) performed experimental studies on the injection of water and ethanol into fluidized beds of quartz and FCC catalysts on a pilot scale. Based on the results from these experiments, they introduced a new model for the mechanism of liquid injection which assumes instantaneous wetting of the fluidized particles at the nozzle exit and considers the transport of the wetted particles by gross solids mixing within the bed. However, their basic assumptions of particle wetting with ethanol and the degree of liquid mixing inside the bed have not been tested experimentally.

McMillan et al. (2005) investigated the injection of ethanol into a fluidized bed containing coke particles experimentally. They developed a method to determine the local quality of solid liquid mixing on a short time scale. This technique uses temperature to characterize solid-liquid mixing. They compared solid-liquid mixing for a case where the spray
was introduced as a free jet with another where a draft tube was inserted to promote mixing. They reported superior mixing with the draft tube present in the bed.

The effect of particle porosity on liquid-solid mixing inside the bed is a topic of importance, but it has received little attention in the literature. Leclère et al. (2001, 2004) developed a method to investigate vaporization of injected liquid inside a fluidized bed based on quenching the bed and creating agglomerates. Emphasizing the effect of liquid droplet size on the time of vaporization, they developed a heat-transfer-based model which predicts the formation of agglomerates when liquid droplets larger than bed particles are injected into a hot fluidized bed. The particle porosity was shown to be important as the experimental data indicated > 80% pore filling.

A number of liquid measurement techniques such as X-ray imaging, CCD camera recording and electrical capacitance/conductance impedance methods (Leach et al., 2008, 2009) have been utilized by different research groups. These methods are non-intrusive, unaffected by process conditions, and can be used to obtain useful information such as jet penetration length, expansion angle, agglomeration and local liquid dispersion.

4.2 Objectives

Understanding the mechanism of liquid jet mixing inside FCC reactors is crucial. As discussed above, there are still areas which require more research. Experimental findings would be useful to help understand the interaction between phases in the injection region. For this purpose, liquid injection experiments were conducted by the author at the Institute of Chemical

---

2"Agglomerate" in Chapters 4 and 5 denotes the presence of interface liquid that fills the space between particles, holding the particles together.
and Fuels from Alternative Resources (ICFAR) of Western University in London, Ontario. The
electrical capacitance (EC) impedance measuring technique previously used at ICFAR (Leach et
al. 2008, 2009) was again utilized in this work, with ethanol as the injected liquid due to its
favorable electrical capacitance characteristics and its volatility. The main objectives of these
experiments were:

- To compare liquid mixing in fluidized beds containing (porous) FCC and (non-porous)
silica sand.
- To make qualitative and quantitative measurements of liquid dispersion in fluidized beds
containing FCC particles. No previous reported quantitative analysis of an evaporative
liquid inside the bed using the EC measuring technique has been reported.
- To analyze liquid mixing inside the bed.
- To investigate liquid vaporization related to mass transfer inside the bed.
- To determine the extent of liquid diffusion inside FCC particle pores.

Liquid injection into a fluidized bed containing silica sand was explored to provide quick
comparison with later injection into a FCC bed. Due to poor wettability of sand with ethanol, as
discussed below, no quantitative analysis was performed on the sand bed.

4.3 Experimental apparatus

The experiments were performed in a Plexiglas fluidization column of rectangular cross-
section, 0.49, 0.1 m in cross-section and 0.92m high. A dipleg of diameter 25 mm was installed
inside the column as depicted in Fig. 4.2. Twenty electrodes were evenly spaced at different
heights on one side wall of the column. These electrodes were 0.05m high x 0.1 m wide metal
strips. A common electrode (0.4 m high x 0.5 m wide) was placed on the opposite side of the
column, facing the 20 electrodes on the other side. These electrodes were connected to an electrical board which had been specifically designed for this project by ICFAR personnel. The measuring circuit in this board was an AC-based capacitance meter with a differential noise canceling system and a sampling frequency of 10 Hz for each electrode. It used a sine-wave voltage as the excitation source to produce an AC input current and an amplifier to convert this current into an AC voltage. The output signal from the capacitance meter was then sent to a data acquisition card and recorded by a computer utilizing a MATLAB code. More details on the capacitance circuit can be found in the work of Yang (1996).

The injection nozzle was 210 mm above the inlet gas distributor, and a sampling port was installed 80 mm directly above the injection nozzle. In our tests, before operation, the column was filled with enough solid particles to cover completely all the area exposed to electrodes to a static bed height of 410 mm above the gas distributor.

The EC measuring system and the connections to the column are shown schematically in Fig. 4.1. The numbering system for electrodes is shown there, as well as the key dimensions of the column and clearances.
Figure 4.1 Electrode configuration and numbering scheme (not to scale) for ICFAR column.
Figure 4.2 Schematic of Experimental Equipment.
4.3.1 Liquid injection assembly

In this study, a high air-to-liquid mass flow ratio (ALR) nozzle was used, through which a sufficiently large volumetric flow (up to 0.15 m³/min) of atomization gas passed to provide excellent dispersion of injected liquid onto fluidized particles (ALR \( \approx 45\% \)). The ALR is the ratio of atomization gas (N₂) mass flow to injected liquid mass flow. Since the high-ALR nozzle minimizes agglomerate formation, it is suitable for studying dispersion of free moisture inside the bed.

Fig. 4.3 shows a schematic of the injection assembly used in our study. It was comprised of a premixer where gas and liquid were introduced separately, and an atomization nozzle. The liquid was introduced into the premixer in the direction forming a 30° angle with the nozzle, whereas gas was introduced at a 20° angle. A static pressure transducer located between the premixer and nozzle inlet (PT in Fig. 4.3) measured the nozzle upstream pressure. The nozzle tip intruded 67 mm into the bed horizontally. The liquid injection assembly was equipped with a liquid line connected to a liquid tank to inject liquid into the fluidized bed, and a nitrogen line to atomize the liquid into small droplets. Atomization nitrogen was supplied from a manifoldsed bank of high-pressure cylinders at constant pressure controlled by a pressure regulator, with its mass flow rate controlled by a sonic orifice of diameter 1.6 mm.

![Figure 4.3 Schematic of liquid injection assembly (not to scale).](image-url)
4.4 Dry experiments (with no liquid injection)

4.4.1 Sand

The sand used in this study was Barco 71 silica sand from Opta minerals with a Sauter mean diameter of 185 μm, size distribution shown in Fig. 4.4 and a density of 2650 kg/m³. In each experiment, the column was filled to a height of 410 mm, corresponding to 33 kg of dry sand. The superficial gas velocity was varied from 0.20 to 0.35 m/s. Higher velocities could not be achieved due to severe vibration of the setup.

![Figure 4.4 Particle size distribution for the silica sand particles (Farkhondehkavaki et al., 2012).](image)

4.4.2 FCC

The FCC particles tested in this study were spent catalyst particles obtained from Coanda Research and Development Company. The density of these FCC particles was determined using a liquid pycnometer to be 1600 kg/m³. The cumulative particle size distribution, shown in Fig. 4.5, was determined by a HELOS/CUVETTE laser diffraction device from Sympatec GmbH. The Sauter mean diameter (SMD) and median diameter were determined to be 70 μm and 101 μm respectively. In each experiment, the column was filled to a static bed height of 410 mm.
corresponding to an inventory of 22 kg of FCC. The superficial gas velocity was varied from 0.15 to 0.30m/s.

Figure 4.5 Cumulative particle size distribution of FCC particles

4.4.3 Voidage measurements

One of the main variables measured during the dry tests was the local voidage. For that purpose, the measured electrical capacitance is normalized based on the following formula to give the normalized local voidage:

\[
\text{Local voidage} = C_{\text{Norm}} = 1.0 - \frac{C_{\text{local}} - C_{\text{min}}}{C_{\text{max}} - C_{\text{min}}} \times (\text{Maximum solid packing})
\]  

Eq.4.1

where “C” represents the capacitance, with \(C_{\text{max}}\) corresponding to a de-fluidized (packed) bed of sand or FCC, and the minimum capacitance corresponding to an empty column. The bulk solid packing (\(\varepsilon_b\)) was estimated from:

\[
\varepsilon_b = \frac{W}{\rho_{\text{bulk}}A_H}
\]

Eq.4.2
where W represents the weight of solid particles inside the de-fluidized bed, \( \rho \) is the bulk density, A is the bed cross-sectional area and \( H_s \) represents the height of solid particles inside the de-fluidized bed.

### 4.5 Liquid droplet size analysis

Determination of liquid droplet size after injection into the bed is vital for comparing experimental data with CFD models. The procedure outlined by Portoghese et al. (2008) at ICFAR was followed in this study. Open-air experiments were conducted using the system depicted in Fig. 4.6, with the liquid droplet size determined from the attenuation of a laser beam intersecting the gas–liquid spray.

![Figure 4.6 Laser-photocell arrangement used for open-air experiments (adapted from Portoghese et al. (2008)).](image-url)
In order to estimate droplet diameters from the laser attenuation method, two major assumptions were adopted:

1- It is assumed that the sprayed liquid droplets are equi-sized spheres.

2- The number of droplets projected in the cross-sectional area of the control volume shown in Fig. 4.6 is the same as the number of droplets in that control volume. This means that it is assumed that no overlapping occurs between droplets in the control volume and that all passing droplets have the same effect on laser attenuation.

The linear dependence of laser attenuation on the number of droplets is rationalized by using the two assumptions above, so that each droplet passing through the laser beam attenuates light in the same manner related to its size. The postulates that all droplets are equi-sized (assumption 1) and that droplets are not overlapping each other in the control volume (assumption 2) suggest that the attenuation changes linearly with the number of passing droplets, as assumed by Portoghese et al. (2008).

According to Portoghese et al. (2008), the liquid volumetric fraction can be expressed as:

$$\varepsilon_v = \frac{1}{1 + \frac{ALR \rho l}{100 \rho g}}$$

Eq.4.3

Based on the definition of liquid volumetric fraction, the following equation could also be used to estimate the liquid volumetric fraction:

$$\varepsilon_v = \frac{N_{cv} \pi d_l^2}{6 V_{cv}}$$

Eq.4.4

where $N_{cv}$ and $d_l$ are the number and diameter of liquid droplets in the control volume of volume $V_{cv}$ shown in Fig. 4.4. A similar definition could be used to calculate the liquid fraction in cross-section area ($\varepsilon_a$) of the control volume shown in Fig. 4.4:
\[ \varepsilon_a = \frac{N_a \pi d_l^2}{4A_b} \quad \text{Eq.4.5} \]

where \( N_a \) is the number of liquid droplets, positioned in the cross-sectional area of the control volume, and \( A_b \) is the cross-section area of the laser beam which is maintained constant by the laser emitting source. From the second assumption above and the relationship between \( V_{cv} \) and \( A_b \), we can write:

\[ N_a = N_{cv} \quad \text{Eq.4.6} \]
\[ V_{cv} = A_b \cdot l \quad \text{Eq.4.7} \]

where \( l \) is the length of laser beam exposed to the liquid spray jet. The laser beam source was located as close as possible to the spray nozzle in order to ensure that the length of laser beam can be approximated reasonably as the spray nozzle diameter.

Combining equations (4.3) to (4.7), one arrives at the following equation for calculation of the droplet diameter:

\[ d_l = 1.5 \times \left( \frac{1}{1 + \frac{4LR_{100}}{100 \rho_g} \varepsilon_a} \right) \times l \quad \text{Eq.4.8} \]

When droplets passed through the laser beam, signals were attenuated and transmitted from a photo cell to the data acquisition system, as shown in Fig. 4.6. The LabView module from National Instruments was utilized to process the signals and to construct voltage vs. time curves. In order to relate the generated voltage to the droplet diameter, a calibration procedure was needed. With no droplet passing through the laser beam, the generated signal corresponds to \( \varepsilon_a = 0 \), whereas, when the entire cross-section of the laser beam is occupied by liquid, the attenuation signal corresponds to \( \varepsilon_a = 1 \). For the experimental case when there is liquid injection, the attenuation lies between the two limiting values corresponding to \( \varepsilon_a = 0 \) and \( \varepsilon_a = 1 \).
As depicted in Fig. 4.7b, the $\varepsilon_a = 1$ condition was approximated by deliberately blocking the whole cross-section of laser beam by placing paper in front of the laser beam source and measuring the voltage. This value, together with the value corresponding to $\varepsilon_a = 0$, were used to construct the calibration curve. Linear behaviour was assumed for the attenuation versus number of passing droplets as described earlier. Therefore, linear fitting was used to construct the curve shown in Fig. 7c. The liquid injection was initiated after 5 s for the same conditions as described in section 4.3.1. Experimental results are shown in Fig. 4.7a. The signals show oscillations around a mean value of 0.16V. With the aid of the calibration curve, the mean droplet diameter was estimated (using Eq. 4.8) to be 130 $\mu$m.
Figure 4.7 Laser-photocell curves used for the open-air experiments. (a) Experimental values for injection of 200 ml of Ethanol initiated at t=5 s, (b) ε_a = 0 for t≤15 s and ε_a = 1 for 15<t<35 s, (c) Calibration linear curve.
4.6 Liquid injection experiments (ethanol)

There were two major criteria for selection of the liquid to be injected: low heat of vaporization and appreciable sensitivity to capacitance measurements. Although simple hydrocarbons like pentane have low heats of vaporization, ethanol (95 wt. %) was selected due to its much greater capacitance sensitivity.

4.6.1 Experimental procedure

Different volumes of ethanol (150 and 200 ml) were injected at superficial gas (nitrogen) velocities of 0.10 to 0.20 m/s for sand and 0.15 to 0.30 m/s for FCC. Physical properties and dimensions are listed in Table 4.1. In each test, the bed was fluidized at a constant superficial gas velocity, and liquid was then injected after 150 s of fluidization for durations of both 30 s to inject a total of 200 ml, and 23 s to inject 150 ml of ethanol, respectively. The fluidization was then maintained for a relatively long time (1000 to 2000 s), with capacitance data continuously recorded.

Three to four particle samples in the case of sand and eight to ten in the case of FCC, were withdrawn from the bed through the sample port shown in Fig. 4.2. All samples were withdrawn after injection of the liquid. Samples were immediately taken to be tested for the moisture content by a HB43-S Halogen moisture analyzer manufactured by Mettler Toledo. In this manner, the vaporization effect was considered when constructing the calibration curves to relate the local free moisture to the measured capacitance.
Table 4.1 Physical properties and dimensions for injection experiments

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Superficial gas velocity</td>
<td>0.10 to 0.20 m/s for sand; 0.15 to 0.30 m/s for FCC</td>
</tr>
<tr>
<td>Sauter-mean-diameter (SMD) of particles</td>
<td>185 μm for sand, 70 μm for FCC</td>
</tr>
<tr>
<td>Liquid droplet diameter</td>
<td>130 μm</td>
</tr>
<tr>
<td>Particle density</td>
<td>2650 kg/m³ for sand, 1600 kg/m³ for FCC</td>
</tr>
<tr>
<td>Column width</td>
<td>0.10 m</td>
</tr>
<tr>
<td>Column length</td>
<td>0.49 m</td>
</tr>
<tr>
<td>Column height</td>
<td>0.92 m</td>
</tr>
<tr>
<td>Static bed height</td>
<td>0.41 m</td>
</tr>
<tr>
<td>Column temperature</td>
<td>Ambient (≈25°C)</td>
</tr>
<tr>
<td>Column Freeboard pressure</td>
<td>Atmospheric</td>
</tr>
</tbody>
</table>

4.6.2 Experimental data on capacitance and liquid content

When using the capacitance measuring technique, local capacitance readings were obtained for each electrode as shown in Fig. 4.1. However, these data are not useful unless one can relate them to the local liquid content inside the bed. Mohagheghi et al. (2013) reported in literature that capacitance value changes linearly with variations of moisture content inside the bed. As a first step, the local capacitance data were normalized by:

\[
C_{\text{Norm}} = \frac{C_{\text{Measured}}}{C_{\text{Dry}}} \quad \text{Eq.4.9}
\]
where “Dry” corresponds to the period prior to injection when there was no liquid in the bed and “Measured” values are local capacitance readings before and after liquid injection at a data sampling rate of 10 Hz. Therefore, the normalized capacitance before injection was 1.0, and it is reasonable to expect $C_{\text{Norm}}$ to be $>1.0$ just after injection, decreasing to 1.0 gradually during the drying period. This behavior is depicted in Figures 4.8 and 4.9 for two of the cases studied in this work where liquid injection was initiated after 150 s. The ordinate axis in Fig. 4.8 shows the average normalized capacitance, which is the mean value of $C_{\text{Norm}}$ calculated from all 20 electrodes. The fluctuations in this figure are due to gas mixing inside the bed and bubbles passing through the bed. The bubbles decreased the local capacitance, resulting in lower normalized capacitance.

As shown in Figs 4.8 and 4.9, ethanol vaporized very quickly in sand compared to FCC. The bed was completely dry after 350s for sand, whereas in the case of FCC, it took considerably longer to dry the bed. The likely reason is that the FCC particles were porous, imbibing a considerable amount of liquid inside the pores which then required more time to vaporize. Greater wettability and faster liquid mixing in the FCC bed might also have played key roles, as discussed in the next paragraph.
A better understanding of the mixing effect can be obtained from the normalized capacitance contours shown in Fig. 4.10, which are based on time-averaged normalized capacitance data. Comparing the FCC fluidized bed to the sand bed shows that mixing was
significantly faster with FCC, making the FCC bed more homogenous. In the case of sand, mixing was relatively slow and the distribution of liquid inside the bed was not as homogenous as for FCC. The reason was investigated using the Washburn method (Czachor 2007; Galet et al. 2010) for wettability. This method uses the capillary rise data of liquid in a sample bed of particles which is analyzed using the previously determined parameters to obtain the contact angle. It was concluded that sand is not wettable by ethanol, whereas FCC is almost perfectly wetted by ethanol. This issue was not addressed by Bruhns (2002) nor by Bruhns and Werther (2005) who investigated the injection into a quartz sand fluidized bed. Because of the poor wettability, quantitative analysis of ethanol injection into a sand bed was not considered further in the present work.
Figure 4.10 Time-averaged local normalized capacitance of whole bed (after injecting 200 ml ethanol at t = 150 s for duration of 30 s at superficial gas velocity of 0.2 m/s). (a) and (b): FCC (averaged from t=160 to 180s and 220 to 240 s respectively), (c) and (d): sand (averaged from t=160 to 180s and 220 to 240 s, respectively).

Liquid content measurements are required to relate the normalized capacitance readings to the amount of moisture inside the bed. Small laboratory sample boxes were used to collect wet FCC discharged from the sampling port shown in Fig. 4.2. This port was opened at time intervals shown in Table 4.2 (after liquid injection) for a duration of less than 5 s to completely fill the...
sample box. Samples were then immediately transported to the analytical lab to determine their moisture contents by a moisture analyzer.

The HB43-S Halogen Mettler Toledo moisture analyzer, displayed (and printed) the moisture content of each sample as a percentage of the dry weight. The results were printed out as "%M" (Moisture Content) (e.g. –2.33 %M) and shown as negative values. During drying, the current measured value was continuously displayed as a percentage, and a final value was shown after about 5 minutes of drying, representing the actual M% of the sample. The M% can be interpreted as liquid-to-solid ratio of the sample, given by:

$$M\% = - \frac{\text{Wet mass (g)} - \text{Dry mass (g)}}{\text{Dry mass (g)}} \times 100\%$$  \hspace{1cm} \text{Eq.4.10}

For each test, the M% readings should be calibrated based on the moisture content of a sample before liquid injection (M0) according to:

$$M_{\text{calibrated}}\% = M_{\text{Measured}}\% - M_{\text{initial}}\%$$  \hspace{1cm} \text{Eq.4.11}

This was applied separately for each experiment to improve the accuracy. The moisture content of dry particles (taken from the bed before fluidization) is represented in Eq. 4.11 as “M_{initial}\%”. In the case of the FCC particles, the effect of moisture in the initial sample was significant due to humidity inside the FCC pores.

The frequency of sampling, together with the amount of liquid injected, superficial gas velocity and measured liquid-to-solid ratio for FCC and ethanol are summarized in Table 4.2. The dashed lines in some columns indicate that the readings were inaccurate or taken at different times. The data clearly show that the liquid-to-solid mass ratio depended on the superficial gas velocity.
Table 4.2 Liquid-to-solid mass ratio measurements at different superficial gas velocities for FCC/ethanol system with properties listed in Table 1 (22 kg of FCC inventory)

<table>
<thead>
<tr>
<th>Case No.</th>
<th>U (m/s)</th>
<th>Vol. of Inj. Liq. (ml)</th>
<th>Vol. of Inj. Ethanol (ml)</th>
<th>Liquid-to-solid mass ratio (M_calibrated%) measured at sample times (minutes after injection of ethanol that lasted 23 s for 150 ml and 30 s for 200 ml injections)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5min Sample #1</td>
</tr>
<tr>
<td>a</td>
<td>0.15</td>
<td>150</td>
<td>-</td>
<td>0.34</td>
</tr>
<tr>
<td>b</td>
<td>0.20</td>
<td>200</td>
<td>0.50</td>
<td>0.44</td>
</tr>
<tr>
<td>c</td>
<td>0.25</td>
<td>200</td>
<td>-</td>
<td>0.60</td>
</tr>
<tr>
<td>d</td>
<td>0.30</td>
<td>200</td>
<td>1.27</td>
<td>1.15</td>
</tr>
</tbody>
</table>

Fig. 4.11 plots the data from Table 4.2 for three fluidization velocities. Of primary interest are the higher liquid-to-solid ratios for a superficial gas velocity of 0.30 m/s compared to the two lower gas velocities. This could result from a temporary flow regime change inside the bed resulting in more rapid mixing of liquid, causing a larger portion of liquid to enter the FCC pores.

The trend lines for each data series indicate that when the superficial velocity increased, the rate of change of liquid-to-solid mass ratio also increased. Since the liquid injections occurred over quite brief periods of time (lasting only about 20-30 s) at a high ALR, significant formation of agglomerates is unlikely. Therefore, the drying mechanism which leads to vaporization of liquid is thought to be mainly from liquid inside the pores and then the film around the particles. The noticeable effect of superficial gas velocity on drying seems to not only affect the convection drying from the outer surface of the particle, but also vaporization from
inside the pores. For $U = 0.3$ m/s, the data appears to be non-linear. This issue is further studied in Chapter 5 where CFD modeling is utilized to investigate a similar case.

![Figure 4.11 Liquid-to-solid mass ratio measurements vs. time after adding 200 ml of ethanol.](image)

**4.6.3 Small box experiments**

The relation between normalized capacitance and liquid content of solid particles was further investigated by means of “small box experiments”. The purpose was to provide a calibration procedure, as discussed further in section 4.6.4. In these experiments, liquid was spread evenly on the solid particles with mechanical agitation, using a hand mixer similar to that in the schematic in Fig. 4.12. As indicated in Fig. 4.12, 5 to 10 ml of ethanol was well mixed using an agitator with 0.008 m$^3$ of FCC in a bucket to ensure an even spread and to facilitate liquid penetration into particle pores. A sample was then taken, using a small laboratory sample box, immediately after mixing, for moisture content testing, and the rest was dumped into a small cubic plastic box (100 x 100 x 100mm) which had two flat metal electrodes, centered on
opposite side walls and entirely covering the side walls. These electrodes were connected to the same capacitance measuring system as described in Fig.4.2.

In this manner, the normalized capacitance data presented in section 4.6.2 corresponding to the content of liquid in FCC particles inside the box, were obtained from the measuring system. At the same time, the liquid content was measured in the analytical lab using the moisture analyzer described in section 4.6.1. The test was repeated with 5 to 10 ml of ethanol, to obtain enough data to relate normalized capacitance to actual liquid content in the FCC particles.

![Figure 4.12 Schematic showing small box experiment for FCC/ethanol system.](image)

The results are fitted on the curve in Fig. 4.13. The data indicate that a linear fit reasonably captures the relation between normalized capacitance and moisture content. The fitted correlation was utilized further to estimate the moisture content from capacitance data, as described in the next section.
4.6.4 Normalized capacitance vs. liquid content

For cases 2 and 3 in Table 4.1, capacitance data were extracted from the measuring system through a pre-written MATLAB code. The capacitance data were then normalized based on the procedure outlined in section 4.6.1 for each electrode at the times indicated in Table 4.2.

In Table 4.2 it was initially expected that one would observe higher normalized capacitance at each electrode for higher superficial gas velocity. This expectation reflected the higher liquid content achieved from sampling and was also based on the assumption of perfect liquid mixing inside the bed. However, the normalized capacitance at each electrode did not}

---

3 The term “liquid mixing” in this chapter refers to the homogeneity of liquid-solid mixture in the bed resulting from contact between liquid and particles.
follow the expected trend. Some electrodes exhibited higher normalized capacitances when the superficial velocity increased, while others showed lower values.

A tentative reason could be that the assumption of perfect liquid mixing is not valid for the FCC fluidized bed and that varying the fluidization velocity affected the extent of liquid mixing. This implies that the amount of liquid injected into the bed was insufficient to cover all particles. Vaporization and imbibition into the pores are likely to have been the dominant mechanisms that contributed to non-perfect mixing in the bed. In the water injection experiments of Mohagheghi et al. (2013), perfect liquid mixing was reported for conditions where wettability and low vapor pressure of water contributed to better liquid-solid homogeneity in the bed. However, a volatile liquid (e.g. ethanol), which evaporates much more quickly than water, would affect the liquid mixing differently inside the bed. Part of the reason could be non-homogenous vaporization of ethanol in different regions of the bed. In addition, the FCC particles are much more porous than the coke particles tested by Mohagheghi et al. (2013), possibly contributing to different liquid mixing behaviour inside the bed. This possible explanation was further supported by the measured capacitance data for different superficial gas velocities.

Taking this less-than-perfect liquid mixing behaviour into account, it is anticipated that the measured liquid content from sampling is not representative of liquid content in the entire bed, but shows the amount of liquid near the sampling port. In order to check this assumption, the normalized capacitance data, corresponding to the measured liquid content from the samples in Table 4.2, are calculated using the calibration curve discussed in section 4.6.3. The calculated values are taken as the overall mean from all 20 electrodes. They are then compared to the normalized capacitance data, obtained using the measurement system shown in Fig 4.2 at each electrode inside the bed. The Root-Mean-Square (RMS) deviations of this comparison, selected
for five samples out of ten in Table 4.2, are depicted in Table 4.3 for a superficial velocity of 0.15 m/s, and in Table 4.4 for U = 0.2 m/s. The sample numbers in these tables are the same as in Table 4.2.

Table 4.3 Root-Mean-Square (RMS) deviations of measured normalized capacitance data at all 20 electrodes from the actual data read from calibration curve at different sampling times for case #1 in Table 4.2 (superficial gas velocity = 0.15 m/s, injected ethanol volume = 150 ml). Electrode positions are shown in Fig 4.1.

<table>
<thead>
<tr>
<th>Electrode</th>
<th>Sample #2</th>
<th>Sample #3</th>
<th>Sample #5</th>
<th>Sample #8</th>
<th>Sample #10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elect. 1</td>
<td>0.049</td>
<td>0.053</td>
<td>0.042</td>
<td>0.058</td>
<td>0.039</td>
</tr>
<tr>
<td>Elect. 2</td>
<td>0.046</td>
<td>0.060</td>
<td>0.046</td>
<td>0.052</td>
<td>0.038</td>
</tr>
<tr>
<td>Elect. 3</td>
<td>0.033</td>
<td>0.044</td>
<td>0.049</td>
<td>0.044</td>
<td>0.031</td>
</tr>
<tr>
<td>Elect. 4</td>
<td>0.029</td>
<td>0.022</td>
<td>0.019</td>
<td>0.026</td>
<td>0.022</td>
</tr>
<tr>
<td>Elect. 5</td>
<td>0.032</td>
<td>0.027</td>
<td>0.025</td>
<td>0.030</td>
<td>0.125</td>
</tr>
<tr>
<td>Elect. 6</td>
<td>0.173</td>
<td>0.137</td>
<td>0.055</td>
<td>0.125</td>
<td>0.187</td>
</tr>
<tr>
<td>Elect. 7</td>
<td>0.045</td>
<td>0.025</td>
<td>0.038</td>
<td>0.044</td>
<td>0.021</td>
</tr>
<tr>
<td>Elect. 8</td>
<td>0.047</td>
<td>0.031</td>
<td>0.044</td>
<td>0.033</td>
<td>0.033</td>
</tr>
<tr>
<td>Elect. 9</td>
<td>0.070</td>
<td>0.038</td>
<td>0.031</td>
<td>0.032</td>
<td>0.021</td>
</tr>
<tr>
<td>Elect. 10</td>
<td>0.062</td>
<td>0.044</td>
<td>0.048</td>
<td>0.046</td>
<td>0.044</td>
</tr>
<tr>
<td>Elect. 11</td>
<td>0.051</td>
<td>0.053</td>
<td>0.035</td>
<td>0.037</td>
<td>0.080</td>
</tr>
<tr>
<td>Elect. 12</td>
<td>0.029</td>
<td>0.026</td>
<td>0.031</td>
<td>0.031</td>
<td>0.021</td>
</tr>
<tr>
<td>Elect. 13</td>
<td>0.040</td>
<td>0.032</td>
<td>0.038</td>
<td>0.042</td>
<td>0.033</td>
</tr>
<tr>
<td>Elect. 14</td>
<td>0.025</td>
<td>0.035</td>
<td>0.037</td>
<td>0.038</td>
<td>0.031</td>
</tr>
<tr>
<td>Elect. 15</td>
<td>0.033</td>
<td>0.027</td>
<td>0.040</td>
<td>0.050</td>
<td>0.022</td>
</tr>
<tr>
<td>Elect. 16</td>
<td>0.050</td>
<td>0.019</td>
<td>0.036</td>
<td>0.040</td>
<td>0.011</td>
</tr>
<tr>
<td>Elect. 17</td>
<td>0.051</td>
<td>0.022</td>
<td>0.038</td>
<td>0.047</td>
<td>0.014</td>
</tr>
<tr>
<td>Elect. 18</td>
<td>0.056</td>
<td>0.043</td>
<td>0.044</td>
<td>0.054</td>
<td>0.026</td>
</tr>
<tr>
<td>Elect. 19</td>
<td>0.062</td>
<td>0.041</td>
<td>0.050</td>
<td>0.040</td>
<td>0.017</td>
</tr>
<tr>
<td>Elect. 20</td>
<td>0.066</td>
<td>0.043</td>
<td>0.062</td>
<td>0.044</td>
<td>0.027</td>
</tr>
</tbody>
</table>
Table 4.4 Root-Mean-Square (RMS) deviations of measured normalized capacitance data at all 20 electrodes from the actual data read from calibration curve at different sampling times for case #2 (superficial gas velocity = 0.2 m/s, injected ethanol volume = 200 ml)). Electrode positions are shown in Fig 4.1.

<table>
<thead>
<tr>
<th>Sample #1</th>
<th>Sample #2</th>
<th>Sample #3</th>
<th>Sample #4</th>
<th>Sample #6</th>
<th>Sample #7</th>
<th>Sample #9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elect. 1</td>
<td>0.093</td>
<td>0.286</td>
<td>0.087</td>
<td>0.076</td>
<td>0.103</td>
<td>0.090</td>
</tr>
<tr>
<td>Elect. 2</td>
<td>0.076</td>
<td>0.076</td>
<td>0.063</td>
<td>0.066</td>
<td>0.073</td>
<td>0.060</td>
</tr>
<tr>
<td>Elect. 3</td>
<td>0.067</td>
<td>0.060</td>
<td>0.069</td>
<td>0.065</td>
<td>0.071</td>
<td>0.057</td>
</tr>
<tr>
<td>Elect. 4</td>
<td>0.058</td>
<td>0.031</td>
<td>0.051</td>
<td>0.044</td>
<td>0.041</td>
<td>0.033</td>
</tr>
<tr>
<td>Elect. 5</td>
<td>0.072</td>
<td>0.047</td>
<td>0.065</td>
<td>0.059</td>
<td>0.054</td>
<td>0.045</td>
</tr>
<tr>
<td>Elect. 6</td>
<td>0.147</td>
<td>0.130</td>
<td>0.225</td>
<td>0.110</td>
<td>0.172</td>
<td>0.114</td>
</tr>
<tr>
<td>Elect. 7</td>
<td>0.065</td>
<td>0.066</td>
<td>0.065</td>
<td>0.054</td>
<td>0.041</td>
<td>0.039</td>
</tr>
<tr>
<td>Elect. 8</td>
<td>0.052</td>
<td>0.054</td>
<td>0.071</td>
<td>0.044</td>
<td>0.058</td>
<td>0.041</td>
</tr>
<tr>
<td>Elect. 9</td>
<td>0.064</td>
<td>0.080</td>
<td>0.064</td>
<td>0.053</td>
<td>0.052</td>
<td>0.045</td>
</tr>
<tr>
<td>Elect. 10</td>
<td>0.127</td>
<td>0.128</td>
<td>0.150</td>
<td>0.104</td>
<td>0.108</td>
<td>0.092</td>
</tr>
<tr>
<td>Elect. 11</td>
<td>0.075</td>
<td>0.054</td>
<td>0.074</td>
<td>0.100</td>
<td>0.060</td>
<td>0.063</td>
</tr>
<tr>
<td>Elect. 12</td>
<td>0.082</td>
<td>0.061</td>
<td>0.066</td>
<td>0.069</td>
<td>0.046</td>
<td>0.060</td>
</tr>
<tr>
<td>Elect. 13</td>
<td>0.068</td>
<td>0.088</td>
<td>0.064</td>
<td>0.045</td>
<td>0.051</td>
<td>0.032</td>
</tr>
<tr>
<td>Elect. 14</td>
<td>0.065</td>
<td>0.071</td>
<td>0.058</td>
<td>0.035</td>
<td>0.049</td>
<td>0.036</td>
</tr>
<tr>
<td>Elect. 15</td>
<td>0.072</td>
<td>0.080</td>
<td>0.211</td>
<td>0.050</td>
<td>0.054</td>
<td>0.051</td>
</tr>
<tr>
<td>Elect. 16</td>
<td>0.048</td>
<td>0.036</td>
<td>0.045</td>
<td>0.042</td>
<td>0.042</td>
<td>0.024</td>
</tr>
<tr>
<td>Elect. 17</td>
<td>0.064</td>
<td>0.050</td>
<td>0.059</td>
<td>0.057</td>
<td>0.049</td>
<td>0.026</td>
</tr>
<tr>
<td>Elect. 18</td>
<td>0.080</td>
<td>0.055</td>
<td>0.056</td>
<td>0.071</td>
<td>0.048</td>
<td>0.029</td>
</tr>
<tr>
<td>Elect. 19</td>
<td>0.095</td>
<td>0.079</td>
<td>0.079</td>
<td>0.059</td>
<td>0.054</td>
<td>0.028</td>
</tr>
<tr>
<td>Elect. 20</td>
<td>0.084</td>
<td>0.069</td>
<td>0.129</td>
<td>0.242</td>
<td>0.042</td>
<td>0.026</td>
</tr>
</tbody>
</table>

Comparison of Table 4.3 and 4.4 indicates that lower deviations were observed at the lower superficial velocity. For the higher velocity of 0.2 m/s, the data differ considerably from electrode to electrode, confirming the earliest observations of imperfect liquid mixing in the bed. Electrode no. 16, located immediately above the sampling port (see Fig. 4.1), had the smallest
deviations for most sampling times in Table 4.3. According to the procedure followed during sampling, the sampling valve was opened abruptly at the specified sampling time and remained open for less than 5 s to completely fill the small sampling box. This duration allowed the particles to flow down from the top of the sampling port and reach the sampling box. That could be why electrode 16, which is immediately above the sampling port, shows the closest values to the measured data.

Higher deviations observed for a superficial velocity of 0.2 m/s could be due to the effect of short-lived agglomerates which are likely to be created more frequently and observed more often at higher gas velocities. In the small box experiments described in section 4.6.3, agglomerates could not form due to mixing the bed manually (see Fig. 4.12) which differs from the mechanism of mixing in the fluidized bed. The complex effects of imbibition into the pores and evaporation, which are more prominent at higher superficial gas velocities due to more particle-droplet and particle-particle collisions, may also be factors causing higher deviations.

The following procedure was followed to obtain quantitative data for liquid content inside the bed:

1- The measured capacitance data were normalized using Eq. 4.9. Normalized values equal to 1 correspond to a dry bed, whereas higher values indicate the presence of liquid.

2- For superficial gas velocities of 0.15 and 0.2 m/s, the calibration line shown in Fig. 4.13 was used to estimate the corresponding liquid-to-solid mass ratio. This was repeated for all time intervals to find the liquid content at all 20 electrodes.
Following the procedure described above, the changes of the liquid-to-solid ratio at two different superficial gas velocities with time, averaged for all 20 electrodes, are depicted in Fig. 4.14. For the higher superficial gas velocity (0.2 m/s), the liquid content reached a greater value at the beginning of injection and dried more rapidly, consistent with the results in Fig. 4.11.

![Graph showing mean liquid-to-solid mass ratio measurements over time for different superficial gas velocities.](image)

Figure 4.14 Mean liquid-to-solid mass ratio measurements of all 20 electrodes vs. time at different superficial gas velocities for injection of 200 ml ethanol over a time span of 30 s.

### 4.7 Liquid distribution inside FCC pores

One of the main objectives of the present study was to understand the effect of FCC particle porosity on liquid distribution inside the bed. During the experiments, it was observed that injection of the same liquid volume into a bed fluidized at different superficial gas velocities resulted in different liquid contents in the bed.
In order to investigate this issue further, the HB43-S Halogen moisture analyzer by Mettler Toledo, used in section 4.6.1, was again utilized. The fluidization system was the same as the set-up whose properties are listed in Table 4.1, with superficial velocities of 0.20 and 0.25 m/s. Liquid injection was initiated 150 s after fluidization began and lasted about 30 s. 100 s after termination of liquid injection, a sample was withdrawn from the sampling port (see Fig. 4.1) and immediately taken to the analytical lab for moisture content determination, similar to the procedure described in section 4.6.1. Drying kinetics were determined by inspecting the FCC drying curves, allowing the portion of the injected ethanol which entered the FCC pores to be estimated.

The moisture removal for the system with a superficial gas velocity of 0.20 m/s, shown in Fig. 4.15, was determined at each step by multiplying the given M% by the dry weight reported by the HB43-S at the end of the experiment. As shown in Fig. 4.15, the moisture content followed a non-linear curve. The section with a steep slope corresponds to evaporation of interstitial liquid, whereas the lower slope section (starting after 50-100 s) is believed to correspond to moisture removal from inside the FCC pores.
It was observed that at superficial gas velocities of 0.20 and 0.25 m/s, most liquid was not distributed in the pores, but as interstitial liquid. However, increasing the superficial velocity seems to have affected this distribution, as shown in Table 4.5. This is consistent with initial observations in the injection experiments where in-pore moisture content was higher for a higher superficial gas velocity.

A tentative reason could be the effect of superficial gas velocity on solid-liquid mixing inside the bed. As the velocity increases, a larger portion of the interstitial liquid is likely to be absorbed inside FCC pores resulting in more liquid in the pores. This ultimately results in extended liquid vaporization time inside the bed, as observed in the experiments.
### Table 4.5 Liquid distribution in pores and in interstices

<table>
<thead>
<tr>
<th>Superficial gas velocity</th>
<th>Amount of ethanol injected</th>
<th>Percent of Liquid content in Sample 1: 4 min after injection</th>
<th>Percent of Liquid content in Sample 2: 7 min after injection</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.20 m/s</td>
<td>200 ml</td>
<td>Pores: 30% Interstitial: 70%</td>
<td>Pores: 33% Interstitial: 67%</td>
</tr>
<tr>
<td>0.25 m/s</td>
<td>200 ml</td>
<td>Pores: 33% Interstitial: 67%</td>
<td>Pores: 42% Interstitial: 58%</td>
</tr>
</tbody>
</table>

### 4.8 Conclusions

Liquid ethanol was injected into fluidized beds of FCC and sand. The results indicated that little or no wetting was obtained when ethanol was injection into a bed of sand, Hence analysis was carried out only for injection into FCC. The effects of fluidization velocity and internal FCC porosity were investigated in this study and it was found that:

1. In the case of injection of a volatile liquid (ethanol), if the injection time is relatively small or the amount of liquid injected into the bed is not enough to cover all particles, the assumption of perfect liquid-solid mixing is not appropriate. This was concluded by comparing liquid measurements from normalized capacitance measurements on samples taken at the sampling port (see Fig. 4.1).

2. Elevating the gas superficial velocity resulted in detection of more liquid inside internal pores, and consequently higher moisture content inside the FCC particles.

3. An approach was proposed to quantify the liquid-to-solid mass ratio inside the bed based on capacitance measurements. The quantitative results confirmed earlier
observations, showing that higher gas superficial velocity resulted in faster drying and more liquid content inside the particles. These results give some insight into the underlying mechanisms of liquid imbibition into pores and evaporation inside the bed, studied further in Chapter 5.
Chapter 5: Liquid Imbibition/Vaporization Model in Porous Media

5.1 Background

The purpose of this chapter is to study distribution and vaporization of liquid injected into a fluidized bed containing FCC particles using numerical techniques. CFD simulations were conducted based on existing models, modified to more fully capture the physics of the experiments described below. Different simulations were performed with operating conditions matching those used to obtain experimental data, for injection of liquid into the bed.

5.2 Experiments

Experiments were conducted by collaborating partners at British Columbia Research Institute (BCRI) in a two-dimensional column containing FCC particles as depicted in Fig. 5.1. Because the experiments relevant to this chapter were done for a commercial client, it is not possible to fully describe all details of the equipment and results. The liquid evaporation was monitored by continuously measuring the concentration of evaporated liquid (ppmv) in the vapor phase at two sampling points, SP4 and SP5, shown in Fig. 5.1. Evaporated liquid concentrations were measured using thermal conductivity detectors (TCDs) at sampling rate of 1 Hz. Heptane (98% wt.) was used in these experiments as a model liquid for industrial tests. Hence, heptane is the liquid considered in this chapter. The liquid injection was initiated 120 s after fluidization and continued for 73 minutes. The injection was stopped and the bed was allowed to dry for 53 minutes. It is not feasible to consider the complete process due to the long run-time of the experiments. Therefore, in this chapter the whole process of liquid injection experiments is divided into three stages:
A) Liquid injection starts into a dry bed with liquid film forming around the particles and then imbibed into particle pores. The simulation results are then analyzed in section 5.6.1.

Figure 5.1 Experimental setup and location of sampling points SP4 and SP5 which are on the same face of the column.
B) Liquid injection continues beyond the state where all particle pores are saturated with liquid. It is assumed that there is no further imbibition and evaporation is driven by convection from the outer surface of the particles to the surrounding air. The results are discussed in section 5.6.2 below.

C) Liquid injection stops, and the bed is allowed to dry. There is initially no liquid film around the particles, and evaporation is considered to take place from inside particle pores to the surrounding air.

CFD simulation studies are performed for stages A and B. The starting point of transition from state A to B was judged based on observations described in section 5.6.1. Experimental results obtained in section C were analyzed, and a methodology is proposed to capture the mechanism of drying in that stage. Uncertainties remain due to complexity of experiments, and the conclusions plus proposed approach in this chapter are based on a rational explanation of the results obtained from CFD and comparison with experimental data. Note that the interpretation of CFD results and explanations given for lack of agreement between CFD and experimental results in subsequent sections are based on the observed trends of experimental data obtained from BCRI.

A description of the model and details of the simulations are provided in the following sections, together with a comparison between simulation results and experimental data.

5.3 Physics

Liquid-particle collision, film formation, imbibition and drying are shown schematically in Fig. 5.2. Recently, Terrazas-velarde et al. (2011a, 2011b) proposed a methodology to derive an equation to describe the relationship between “h” (liquid film height) and “y” (penetrating
liquid distance). In this work, the same methodology is followed to derive a new set of equations based on assumptions outlined in subsequent sections.

![Figure 5.2 Schematic of liquid film formation and penetration inside the pores.](image)

Liquid injection in an actual fluidized bed is a complex three-phase process. In order to model the process of liquid distribution in the bed, several simplifying assumption are required. Some assumptions in this section are based on previous experimental observations and studies by earlier research groups. The validity of these assumptions is later checked by conducting CFD simulations and comparison with experimental results.

Following the liquid injection and distribution, there are three different physical phenomena as follows, with assumptions listed in each part. These form the basis of derivations in subsequent sections:

- Assumptions for collisions:
  - The velocity of liquid spreading around a particle is assumed to be equal to the collisional velocity. This assumption is based on direct numerical simulations by
Ge and Fan (2006) in which the spreading speed of the liquid film on the particle surface was reported to be close to the initial impact velocity.

- The spreading velocity is assumed to be constant.
- The liquid has perfect wettability on the surface of particles, resulting in dynamic and static contact angles equal to zero: Alkanes (including hexane and heptane) are low surface energy liquids, which completely wet the powders (Yildirim, 2001).
- Particle density change due to liquid coating and imbibition is negligible
- Upon collision and transfer of liquid, the liquid is distributed uniformly over all particles contacted by the liquid.

- Assumptions for imbibition:
  - Three types of liquid are considered in this work: liquid film around the particles free-liquid which is separated from the particle surface and imbibed liquid inside the pores.
  - Injection of liquid increases the liquid film thickness around the particle and imbibition starts immediately upon liquid film formation which is predicted based on a balance of forces as described in section 5.3.1 below. If the liquid film thickness satisfies the agglomerate formation criteria discussed in section 5.3.4, the excess liquid is designated as agglomerate liquid, which cannot be imbibed, but is available for vaporization. The detailed mechanisms of agglomerate

---

4 “Agglomerate” in Chapters 4 and 5 includes interface liquid that fills the space between particles and holds the particles together.
formation, breakup and interaction between agglomerates are complex and are not included in the present study.

- The mechanism determining imbibition involves a balance of capillary and viscous forces.

- Pores are modeled as equi-spaced cylinders with length equal to the particle diameter and pore diameter on the scale of nanometers. The pores are assumed to be open-ended, extending from one particle surface to the opposite particle surface.

- Imbibition is considered to take place from the liquid film on the surface of the particle to the center of the particle through cylindrical pores. The liquid film thickness decreases based on liquid evaporation and the balance between capillary and viscous forces, as described in section 5.3.1.

- Increased gas pressure in particle pores resulting from imbibition is not considered in this work.

- Assumptions for drying:
  - Drying is considered to be by mass transfer from the liquid film around wet particles and liquid droplets to the bulk of the gas, with negligible heat transfer resistance.
  - Liquid which penetrates into the pores is conserved and not available for transport to another particle. When there is liquid film around particle, it is assumed that no vaporization occurs from internal pores. Otherwise, liquid evaporation from pores is investigated as outlined in section 5.6.3.
Due to time-scale differences, liquid first penetrates into the pores, and then the remaining liquid film undergoes drying.

Based on the physics and derivations described above and the liquid film growth criterion, the following sequential mechanisms are considered when modeling imbibition:

1- Injection starts at \( t=t_0 \). The particles are dry and there is no imbibition.

2- Liquid droplets reach the first group of particles, resulting in collision between droplets and dry particles.

3- The liquid reaching particles is distributed equally over all wetted particles in a control volume. This is simulated by utilizing the volume fractions of wet particles, obtained from the CFD solver, to calculate the number of wet particles and the corresponding initial liquid layer covering all wet particles. The liquid is transferred by two mechanisms: from liquid phase to dry particles, transforming dry particles to wet ones, and from wet particles to dry ones as a result of collisions between particles. As soon as the liquid film forms, i.e. its thickness \( h_0 \) exceeds zero, imbibition by capillary effect begins to occur, as well as drying. Once particle pores are filled completely with liquid, there is no further imbibition.

4- Upon contacts between liquid and particles, \( h_0 \) begins to grow on the wet particles, while at the same time decreasing due to drying and imbibition. The initial liquid film thickness is calculated based on a balance of total liquid entering the bed and evaporation in the bed. The liquid film is assumed to grow until an agglomerate is formed. At this stage, it is assumed that the liquid film growth stops, and the excess liquid is designated as interstitial liquid that is not attached to the particle.
5- The volume of liquid in agglomerate form (liquid bridges) is then calculated and the movement of agglomerate is tracked in the CFD solver. Despite formation of agglomerates, a mono-disperse granular model is considered for modeling of the solid phase for simplicity.

6- Imbibition due to capillary forces continues until all particle pores are saturated with liquid. Based on the experimental observations, this process takes some time, until the particles are saturated with liquid, and then only drying is available as a means of decreasing the liquid film height. There is no further liquid intake into the pores after saturation.

5.3.1 Imbibition model

The goal in this section is to derive an equation to describe the relationship between “h” (liquid film height) and “y” (penetrating liquid depth), and then to derive an equation to calculate the amount of liquid imbibed into pores. The mass of the liquid film can be expressed as:

\[ M_{\text{film}} = \rho_l V_{\text{film}} \]  
Eq.5.1

Here \( M_{\text{film}} \) and \( V_{\text{film}} \) are the mass and volume of liquid film calculated as:

\[ V_{\text{film}} = \pi h \left[ (h + d)^2 + \frac{1}{3} h^2 \right] \]  
Eq.5.2

where “h” is the height (thickness) of the deposited liquid film (see Fig. 5.1). Combining Eqs. 5.1 and 5.2, the change of liquid mass can be written as:

\[ \frac{dM_{\text{film}}}{dt} = \rho_l \pi (d + 2h)^2 \frac{dh}{dt} \]  
Eq.5.3
On the other hand, the change of liquid mass around the particle appears as a penetrating liquid inside the pores and can be expressed as:

\[
\frac{dM_{\text{film}}}{dt} = -N_{\text{pore}} \frac{dM_l}{dt}
\]

Eq.5.4

where \(N_{\text{pore}}\) is the number of pores inside the particle, calculated from:

\[
N_{\text{pore}} = \varepsilon_p \left( \frac{A_{\text{wet}}}{A_{\text{pore}}} \right)
\]

Eq.5.5

\[
A_{\text{wet}} = \pi d_p^2
\]

Eq.5.6

\[
A_{\text{pore}} = \pi r_{\text{pore}}^2
\]

Eq.5.7

where \(\varepsilon_p\) is the intraparticle porosity and \(A_{\text{wet}}\) corresponds to the wet surface area, which is the surface area wetted by droplet, and \(A_{\text{pore}}\) is the pore cross-sectional area. The mass of liquid in a cylindrical capillary at any time is given by:

\[
M_l = \rho_l V_l = \rho_l \pi r^2 y
\]

Eq.5.8

Hence

\[
\frac{dM_l}{dt} = \rho_l \pi r^2 \frac{dy}{dt}
\]

Eq.5.9

where “r” is the pore radius, \(y\) is the vertical distance from the surface of the particle to which the liquid penetrates and \(V_l\) is the volume of liquid in the particle pore. Substituting equations 5.5 and 5.9 into equation 5.4 and combining with equation 5.3, we can derive the relation:

\[
\frac{dh}{dy} = \varepsilon_p \frac{d^2}{(d_p + 2h)^2}
\]

Eq.5.10

\[
\int_{h_0}^{h} (d_p + 2h)^2 dh = \varepsilon_p d_p \int_{0}^{y} dy
\]

Eq.5.11
where $h_0$ is the initial liquid film height at the start of the penetration process.

At the next stage, an equation is required to relate the penetration length ($y$) to liquid and to the pore properties. According to Washburn (1921), liquid penetration inside the pores can be described based on a force-balance:

$$F_{ca} + F_{hs} = F_{gr} + F_v$$

Eq. 5.13

where $F_{ca}$, $F_{gr}$, $F_{hs}$ and $F_v$ are the capillary, gravity, hydrostatic and viscous forces, respectively.

Eq. 5.13 is based on the assumption of open-pores at both ends and a uniform liquid film thickness around the particles. The forces are described by:

$$F_{ca} = 2\pi r \sigma_l$$

Eq. 5.14

$$F_{gr} = \pi \rho_l g r^2 y$$

Eq. 5.15

$$F_v = 8\pi \mu l y \frac{dy}{dt}$$

Eq. 5.16

$$F_{hs} = \pi \rho_l g (h_0 - h) r^2$$

Eq. 5.17

Here $\mu_l$ is the liquid viscosity, $\sigma_l$ the liquid surface tension and “$r$” is the pore radius. For the case studied in this section, capillary and viscous forces act in opposite directions. The hydrostatic force would act in favor of imbibition and is on the same side as the capillary force. Gravity may accelerate or reduce imbibition, depending on the position of the deposited droplet. If the liquid is imbibed downwards through the top section of the particle, then gravity accelerates penetration. On the other hand, if imbibition is upwards starting at the bottom section, then the
gravity force reduces the penetration speed. Terrazas-Velarde et al. (2011a; 2011b) assumed that
the effect of gravity, on average, can be neglected, due to continuing rotation of the particles
which contributes to occurrence of both cases described. The same assumption is adopted in the
present work. Eq. 5.13 assumes that the end of the pores at which imbibition begins is aligned
with the gravity vector.

The pore diameter is on the scale of nanometers, whereas the liquid film thickness (h), at
its maximum, is on the scale of microns. Therefore, the hydrostatic force given by Eq. 5.17 can
be neglected compared to other forces described above. Eq. 5.15 then becomes:

\[ F_{ca} = F_v \quad \text{Eq. 5.18} \]

After substitution of equations 5.14 and 5.16 into equation 5.18, liquid penetration due to
capillary effects can be estimated by solving the differential equation:

\[ \frac{dy}{dt} = \frac{\sigma r_{pore}}{4\mu_l} \quad \text{Eq.5.19} \]

Considering the initial condition of \( y(t=0) = 0 \), the solution is:

\[ y = \sqrt{\frac{\sigma r_{pore}}{2\mu_l}} \cdot t \quad \text{Eq.5.20} \]

Finally, substituting Eq. 5.12 into Eq. 5.19 and solving for t, we obtain an equation for imbibition
time:

\[ t_{imb} = \frac{2\mu_l}{(e_p d_p^2)^2} \times \frac{\left( (h_0 - h_{imb}) d_p^2 + 2 d_p (h_0 - h_{imb})^2 + \frac{4}{3} (h_0 - h_{imb})^3 \right)}{\sigma r_{pore}} \quad \text{Eq.5.21} \]

Equation 5.21 can be rearranged to provide a cubic equation which is then solved for the height
decrease due to imbibition \( (h_0 - h_{imb}) \):

\[ \frac{4}{3} (h_0 - h_{imb})^3 + 2 d_p (h_0 - h_{imb})^2 + (h_0 - h_{imb}) d_p^2 + \alpha \cdot e_p d_p (\frac{\sigma r_{pore}}{2\mu_l})^{1/2} \cdot t^{1/2} = 0 \quad \text{Eq. 5.22} \]
By regarding “t” as the simulation time-step, the corresponding imbibition height at each time-step is calculated by solving Eq. 5.22. The outcome of the first set of simulations indicates that there is only one physically reasonable solution for \((h_0 - h_{imb})\) in Eq.5.22.

### 5.3.2 Drying experiments and models

Drying by mass transfer is due to the combined effects of convection and diffusion. The former is expected to be the dominant mechanism when there is a liquid film around particles, whereas the latter is expected to govern when the drying occurs in particle pores. In order to test this hypothesis, simple experiments were conducted to determine the drying rate from internal pores of stationary particles. Experiments were conducted in two phases:(1) ambient conditions \((T=21 \, ^\circ C)\), and (2) heated conditions \((T=60 \, ^\circ C)\). About 40 g of a mixture of FCC particle stirred and wetted with pure heptane was put in a Pyrex petri glass and kept under sealed condition for about 4 hours to ensure complete imbibition of liquid inside the particle pores. The wet mixture was then placed on a weighing scale (with 0.01 g accuracy) and a table fan was turned on to blow air over the wet sample on the scale (Fig. 5.3). The table fan speed was altered between settings of 1 and 3 corresponding to a range between 1000 and 1750 rpm. The change of weight due to vaporization is then plotted versus time to monitor the change of slope.
Fig. 5.4 plots mixture weight index (a non-dimensional value obtained by dividing the wet mixture weight by initial dry weight) vs. time for three different blower speeds at ambient conditions. The simulated and experimental conditions were identical in all three cases. The constant rate region occurs between 70 to 100 s of drying, due to vaporization of liquid film around particles and any liquid bridges between particles. Then there is a falling rate region where noticeable change in slope due to evaporation of liquid from inside the particle pores. Despite an increase in fan speed, the slope in falling rate region of drying does not show a significant change. The time required for complete drying was observed to be the same for all three fan speeds, implying that forced convection is not the dominant mechanism and that the evaporation occurs from inside particle pores due to diffusion effects.

In the second set of experiments, a mixture of particles and heptane was heated in an oven to 60ºC. A heat gun was utilized to provide hot air at 60ºC to blow over the mixture. The results shown in Fig. 5.5, depict a steeper slope of drying compared to the ambient condition tests. It was observed that convection dries the surface almost immediately, leaving evaporation...
from pores for most of the time included in Fig. 5.5. The slope of the drying curve for heated conditions was about 10 times the slopes of the drying curve for ambient conditions, implying a strong effect of temperature on the diffusion coefficient. The temperature-dependence of diffusion coefficient is often expressed as:

\[ D_T = D_0 \left( \frac{T}{T_0} \right)^n \]  

Eq. 5.23

where \( D_T \) and \( D_0 \) are diffusion coefficients at temperatures \( T \) and \( T_0 \). Exponent “n” has been reported to be equal to 2 (Beyhaghi et al. 2014) or 1.75 (Fogler, 2004). This is in agreement with the experimental results presented in this section where the exponent was close to 2.

Figure 5.4 Mixture weight index (non-dimensional) vs. time (s) at ambient condition for three fan speeds (1000, 1400 and 1750 rpm). The circles show transition in drying from falling to constant rate.
5.3.3 Drying model

5.3.3.1 Convection drying

The transient change of liquid mass around the particle due to vaporization can be described (Ennis et al. 1991) as:

\[
\frac{dM_{film}}{dt} = A_{film} \beta \rho \left( y^* - y_g \right)
\]

Eq.5.24

where \( A_{film} \) is the surface area (including pore surface) of the liquid deposited on the particle surface, \( \beta \) is the mass transfer coefficient and \( y^* \) is the vapor molar fraction at saturation obtained from:

\[
y^* = \frac{P_{v}^*}{P}
\]

Eq.5.25

\( P_{v}^* \) is the saturation vapor pressure and \( y_g \) is the vapor molar fraction in the bulk gas. Comparing the right-hand-side (RHS) and solution to Eqs 5.4 and 5.24, we find that the imbibition is one to
two orders of magnitude faster than the drying process. Hence it is assumed that liquid first penetrates into the pores after which the remaining liquid film undergoes drying.

Combining equations 5.24 with equation 5.3 yields:

\[(h_0)_{new} = h^* - h_{dry} = \beta \frac{\rho_v}{\rho_l} (y^* - y_g). t\]  \hspace{1cm} \text{Eq.5.26}

where \(h^*\) is the height of liquid film remaining after penetration \((h_0 - h_{penetration})\), and “\(h_{0\text{new}}\)” is the new liquid film height at which the effect of liquid penetration and drying are both considered. \(\beta\) is the mass transfer coefficient, which can be estimated by the Frossling correlation (Frössling, 1938):

\[\beta = \frac{(2+0.6Re_i^{0.5}Sc_g^{0.33})D_v}{d_p}\]  \hspace{1cm} \text{Eq.5.27}

where \(Sc_g = \frac{\mu_i}{\rho_lD_v}\) is the Schmidt number and \(D_v\) is the diffusivity of liquid in the vapor phase.

5.3.3.2 Diffusion drying

Based on the experimental observations described in section 5.3.2, The drying rate for liquid evaporation from inside particle pores can be determined (Kelly-Zion et al., 2011) assuming a diffusion-dominant mechanism:

\[E = 4r_{pore}D_v\rho_v \frac{P_A}{P_V} \ln \left( \frac{1}{1-(P_V/P_A)} \right)\]  \hspace{1cm} \text{Eq.5.28}

where \(E\) is the mass evaporation rate, \(r_{pore}\) is the pore radius, \(D_v\) is the mass diffusivity of heptane in air, \(\rho_v\) is the density of heptane in vapor phase, \(P_A\) is the atmospheric pressure and \(P_V\) is the vapor pressure of heptane. The mass diffusivity of heptane in air has been reported to be 7.43 mm²/s (Kelly-Zion et al., 2011) at 25°C. Eqs. 5.28 and 5.23 can then be utilized to estimate the evaporation rate at different temperatures in the experiments.
5.3.4 Maximum liquid film growth

Liquid film growth is a limiting factor in imbibition. One possible scenario is that the liquid film continues to grow due to more impacts with droplets, reaching a limit where the film starts to coalesce with another wet particle, forming an agglomerate. This limit can be referred to as the “minimum film thickness required for agglomeration”. The agglomeration mechanism can be dominated by viscous or capillary forces. In order to check the predominant mechanism, the capillary number (Ca= ratio of viscous forces to capillary force) is calculated over the range of experimental conditions in this work (Donahue et al., 2010). The approximate values used for calculations are listed in Table 5.1, with

\[ Ca = \frac{3\mu \left( \frac{d_p}{4} \right) v}{\sigma h_0} = 0.3 \sim 16 \]  

Eq.5.29

Here “h_0” is the separation distance between two colliding particles and “v” is the relative particle velocity, approximated based on typical granular temperatures. Based on the results, both capillary and viscous forces contribute to agglomerate formation over the range of experimental conditions in this work. However, taking into account the liquid jet region where there is a high collision velocity, leading to higher relative particle velocity, the capillary number shifts towards higher values, suppressing the effect of capillary forces. This is in agreement with Darabi et al. (2009) with respect to agglomerate formation in a typical fluid coker.

In a viscous-dominant approach, a critical Stokes number is used to determine whether or not an agglomerate forms. According to Ennis et al. (1991), the Stokes number for conditions where particles contact each other under wet conditions is:

\[ St_{coalesce} = \frac{2M_{agg} \mu_c}{3\pi \mu d_{agg}^2} \]  

Eq.5.30
with \[ M_{agg} = V_{cap} \rho_l + V_p \rho_p = \left[ \frac{\pi h^2}{2} + \frac{\pi}{3} h^3 \right] \rho_l + \frac{\pi}{6} d_p^3 \rho_p \]
\[ d_{agg} = d_p + 2h_0 \]

where “\(h_0\)” is the height of liquid film around each particle and “\(u_c\)” is the particle collision velocity that could be related to granular temperature. Coalescence occurs when the calculated Stokes number is less than or equal to the critical Stokes number defined (Davis et al. 2002) as:
\[ St_c^* = \ln \left( \frac{h_0}{h_r} \right) \]
Eq. 5.31

where “\(h_0\)“, the thickness of liquid deposited on particles, is taken as the initial separation distance between surfaces of colliding particles, and “\(h_r\)” is the separation distance at the time of collision. There are different length-scales for specifying the viscous-dominant critical separation distance: (i) glass-transition, (ii) lubrication and (iii) roughness length scales (Donahue et al., 2010). The glass-transition criterion is a way to treat a pressure-dependent viscosity where at some high-pressure point, the liquid has infinite viscosity, behaving as a solid (Donahue et al., 2010). The lubrication length scale corresponds to when the particles have sufficient inertia during the collisions to penetrate the liquid layer and decrease it until their separation distance reaches an elastohydrodynamic length scale defined (Davis et al., 2002; Donahue et al., 2010) as:
\[ h_r = \left( \frac{3\pi \mu a^{3/2} v_0 / \sqrt{2}}{2/5} \right) \]
Eq. 5.32

where \(\theta = \frac{2(1-\nu^2)}{\pi E^2}\), \(E\) is the Young modulus of elasticity, \(\nu\) is Poisson’s ratio, “\(a\)” is the radius of the colliding particles, and \(v_0\) is the initial relative velocity of a given particle-pair collision. The roughness length scale is used when the colliding surfaces have sufficiently large asperities. In that case, the separation distance between two objects equals the effective height of the
asperities. In this work, only the lubrication and roughness length scales are considered, with the largest value used as “hr” in Eq. 5.31.

Adding the effect of capillary forces would increase the critical separation distance at which the agglomerates form. Darabi et al. (2009) proposed an approach which considered the effect of both capillary and viscous forces by calculating the maximum possible energy dissipation and total kinetic energy of the colliding wet particles:

\[ L_{t,\text{max}} = 2(W_{\text{vis}} + W_{\text{cap}} + L_c) \quad \text{Eq. 5.33} \]

\[ E_k = mu^2 \quad \text{Eq. 5.34} \]

\( L_{t,\text{max}} \) is the maximum possible energy dissipation, while \( E_k \), \( m \) and \( u \) are the kinetic energy, mass and velocity of the colliding particle, \( W_{\text{vis}} \) and \( W_{\text{cap}} \) are the maximum possible viscous and capillary works, and \( L_c \) is the contact loss. All of these terms were defined by Darabi et al. (2009) at both the approach and rebound stages. If \( E_k \leq L_{t,\text{max}} \), then an agglomerate forms. Otherwise, the colliding wet particles bounce apart, and any existing agglomerate ruptures.

In this work, the maximum liquid film growth is governed by the agglomerate formation criterion described above by Eqs 5.29 and 5.30. Due to the relative complexity of the Darabi et al. (2009) approach, the capillary effect is neglected, and the critical Stokes number is used to characterize agglomerate formation:

\[ St_{\text{coalesce}} \leq St_c^* \rightarrow \text{new agglomerate forms} \rightarrow “h_0” \text{ does not increase further} \]

\[ St_{\text{coalesce}} > St_c^* \rightarrow \text{agglomerate does not form} \rightarrow “h_0” \text{ can increase further} \]
Table 5.1 Properties used when calculating capillary number

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d_p$</td>
<td>100 – 150 microns</td>
</tr>
<tr>
<td>$v$</td>
<td>0.3 ~ 1 m/s</td>
</tr>
<tr>
<td>$h_0$</td>
<td>0.1 - 10 microns</td>
</tr>
<tr>
<td>$\mu_l$ (@ 60°C)</td>
<td>0.0003 – 0.001 Pa.s</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>0.02 N/m</td>
</tr>
</tbody>
</table>

5.4 Structure of the CFD model

The modeling studies in this work are based on the presence of three phases: gas, solid and liquid, each with its own physical properties. Due to the neglect of temperature gradients and heat transfer effect, the only interactions between phases considered here are mass and momentum transfer. Momentum transfer between phases is taken into account based on relevant drag models, whereas mass transfer between the phases is based on the mechanisms outlined in section 5.3.

In order to differentiate dry particles from those contacted by liquid (wet particles), two species are introduced: (a) Dry particles, i.e. particles with no liquid, and (b) wet particles with solid cores (dry particles) coated by a thin liquid film on their outer surfaces. Both species are grouped into a mixture component in FLUENT under the name “particles”. Because these two species do not represent a separate phase, but are considered as descendants of the solid phase, their physical properties such as pressure and viscosity are assumed to be identical to the solid phase and are calculated from the kinetic theory of granular flow. The densities and diameters of dry and wet species are also assumed to be identical for simplicity.
5.4.1 Mass transfer mechanisms

Based on the assumptions described above, the following mass transfer mechanisms between phases/species are considered:

- Mass transfer between liquid droplets and particle mixture \((q_{lp})\)
- Mass transfer between wet particles and dry particles within the particle mixture \((q_{dwet})\)
- Mass transfer between wet particles and the bulk gas due to vaporization \((q_{pg})\)

Since the liquid layer thickness is assumed to be identical for all wet particles, liquid transfer among wet particles is assumed to be negligible.

Next consider collisions between liquid droplets and particles. Mass transfer due to particle-droplet collisions is proportional to the number of collisions. These source terms are described by:

\[
q_{dwet} = m_{pwet} f_{lp, dwet} \quad \text{Eq. 5.35}
\]

\[
q_{lp} = m_i f_{lp, d} \quad \text{Eq. 5.36}
\]

The subscripts \(l\), \(p\) and \(d\) stand for liquid, particle and dry. \(m_{pwet} = \rho_p \pi d_{pwet}^3 / 6\) is the mass of a single wet particle, \(m_i = \rho_l \pi d_i^3 / 6\) is the mass of a single liquid droplet, \(f_{lp, d}\) is the number of collisions between droplets and dry particles per unit volume and time, and \(f_{p, dwet}\) is the number of collisions between wet and dry particles per unit volume at time. We approximate \(f_{lp, d}\) (Iyer et al. 2002; Nayak et al. 2005) by:

\[
f_{lp, d} = \frac{\pi}{4} \left(\frac{6 \rho_l}{\pi d_i^2}\right) \left(\frac{6 \rho_d}{\pi d_{pd}^2}\right) (d_{pd} + d_i)^2 \left|\vec{V}_l - \vec{V}_p\right| \quad \text{Eq. 5.37}
\]

where \(d_{pd}\) is the diameter of dry particles, \(V_l\) is the velocity vector for liquid and \(V_p\) is the velocity vector for particles. Using the same approach and considering two colliding particles to reach each other due to granular temperature, \(\theta\), we arrive at:
Mass transfer due to vaporization, i.e. evaporation of liquid from particle surfaces and agglomerates, is estimated based on the approach described in section 5.3.3.

5.4.2 Modeling species/phase transport

FLUENT solves the conservation equation for species by predicting the mass fraction of each species through the solution of a convection-diffusion equation:

\[
\frac{\partial}{\partial t} (\alpha_i \rho_i X_i) + \nabla \cdot (\alpha_i \rho_i X_i \vec{V}_i) = \nabla \cdot (D_m \alpha_i \rho_i \nabla (X_i)) + q_{ij} \tag{5.39}
\]

where \(\alpha_i\) is the volume fraction of species (i), \(X_i\) is the mass fraction of species (i), \(D_m\) is the diffusion coefficient of species in the mixture and \(q_{ij}\) is a source term, described in section 5.4.1, related to mass transfer between species/phases.

Based on the type and direction of mass transfer (between species or between one species and a phase), the mass source term contribution is reflected in the mass and momentum equations and can be categorized as follows:

- Mass transfer from phase (i) to species (j): \(+q_{ij}\) to species transport equation, \(-q_{ij}\) to phase mass transport equation, \(-q_{ij} \vec{V}_i\) to phase (i) momentum equation and \(+q_{ij} \vec{V}_i\) to the momentum equation of the phase which contains species (j), where \(\vec{V}_i\) is the velocity vector.

- Mass transfer from species (i) to species (j): \(+q_{ij}\) to species (j) transport equation, \(-q_{ij}\) to species (i) transport equation, \(-q_{ij} \vec{V}_i\) to momentum equation of the phase which contains species (i) and \(+q_{ij} \vec{V}_i\) to momentum equation of the phase which contains species (j).
5.4.3 Mechanism of liquid film thickness growth in CFD modeling

After estimating the amount of liquid transferred between liquid phase and solid species, it is crucial to calculate the initial liquid film thickness at the beginning of iteration in each computational cell. The volume fraction of wet particles is calculated by the CFD solver in every iteration by solving the specie transport equation. The number of wet particles in a computational cell is then obtained from:

\[ n_{\text{wet}} = \frac{\varepsilon_{\text{wet}}}{\pi d_p^2} \times V_{\text{cell}} \]  

Eq. 5.40

where \( \varepsilon_w \) is the volume fraction of wet particles, \( d_p \) is the particle diameter and \( V_{\text{cell}} \) is the volume of each computational cell. According to the assumptions, liquid is distributed equally over all particles. In order to calculate the film thickness when there is continuous liquid injection into the bed, overall liquid conservation is checked after each iteration, including total injected liquid, evaporation and liquid located in pores:

\[ V_{\text{film,cell}} = \left[ \left( \frac{\varepsilon_{\text{wet}} V_{\text{cell}}}{V_{\text{wet}}} \right) (V_{\text{inj}} - V_{\text{pore}} - V_{\text{evap}}) \right] / n_{\text{wet}} \]  

Eq. 5.41

where \( V_{\text{film,cell}} \) is the liquid film volume around wet particles in each computational cell, \( V_{\text{wet}} \) is the total volume of all wet particles in the bed, \( V_{\text{inj}} \) and \( V_{\text{evap}} \) are the liquid injected volume, available in droplet form, and evaporated liquid volume, both calculated from the beginning of liquid injection, \( V_{\text{pore}} \) is the volume of liquid in particle pores, and \( n_{\text{wet}} \) is the number of wet particles in the computational cell. This liquid balance check is used to calculate the thickness of the liquid film. This is then tested against the maximum liquid film growth described in section 5.3.4. If the calculated value exceeds the maximum value allowed by the critical Stokes criteria,
then the excess liquid is designated as agglomerate. In this case, it is available only for drying and not for imbibition.

### 5.4.4 CFD solution procedure

The general solution process for the pressure-based coupled solver in FLUENT is depicted in Fig. 5.6. In the initial stage of the iteration loop, FLUENT solves the governing equations of continuity and momentum in a coupled fashion, i.e. simultaneously as a set, or vector, of equations. Species transport equations, described in section 5.4.3, are then solved sequentially. After the conservation and species equations, user-defined properties, including liquid film thickness in each computational cell, are updated. A check for either convergence or additional iterations is performed, and the loop either continues or stops.

Based on the solution algorithm shown in Fig. 5.6 and the CFD modeling considerations discussed in section 5.4.1, the steps in the CFD solution algorithm of liquid injection with imbibition and drying mechanisms present in a computational cell in the vicinity of liquid injection are as follows:
Figure 5.6 Solution Procedure for Pressure-Based Coupled Solver.

1- Prior to liquid injection, the particles are assumed to be dry, and there is no imbibition nor drying. The volume fraction of liquid phase ($\varepsilon_l$) then gradually increases due to liquid injection. As shown in Fig. 5.6, the species transport equation is solved after the conservation equations are solved. Therefore, the volume fraction of wet particles ($\varepsilon_w$) is still zero at this stage.

2- The liquid droplets reach and collide with the first group of particles. The mass transfer source terms described in sections 5.4.1 and 5.4.2 are calculated, and the conservation and species equations are updated. Now the volume fraction of wet particle species ($\varepsilon_w$) gradually increases from zero. The initial film thickness is calculated based on the
equations in section 5.4.3. As soon as the liquid film thickness exceeds zero, imbibition by the capillary effect occurs, as well as drying, each with its own time-scale.

3- The updated liquid film thickness influences the mass transfer source terms, consequently affecting the volume fraction of liquid and wet particles. In the next series of time-steps, the liquid phase volume fraction gradually starts to decrease due to mass transfer between liquid and particles/gas. This converts more dry particles to wet particles, resulting in an increase in wet particle volume fraction. Part of the liquid is vaporized, adding to the gas phase volume fraction. Collisions between dry and wet particles also contribute to the growth of wet particles and distribute them rapidly throughout the entire bed. This mechanism of liquid distribution then continues in subsequent time-steps.

Table 5.2 summarizes the physical properties of the three phases involved in this study.

**Table 5.2 Summary of phase properties for tests at atmospheric pressure and 60 °C**

<table>
<thead>
<tr>
<th>Property</th>
<th>Gas: Air</th>
<th>Liquid: Pure Heptane</th>
<th>Particles: FCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density, kg/m³</td>
<td>1.05</td>
<td>684</td>
<td>1650</td>
</tr>
<tr>
<td>Viscosity, Pa.s</td>
<td>0.000019</td>
<td>0.0004</td>
<td>-</td>
</tr>
<tr>
<td>Surface tension, N/m</td>
<td>-</td>
<td>0.02</td>
<td>-</td>
</tr>
<tr>
<td>Diameter, µm</td>
<td>-</td>
<td>160</td>
<td>150</td>
</tr>
<tr>
<td>Internal porosity, -</td>
<td>-</td>
<td>-</td>
<td>0.75</td>
</tr>
<tr>
<td>Pore radius, nm⁵</td>
<td>-</td>
<td>-</td>
<td>4</td>
</tr>
</tbody>
</table>

⁵Altering the values of pore radius and internal porosity in following studies was found to only affect the time required for all particles to be saturated with liquid that is imbibed into the pores.
5.5 Simulation setup

The experimental apparatus at BCRI is simulated in FLUENT as shown in Fig. 5.1. An initial mesh size, refined in the vicinity of the liquid injection region, is selected to perform preliminary simulations, Mesh studies are included as indicated below. Air enters the system from two inclined distributors at the bottom of the column as shown by the bottom arrows in Fig. 5.1. It leaves the system at the top, while returning solids enter the system at the bottom of the column, as shown by the arrow on the right side of Fig. 5.1, just above the liquid injection boundary. The liquid injection nozzle is treated as a liquid mass-flow inlet boundary, as shown by the side entry left arrow in Fig. 5.1. The geometric details are listed in Table 5.3. Pressure outlet and velocity inlet boundary conditions are set for gas exit and entry. For the inlet bottom, uniform gas velocity is specified at 0.37 m/s, based on total inclined area, with no particles entering the domain. For the side walls, a no-slip boundary condition for the gas phase and Johnson and Jackson (1987) partial-slip condition for the solid phase are applied. In order to preserve the mass of particles in the bed, the number of particles leaving the system is calculated for each time-step and is then added to the system via a side-entry solid return boundary with the mass flow inlet boundary condition.
Table 5.3 Simulation setup values of operating and geometric quantities

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Superficial gas velocity</td>
<td>0.3-1 m/s</td>
</tr>
<tr>
<td>Column depth</td>
<td>N/A (2D geometry)</td>
</tr>
<tr>
<td>Column width</td>
<td>0.40 m</td>
</tr>
<tr>
<td>Column height</td>
<td>3.79 m</td>
</tr>
<tr>
<td>Static bed height (measured from point “A” shown in Fig. 5.6)</td>
<td>0.65 m</td>
</tr>
</tbody>
</table>

The two-dimensional double-precision (2DDP) computational domain was selected in FLUENT. Convergence criteria of $10^{-3}$ for the continuity and momentum equations and $10^{-4}$ for granular temperature were specified for absolute error monitoring. The laminar flow model was solved for the gas phase using the Phase-Coupled SIMPLE algorithm for pressure-velocity coupling. Second-order upwind discretization schemes were adopted for the convection terms, with the time step varied between $10^{-4}$ and $10^{-3}$ s to reach convergence.

### 5.5.1 Mesh study

Mesh studies for simulations performed with the FB model in 2D require special care as the trend is not similar to cases where conventional drag models are utilized (see section 3.2.3.1). The effect of mesh size on liquid evaporation for the first 5 s of liquid injection is shown in Fig. 5.7. The ordinate is the concentration of heptane in vapor phase at sample point 4 (SP4). It can be seen that refining the mesh from the coarsest size (500 Cells) to 1215 Cells results in a
reduction of the amount of vaporized liquid. However, refining the mesh further results in a significant increase in the predicted amount of vaporized liquid. The reason was the prediction of denser region inside the bed when refining the mesh, which resulted in more particles in computational cells, contributing to a greater volume of liquid formed around the particles, hence to a higher vaporization rate. Referring to the similar behavior when using the FB model in hydrodynamic studies shown in section 3.2.3.1, it is concluded that further refinement of the mesh (> 1215 Cells) could lead to over-prediction of liquid vaporization. Therefore, mesh sizes below 1215 Cells would be an appropriate choice for both hydrodynamics and liquid injection studies. In the present work, we chose 800 Cells as the basis for simulations.

5.5.2 Time-step study

The effect of time-step on simulation results is shown in Fig. 5.8 for liquid evaporation at SP4. Changing the time-step from 0.0001 s to 0.0006 s drastically increased the concentration of heptane in vapor phase. There is also an irregular change of slope in the drying curve when the time-step was increased to 0.0006 s. This can be due to large size of the time-step which cannot correctly capture the dynamics of the system and results in unexpected irregularities. The deviations between the smallest time-step (0.0001 s) and 0.0004 s is acceptable for the purpose of this study. Hence, 0.0004 s was selected as the simulation time-step for the remaining simulations in this chapter.
Figure 5.7 Effect of mesh size on heptane concentration in vapor phase predicted by CFD model.

Figure 5.8 Effect of time-step on heptane concentration in vapor phase predicted by CFD model.
5.6 Results and discussion

5.6.1 A) Effect of imbibition and drying (before pore saturation)

The first simulations investigated the effect of imbibition and drying at the beginning of liquid injection when the particle pores contain no liquid. The case studied here (FCC-1) is based on experimental data from the Syncrude/BCRI cold model for pure heptane injection into a fluidized bed consisting of FCC at high Air-to-Liquid (ALR) ratio. The physical properties of phases are listed in Table 5.4. The bed and injected liquid were kept at the same temperature. The experimental mean particle (FCC) diameter was set at 150 microns. The FB drag model (described in Chapters 2 and 3) was used for gas-particle drag equation. The time-step was set at 0.0004 s. The injected liquid droplet diameter is set at 160 microns. All temperature-dependent properties are extracted for a temperature of 60ºC at atmospheric pressure which corresponds to the operating conditions of the experimental setup for the BCRI experiments of Case FCC-1.

The development of the wet particle volume fraction is depicted in Fig. 5.9. Liquid injection starts after 5 s of dry fluidization. It is shown that, using the current mass transfer model, the liquid is distributed quite rapidly. The wetting process is predicted to start in the vicinity of the liquid jet and continues to the upper section of the bed due to drag effects of the gas and solid particles. It then extends to the bottom of the bed due to particle circulation until the entire bed is wetted by liquid.
Table 5.4 Physical properties for Case FCC-1 at 60°C

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Superficial gas velocity</td>
<td>0.37 m/s</td>
</tr>
<tr>
<td>Mean particle diameter</td>
<td>130-150 µm</td>
</tr>
<tr>
<td>Liquid droplet diameter</td>
<td>160 µm</td>
</tr>
<tr>
<td>Particle density</td>
<td>1650 kg/m³</td>
</tr>
<tr>
<td>Liquid Type</td>
<td>Pure Heptane</td>
</tr>
<tr>
<td>Liquid density</td>
<td>642 kg/m³</td>
</tr>
<tr>
<td>Liquid viscosity</td>
<td>0.00026 Pa.s</td>
</tr>
<tr>
<td>Liquid saturation pressure</td>
<td>35.2 kPa</td>
</tr>
<tr>
<td>Liquid surface tension</td>
<td>0.02 N/m</td>
</tr>
<tr>
<td>Liquid Injection rate</td>
<td>0.093 g/s</td>
</tr>
<tr>
<td>Atomizing air injection rate</td>
<td>0.000167 g/s</td>
</tr>
</tbody>
</table>

Fig. 5.10 shows the imbibition length (y), which is the length inside the pores penetrated by liquid. It is shown that liquid penetration into the pores starts at the end of the liquid jet and then rapidly continues over other sections of the bed. After 5 s of injection, a homogenous imbibition pattern is observed, with the penetration gradually increasing through all particles. After 15 s of injection, the penetration length increases to about 10 µm as shown in Fig. 5.10. The liquid film on particles disappears at the end of each time-step due to evaporation and imbibition effects. It is expected that the simulations need to progress more than 100 s until pore saturation is reached and enough liquid exists in the system to form a film around all particles.
Fig. 5.11 shows the total liquid evaporation which includes evaporated liquid from particle surfaces, droplets and agglomerates (if any). The units for measuring the evaporation in this work is the concentration of evaporated liquid (ppmv) in the vapor phase that is measured at sampling points (SP4 and SP5 in Fig. 5.6). It is shown that at early stages, a maximum heptane concentration of 30 ppmv in the vapor phase occurs in the liquid jet area, but rapidly reduces to less than 1 ppmv.

This can be due to liquid penetration inside the pores which conserves the liquid and prevents further evaporation. After 15 s of liquid injection, only droplet evaporation continues in the bed, and evaporated liquid continues to move up the column, leaving the system through the outlet boundary.
Figure 5.9 Development of wet particles volume fraction over first second after initiation of liquid jet.
Figure 5.10 Development contours of imbibed liquid height (m) inside pores. Scale is in m.
Figure 5.11 Concentration of heptane (ppmv) in vapor phase mapping.
Figure 5.12 Experimental data (moving averaged over 5 s) for evaporated liquid concentration in case FCC-1.

Vertical and horizontal dashed lines indicate initiation of liquid injection and error margins, respectively for location of SP4, per Fig. 5.1.

The experimental data indicate no significant evaporation for several minutes after initiation of liquid injection. This is apparent in Fig. 5.12 where the horizontal dashed lines show the oscillations before the initiation of injection (denoted by the vertical dashed line) and the extent of measurement errors by the analyzers SP4. It is seen that noticeable evaporation at SP4 was detected about 300 s after the initiation of liquid injection. Delay in appreciable evaporation can be due to the effect of particle pore and liquid imbibition, which delays evaporation from the liquid surfaces. The simulation results for mean liquid imbibition height in the bed vs. time is shown in Fig. 5.13. Extrapolating the trend depicted in Fig. 5.13, it appears that the imbibed
liquid will reach the maximum limit of 75 microns (after which the pores are completely saturated with liquid) about 200 s after initiation of liquid injection. This is consistent with experimental results shown in Fig. 5.12 which indicates the dominant effect of liquid imbibition in the early stages of liquid injection.

![Figure 5.13 Average liquid imbibition height (m) vs. time (s) after initiation of liquid injection. The dashed line shows the maximum imbibition capacity.](image)

**5.6.2 B) Effect of imbibition and drying (after pore saturation-injection continues)**

Particle pore saturation refers to the state where all particle pores are filled completely with liquid. Imbibition of liquid into pores is the dominant mechanism before the pores become saturated with liquid, as discussed in the previous section. Drying during this period is minimal. Due to the long simulation time required to reach pore saturation, a separate set of simulations was performed starting from the saturation point. The evaporation is then considered to take
place due to convection from the liquid layer around particles and is calculated from equations in section 5.5.1, with any further liquid imbibition into particle pores neglected.

With 300 s after initiation (at time 0) of liquid injection as the basis of comparison in this section, Fig. 5.14 shows the experimental measurements of liquid evaporation at locations SP4 and SP5 (see Fig. 5.1) with CFD results. The experimental results and CFD predictions were averaged every 5 s.

![Figure 5.14 Time-average experimental and CFD results for liquid evaporation at sample points SP4 and SP5, per Fig. 5.1.](image)

It is seen in Fig. 5.14 that the CFD results tend to under-predict evaporation at the beginning, then rising after 100 s to the point where there is fair agreement with experiments,
and then continuing to increase and deviate from experimental results. Note that the evaporation trend predicted by CFD showing higher evaporation for SP5 than for SP4 is in agreement with experimental data. SP5 is farther from the liquid jet. The greater heptane concentration in vapor phase at SP5 may be due to the jet propelling the liquid into the denser region where it accumulates and forms liquid films around particles, ultimately increasing vaporization in that region. Despite the fair qualitative agreement in some relatively brief periods of time during which vaporization occurs, the CFD code clearly overpredicts vaporization after 200 s since initiation of liquid injection.

The experimental results for evaporated liquid at SP4 and SP5, up to 2000 s after initiation of liquid injection, are shown in Fig. 5.15. It appears that there may be changes in trend of evaporation implying a combination of convection-diffusion driven mechanism for drying. This effect is not seen in the CFD results shown in Fig. 5.14. A tentative reason can be the complex effect of particle porosity on liquid evaporation. In addition to liquid drying from the surface of the particles, evaporation from inside particle pores allows further liquid imbibition into the pores, decreasing the thickness of the liquid layer around the particles and suppressing the convection drying. This can result in lower slopes of drying compared to the convection-driven mechanism utilized in this study and may explain the over-prediction of liquid evaporation by the CFD model.
Figure 5.15 Experimental results for evaporated liquid concentration (PPMV) at SP4 and SP5 vs. time. The circles indicate possible changes of slope, which could suggest multiple drying mechanisms.

5.6.3 C) Effect of imbibition and drying (after pore saturation-no injection)

The last stage of liquid injection experiments is the state where liquid injection is stopped and the bed is allowed to dry completely in a fluidized state. The experimental results for this stage are shown in Fig. 5.16. Three different drying sections were observed, denoted by numbers 1 to 3 in Fig. 5.16. The first section is the steep constant rate drying which can be attributed to the drying of any free liquid (droplets or agglomerates, if any). The second section can be related to evaporation of liquid film around the particles, and the third to the falling drying rate period featuring evaporation from pores.

Of special interest is the higher drying rate at SP4 vs. SP5, opposite to the behavior observed in both experiments and CFD simulations in section 5.6.2. This supports the role of
liquid jet explained in section 5.6.2 which contributed to the higher evaporation rates at SP5. In the absence of liquid injection, the fluidization hydrodynamics dictate the drying behavior at these two sample points.

In the diffusion-driven drying section 3 shown in the bottom portion of Fig. 5.16, two fitted drying curves are shown with different slopes at SP4 and SP5, again showing the effect of hydrodynamic properties (e.g. particle impact velocity) on the liquid drying behavior. The slope of the drying curves in section 3 of Fig. 5.16 is more than 10 times the slope obtained for the second set of simple drying experiments covered in section 5.3.2 which was conducted at the same temperature as in the BCRI experiments. This finding also implies that the drying kinetics in the last section of drying in Fig. 5.16 are not solely due to diffusion from inside the pores. It also shows the effect of fluidization velocity on drying kinetics, which is in-line with the conclusion from the experiments described in Chapter 4. Based on the observations in this section, a mechanism is proposed to capture the drying kinetics when there is no further liquid injection in the bed, as described below.
Figure 5.16 Experimental results for evaporated liquid concentration (PPMV) at SP4 and SP5 vs. time (after liquid injection stops). Top sub-figure shows the whole drying curve, and bottom one magnifies drying section 3.
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5.6.4 Mechanism for drying from inside particle pores

Based on the experimentally observed drying behavior in Chapter 4 and CFD modeling discussed in this chapter, it was found that considering simple convection-driven or diffusion-driven mechanisms for liquid evaporation from either outer surface of particles or internal pores does not lead to accurate predictions, with the results not matching the trend of experimental data quantitatively. Therefore, a revised mechanism for liquid drying is proposed here for comparison with experimental data:

1- Injection starts at \( t = t_0 \). The particles are dry and there is neither imbibition nor drying.

2- Liquid droplets reach the first group of particles, resulting in collision between droplets and dry particles.

3- The liquid reaching particles is distributed equally over all particles in a control volume.

4- Upon contacts between liquid and particles, liquid film thickness begins to grow on the wet particles, while at the same time the growth is countered due to drying and imbibition. Liquid that is imbibed in the pores is not conserved, but contributes to the drying process. Regardless of whether the internal pores are saturated with liquid or the complete liquid film has penetrated into the pore, drying occurs from both the outer surface of the particles and from inside the particle pores due to convection and diffusion-driven drying mechanisms, respectively.

5- Changes in liquid height inside the particle pores and liquid thickness around the particle results in movement of liquid inside the pores which may bring a portion of the liquid to the outer surface of particles and, at the same time, allow more liquid to be imbibed into pores. A way to estimate this movement is described in the next paragraph.
It can be argued that liquid capillaries inside the pores move due to evaporation and collision of particles. It is also assumed that before evaporation occurs, the liquid height inside the pores reaches a steady level. Both convection and diffusion mechanisms are assumed to be responsible for drying at this stage. When there is no liquid formation around the particles, evaporation is limited by the rate of diffusion. Evaporation from the pores reduces the liquid column height inside the pores. This reduction, along with kinetic pressure exerted from collision of particles, results in movement of liquid inside the pores towards the particle surface. The imbibition of liquid from particle surfaces into the pores together with movement of liquid from inside the pores towards the outer surface would determine the liquid height inside the pores. Based on the capillary dynamics described by Washburn (1921), changes of liquid column height inside a capillary can be expressed by:

\[
\frac{dy}{dt} = \frac{\sum P (r^2)}{8 \mu_l y} \tag{Eq.5.25}
\]

\[
\sum P = P_h + P_s \tag{Eq.5.26}
\]

\[
P_h = h g \rho_l + \frac{1}{2} \rho_s v'^2 \tag{Eq.5.27}
\]

\[
P_s = \frac{2 \sigma_l}{r} \tag{Eq.5.28}
\]

where \( y \) is the length of liquid column inside the pores, \( h \) is the thickness of liquid film around the particle, \( r \) is the pore radius and \( v' \) is the fluctuation velocity of particles, calculated using the granular temperature. Replacing \( v' \) by the granular temperature and solving Eq. 5.25 yields the change in liquid column height:

\[
\Delta y = \sqrt{2 \left( \frac{\frac{3}{2} \rho_s \theta - y_0 g \rho_l + \frac{2 \sigma_l}{r_{pore}} + h g \rho_l}{8 \mu_l \frac{r_{pore}^2}{r_{pore}}} \right)} \Delta t - y_0 \tag{Eq.5.29}
\]
If the calculated liquid height reaches the particle surface, the added liquid would change the liquid film thickness around the particle and the calculation procedure would then be repeated for the next time-step.

5.7 Conclusion

Liquid distribution and evaporation inside a fluidized bed was studied by performing CFD simulations utilizing existing imbibition and drying models and based on a series of assumptions. The modeling predictions were compared to experimental results from liquid injection experiments conducted at the British Columbia Research Institute (BCRI) in Burnaby with heptane as the liquid. Constraint of long run-time in experiments made it essential to perform simulations in stages. The process was divided into three different stages: A) Liquid injection starts into a dry bed with liquid film forming around the particles and then imbibed into particle pores. B) Liquid injection continues beyond the state where all particle pores are saturated with liquid and C) Liquid injection stops, and the bed is allowed to dry.

Simulations were performed for stages A and B. Comparison between CFD predictions and experimental results in stage A indicated a delay in start of liquid vaporization as observed in experiments, possibly due to the effect of particle porosity and liquid imbibition into particle pores. Comparing the CFD-predicted time-average heptane concentration in vapor phase with experimental results in stage B depicted qualitative consistency but quantitative deviations remain. Interpreting the trend of liquid concentration in vapor phase from CFD predictions and experimental data, it was suggested that a convective- or diffusion-based drying model is not sufficient to represent the physics correctly. The assumption of liquid conservation in the pores was found to be not appropriate and a mechanism should be considered for drying from inside
particle pores. Analyzing the experimental data in stage C, different slopes of drying curves at two different locations inside the bed implied that a more complex drying mechanism is involved and hydrodynamic variables such as superficial velocity and particle impact velocity may play a role.

Based on observed deviation, a new mechanism is proposed which takes into account the effect of particle impact velocity and movement of liquid inside the pores which contributes to drying by convective and diffusion effects. The suggested approach can be tested in future research against experimental results.
Chapter 6: Summary, Contribution and Future Work

This chapter summarizes the most important results and observations obtained from the modeling and experiments reported in the thesis. Recommendations for further research are also provided.

6.1 Summary and contributions

1- A novel structure-dependent drag-correction model, named force-balance (FB) model, was developed to correctly capture the hydrodynamics in fluidized beds containing Geldart A particles.

2- The FB model was tested for prediction of hydrodynamic characteristics such as minimum bubbling velocity, voidage distribution, radial profile of particle volume fraction, bed expansion, formation of agglomerates, and circulation patterns in a bubbling fluidized.

Minimum bubbling velocity predictions from the FB model were compared with predictions from DEM simulations by Hou et al. (2012) for an ideal case with identical smooth particles, and the results are in good agreement with the DEM simulations. The FB model was capable of predicting agglomerate formation, capturing the gross solid circulation phenomena and obtaining promising results for radial voidage profiles and bed expansion predictions from both 2D and 3D simulations. The results based on the FB model are consistent with experimentally measured data. Comparison of predictions from the FB model with those from EMMS model showed that only one version of the EMMS model obtained promising agreement with experimental observations, except for bed expansion predictions. The number of cells utilized for the EMMS model was considerably larger than the number needed for the FB model, a significant benefit of
the latter model, with substantial computational savings when performing large-scale simulations. However, careful mesh studies should be conducted, especially in 2D simulations, where increasing the number of cells does not necessarily improve CFD predictions, especially for the FB model.

3- Liquid ethanol injection experiments were conducted at the Institute of Chemical and Fuels from Alternative Sources (ICFAR) of Western University where ethanol was injected into fluidized beds of FCC and sand. The results indicated that little or no wetting was obtained when ethanol was injected into a bed of sand. Hence the analysis was carried out only for injection into FCC. The effect of fluidization velocity and internal FCC porosity were investigated, and it was found that if the injection time of a volatile liquid is relatively small or the amount of liquid injected into the bed is insufficient to cover all particles, it is not appropriate to assume uniformity of composition, referred to as perfect liquid-solid mixing. For the cases studied in these experiments, it was also concluded that elevating the gas superficial velocity resulted in penetration of more liquid into internal pores, and, consequently, higher moisture content in the FCC particles. An approach was proposed to quantify the liquid-to-solid ratio inside the bed based on electrical capacitance measurements. The quantitative results showed that higher gas superficial velocity resulted in faster drying and greater liquid content inside the bed. These results shed some light on the underlying mechanisms of liquid imbibition into pores and evaporation inside the bed.

4- The effect of particle internal porosity on liquid distribution and evaporation in a fluidized bed was studied by performing CFD simulations utilizing existing imbibition and drying models. A new approach was developed, based on a series of assumptions, to incorporate imbibition and drying models in CFD simulations.
The modeling predictions were compared to experimental results from liquid injection experiments conducted at the British Columbia Research Institute (BCRI) in Burnaby with heptane as the liquid. CFD simulations were modified to more fully capture the physics of the experiments.

Different simulations were performed with operating conditions matching those used to obtain experimental data. The effect of particle internal porosity in the early stages of liquid injection was captured by CFD consistently with experimental data. Qualitative agreement was obtained for liquid drying where all particle pores are saturated with liquid and injection continues. However, quantitative deviations were observed, and these were attributed to the more complex effect of convection-diffusion evaporation from liquid layer around the particles and inside particle pores, respectively. Analysis of the CFD results and experimental data where liquid injection was deliberately stopped suggested that hydrodynamic properties such as superficial velocity and particle impact velocities can significantly affect drying kinetics when there is no more liquid injection.

Utilizing the new three-phase modeling approach together with the novel structure-dependent drag correction model, provided a unique set of simulations which gave promising results and shed light on the complexities of liquid injection into gas-solid fluidized beds. Based on modeling results and experimental observations in Chapters 4 and 5, an approach is proposed for testing in CFD which may give better predictions of liquid evaporation from porous particles.

6.2 Recommendations for future work

Despite the fact that the new FB model was found to be capable of predicting important hydrodynamic properties for Geldart Group A group, a definitive conclusion on the effectiveness
of the model requires further simulations and comparisons with experimental data. More work is required in the future to cover a wider range of superficial gas velocities and to compare other hydrodynamic predictions with experimental data. Polydisperse kinetic theory models (Hrenya, 2011) can be considered in the future, instead of mono-disperse theory, to derive a new set of equations for the FB model.

In the case of liquid injection modeling, the simplifying assumptions of convective- or diffusive-driven drying were tested against experimental results. The quantitative deviations suggested a more complex process, involving both drying from particle outer surface and internal porosity, with movement of liquid inside the pores. The proposed mechanism of liquid evaporation from particle surfaces and pores should be tested to make predictions for other systems and then compare these predictions with experimental results. The approach should be further extended to the injection of mixtures of pure liquid and wax to mimic real FCC reactors. The same approach can also be utilized to study liquid distribution and injection in fluidized bed reactors containing non-porous and low-porosity particles (e.g. Fluid Coke).

Combining the new FB model and a working liquid distribution CFD model in the future should provide a useful tool for both academia and industry to better understand the flow behaviour in these reactors and to improve the design and operating of reactors which include liquid injection.
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