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Abstract

Within this thesis the results of a set of four stream table experiments are presented in order to examine the role that bed texture adjustments play in the development of an equilibrium channel form in the presence of large wood. Experiments were conducted using two physical models of Fishtrap Creek, an intermediate sized stream in the interior of British Columbia. While both flumes were Froude-scaled models with fixed banks and mobile beds, Model 1 contained a single grain size representative of the $D_{50}$ of the prototype stream while Model 2 contained a scaled grain size distribution (GSD) of Fishtrap Creek. Two treatments of wood load were run in each model: a moderate wood load (a scale equivalent of 160 m$^3$/m$^2$) and a high wood load (a scale equivalent of 220 m$^3$/m$^2$). Channel morphology was captured at five-hour intervals in order to create DEMs of the evolving bed surface. The results of this study show that bed grain size composition plays a dominant role in shaping channel morphology, even in the presence of large wood. The addition of large wood increased sediment storage which resulted in an increase in reach-averaged bed slope, the magnitude of which was proportional to the wood load added. Large wood also caused new areas of scour and deposition to be imposed onto the channel morphology that had been established prior to the addition of wood, causing an overall decrease in pool spacing and median pool area. The presence of a grain size distribution constrained the range of depth values in the flume as it allowed the bed to self-stabilize by limiting scour depth through the process of armouring. Regardless of the presence of large wood, maximum depths were approximately twice as deep in the single grain size flume and pools were deeper relative to their area. These results highlight the necessity of considering the full grain size distribution when modelling channel response to changes in the governing variables that influence channel morphology.
Preface
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Chapter 1

Introduction

1.1 How Rivers Work

From small mountaineous channels to huge rivers that cut through plateaus and plains, all streams act to shape the landscape. It is generally accepted that, regardless of size, the range of possible forms that channels may exhibit is constrained by the timing and magnitude of flows in the channel \( Q \), the material that is transported and deposited along its length \( Q_b \), and local boundary conditions such as bank strength and bed sedimentology (e.g. Mackin, 1948; Lane, 1957; Millar and Quick, 1993; Montgomery and Buffington, 1998; Eaton and Church, 2004). The relations between these three governing conditions have been described using both empirically-derived equations as well as physically-based theories. Predicting how a channel reacts to changes in one or several of these conditions has long been a source of interest, as changes to environmental drivers within fluvial systems is inevitable.

Although moderate flows can rework both bank and bed material, it is the peak annual discharge, or bankfull flow, that is the most geomorphically effective in shaping channel form (Wolman and Miller, 1960). The magnitude of discharge that a channel experiences is a function of the size of the contributing watershed area (Dunne and Leopold, 1978) and the hydrologic connectivity within the watershed (Jencso et al., 2009). The timing and duration of the peak flows are driven by the general climate of the area and the presence of glaciers or other anthropogenic diversions (e.g. dams or agricultural demands) in upstream areas (Déry et al., 2009).

Material found within a channel reach may either be transported in from upstream or eroded from banks and the surrounding area. The flux of sediment coming into the system, \( Q_b(t) \), influences the relative magnitude of erosion and deposition that occurs within the channel (Montgomery and Buffington, 1998). However, because the ability of the channel to move sediment
through the system ultimately depends on $Q(t)$, the tendency for a channel to aggrade or degrade over a period of time is dictated by the relative ratio of sediment transport capacity to sediment supply (Montgomery and Buffington, 1997).

The size distribution of particles, $Q_b(D)$, that are transported in from upstream reaches or is eroded from channel banks also influence channel morphology. The size of particles relative to the discharge influences the amount of sediment transport that can occur (Buffington and Montgomery, 1999b) while the distribution of sizes present allows for stabilizing processes such as armouring and the development of other features, such as stone cells, to form (Church et al., 1998).

The range of boundary conditions that account for a huge amount of variability in channel morphologies worldwide. Consequently, it is important to consider the geological, fluvial, and, if applicable, glacial legacies of an area when examining channel morphologies. These processes play a part in forming the longitudinal valley slope, $S_v$, which constrains the range of channel slopes that are possible and thereby influences the sediment transport ability of the channel (Eaton and Church, 2004). Bank strength, which is dictated by the cohesiveness of bank sediment and the presence of vegetation, also influences channel form but must be considered relative to bed strength as well as in relation the the width to depth ratio of the channel (Eaton and Millar, 2004; Millar, 2005; Eaton and Giles, 2009).

Outside of the governing conditions, although partially linked to bank stability, in-stream large wood (LW), or wood pieces larger than 0.1 m in diameter and 1 m in length (Hassan et al., 2005), has also been found to influence channel morphology at a channel-unit, channel-reach, and watershed scale (Abbe and Montgomery, 2003; Thompson, 1995; Brummer et al., 2006). Input from adjacent forest areas or transported in from upstream reaches (Webb and Erskine, 2003; Bocchiola, 2011), LW plays a significant role in modifying reach-scale channel hydraulics and sediment transport by increasing flow resistance, and thereby decreasing flow velocity (Buffington and Montgomery, 1999a; Manga and Kirchner, 2000; Wilcox et al., 2006; Davidson and Eaton, 2012). Trapping over 150 % of the annual bed load and sediment yield (e.g. Megahan, 1982; Andreoli et al., 2007), in-stream LW accounts for the storage of more sediment than the amount that is stored in riffles or by other channel obstructions (Megahan, 1982; Thompson, 1995). The volume of sediment stored within a stream channel correlates to the amount of LW present in a stream channel: streams with higher wood loads store more sediment than those with little or no wood (Gomi et al., 2001; Tecle et al., 2001; May and Gresswell, 2003; Davidson and Eaton, 2012). In mountainous terrain, where wood loads are high and streams are of intermediate size, log jams act as one of the dominant storage reservoirs for sediment at a watershed scale (May and Gresswell, 2003).
LW affects where within the stream channel sediment erosion and deposition will occur by altering flow patterns within a stream channel (e.g. Thompson, 1995; Abbe and Montgomery 1996; Buffington et al., 2002; Montgomery et al., 2003). Erosion tends to occur in areas of vortices and flow compression whereas deposition occurs primarily in areas of flow divergence. The areas of backwater often caused by valley dams are key locations of deposition in stream channels as the channel-spanning jam imposes a new, higher base level which results in reduced flow velocities and decreased sediment transport (Lisle 1986; Thompson 1995; Lancaster et al., 2001; Wohl 2011).

A fluvial system in equilibrium, or steady state, is defined as one in which the functional relationship between the input and output variable(s) is invariant for some period of time (Howard 1982; Renwick 1992). Streams in equilibrium often display an optimal channel form, one that is ‘in regime’ with the given hydraulic regime, which is dictated by $Q(t)$ and $Q_b(t, D)$. It must be noted however, that this is a dynamic equilibrium, meaning that although the overall channel dimensions remain relatively fixed (e.g. width-to-depth ratio), the location of bars, banks, pools, and meanders are not necessarily stable through time (Millar, 2005).

The time it takes for a system to respond to a change in one or several of the governing conditions is characterized by its response, or relaxation, time which is a function of the size of the channel network (or stream length), the hydraulic regime, and to a lesser extent, the magnitude of change itself (Howard 1982, 1988). Systems tend to be insensitive to regime changes that cycle on time scales shorter than the response time (e.g. annual fluctuations in discharge and sediment yield) (Howard 1982). Likewise, if input variables cycle at a lower frequency than the response time, the system has time to adjust while remaining in equilibrium (Howard, 1982).

Rapid changes in trends, step changes, pulse inputs, or an intermediate frequency input cycles can cause the morphology of a channel to alter (Howard, 1982). Such changes can be caused by processes and events such as mass movements from valley sides, upstream mining or forestry practices, dam construction or removal, forest fires, and watershed urbanization (Montgomery and Buffington, 1998). Due to the prevalence of such forcings in watersheds worldwide, the morphology of many real world streams are constantly adjusting to changes in their governing conditions.

Despite this, the concept of a steady state channel configuration is pervasive within the field of fluvial geomorphology and underlies much of our qualitative understanding of morphodynamics within fluvial systems (Lane 1955). This is driven by the fact that studies have to assume morphological equilibrium of a channel in order to isolate the role that single variables play in dictating channel morphology.

Regime theory has been developed with the goal of better understanding how channel mor-
phology responds to environmental change (Eaton and Church, 2004). This approach applies the concept of governing conditions to stream channels in order to predict an optimized channel geometry for any given set of conditions. This is accomplished by utilizing relations that incorporate bed material transport, flow resistance, and bank stability (Kirkby, 1977; Chang, 1979; Davies and Sutherland, 1983; Millar and Quick, 1993). Using these, regime models attempt to find single solutions that represent an equilibrium stream geometry configuration for any given set of inputs. While empirical relations, derived from regression analysis of observed channel geometries, have been used to solve for the hydraulic geometry of simple channels, such as canals, rational regime models utilize physically-based equations to guide our understanding of channel response.

A rational regime model proposed by Eaton et al. (2004) predicts that channel stability, and therefore an equilibrium form, is achieved by adjustments made at three scales: grain scale, bedform scale, and reach scale. Adjustments occur at grain and bedform scales through changes to the surface texture and structure (e.g. Ashmore, 1991a; Church et al., 1998; Wilcox et al., 2006). In channels where banks are erodable, changes to flow resistance occur at a reach scale through adjustments to channel gradient achieved through changes to channel sinuosity (e.g. Eaton and Church, 2004).

Understanding how different processes act to shape channel morphology is important in a changing world as humans play a large role in modifying governing processes that act to shape fluvial systems at a range of scales. Development and land use change influence watersheds by increasing runoff in urban areas, by rerouting water for agricultural uses and by limiting sediment supply in areas downstream of dams, among other things (Stromberg et al., 2004). Overlaid on top of that are anthropogenic changes to the climate system which influence many geomorphic processes. Evidence for non-linear changes in cycles of stream discharge, in large part due to changes in precipitation patterns resulting from increased melt of permafrost and glaciers (e.g. Clarke, 2007; Shook and Pomeroy, 2012), have been observed on several continents. By altering temporal patterns of stream discharge, $Q(t)$, this “loss of hydrologic stationarity” in conjunction with increased pressure on our freshwater systems will continue to play a role in altering the morphology of many fluvial systems (Sandford, 2012).

1.2 How Have We Studied Rivers

Our current state of knowledge regarding fluvial systems has come from three principle methods of amassing data: field studies, numerical modelling, and physical modelling, or experimentation. All three methods have their own inherent strengths and weaknesses that must be considered when conducting analysis on the results. In many circumstances, the best understanding of physical
processes is acquired when all three are used in conjunction with one another.

Field studies are based on observations in which quantitative measurements and qualitative classifications are made on real-life systems. Case studies are a type of field-based method of data collection, conducted at one location, in which a single system is studied in depth to better understand the unique context that gave rise to its current state but also in order to get at the underlying processes that drive the system. Field studies may also be undertaken in the form of a survey in which many field sites are examined and the results are compared and contrasted between sites in order to understand the relationship between two or more variables. It is from the results of these multi-site field studies that many empirical relations are derived.

Field studies are very important in shaping our understanding of how the driving forces affect the actual morphology of stream channels, and for guiding the development of conceptual models regarding the functioning of fluvial systems. Additionally, measurements of real stream channels are commonly used to validate the results of numerical and physical models.

Numerical models use empirical and physical relations to model the functioning of systems over a long period of time or for a range of different scenarios. These types of studies rely on pre-existing concepts of how systems operate, which generally have been formed through field observations. Studies that employ numerical modelling are best used to assess patterns that exist within the real world and to construct hypotheses that may be tested using field studies.

While it is very appealing to take the results of numerical models at face value, it is important to recognize that their results are dictated by the choices made by the user as the conceptual model on which it is based as well as which the equations used in the model, whether physical or empirical, ultimately govern the results of the model. Furthermore, the high sensitivity of numerical models to their initial inputs demonstrates the necessity of having reliable measurements of existing systems derived from field work.

Many rational regime models are numerical models that use optimality criterion to obtain the solution for the hydraulic geometry of a channel for a given set of conditions (Millar and Quick, 1993; Eaton et al., 2004). The type of criterion used depends both on the extremal hypothesis is invoked as well as the processes under study. Extremal hypotheses attempt to describe which channel variable(s) is optimized by the fluvial system in order achieve an equilibrium geometry. Examples of such hypotheses include minimizing stream power (Chang, 1979), maximizing sediment transport efficiency (Kirkby, 1977), maximizing sediment transport capacity (White and Paris, 1982; Millar and Quick, 1993; Millar, 2005), maximizing friction factor (Davies and Sutherland, 1983) and maximizing resistance to flow (Eaton et al., 2004). In many ways all of these hypotheses are addressing the same fundamental processes and comparison of the results of different hypotheses for similar conditions have been shown to yield equivalent results (White and
While numerical modelling affords the ability to compare the results derived from the different hypotheses, it does not allow us to determine how river systems actually adjust to change.

Physical modelling is useful in investigating how well hypotheses explain or predict how fluvial systems come into equilibrium. Unlike in field studies, where the results are purely observations of the existing conditions, physical modelling is an experimental method and allows for single or multiple conditions to be varied. Additionally, because physical modelling allows for a decoupling of process from any specific environmental conditions, this type of model is useful for studying relationships and processes that are applicable to entire populations of phenomena rather than single case studies (Hooke, 1968).

Physical modeling has several advantages over data collection in the field. First of all, working in a laboratory or controlled environment reduces the hazards and technical difficulties associated with collecting field data. Many geomorphic and hydrologic processes of interest in fluvial environments occur predominantly during periods of high flow when the ability to collect data is compromised due to logistical and safety constraints (Braudrick and Grant, 2001). For example, high rates of discharge during high flows make stream crossing hazardous, while the increased ability of transport of sediment and debris poses threats to in-stream instruments. Physical experiments permit high flow conditions to be mimicked, allowing for hydraulic and geomorphic variables to be measured, while reducing the risk associated with measurement.

Secondly, physical modeling of stream channels allows us to address the role that specific variables have on complex processes as they allow us to alter a single variable while holding the rest of the system steady. Consequently, it is possible to determine the how changes to a specific variable may alter channel conditions. This type of control also allows us to deconstruct processes that are too complex to fully understand based on field data alone (Wallerstein et al., 2001).

Lastly, the scaling down of models from field prototypes in the field allows us to decrease not only the spatial dimensions of a stream channel, but also the temporal dimension as well, meaning that it becomes possible to study in the time frame of hours to days the effects of processes that, in real life, operate on time scales ranging from years to decades. This is important as the length of time series required to study certain fluvial processes are not readily available and inherently require long periods of time to acquire.

Stream tables, or flumes, are scaled-down physical models of stream channels. Two general types of models exist: prototype models and generic models. Prototype models are scaled versions of a specific stream channel and are used to examine how changes to certain variables affect the system as a whole. “Generic” models (which have also been called “analogue” or “similarity of process” models (Hooke, 1968)) are not models of any specific prototype stream, but instead obey
gross scaling relationships found in fluvial systems and are used to study general fluvial processes. Chapter 2 goes further into detail regarding the methods employed when creating physical models.

Flume experiments began to appear in the scientific literature around the late 1800s and early 1900s. In many of these first studies, the observations made from the models were qualitatively rather than quantitatively related back to the original system (Gilbert and Murphy, 1914). Some of the first modelling techniques that employed scaling equations through dimensional analysis were first described by Buckingham (1915) and later refined throughout the rest of the 1900s by both fluvial geomorphologists and hydraulics engineers alike (e.g. Bruun, 1966; Hooke, 1968; Hebertson, 1969; Schumm et al., 1987; Postma et al., 2008). Key findings from these early studies confirmed that if gross scaling relationships were met it could be assumed that the same morphodynamic processes operated in both the model and the prototype (Bruun, 1966; Hooke, 1968).

Physical models have been used to examine a range of processes in fluvial geomorphology including: sediment transport within channels (e.g. Ashmore, 1988; Young and Davies, 1991), the development of channel pattern (e.g. Schumm and Khan, 1972; Whiting and Dietrich, 1993; Termini, 2009), how channel patterns are sustained through time (e.g. Ashmore, 1991b; Braudrick et al., 2009), how channel patterns change (e.g. Schumm and Khan, 1972; Davies and Lee, 1988), and local scour patterns due to roughness elements within the channel (e.g. Cherry and Beschta, 1989; Kuhnle et al., 2002; Dey and Raikar, 2007; Pagliara and Carnacina, 2010; Bocchiola, 2011).

When designing a flume experiment to examine hypotheses within regime theory it is necessary to consider the conditions that govern channel morphology: water discharge, sediment flux and size distribution, and local environmental factors (e.g. valley slope, bank cohesion, geological history). Manipulating and isolating these many different components within a physical model allow the user to focus in on the relationships between different variables in the system.

Experiments conducted in a generic physical model of a laterally active gravel stream bed by Eaton and Church (2004) examined the relationship between channel geometry and three independent variables, discharge (Q), sediment discharge (Qb), and valley slope (Sv), in order to investigate the hypothesis proposed by Eaton et al. (2004) that adjustments to governing conditions occurs at three different scales. When Q and Qb were varied and changes to channel morphology were possible at all scales Eaton and Church (2004) found that the primary channel adjustments occurred at a reach scale through the modification of channel slope. Changes in grain and bedform scale, such as surface armouring and changes in channel cross section geometry, were found to only contribute in a minor way to the overall changes in channel morphology.

While Eaton and Church (2004) found that adjustments to channel slope occurred through changes in channel sinuosity (i.e. channel length), a similar set of experiments conducted by Madej et al. (2009), found that although channel slope adjusted in response to changes in Qb,
these adjustments occurred through changes in bed elevation driven by aggradation or degradation. Additionally, Madej et al. (2009) observed changes in bed armouring and channel geometry under high sediment feed and zero sediment feed conditions. This response was attributed to the fact that although the streams in both experiments were able to erode through the substrate, the flume bed used by Madej et al. (2009) was narrower than that used by Eaton and Church (2004), meaning that channel migration was limited by the flume walls. These results indicate that if a channel is limited at one scale, in this case at a reach scale, in its ability to respond to changes in governing conditions, this must be compensated for through changes to flow resistance at other scales.

In order to further examine the ability of the system to respond to changes in governing conditions at a bedform and grain scale, Eaton and Church (2009) conducted a set of experiments in which \( Q_b \) was varied in a flume with non-erodible banks. Like what was seen by Madej et al. (2009) in moderate sediment feed conditions, the results from these experiments showed that bed state adjustments were able to compensate for nearly a twofold range of \( Q_b \) without significant changes to channel gradient. However, at high and sediment feed rates, the system was found to experience net aggradation in the upper part of the study reach and was unable to establish a morphologic equilibrium form with respect to the governing conditions.

The results from experiments mentioned above contribute to our understanding of how stream channels adjust to changes in governing conditions. In unconstrained systems with erodible banks, stability is achieved by the channel adjusting its sinuosity to accommodate the imposed conditions (Eaton and Church, 2004). In systems where the channel is constrained or the banks are non-erodible, bed form adjustments can accommodate moderate changes in \( Q \) and \( Q_b \) (Madej et al., 2009; Eaton and Church, 2009).

Given its influence on channel morphology and its prevalence in streams worldwide, large wood in stream channels is another important variable to study in relation to regime theory. In order to investigate the relationship between large wood and reach-scale channel morphology, a set of experiments were conducted on a non-erodible bank flume under the conditions of constant \( S_v \), \( Q_b \) and \( Q \) (Davidson, 2011).

Davidson (2011) found the addition of LW resulted in decreased a reach-averaged flow velocity. This decrease in sediment transport lead to the aggradation of material in the flume, the magnitude of which corresponded to the wood load present in the channel. In the presence of high wood loading, this storage of sediment resulted in a higher reach-averaged bed gradient at equilibrium. Additionally, Davidson (2011) found that the higher spatial variability of local flow patterns around LW pieces increased the heterogeneity of the bed surface as evidenced through the development of a greater number of bed facies patches with wood present.

Altogether, the results of Davidson (2011) suggest that stream channels adapt to increases in
flow resistance caused by the addition of LW by adjusting both at a reach-scale, through changes to reach-averaged gradient, and at a bed form scale, through changes to bed facies. These findings contradict those of Eaton and Church (2009) which predict that, in a non-erodible bank flume, bed state alone should adjust to changes to governing variables and if changes to sediment supply are too large for the channel to adjust to by altering the bed state alone the system will be unable to achieve equilibrium.

1.3 Objectives and Research Questions

Studies that utilize physical models of stream channel reveal that, in highly simplified systems, the stability of the stream boundary dictates whether the channel will accommodate changes in governing conditions either through adjustments at a reach scale in systems where banks are erodible (Eaton and Church, 2004) or through changes in bed state where bank erosion is constrained (Eaton and Church, 2009). Introducing additional roughness elements into a non-erodible flume in the form of modelled large wood pieces, increases the complexity of the response of the system to the newly imposed conditions as both reach-scale and bed-scale adjustments are observed (Davidson, 2011).

This study aims to further examine the morphologic response of stream channels to the addition of wood by i) examining the changes in bed morphology that occur following the addition of large wood and ii) assessing the role that the bed grain size distribution has on channel morphodynamics. The following questions will be addressed in relation to these themes:

1. How does bed texture influence the progression of the channel into equilibrium in the absence of large wood?

2. What are the main differences in equilibrium channel morphology in the absence of large wood when only a single grain size is used compared to when a wide range of grain sizes are present?

3. What impacts does the addition of large wood have on channel morphodynamics?

4. In a non-erodible bank, mobile bed flume, how does the system adjust to accommodate the presence of large wood?

5. In the presence of large wood, what are the main differences in equilibrium channel morphology with and without a full grain size distribution?

6. How do different wood loads influence the resulting equilibrium channel morphology?
1.4 Thesis Organization

Chapter 2 discusses the experimental design of the flume experiments. Issues of scaling of both the prototype models and large wood pieces are introduced and addressed. The prototype stream, Fishtrap Creek, is described and previous work on the field site is summarized. Both the design of the models themselves and the design of the experiments are outlined and the methods of data collection are explained.

Chapter 3 presents the methods used in the analysis of the data. This includes the creation of digital elevation models of the bed surface elevation and depth maps from the bed elevation data and water surface elevations. It also presents a method for identifying pool areas from depth maps.

Chapter 4 presents the results from the flume experiments. Channel morphology is qualitatively assessed based on the digital elevation models of the bed surface. The temporal patterns of erosion and deposition are considered by examining the spatial correlation between subsequent runs. The relative amount and location of sediment storage that occurred in each experiment is presented. Pool morphology is compared between different wood loads and with and without a full grain size distribution.

Chapter 5 discusses the results of this study in relation to the questions outlined in the objectives. This chapter is organized into sections that examine the channel morphodynamics 1) associated with the development of an equilibrium morphology without wood present, 2) those related with the addition of wood, and 3) those linked to the flume coming into equilibrium with wood present.

Chapter 6 summarizes the results of this study and proposes areas of further study related to the main themes that are presented.

Appendix A presents a short study that outlines a LiDAR visualization method developed in order minimize the biasing associated with the hillshading of DEMs using a single angle of illumination.

Appendix B supplies the digital elevation models of the flume bed at the culmination of each run of each experiment.

Appendix C supplies DEMs of difference showing the change in elevation between each subsequent run for all experiments.
Chapter 2

Experimental Design

2.1 Issues of Scale in Physical Modelling

When utilizing flumes, especially prototype models, it is necessary to employ scaling techniques in order to assure that the types of processes and results observed during the experimental runs can be scaled up and applied to the real streams which they are attempting to model. Scaling techniques aim to properly scale key variables are commonly known as ‘pi’ (Π) terms (Peakall et al., 1996). The Π terms differ slightly on whether the model is attempting to simulate sediment transport or not.

For fixed-bed models with non erodible channel boundaries and no sediment transport (i.e. no loose substrate), the Π terms are: the flow Reynolds number ($Re$, Eqn. 2.1), the Froude number ($Fr$, Eqn. 2.2), the relative roughness (Eqn. 2.3), and the channel bed slope (Eqn. 2.4). Fixed-bed models have been used to examine processes that occur in stream channels but are separate from sediment movement, such as wood transport and movement (Braudrick and Grant, 2000; Bocchiola, 2011). The controlling variables that make up these equations for fixed-bed open channel flow model are (Yalin, 1971; Peakall et al., 1996):

- properties of the fluid: the dynamic viscosity ($\mu$) and density ($\rho$)
- boundary conditions of the channel: hydraulic radius ($R$) and surface roughness ($k_s$)
- bed slope ($S$)
- average downstream velocity ($U$) and
- gravitational constant ($g$)
\[ \Pi_1 = \frac{\rho R U}{\mu} = Re \quad (2.1) \]
\[ \Pi_2 = \frac{U}{\sqrt{gR}} = Fr \quad (2.2) \]
\[ \Pi_3 = \frac{k_s}{R} \quad (2.3) \]
\[ \Pi_4 = S \quad (2.4) \]

Mobile-bed studies are more common in practice as they are used to examine key aspects of channel morphodynamics such as sediment transport and/or channel morphology (e.g. Madej et al., 2009; Malverti et al., 2008; Wallerstein et al., 2001; Whiting and Dietrich, 1993; Schumm and Khan, 1972). When a mobile bed model is used, the system is modelled as a two-phase flow comprised of the sediment particles and the overlying fluid. Consequently, in addition to the Re number and the Fr number, other \( \Pi \) terms, namely the relative roughness of the sediment (Eqn. 2.5), the relative density of the sediment (Eqn. 2.6), the grain Reynolds number (Eqn. 2.7), and an expression of the Shields relationship (Eqn. 2.8), must be considered. In mobile-bed experiments, two additional parameters, the sediment density (\( \mu_s \)) and the characteristic grain size of the sediment (\( D \)) are employed in addition to \( \mu, \rho, R, k_s, S, U, \) and \( g \).

\[ \Pi_1 = \frac{R}{D} \quad (2.5) \]
\[ \Pi_2 = \frac{\rho_s}{\rho} \quad (2.6) \]
\[ \Pi_3 = \frac{\rho U_s D}{\mu} = Re_s \quad (2.7) \]
\[ \Pi_4 = \frac{\rho U_s^2}{\gamma_s D} \quad (2.8) \]

In mobile bed studies it is necessary mimic the sediment size distribution of the prototype stream in order to both assure a rough boundary layer and to correctly model sediment transport. The sediment size distribution of a flume is associated with flow and hydraulic constraints (as it dictates \( Re_s \)), bedload transport and deposition, and particle settling. It is also related to bank cohesion in flumes with unconstrained channels. Consequently it is necessary to scale the distri-
bution as accurately as possible. For most prototype–model relationships, this is done by scaling down grain size distribution of the prototype (Madej et al., 2009). It is, however, difficult to maintain accurate sediment scaling in cases where the lower end of the sediment size distribution scales down to less than 300 µm as past this point the $Re^*$ drops lower than 70, meaning that the flow over these particles is no longer fully rough and the dimensionless shear stress of entrainment changes rapidly. This is mitigated against by using sediment only greater than 300 µm.

The cohesion of sediment, and therefore bank strength, can also be changed during scaling down of sediment as clay minerals have different intermolecular forces that sand or gravel. The increase in cohesion of sediment due to the addition of clay has been shown to limit channel erosion in flumes (Schumm and Khan, 1972). This issue is especially relevant for microscale river experiments as it is impossible to truncate the grain-size distribution at silt-sized particles, as is often done in other studies. In response to this issue, studies have shown that it is possible to use alternative materials, such as inert silica flour (Garcia, 1993), Urea type II plastic (Gaines and Maynord, 2001) or small glass beads (Malverti et al., 2008), to replace the clays without affecting the outcome of the experiment drastically.

Models can also be divided into experiments that use unconstrained (mobile banks) and those that use constrained channels (fixed banks). Constrained banks are often used to study the affects of a specific channel pattern on sediment transport and deposition processes, for example, the pattern of channel bars in a sinusoidal channel (Whiting and Dietrich, 1993; Eaton and Church, 2009). Flumes with unconstrained, erodible banks have been used to study how changes in channel pattern are related to changes in sediment discharge or other key variables (e.g. Schumm and Khan, 1972; Wallerstein et al., 2001; Eaton and Church, 2004; Malverti et al., 2008; Braudrick et al., 2009; Madej et al., 2009).

Studies that have used unconstrained channels have also experimented with using techniques to model the presence of vegetation in riparian areas (e.g. Tal and Paola, 2007). This may be done in order to model the elevated bank strength associated with near-channel vegetation and/or assess the that bank stability has on channel migration. Vegetation has been modeled using alfalfa sprouts, toothpicks, and other seeded plants (Tal et al., 2004; Pollen and Simon, 2006; Tal and Paola, 2007; Braudrick et al., 2009). There are still issues that arise when modeling vegetation as the change in bank and soil cohesion that is associated with the roots of riparian vegetation cannot be scaled (Pollen and Simon, 2006).

### 2.1.1 Types of Scale Models

In an ideal situation, all $\Pi$ terms would maintain a 1:1 ratio between the model and the prototype. However, in most situations, it is not possible to accomplish this, meaning that there are one or
more scaling exceptions to be made. It is generally the research objective of a study that dictates
which relationships may be relaxed and which must be preserved.

Froude-scale modeling is a commonly used method of scaling in which the flow conditions
dictated by the Froude number (subcritical vs. supercritical flow) are preserved while those
dictated by the flow Reynolds number (laminar vs. turbulent flow) are relaxed enough that a smaller
experimental model can be created but that the resulting model still experiences fully turbulent
flow (i.e. the flow Reynolds number must remain greater than 2000). This compromise is neces-
sitated by the fact that, without changing the fluid viscosity between the model and the prototype,
it is impossible to satisfy both the Froude and the Reynolds criteria for a scaled-down model.

In Froude-scale models, there is the assumption that the other channel parameters (i.e. relative
roughness, channel slope), along with the Froude number, are correctly scaled between the model
in the prototype. Studies may choose to distort scaling relationships for parameters other than the
$Re$ (and $Re^*$) number in order to build smaller models or to study larger prototypes (Madej et al.,
2009; Peakall et al., 1996). An example of this are distorted Froude-scale models which increase
the horizontal scale relative to the vertical scale while maintaining similarity of Froude number
(Peakall et al., 1996).

While distorted Froude-scale models still attempt to maintain a high $Re$ number (i.e. turbulent
flow), "microscale rivers" operate with laminar flows, meaning that the $Re$ number falls below
2000 (Malverti et al., 2008). The main advantage to these laminar flow models is that time scales
can be greatly reduced, allowing many experiments to be run in a short period of time. In addition,
these "microscale rivers" do not require large laboratories to be run in as are quite small in size,
with flow depths of only millimeters and lengths and widths on the order of tens of centimeters to
meters. There are, however, several issues that arise with this type of scaling technique: (1) these
models are believed to have unrealistic friction coefficients, (2) suspended sediment transport is
not possible due to the absence of turbulence, (3) surface tension at these scales is believed to
effect the physics of channelized flow (Malverti et al., 2008). Despite the limitations that these
issues seem to impose on microscale models, several studies have suggested that it is still possible
to apply the findings from microscale studies to large scale fluvial systems (e.g. Lajeunesse et al.,
2009; Malverti et al., 2008; Davies et al., 2003).

Generic models, which have also been called "analogue" or "similarity of process" models
(Hooke, 1968), are used to examine the underlying processes of large-scale phenomena. As the
name suggests, these models are not scaled from a specific prototype, instead they obey gross scal-
ing relationships and model some processes present in natural systems. Generic models have been
commonly used to examine fluvial responses to sea-level change (e.g. Van Heijst and Postma
2002; Koss et al., 1994) and long-term landscape evolution (e.g. Postma et al., 2008; Van Hei-
The main downfall of generic models are that, unlike Froude-scaled and even distorted-scale models, their results cannot be applied directly to any specific field example. The results from generic models are instead used to describe key trends and processes that underlie the fluvial systems that the model is simulating.

2.1.2 Modeling Large Wood in Stream Channels

When modeling LW in flume experiments, the physical characteristics of the wood pieces must be designed to replicate the properties of LW that makes them influential in channel morphodynamics. The characteristics that are relevant include: wood density (Bocchiola, 2011; Braudrick and Grant, 2001; Wallerstein et al., 2001), piece length (Wallerstein et al., 2001; Braudrick and Grant, 2000; Braudrick et al., 1997), “trunk” shape (Davidson, 2011; Braudrick and Grant, 2001; Wallerstein et al., 2001; Braudrick et al., 1997), and presence of branches and/or rootwads on the pieces (Davidson, 2011; Braudrick et al., 1997). Like bed sediment, LW pieces may be mobile (Davidson, 2011; Braudrick and Grant, 2001, 2000; Braudrick et al., 1997) or fixed (Bocchiola, 2011; Wallerstein et al., 2001) within the flume.

In studies that use mobile LW pieces, the quantity and the placement of pieces will influence channel dynamics, since individual pieces behave differently than log jams made up of several wood pieces (Bocchiola, 2011; Davidson, 2011). Two types of wood loading have been described by Bocchiola (2011): distributed wood loading and lumped wood loading. Distributed wood loading, in which individual pieces enter the stream at random intervals, tends to mimic the addition of wood due to processes such as tree senescence or bank erosion. Lumped wood loading, in which several LW pieces enter the channel at a single point, emulates the addition of wood due to a single event (e.g. forest fires, landslides and debris flows).

2.2 Prototype Stream: Fishtrap Creek

Fishtrap Creek, the prototype stream for the flume models used in this study, is located in the interior region of British Columbia near the town of Barriere and approximately 50 km north of Kamloops. The Fishtrap Creek watershed drains an area of about 158 km$^2$ (Eaton et al., 2010a).

Elevations within the area range from about 300 m a.s.l. to 1600 m a.s.l. The terrain is made up of incised stream channels, steep valley slopes, as well as gently sloping plateaus. Although a large portion of the surficial deposits present in the area are associated with the last glaciation which culminated around 11 500 years BP (Ryder et al., 1991), post-glacial fluvial activity, and mass movements have reworked many of these deposits resulting in a complex assortment of deposit types and landforms. This glacial and post-glacial legacy is indicated by the landforms,
such as drumlins and landslides, visible on the LiDAR image shown in Figure 2.1. The novel method of LiDAR data visualization developed during this thesis research project is described in depth in Appendix I. The relationship between the glacial legacy and the current fluvial processes is notable in Figure 2.1 as Fishtrap Creek and the prototype study area is seen to run through a glacial meltwater channel that extends out to the North Thompson river in the lower right-hand corner of the map.

In August 2003 the McClure forest fire, a high intensity crown fire, burned through 62% (98 km²) of the watershed, killing almost all of the vegetation on the Fishtrap Creek floodplain up to the edges of the stream channel (Eaton et al., 2010a). Since then, several long term studies have been conducted in a study reach located approximately 5 km up from the mouth of the creek, documenting the changes that have ensued since the fire.

The study reach, established in 2004 and shown in Figure 2.2, is located just upstream of a Water Survey of Canada stream gauge (station no. 08LB024) that has been monitoring streamflow almost continuously since 1971. Initially the study reach spanned a length of approximately 130 m and encompassed 11 cross-sections (1-11) (Figure 2.3), however in 2006 the study reach was expanded on either side in order to better accommodate a gravel tracer displacement study (Eaton et al., 2010c). Cross-sections A-H were added on the downstream end and cross-sections 12-19 were added to the upstream end, resulting in a total study reach of 440 m (along the thalweg).

As reported in Eaton et al. (2010a), the study reach itself is relatively steep, with a gradient varying from 1.5-2.0%. With a $D_{50}$ of 55 mm, the surface of the bed is quite coarse while the underlying bed material has a finer $D_{50}$ of 35 mm. The average bankfull width of the channel is 10-12 m. According to the WSC records, the mean annual peak flow, which is on average 7.5 m$^3$/s, occurs during the spring snow melt sometime between April and June.

There have been several studies conducted within the study reach at Fishtrap Creek (see Petticrew et al., 2006; Phillips, 2007; Andrews, 2010; Leach and Moore, 2010). These studies found that Fishtrap Creek had a relatively unusual response to the forest fire, as there was no significant increase in peak flows or suspended sediment loads in the years immediately following the forest fire (Petticrew et al., 2006; Eaton et al., 2010c) in contrast to an increase in suspended sediment that is typically observed post-fire (Keller et al., 1997). Instead, the primary changes have occurred in the channel morphology: there has been a shift from featureless plane-bed morphology to that of a riffle-pool morphology coinciding with an increase in local bed material transport rates (Eaton et al., 2010a,c). Additionally, extensive bank erosion caused some areas of the channel to double in width (Eaton et al., 2010a,c). This morphological change has largely been attributed to changes in the bank strength and stability resulting from a decrease in cohesion as burnt riparian vegetation decays (Eaton, 2008; Eaton and Giles, 2009; Eaton et al., 2010c).
Figure 2.1: LiDAR image of Fishtrap Creek watershed and the surrounding area created from LiDAR data collected in 2007 and visualized using the methods described in Appendix I.
2.3 Model Design

Two fixed-bank, mobile bed, Froude-scaled models of Fishtrap Creek were used to collect the data for this study. The prototype dimensions and parameters used to scale the two models were modeled after actual measurements made of Fishtrap Creek (Figure 2.4) in 2008 and 2009 by Christie Andrews (see Andrews, 2010). Model 1 represents a large portion of the lower half of Fishtrap Creek and encompasses both a relatively straight reach as well as two meander bends. Model 2 is comparatively straighter overall and represents a shorter section of the stream channel.

The experiments presented for Model 1 were conducted in 2011 and 2012. The apparatus used for Model 1 measured 9 m long and 2 m wide, although the channel itself was 8.5 m long and 0.3 m wide. The experiments conducted on Model 2 were done in 2010 and 2011 (Davidson, 2011; Davidson and Eaton, 2012). The Model 2 apparatus measured 5 m by 0.85 m. The channel itself spanned 4.5 m in length and was on average 0.35 m wide. The width of the channel was varied for Model 2 but not for Model 1, in order to better isolate the effects of LW in Model 1 as changes to channel width result in slightly variable sediment transport rates (due to variable discharge) along the length of the channel.
Figure 2.3: Study reach at Fishtrap Creek in 2008 (Figure taken from Eaton et al., 2010a)

Model 1 was run with a single grain size representative of the median subsurface grain size ($D_{50}$) of Fishtrap Creek. Model 2 was run with a modeled subsurface grain size distribution (GSD) measured in Fishtrap Creek in 2006 (Figure 2.6). The low end of the distribution is truncated in order to avoid the issues of entrainment noted above. The difference in the resulting bed texture of the two models is exemplified in Figure 2.7.

The width, depth, and bed material grain size ($W_f$, $d_f$, and $D_f$) of both models were scaled using a characteristic length scale ($L_r$) of 1:30. Discharge ($Q_f$) and time ($T_f$) were scaled in both models according to the following equations:
Figure 2.4: The approximate area of Fishtrap Creek represented by the two models

\[ T_f = L_f^{0.5} \]  \hspace{1cm} (2.9)

\[ Q_f = L_f^{2.5} \]  \hspace{1cm} (2.10)

Given the difference in composition of the bed material in the two models manifests in the lack of ability for a surface armour to develop in Model 1, it was necessary for the two models to have different slopes in order to maintain a similar \( Q_b : Q \) ratio. Maintaining similar sediment
Figure 2.5: The two models used to conduct the experiments for this study
Figure 2.6: Cumulative distribution functions showing the GSD of Model 2 and the grain size used in Model 1.

Figure 2.7: Examples of surface bed texture from the two models shown in order to compare the difference in bed texture between the model with a GSD and the one with a single grain size.
Table 2.1: Model and Prototype Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Prototype</th>
<th>Models</th>
</tr>
</thead>
<tbody>
<tr>
<td>Width</td>
<td>10-12 mm</td>
<td>0.34 mm</td>
</tr>
<tr>
<td>D_{50}</td>
<td>35 mm</td>
<td>1.14 mm</td>
</tr>
<tr>
<td>Peak Discharge</td>
<td>7.5 m³/s</td>
<td>1.6 l/s</td>
</tr>
<tr>
<td>Time</td>
<td>27 hours</td>
<td>5 hours</td>
</tr>
</tbody>
</table>

Table 2.2: Comparison between the length classes and frequencies of LW in the prototype stream and those used in the experiments.

<table>
<thead>
<tr>
<th>Prototype Piece Length (m)</th>
<th>Prototype Frequency (%)</th>
<th>Model Piece Length (m)</th>
<th>Exp. 1</th>
<th>Exp. 2</th>
<th>Exp. 3</th>
<th>Exp. 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>2-4</td>
<td>27</td>
<td>0.1</td>
<td>32</td>
<td>33</td>
<td>33</td>
<td>34</td>
</tr>
<tr>
<td>4-8</td>
<td>36</td>
<td>0.2</td>
<td>35</td>
<td>33</td>
<td>38</td>
<td>37</td>
</tr>
<tr>
<td>8-16</td>
<td>35</td>
<td>0.4</td>
<td>32</td>
<td>33</td>
<td>29</td>
<td>28</td>
</tr>
<tr>
<td>16-32</td>
<td>2</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

Concentrations between the two models is important when comparing rates of geomorphic change. The slope of the full GSD model (Model 2) was given a slope that approximated that of Fishtrap Creek (0.018 m/m or 1.8%) while it was necessary to lower the slope of the single grain size model (Model 1) to 0.008 m/m or 0.8%.

Six different forms of wood pieces (Figure 2.8) were used to represent the range of size classes and wood piece characteristics found in Fishtrap Creek by Eaton et al. (2010a). Characteristics of wood pieces used in the experiments are based on a set of pilot experiments described in (Davidson and Eaton, 2012) which found that pieces made of out of maple with square cross sections were much better at simulating the dynamics of wood pieces in the real stream channel than pieces made out of lighter wood with circular cross sections. Rootwads and branches were added onto many of the pieces as these were found to increase the stability of the pieces and promote interactions between the pieces within the channel.

The three size classes of wood pieces modeled in the two models were scaled geometrically based on length classes and frequencies observed in Fishtrap Creek (Table 2.2). The largest length class observed in the field was omitted from the experiments due to its infrequency within the prototype stream (makes up only 2% of LW surveyed) and because pieces in the 8-16 m size class (the second largest size class observed in the prototype) were considered large enough to function as key members of log jams (Davidson, 2011).
2.4 Experimental Design and Data Collection

Table 2.3: Summary of the treatments and the run times of all four experiments.

<table>
<thead>
<tr>
<th>Exp.</th>
<th>Treatment</th>
<th>Bed Texture</th>
<th>Wood Load</th>
<th>$S_f$ [m/m]</th>
<th>WL$_m$ [m$^3$/m$^2$]</th>
<th>WL$_p$ [m$^3$/m$^2$]</th>
<th>$T_t$ [hr]</th>
<th>$T_w$ [hr]</th>
<th>$N_r$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Single GS</td>
<td>Moderate</td>
<td></td>
<td>$5.4 \times 10^{-4}$</td>
<td>0.008</td>
<td>$1.6 \times 10^{-2}$</td>
<td>90</td>
<td>35</td>
<td>18</td>
</tr>
<tr>
<td>2</td>
<td>Single GS</td>
<td>High</td>
<td></td>
<td>$7.4 \times 10^{-4}$</td>
<td>0.008</td>
<td>$2.2 \times 10^{-2}$</td>
<td>90</td>
<td>35</td>
<td>18</td>
</tr>
<tr>
<td>3</td>
<td>Full GSD</td>
<td>Moderate</td>
<td></td>
<td>$5.4 \times 10^{-4}$</td>
<td>0.018</td>
<td>$1.6 \times 10^{-2}$</td>
<td>45</td>
<td>15</td>
<td>10</td>
</tr>
<tr>
<td>4</td>
<td>Full GSD</td>
<td>High</td>
<td></td>
<td>$7.4 \times 10^{-4}$</td>
<td>0.018</td>
<td>$2.2 \times 10^{-2}$</td>
<td>55</td>
<td>10</td>
<td>11</td>
</tr>
</tbody>
</table>

$S_f$ = flume slope, WL$_m$ = Scaled wood load (in the model), WL$_p$ = prototype wood load, $T_t$ = total length of the experiment, $T_w$ = time of wood addition, $N_r$ = number of runs.

Two experimental treatments were run on each model: moderate wood load and high wood load (Table 2.3). The moderate wood load treatment represents pre-fire wood load conditions at Fishtrap Creek while the high wood load approximates the in-stream wood load five years after the fire as documented by Eaton et al. (2010a). For this study, the two experiments conducted on Model 1 will be referred to as Experiment 1 (moderate wood load) and Experiment 2 (high wood load) while those conducted on Model 2 will be referred to as Experiment 3 (moderate wood load) and Experiment 4 (high wood load).

Each of the experiments were made up of a series of five-hour runs, each meant to simulate one year of morphologic change at Fishtrap Creek. Given that the model is run at the equivalent of peak flow discharge and that peak flows represent the period in which flow is sufficient to mobilize the majority of the bed material (Buffington et al. 2004), these five hour periods were taken to
represent one year of morphologic change.

Throughout all experiments, sediment was input to the flume model at a constant rate of approximately 62 g/min using a rotating feeder. This sediment flux is consistent with values of upstream sediment yield measured at Fishtrap Creek in the period since the fire (Eaton et al., 2010a). Sediment output from the flume was collected from the outlet of the flume at 15 minute intervals. These samples were then dried and weighed in order to determine the sediment output rate. This value of sediment output was also compared to sediment input rate in order to determine when the flume reached steady state. Steady state, or sediment transport equilibrium was defined as a period of five hours or more in which sediment input rate roughly approximated sediment output rate.

The initial bed conditions for each experiment was an imposed flat bed. In each experiment the flume was first run without wood until a steady baseline morphology was reached. Once the flume reached an initial steady state, in which sediment output approximated sediment output for a period of 5 hours, the wood pieces were added all at once while the flume was run at a discharge approximating low flow ($1/3*Q_{b,f}$ 0.4 l/s). The location and orientation at which the wood pieces were introduced were chosen randomly in order to better simulate the natural recruitment of wood into a stream. Following their addition, the location (i.e. the cross section) and the orientation of each wood piece was documented at the end of each five hour run.

Bed morphology data was collected at the end of every five-hour run using a laser profiling system similar to that described by Zimmermann (2009) (Figure 2.9). Following each run the flume was drained of water and images of cross-sections, highlighted by the laser line, were taken at intervals of 38 mm on Model 1 and of 50 mm on Model 2.

Bed facies data was collected by Davidson for the two experiments run on Model 2 (Davidson, 2011). Facies maps, which distinguish between patches of different surface textures, were created by manually mapping the boundaries of each different facies present on the bed. A photo was then taken of a 6” by 8.5” segment of each facies patch in order to later help characterize grain size. Facies patches were classified according to the grain size categories, developed by Davidson, and presented in Table 2.4. This was done by first conducting Wolman samples on twenty of the facies photos, accomplished by measuring grain sizes in Adobe Illustrator along a super-imposed grid in order to establish representative facies for each of the grain size categories. The remaining facies images were classified visually using the measured facies as reference. Error analysis of the visually classified images revealed a 90% accuracy (Davidson, 2011).
Figure 2.9: Apparatus used to take images of cross-sections in order to create DEMs of the bed surface

Table 2.4: Facies grain size categories used to determine representative grain sizes for each of the facies maps created by Sarah Davidson. Table first presented in Davidson (2011).

<table>
<thead>
<tr>
<th>Category</th>
<th>Size Range (mm)</th>
<th>Characteristic Size (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very Fine</td>
<td>0.35-0.50</td>
<td>0.43</td>
</tr>
<tr>
<td>Fine</td>
<td>0.50-0.71</td>
<td>0.60</td>
</tr>
<tr>
<td>Medium</td>
<td>0.71-1.0</td>
<td>0.85</td>
</tr>
<tr>
<td>Coarse</td>
<td>1.0-1.4</td>
<td>1.2</td>
</tr>
<tr>
<td>Very Coarse</td>
<td>1.4-2.0</td>
<td>1.7</td>
</tr>
</tbody>
</table>
Chapter 3

Data Analysis

3.1 Bed Elevation

Data extracted from the images of the cross sections were used to determine the bed elevations and create DEMs of the channel bed after each run. Images for each run were digitized using a semi-automated code written in Matlab®. The automated part of the code cycled through each image and first converted it into black and white in order to highlight the laser line in the image and background noise (created through this process) was removed using a patch detector. Next, the cross sections present in the image were converted into a ‘skeleton’ version where the x and y coordinates (point values) were given for all values along the cross section in which the x values represented the distance across the flume while the y values represented the elevation at each of the points across.

User input was required to georeference the xy coordinate data from the images to the actual elevation values of the flume, which were collected using a total station. Two control points at the corners of the channel, one on the left back and one on the right, were selected on each cross section by the user. If the difference in the relative elevations of control points of the digitized cross section did not match those taken using a total station of the flume, the cross section was tilted to match the actual difference in elevation. All points along the digitized cross section were then assigned actual elevation values based on the known elevations of the control points.

Digital Elevation Models (DEMs) were created from the georeferenced cross sections by interpolation. Although the resolution of the bed elevation points across each cross section are high, the lower resolution in the downstream direction constrains the potential precision of the DEM. In runs where there was no wood present in the flume, linear 1D interpolation was used to up-sample data in the across stream direction after which linear 2D interpolation was used to down-sample
data in the down stream direction. The spatial resolution of the resulting DEMs was approximately half the distance between subsequent cross-sectional images (20 mm in Model 1 and 25 mm in Model 2). This resolution was chosen in order to minimize the error and uncertainty associated with interpolation while maintaining a low enough spatial resolution to identify bed forms such as pools.

Wood pieces were digitized out manually in runs where wood was present. To do this, a code was created to run through each of the cross sections individually and the user must determine whether or not each cross section contains any wood pieces. In the cross sections where wood pieces were present, the user estimated the surface of the bed in the area obscured by the wood. This estimation was facilitated by plotting the same cross section from the previous run and the previous cross section from the current run on top of the cross section to be digitized. The xy coordinates manually generated from the digitization of these wood containing cross section were then interpolated to create a DEM using the same methods described above.

Uncertainty was introduced during several periods of the digitization process. The largest source of error during the creation of DEMs is the presence of shadows in the image of the cross section. Because the image captured of the bed relies on a laser line shot from above, if anything is located between the laser light and the bed, it will be obscured and the image of the cross section will not capture that portion of the bed. The two causes of shadowing are the edges of the bed and the wood pieces of the channel.

Shadowing by the edges of the bed arises due to the fact that the edges of the bed are rigid and oriented at a 90° to the bed. In areas of the channel where the sides of the bed are not perpendicular to the laser line across the bed (i.e. on meander sections), the bed edges shadow a portion of the bed along the side. In order to mitigate for this, measurements of bed elevation (taken as the depth from the top of the bank) were taken along the length of the largest meander in Model 1 where shadowing was prone to occurring. These bed elevation measurements were then employed when digitizing the data in order to fill in the areas where the edges shadowed parts of the bed.

The uncertainty of the bed elevation DEMs must be considered when conducting analysis on the data. The uncertainty in the across stream direction is the same as the resolution of the DEM (20 mm in Model 1 and 25 mm in Model 2) as data was upsampled in this direction. Because data was interpolated in the downstream direction, the uncertainty in this direction is equivalent to the distance between two subsequent cross sections: 38 mm in Model 1 and 50 mm in Model 2.

Additional uncertainty in the elevation values of the DEM is associated with sediment movement between runs and user input error, introduced during the digitization process. Uncertainty associated with user input was estimated to be approximately 1 mm. Because the grid cells of the DEMs are actually averages of several points from the original cross sections, elevation error...
Table 3.1: Values used to calculate the standard error (model uncertainty) of the elevation values of the bed elevation DEMs and the resulting standard error values associated with the two flumes

<table>
<thead>
<tr>
<th>Model</th>
<th>$D_{90}$</th>
<th>n</th>
<th>$SE_{\bar{x}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.4 mm</td>
<td>8</td>
<td>0.5 mm</td>
</tr>
<tr>
<td>2</td>
<td>2.8 mm</td>
<td>12</td>
<td>0.8 mm</td>
</tr>
</tbody>
</table>

associated with sediment movement was calculated by determining the standard error of those points using the following equation:

$$ SE_{\bar{x}} = \frac{D_{90}}{\sqrt{n}} $$

(3.1)

where $D_{90}$ is a representation of the grain size uncertainty and $n$ is the number of original data points used to determine the bed elevation for each cell of the DEM. Values used to in the calculations and the resulting standard error associated with each of the flumes is presented in Table 3.1.

Given the calculated values of standard error and the estimated error associated with digitization, total uncertainty in the elevation values of the bed elevation DEMs was determined to be ± 1.5 mm for Model 1 and ± 1.8 mm for Model 2.

DEM of Difference (DoDs) were created to examine changes in sediment storage between runs. These were made by differencing between two subsequent DEMs of bed elevation. DoDs for all experiments are presented in Appendix C. The DoDs were then used to examine the spatial pattern of erosion and deposition in the flume. For DoDs, the elevation uncertainty is equal to the combined uncertainty of the two DEMs from which it is calculated using the following equation:

$$ U_c(x) = \sqrt{(u_1(x))^2 + (u_2(x))^2 + ... + (u_n(x))^2} $$

(3.2)

where $u_i(x)$ is the combined uncertainty associated with each of the DEMs used to create a given DoD and $U_c(x)$ is the total uncertainty of the DoD. Using the uncertainty values for the bed elevation DEMs, reported above, the combined error for the DoDs is ± 2.1 mm for Model 1 and ± 2.5 mm for Model 2. These uncertainty values are used as the threshold for change detection (i.e. difference in elevation must be $\geq U_c(x)$ to be considered real) when analyzing the DoDs.
3.2 Water Surface Elevation and Water Depth

Water surface elevation profiles were created from measurements taken for all of the runs on Model 2 and for some of the runs for Model 1. Water surface elevations (WSE) were determined by first measuring the distance between the top of the flume and the water surface at regular intervals along the flumes (30 cm intervals on Model 1 and 50 cm intervals on Model 2). Next WSE were calculated at each of those points by subtracting the measured distance from the known flume-top elevation. Once the WSE was found at each of the points along the flume channel, a 1D cubic interpolation was used to find the water surface elevation for all cross sections located between the measured points.

These WSE elevation profiles were then extrapolated to create DEMs containing the values of water surface elevation at each point in the channel. Due to a lack of water surface measurements in the across stream direction, it was necessary to assume that WSE was the same across the channel width.

For Experiment 1, conducted on Model 1, WSE were only measured for the run in which the flume was in equilibrium without wood (Run 8) and the one in which it was in equilibrium with wood present (Run 18). The water surface elevations for the remaining runs were approximated by using the WSE of Run 8 for Runs 1 to 9 (all runs without wood) and the WSE from Run 18 for Runs 10 to 17. For Experiment 2, also on Model 1, although the WSE was taken for each run once wood was added into the flume (Runs 8 to 18), the WSE taken for the flume at equilibrium without wood (Run 7) was used for Runs 1 to 7. WSE was measured for all runs for both Experiment 3 and 4.

DEMs of water depth were created by subtracting the bed surface elevation from the water surface elevation for each of the runs for all experiments. The uncertainty in depths associated with these is determined using Equation 3.2 and therefore have the same uncertainty values as the DoD maps (± 2.1 mm for Model 1 and ± 2.5 mm for Model 2).

The distributions of depths differ between the two flumes (Figure 3.1a). The distributions plotted for the experiments conducted on Model 1 are positively-skewed and have a wide range of depths stretching out to approximately 2.5*\(\bar{d}\) (where \(\bar{d}\) is the mean depth). On the other hand, the depth distributions shown for Model 2 are more normally distributed around the mean depth and only have maximum depths of approximately 1.75*\(\bar{d}\).

It should be noted that although the distributions shown in Figure 3.1a encompass all of the experimental runs conducted on each flume, the depth distributions from individual runs, both with and without wood present, display similar trends as is portrayed by the general population.
(a) Distributions of depths for all experiments shown as a function of mean depth. The dashed black line represents the typical maximum pool depth at Fishtrap Creek.

**Figure 3.1:** Depth distributions for each of the experiments. Each distribution is created from depth values gathered off of all runs for that given experiment.
(b) Distributions of depths, normalized by standard deviation above the mean. The red line represents the depth criteria used to identify pool areas.

Figure 3.1: Depth distributions continued
Figure 3.2: Pools areas selected using three different depth criteria shown on an example run from each model.
3.3 Pool Identification

DEMs of water depth were used to identify pool areas. Pools are defined as areas of high flow depths and low flow velocities relative to the rest of the channel (e.g. Whiting and Dietrich, 1993; Abbe and Montgomery, 1996) and, in practice, are most commonly identified from longitudinal bed elevation data using pre-determined criteria (e.g. Lisle, 1987; Montgomery et al., 1995).

The identification of pools from DEMs of water depth allows for a rigorous analysis of the channel morphology as it can account for the fact that more than one pool may be present along any cross section of a stream channel and that pools can vary in form such that the longest axis of the pool may be oriented in any direction relative to the flow, a characteristics that may be overlooked when identifying pools using a longitudinal stream data analysis.

For this study it was established that the criteria used to identify pools should: a) select for areas deeper than the mean depth, b) consistently differentiate between riffle tops and adjacent pools, and c) be applicable to different populations of depth data.

Standard deviation above the mean was used as criteria with which to select pool area from the depth data. As seen in Figure 3.1a, the depth distributions are more comparable between models when normalized by standard deviation. Both visual assessments and sensitivity testing was used to help determine exactly which standard deviation to use as the depth criteria for pools.

Visual assessments of the pools delineated on the DEMs are useful as they reveal how changes to the depth criteria affected the location and areas selected as pools. As shown in Figure 3.2, it was observed that when the mean of the sample was used (i.e. 0 σ), riffle tops were selected as part of the pools. On the other hand, when a high standard deviation (i.e. 3 σ) was used criteria, the resulting pool areas encompassed only the very deepest points of bed depressions.

For the sensitivity testing, the depth criteria threshold was varied between the 0 to 3 standard deviations above the mean (Figure 3.3). A line, representing a pool area of 1/3*W_b^2 (where W_b is the bankfull width) is shown as a dashed pink line on Figure 3.3. This pool size is consistent with relative pool sizes that have been reported in previous studies (e.g. Bilby and Ward, 1991).

Mean pool area varied over several orders of magnitude depending on the depth criteria employed. As with the results of the visual assessments, when low percentiles closer to the mean of the depth distribution are employed as criteria, the average pool size was found to be too large, whereas the mean pool size was small when the upper percentiles were used. Comparing the results to the representative pool size of 1/3*W_b^2, it was seen that mean pool size for all experiments coincide approximately with this value when depth criteria is around 1σ above the mean.

Based on the results of the visual assessments and the sensitivity testing, 1σ above the mean was chosen as the depth criteria for isolating pool area. This criteria is a simple measure that is
Figure 3.3: Mean pool area, normalized by a representative unit area of $W_b^2$, is shown for a range of depth criteria for pool selection. The depth criteria value shown at the base of the graph is the standard deviation from the mean. The red horizontal line represents the depth criteria eventually used in the analysis of the data. The dashed red line indicates a pool size of $1/3*W_b^2$. 
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applicable to different depth distributions and is able to consistently isolate pool areas from other low lying bed forms within the stream channel.

When applying this criteria, it is also necessary to consider the uncertainty of the DEMs. For this study it was determined that any areas selected as pools should be over three pixels in size, which is equivalent to areas of approximately 12 cm$^2$ in Model 1 and 19 cm$^2$ in Model 2. Setting this minimum pool size limit helps to assure that all pools are larger than the uncertainty associated with the interpolation used in this study.

The facies maps in Davidson (2011) and the pool areas determined from the depth DEMs were used to find the approximate median grain size found within each pool areas. This was done by georeferencing the facies maps and the delineated pools to each other in ArcGIS®. First the extents of the facies patches and pool areas were then digitized. Next, each facies patch was assigned a characteristic grain size according the methods described in Chapter 2. The extents of the pools were then used to select parts of the bed found within the pool area. The median grain size located in each pool was determined using a weighted average calculated using the facies area found within the pool and its characteristic grain size. In order to compare the characteristic surface grain size of the pool to the rest of the bed surface, weighted averages surface grain size were calculated using the relative facies area and the characteristic grain size for each patch for the whole bed.

### 3.4 Wood Location Data

The location and the orientation of each wood piece in the flume was recorded at the end of each run. Location was recorded as the cross section at which the upstream-most point of the wood piece was located and orientation was recorded as the direction of the wood piece relative to the channel. This data was later used to plot the location of individual wood pieces and jams along the stream channel.
Chapter 4

Results

The following chapter reviews the results of a set of four comparable experiments conducted in two different fixed-bank, mobile-bed, Froude-scaled prototype flume models of Fishtrap Creek. The main difference between the two models was the grain size distributions of the bed material: Model 1 contained only a single grain size representative of the $D_{50}$ of the prototype stream while Model 2 contained a scaled grain size distribution of that found in the prototype stream.

Two experiments were conducted on each model, one in which a moderate wood load was introduced to the channel at sediment transport equilibrium and another one in which a high wood load was added. Discharge, sediment input, and slope was held constant throughout the length of all experiments.

Table 4.1: Difference in reach-averaged sediment storage ($\Delta S$) and reach-averaged bed slope ($\Delta S_b$) between equilibrium with and without wood for all experiments

<table>
<thead>
<tr>
<th>Exp.</th>
<th>$\Delta S$ [cm$^3$/m$^3$]</th>
<th>$\Delta S_b$ [m/m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4148</td>
<td>0.001</td>
</tr>
<tr>
<td>2</td>
<td>5378</td>
<td>0.003</td>
</tr>
<tr>
<td>3</td>
<td>3433</td>
<td>0.002</td>
</tr>
<tr>
<td>4</td>
<td>7163</td>
<td>0.003</td>
</tr>
</tbody>
</table>

4.1 Experiment 1: Single Grain Size Model, Moderate Wood Load

Experiment 1 was conducted in the single grain size model (Model 1) and was treated to the addition of a moderate wood load ($5.4 \times 10^{-4}$ m$^3$/m$^2$).

Figure 4.1 shows the DEMs of the bed surface for four time periods: at the end of the first
Table 4.2: Summary of steady state morphology with and without wood.

<table>
<thead>
<tr>
<th>Exp.</th>
<th>No Wood</th>
<th>Wood</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$T_e$ [hr]</td>
<td>$S_b$ [m/m]</td>
</tr>
<tr>
<td>1</td>
<td>35</td>
<td>0.007</td>
</tr>
<tr>
<td>2</td>
<td>35</td>
<td>0.007</td>
</tr>
<tr>
<td>3</td>
<td>15</td>
<td>0.013</td>
</tr>
<tr>
<td>4</td>
<td>10</td>
<td>0.014</td>
</tr>
</tbody>
</table>

$T_e$ = time to equilibrium, $S_b$ = reach-averaged bed gradient, $D_{50}$ = reach-averaged median grain size of bed surface, $N_{facies}$ = number of distinct facies (from the facies maps of the bed)

five hours of run time (i.e. the first run), at equilibrium without wood present, five hours after the addition of wood, and equilibrium with wood present. Similar figures are presented for Experiments 2, 3, and 4 (Figures 4.3, 4.4, and 4.5). The small black lines displayed on the DEMs with wood present represent the approximate locations of LW pieces derived from the LW location data collected at the end of each run (described in Section 3.4).

Pools and riffles were observed to develop from the initial flat-bed surface that was imposed in the flume at the beginning of the experiment during the first hour of run time. By the end of the first run (Figure 4.1a), a pool-riffle pattern had developed that would remain relatively stable until the addition of LW. The DEMs in Figure 4.1 show that there was very little difference in channel morphology after five hours of run time (Figure 4.1a) and after 35 hours of run time (Figure 4.1b). The location of pools and bars that developed in the absence of wood corresponded to the alignment of the fixed banks, with pools forming in the areas of high scour and flow convergence, for example on the outside of the large meander bend at approximately 5.5 m downstream.

The DEMs of difference created from the DEMs of Experiment 1 (Appendix C) show that although the general morphology of the channel remained stable after the first hour of the experiment, differences in elevation between consecutive runs indicate that sediment continued to move down the length of the flume throughout the first 35 hours of the experiment.
Figure 4.1: DEMs from Experiment 1: a) After the first five hours of run time, b) Equilibrium with wood (35 hours in), c) Five hours after the addition of LW (40 hours in), and d) Equilibrium with LW present (90 hours in)
Figure 4.2: Longitudinal profiles of mean and minimum bed elevation shown for equilibrium runs without wood present and with wood present. The water surface elevation (WSE) is shown for the equilibrium run with wood present. The shaded rectangles represent the location of log jams made up of 10 pieces or more.
Without wood present, equilibrium was reached after a total of 35 hours. Scaling this back up to the prototype, this equals to approximately 7 years of morphologic change. Figure 4.2 shows the longitudinal profiles of minimum and mean bed elevation at equilibrium with and without wood present for all experiments. Considering the profiles from Experiment 1 prior to the addition of LW, the profile of mean bed elevation (No LW) is quite uniform and does not show any pronounced pools or bars except for at approximately 5.5 m downstream, which coincides with the location of the model’s large meander bend. The equilibrium bed slope without wood present was calculated to be 0.007 m/m. The pool and riffle morphology is apparent on the longitudinal profile of minimum bed elevation (Figure 4.2) with pools characterized as locations where the minimum bed elevation is lower than the mean elevation and riffles characterized by areas where the mean and minimum elevations are similar.

The addition of wood caused local alterations to the background morphology established prior to wood addition. While the location of many of the pools and bars remained constant, once wood was added, new pools and bars developed in proximity to LW pieces, especially where several wood pieces interacted to form jams (Figure 4.1b and Figure 4.1d). Likewise to areas of more intense scour, many of the bars grew in area and in elevation following the addition of LW, indicative of an increase in sediment storage.

A new state of equilibrium was achieved with wood present after 50 hours, which is equivalent to approximately a decade of change in the prototype. Changes to the longitudinal profile of the mean bed elevation reveal that the distribution of sediment storage was not equal throughout the length of the flume as most storage occurred in the area upstream of the largest log jam which occurred at about 2.5 m downstream (Figure 4.2). The equilibrium bed slope with wood present was 0.008 m/m, which is 13% steeper than that of the equilibrium slope without wood. The presence of wood resulted in the creation of a more complex and variable bed surface as evidenced by more pools visible in both the mean and minimum bed elevation profiles (Figure 4.2).

### 4.2 Experiment 2: Single Grain Size Model, High Wood Load

Experiment 2 was conducted in the single grain size model (Model 1) and was treated to the addition of a high wood load (7.4 x10^{-4} m^3/m^2). As in Experiment 1, the development of a fairly stable channel morphology occurred within the first hour of run time (Figure 4.1a). Pools and bars developed in similar locations as what was observed in Experiment 1, as areas of erosion and deposition were driven by flow patterns dictated alignment of the fixed flume banks.

The time to equilibrium without wood present (35 hours) and the reach-averaged equilibrium slope (0.007 m/m) were the same for both Experiment 1 and 2. The longitudinal profile of equi-
Like what was observed in Experiment 1, the addition of wood caused new pools and bars to be overlaid onto the pre-existing channel morphology (Figure 4.3c). Two large log jams developed in Experiment 2, one at about 1 m and the other at about 5.5 m downstream. As evidenced by both the DEMs and the longitudinal profiles of bed elevations (Figure 4.2), new scour pools formed in areas around log jams while new bars developed in areas upstream of log jams. Net sediment
storage occurred upstream of both jams, as seen by a rise in the mean bed elevation, while the last 3 m of the model (i.e. below the two log jams) experienced areas of net erosion as a result of upstream sediment trapping by the jams (Figure 4.2).

It took the same amount of time (50 hours) for the model to reach equilibrium with wood present in Experiment 2 as it did in Experiment 1. The combination of deposition in the upstream part and degradation in the lower part of the flume resulted in a equilibrium reached-averaged slope of 0.010 m/m with wood present, a 35% increase over the equilibrium slope without wood. This change in slope was greater than what was observed in Experiment 1 following the addition of a lower

4.3 Experiment 3: Full Grain Size Distribution Model, Moderate Wood Load

Experiment 3 was conducted in the full grain size distribution model (Model 2) and was treated to the addition of a moderate wood load \((5.4 \times 10^{-4} \text{ m}^3/\text{m}^2)\).

In Experiment 3, a persistent channel morphology developed within the first hour (Figure 4.4a) that was in large part controlled by the alignment of the channel banks. While the rapid development of a stable channel morphology is consistent with the experiments conducted on Model 1, the resulting channel morphology differed in that pools tended to form along the center of the channel while bars formed in the bends along the edges of the flume, resulting in less of a pool-riffle morphology than had been seen in Model 1. This difference can be attributed to lack of large meanders present in Model 2 relative to Model 1.

At 15 hours (prototype equivalent of 3 years), the establishment of equilibrium took less than twice the amount of time in Experiment 3 than it did for the two experiments conducted on Model 1. The equilibrium reach-averaged channel slope was 0.013 m/m which is approximately twice the slope observed in Experiment 1 and 2. This discrepancy is due to the difference in the imposed slope of the two models (Table 2.3).

At equilibrium, the longitudinal profiles of the minimum and mean bed elevation were similar in the upper half of the flume which suggests a plane-bed channel morphology. The profile of the minimum bed elevation deviated from that of the mean bed elevation at about 3 m downstream, suggesting the presence of a large pool. The \(D_{50}\) of the equilibrium bed surface without wood was calculated to be 1.04 mm based on the facies maps created by Davidson, with pool areas 15% coarser in than the rest of the average bed surface (Table 4.3).

The flume experienced changes to bed surface texture following the addition of wood (Table 4.2). The number of facies present increased to 27 and median bed surface texture fined by ap-
approximately 5%. Pool areas remained coarser relative to the bed surface with wood present. As seen by the longitudinal profile of minimum bed elevation, most of the pools formed in the lower half of the flume as there are very few differences between the equilibrium minimum bed profiles in the upper half (Figure 4.2).

The reach-averaged slope increased by 14% following the addition of wood, resulting in an equilibrium slope of 0.015 m/m. This was slightly higher than what was observed in Experiment 1, which was conducted with the same wood load, but lower than what was seen in Experiment 2, which had a higher wood load. The longitudinal profile of mean bed elevation (Figure 4.2), shows that most sediment accumulated in the area upstream of the large log that developed at about 2 m downstream. However, unlike what was seen in Model 1, the area of accumulation was more restricted to the area immediately (i.e. one meter) upstream of the jam.

Figure 4.4: DEMs from Experiment 3: a) After the first five hours of run time, b) Equilibrium with wood (15 hours in), c) Five hours after the addition of LW (20 hours in), and d) Equilibrium with LW present (50 hours in)
Table 4.3: A comparison between the reach-scale median grain size and the median grain size found within pool areas. The average median grain size of the bed surface and the median grain size for pool areas are given for the two experiments conducted in the full GSD flume for the runs at equilibrium without and with wood present.

<table>
<thead>
<tr>
<th></th>
<th>Experiment 3</th>
<th></th>
<th>Experiment 4</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No Wood</td>
<td>Wood</td>
<td>No Wood</td>
<td>Wood</td>
</tr>
<tr>
<td>Bed (D_{50}) (mm)</td>
<td>1.04</td>
<td>1.00</td>
<td>1.10</td>
<td>1.03</td>
</tr>
<tr>
<td>Pool (D_{50}) (mm)</td>
<td>1.20</td>
<td>1.25</td>
<td>1.28</td>
<td>1.21</td>
</tr>
<tr>
<td>% Coarser</td>
<td>15 %</td>
<td>25 %</td>
<td>16 %</td>
<td>17 %</td>
</tr>
</tbody>
</table>

4.4 Experiment 4: Full Grain Size Distribution Model, High Wood Load

Experiment 4 was conducted in the full grain size distribution model (Model 2) and was treated to the addition of a high wood load \((5.4 \times 10^{-4} \text{ m}^3/\text{m}^2)\).

At 10 hours (or the equivalent of two years in the prototype), the development of an equilibrium channel morphology in Experiment 4 was three times shorter than what was observed in Model 1 (Exp. 1 and 2) and five hours shorter than Experiment 3, which conducted in the same model. The longitudinal profile of mean bed elevation was uniform and the profile of the minimum bed elevation suggests that the upper half of the flume was dominated by a plane-bed morphology while the lower half contained some pools and riffles. The equilibrium reach-averaged bed slope without wood was 0.014 m/m, which is slightly higher than what was observed in Experiment 3. Like in Experiment 3.

It took 20 hours longer for equilibrium to establish in the presence of LW in Experiment 4 than in Experiment 3 (Table 4.2). This is equivalent to a difference of 4 years in the prototype channel. The addition of LW resulted in an 19% increase in the equilibrium reach-averaged bed slope (up to 17.2 %). This increase was higher than what was observed in Experiment 3 but was lower than what was observed in Experiment 2 which was conducted with a similar wood load.

Experiment 4 exhibited comparable responses in bed texture to Experiment 3 in response to the addition of LW. The number of facies present at the bed surface increased from 14 to 26, the reach-averaged bed surface \(D_{50}\) decreased from 1.10 mm to 1.03 mm, and the surface texture of pool areas remained coarse relative to the averaged bed texture in the presence of LW (Table 4.2 and 4.3).
Figure 4.5: DEMs from Experiment 4: a) After the first five hours of run time, b) Equilibrium with wood (10 hours in), c) Five hours after the addition of LW (15 hours in), and d) Equilibrium with LW present (55 hours in)

4.5 Synthesis of Results

Channel morphology was visibly influenced by the addition wood in both models. This can easily seen by contrasting the DEMs of bed surface prior to and following the addition of large wood in all of the experiments. The DEMs of difference shown in Figure 4.6 were created by subtracting the equilibrium DEMs (two with and two without wood) of experiments conducted in the same model from one another. The DoDs in Figure 4.6a show the variability in equilibrium runs conducted on Model 1 (Experiments 1 and 2) while the DoDs given below in Figure 4.6b show the variability between the equilibrium runs on Model 2 (Experiments 3 and 4). In both figures, the upper DoD shows the difference between the equilibrium channel morphologies without wood present, meaning that the bed grain size distribution and model is constant between the two DEMs. The lower DoDs show the difference between the equilibrium morphologies with LW present, meaning that while the bed grain size distribution and models are constant, the wood loads of the two equilibrium DEMs is different.
For both models the differences in elevation between the equilibrium morphologies without wood were relatively small in magnitude, indicating that the general morphology of the channel (i.e. the location of pools and bars) was comparable between the two experiments and that the alignment of the fixed model banks play an important role in dictating channel morphology. The DEMs of difference show a great deal more variability between the two DEMs of the bed at equilibrium with wood present than was seen prior to wood addition. The differences in equilibrium bed elevation (with wood present) occurred in localized areas and elevational differences between the two equilibrium DEMs were as large as 30 mm. Such areas occurred primarily in proximity to the location of the large log jams that developed during the experiments (see Figure 4.2 for locations) which suggests that the larger magnitude of differences in elevation are indicative of local areas of deposition of material and scour caused by the presence of wood at that location.

As seen qualitatively on the DEMs, the addition of wood led to an increase in sediment storage in all experiments (Figure 4.7). Total sediment storage was higher in the high wood load experiments (Experiments 2 and 4) than for the moderate wood load experiments (Experiments 1 and 3) (Table 4.2). These results indicate that wood load, rather than bed texture governs reach-averaged sediment storage.

The storage rate of sediment suggest a two-phase pattern following the addition of wood. The first phase represents a period of a high rate of sediment accumulation immediately following the addition of sediment and can be seen for Experiments 1, 2, and 4 (Figure 4.7). In Experiment 3 this increase in sediment storage does not begin until about five to ten hours into the experiment.

The length of this first phase is influenced by the amount of wood present in the channel as sediment storage rates remain higher for longer when there is more wood present in the channel. In the two experiments containing high wood loads (Exp. 2 and 4), the rate of storage remains high for about 35 hours, while in the two moderate wood load experiments (Exp. 1 and 3), the rate of storage begins to taper out at around 20 hours (Figure 4.7).

The second observed phase of sediment storage occurs when the rate of sediment storage slows down and/or drops to zero as the system comes into a new equilibrium with the wood present. Although periods of low to moderate accumulation followed by sediment release persist throughout this phase, reach-averaged sediment storage remains relatively constant for all experiments during this phase (Figure 4.7).

Coinciding with the increase in sediment storage, an increase in reach-averaged bed slope was observed in all experiments (Table 4.1). The total change in slope was found to be related to wood load, as the increase in reach-averaged bed slope was greater in the experiments run with a higher wood load.

Pools were identified for each of the runs by selecting all areas that are deeper than one stan-
The upper DEM of difference (DoD) shows the difference in channel morphology between the flume runs in equilibrium without wood present from Experiment 1 and Experiment 2, both conducted on Model 1. The lower DoD shows the difference between the channel morphologies of the flume once equilibrium is reached with wood present.

(b) The upper DEM of difference (DoD) shows the difference in channel morphology between the flume runs in equilibrium without wood present from Experiment 3 and Experiment 4, both conducted on Model 2. The lower DoD shows the difference between the channel morphologies of the flume once equilibrium is reached with wood present.

Figure 4.6: DoDs of equilibrium morphologies with and without wood on the two models.
Figure 4.7: Cumulative amount of sediment stored in the flume following the addition of wood for each experiment.

There was slight decrease in pool spacing, from around 3-4 $W_b$ to 1-2 $W_b$ (where $W_b$ is the bankfull width), following the addition of wood for the experiments conducted in Model 1. Additionally, the variability in pool spacing is higher prior to the addition of wood, while following the addition of wood pool spacing remains relatively constant. There is not enough data prior to wood addition to make similar Experiments 3 and 4, although the results post-wood addition are comparable. These results indicate that it is the presence of wood rather than the wood load that dictates pool spacing and that bed texture does not play a distinguishable role in pool spacing.

The presence of wood in the flume influences the range of pool morphologies present in the stream channel (Figure 4.9). For this study, pool morphology is represented by pool area and maximum pool depth. Pool area is normalized by $W_b^2$, which represents a unit area of the stream.
Figure 4.8: Pool spacing, calculated using the method presented in Montgomery et al. (1995), shown through time for all four experiments. The points along the vertical grey line represent the pool spacing in channel equilibrium prior to the addition of LW channel. The absolute value of maximum pool depth is not given due to the uncertainty associated with digitization, instead, maximum pool depth is approximated by a value representing the depth associated with two standard deviations above the mean depth of the pool ($\mu_p + 2\sigma$). This value is then normalized by mean depth ($\mu_{tot}$) for that given run. Data is only shown for Model 1 as there is not enough “No Wood” data to present from Model 2.

Shown only for Experiments 1 and 2 (not enough pre-wood data for Model 2), median pool size decreased in the presence of wood in both experiments (Figure 4.9). The increased number of small pools exhibited a large range of maximum pool depths than pools of similar size that formed prior to wood addition. Very large pools (i.e. $>1 \times W_b^2$) occurred less frequently and pools greater than $1.5 \times W_b^2$ were not observed. Maximum pool depths remained close to $3 \times \mu_{tot}$ regardless of the presence of wood. The range of pool morphologies measured for the high and low wood loads were very similar. All together these results indicate that the presence of wood acts to increase the frequency of smaller, deeper pools while limiting the size of the largest pools regardless of wood load.

Bed texture also played a role in constraining the range of pool depths that were observed in the flumes with wood present in the stream channel (Figure 4.10). The median of maximum pool depths in the single GSD model was found to be close to $1.5 \times \mu_{tot}$, while the median in the single grain size model was just above $2 \times \mu_{tot}$. In the full GSD model, the largest maximum pool depths were limited to $2 \times \mu_{tot}$, with a single outlier at just below $2.5 \times \mu_{tot}$, whereas the largest maximum pool depths were found to be up to $3 \times \mu_{tot}$ in the single GS model. This difference in
Figure 4.9: The range of pool morphologies found in Model 1 for the given three experimental treatments: no wood, moderate wood load, and high wood load. Each point on the plot represents a pool recorded in the stream channel for the given wood load condition. The dashed lines represent the median pool area (horizontal line) and the median pool depth (vertical line).
Figure 4.10: Difference in pool morphologies between the two models when wood was present in the stream channel. The results for both the moderate and the high wood load experiments are combined. Each point on the plot represents a pool recorded in the stream channel with wood present on the given model. The dashed lines represent the median pool area (horizontal line) and the median pool depth (vertical line).

The range of pool morphologies mirrors the difference in the depth distributions seen in (Figure 3.1a), where the range of depth values found in Model 1 (single grain size model) had a larger range and maximum depth values than those found in Model 2 (full GSD model).

Pool areas do not appear to be influenced by bed texture in the same way as maximum pool depths (Figure 3.1a). Consequently, the relationship between pool area and maximum pool depth is different between the two models. In the full GSD model (Model 2) small pools had a tendency to be shallow, whereas small pools in the single grain size model (Model 1) varied over a much wider range of maximum pool depths. Conversely, where in Model 2 large pools were found to have maximum depths ranging across the entire observed spectrum, the largest pools in Model 1 were all also quite deep.
Chapter 5

Discussion

The results of the experiments presented Chapter 4 show that both large wood and the particles that make up bed surface texture play a role in dictating equilibrium channel morphology. This is evidenced by the fact that fundamental differences channel morphology between the two models persist even in the presence of large wood.

5.1 Equilibrium Without Wood

Without wood present in the channel, it is possible to see the role that armouring plays in controlling the depth of scour in the flume by comparing the range of depth values observed in each of the two models (Figures 3.1a and 3.1b). In Model 1, with the single grain size bed material, the maximum depth value is about 2.5 times the mean depth. Conversely, in Model 2, where there is a mixture of particle sizes present, maximum depth values are about 1.5 times the mean depth, and are more similar to those found in Fishtrap Creek, the prototype stream, where maximum depths are approximately 1.75 times the mean depth. This similarity between the prototype and Model 2 almost certainly arises due to the presence of armouring of the surface in response to the discharge that they experience.

Without the ability to armour, different processes are needed in order to achieve equilibrium in Model 1. Eaton and Church (2009) proposed that a channel can adjust to imposed conditions by either a) adjusting its bed state, for example through the formation of an armour surface or other bed structures, or by b) reach scale adjustments, such as through changes to channel gradient. Considering the development of steady state morphology prior to the addition of LW, it can be reasoned that the greater range in depths that occur in the single grain size model play a role in stabilizing the channel morphology. When there are no larger particles present, Buffington and Montgomery (1999a) found that flow resistance can be augmented by increasing the amplitude of
the pools and bars present in the channel, thereby increasing the stability of the channel. In this study, the presence of high amplitude bed forms, as indicated by the wide range of depths found in Model 1 suggests that such a process plays a role in stabilizing the bed in this study (Figures 4.1 and 4.3). By comparing the minimum bed elevations (Figure 4.2) as well as the pool spacing (Figure 4.8) between Models 1 and 2 at equilibrium pre-wood, we see that pools occur much more frequently in Model 1. This is further indicative of the stabilizing role that the pool-riffle pattern plays in the single grain size model.

The response time of the two models, characterized by the amount of time it took each of them to come into equilibrium, is highly dependent on the composition of the bed material. It took more than twice the amount of time, or the equivalent of seven years, for the single grain size model to come into equilibrium compared to the equivalent of two to three years in the full GSD model (Table 5.1). This most likely has to do with the lack of armouring capabilities in Model 1 as the development of a armour layer as well as the structures that form from interactions between the larger particles play an important role in the progression towards a stable morphology (Parker and Klingeman, 1982; Dietrich et al., 1989; Church et al., 1998). This difference in time to equilibrium may also stem from discrepancy in reach length between the two models as stream length has been linked to the response time of systems (Howard, 1988). Because the length of Model 1 is almost twice that of Model 2, it is possible that the difference in time to equilibrium between the two models may not actually reflect the differences in bed texture.

The equilibrium morphologies that developed in the absence of wood are similar between the two experiments conducted on each model (Figure 4.6). This is consistent with the main premise of regime theory which suggests that channel will optimize its geometry in response to given any set of imposed governing variables (Eaton and Church, 2004). If the experiments had not been conducted in a fixed-bank flume it is probable that the morphology or pattern of the channel may not have been so similar the imposed channel pattern may have been responsible for the development of similar equilibrium channel configurations.

It has been proposed that the surface grain size can be used to infer the approximate values of the sediment supply and the magnitude of discharge (Dietrich et al., 1989; Lisle et al., 1993; Buffington and Montgomery, 1999a,b). This arises from the premise that where $Q$ is high relative to $Q_b$, the surface grain size will be coarser than that of the subsurface, and vice versa. It follows that comparing the size of particles found at the surface to those within the subsurface should be indicative of the $Q:Q_b$ ratio. This logic does not extend itself to the results of Model 1, as the system has no ability to modify the surface texture in relation to the imposed governing variables. This shows that the use of such relations to lend an understanding of sediment supply and discharge may be more difficult in implementing in practice as this relation is highly dependent on a non-
uniform size distribution of material.

5.2 The Addition of Large Wood
The mobility of wood pieces simulates how large wood interacts in unregulated forested channels rather than pre-engineered log jams. The majority of wood movement occurred during the first two runs after the addition of wood (Figure 5.1) as individual wood pieces coalesced to form more stable log jams. Most wood pieces remained stable following this period of adjustment although individual pieces were observed to move between subsequent jams. Given that the wood movement slows well before before the models come to equilibrium, it is likely that, while the stability of wood pieces is a prerequisite to the establishment of equilibrium, it is the development of bedforms around the stable LW that largely influence the equilibrium channel morphology.

Figure 5.1: The average travel distance of each wood piece following the addition of LW. Experiment 1 is not shown due to some errors in the collection of data.

The morphologic effects of the addition of large wood are visible at two scales: the local scale around LW pieces and at a reach scale. This indicates that the development of an equilibrium morphology is dependent on the interplay between these two scales of forcing. Local scale effects include the formation of scour pools around wood pieces (e.g. Figure 4.1) while at the reach scale effects are manifested as an increase in reach-average slope (Figure 4.2).

Changes to local patterns of erosion and deposition were observed immediately following the addition of LW and are manifested in changes to the characteristics and frequency of pools. With wood present, pools spacing decreased and pools were deeper relative to their areal extent (Figures 4.9 and 4.8), which is consistent with the characteristics of scour pools around obstructions in other studies (e.g. Raudkivi and Ettema, 1985; Abbe and Montgomery, 1996; Kuhnle et al., 2002). It
can be seen from the DEM images that most of the scour pools and bars occur in proximity to LW pieces (e.g. Figure 4.1), and are controlled by altered patterns of flow convergence and divergence around these roughness elements (Cherry and Beschta, 1989; Keller and Swanson, 1979; Abbe and Montgomery, 1996; Wallerstein et al., 2001).

Reach-average sediment transport capacity decreased following the addition of wood as seen in the increase in sediment storage increased following the addition of the LW in almost all experiments (Figure 4.7). Sediment transport capacity responds to changes in channel roughness due to the presence of LW both decreases reach-averaged flow velocity (Davidson and Eaton, 2012) and increases the total shear stress that is required to initiate the movement of material (Assani and Petit, 1995). This change in sediment transport capacity due to wood addition puts the system out of equilibrium, without changing any of the governing variables ($Q$, $Q_b$, $S_V$, or bank strength). In order to regain equilibrium, it is necessary that the system alter its reach-averaged resistance and/or its bed state resistance (Eaton and Church, 2004).

In real stream channels with erodible banks the addition of wood alters bank stability by both increasing bank erosion due to a loss of cohesion associated with roots (Keller and Swanson, 1979; Zelt and Wohl, 2004) as well as by stabilizing banks by lining channel edges and preventing further erosion (Montgomery and Buffington, 1997). At Fishtrap Creek, the 2003 forest fire has led to a significant loss in bank stability as a result of the fallen and standing dead trees (Eaton et al., 2010c). This loss of cohesion has facilitated the creation of new side channels and led to channel widening (Eaton et al., 2010a). Consequently, the progression of Fishtrap Creek towards a new equilibrium form is quite different than what was observed in the model runs.

Changes to sediment supply often accompany changes to bank stability as increased rates of bank erosion provide additional sediment to the system (Wondzell and King, 2003). However, in this study, the sediment input rate remained constant throughout the length of the experiments. While constant input rate is consistent with response of the prototype stream in the years since the fire (Eaton et al., 2010a), it could be expected that if sediment input was increased following wood addition, more aggradation would have occurred, as the ratio of sediment transport capacity to sediment availability would have been much lower.

### 5.3 Equilibrium with Wood Present

Reach-averaged equilibrium bed gradient increased in all experiments in response to the decrease in sediment transport capacity caused by the presence of LW (Figure 4.2). Given that the addition of LW results in a lower sediment transport capacity than without wood present, it would be expected that the system should adjust by increasing transport capacity in order to re-attain sediment
transport equilibrium with the input rate. However, the results from this study are inconsistent with those of Eaton and Church (2009) which predict that in a fixed-bank flume, the fluvial system should adjust to changes in the governing conditions primarily through changes to its bed state while maintaining a comparable bed gradient and morphology for a range of conditions. Bed state adjustments in the form of surface armouring does not appear to contribute substantially to the development of an equilibrium morphology in this study as equilibrium is still attained even when the bed is composed of a single grain size.

Differences in equilibrium bed morphology with and without wood present can be attributed to local changes in erosion and deposition induced by the presence of LW. This is supported by the fact that the location of scour pools and bars coincide with the location of LW (e.g Figure 4.1). The DEMs of difference (Figure 4.6) show that the equilibrium morphologies are highly variable with wood present, which suggests that LW ultimately governs the location and size of bedforms.

The net aggradation of material in response to the addition of wood was not uniform along the length of the flume. In all experiments most aggradation occurred in the area upstream of largest log jam(s) that developed (Figure 4.2). In contrast, the areas downstream of the largest jams experienced degradation as a result of a low ratio of sediment supply to sediment transport. Both the aggradation in the upper half and the degradation in the lower half contributed to the increase in channel gradient.

The locations of sediment storage occur in relation to the location of large log jams (≥ 10 pieces) observed in the flume. This occurs due to the fact that as large log jams form through piece accretion (Bocchiola et al., 2008), they function as barriers, decreasing sediment transport immediately upstream of the jam (Assani and Petit, 1995; Keller and Swanson, 1979). This deposition of sediment acts in conjunction with the log jam barrier to further decrease sediment transport capacity by further lowering the channel gradient (May and Gresswell, 2003; Webb and Erskine, 2003). The long term of effects of this, as the channel approaches a new equilibrium morphology with wood present, is an increase the mean bed elevation in areas upstream of the log jams, while adjusting to downstream sediment starvation by maintaining the pre-wood mean bed elevation and affording local areas of degradation (Figure 4.2).

Net sediment storage in the flume was proportional to the amount of wood present, as more sediment was stored for experiments with higher wood loads (Figure 4.7). Following the addition of wood, all experiments exhibited a similar rate of sediment storage during the first 20 hours (although Experiment 3 did experience a short period of net loss). This net accumulation continued until which point a threshold was reached and the rate of storage decreased to approximately zero. The time at which this threshold was reached appears to be related to the wood load present in the channel, with lower wood load experiments reaching the threshold sooner.
This threshold may either represent the reach-averaged storage capacity of the flume which can be thought of as the sum of the sediment storage capacities of all the wood barriers present in the channel. Following wood addition, areas behind these jams start to fill up with sediment in response to the decrease in local sediment transport. Sediment storage rate levels off once a jam becomes “filled” [Megahan (1982)]. The threshold at which sediment storage rate decreases to zero may be when all or most of the jams within the flume have reached their sediment storage capacity.

Alternatively, the threshold may represent the point at which net aggradation within the flume has created a new gradient that has allowed the flume to come into sediment transport equilibrium given the governing variables. If this is the case, it would be expected that the total amount of sediment storage should be less for a lower sediment input given the same wood load, discharge, and slope.

In reality, this threshold is likely related to both of these processes in that individual log jams store the sediment needed to alter the channel gradient in response to wood addition, however it is the total wood load of the reach that dictates how much sediment must aggregate in order to allow for a sediment transport equilibrium. Given this scenario, it would be expected that the same log jam would store more or less sediment depending on the amount of other wood pieces present in the surrounding area.

These results suggest that while predicting an exact equilibrium form in the presence of mobile wood pieces is difficult due to the variability in the interactions and spacing between individual wood pieces and log jams, it may be possible to predict reach-averaged responses to different wood loads. Further experimentation in which channel morphodynamics were explored by comparing runs with mobile wood pieces and runs in which log jams were engineered in place could help to further our understanding of the role that LW plays in local and reach-averaged channel morphology.

5.4 The Role of a GSD

When considering the importance of LW pieces compared to particles found on the bed, it would be expected that, given the large discrepancy in the size between these two roughness elements, properties of the grain size distribution should play a only relatively small part in dictating channel morphology (Manga and Kirchner, 2000; Wilcox and Wohl, 2006). The results of this study show that, while the presence of LW does increase the complexity of the bed morphology in both models, there is a consistent difference in the distribution of depths measured in two models, regardless of the presence of LW. Although a study conducted by Gill (1972) found that equilibrium scour
depth is governed by the grain size of bed material in uniform sand beds, it is important to note that the difference in scour depth observed in this study did not occur due to a difference in median grain size, as the bed material of both models have the same median grain size. Consequently it can proposed that the difference in depth distributions between the two models arises in large part due to the absence or presence of a range of grain sizes.

A bed composed of a non-uniform mixture of sediment sizes can act to limit scour: this self-stabilization process occurs as smaller particles, transported by the imposed flow conditions, are moved out of the system, while larger particles remain in place and eventually make up the bed surface (Parker and Klingeman, 1982; Gomez, 1983; Dietrich et al., 1989). Two lines of evidence show the role that armouring plays a role in limiting the depth of scour and stabilizing the bed. First of all, in Model 2, the median grain size of pool areas were all over 15% coarser than the average median surface grain size of the entire bed. This suggests that pools depths are limited by the creation of an armour layer, which is consistent with previous studies (e.g. Borah, 1989; Kassem and Chaudhry, 2005). Second, median pool depths from the single grain size flume were deeper then those found in the full GSD flume. This suggests that deeper scouring is more likely to occur when the system does not have the ability to armour.

Aside from the ability of the full GSD model to form an armour surface there are other processes or characteristics that may have contributed to the difference in depths between the two models. It is possible that the difference in the channel form imposed by the fixed-banks may have contributed to the disparity between the channel morphologies given that single grain size model contained a large meander bend, however it was observed that the distribution of depths for Model 1 remained wide even when the data from the meander bend was excluded. Discrepancies in the Reynolds number and turbulent structures present in the channel, due to the differences in bed surface texture between the two models, may have also contributed to the two alternate morphologies, although this was not measured in any of the experiments.

In previous experiments, it has been observed that when the bed material is composed of a range of grain sizes, changes to the governing variables can be compensated for through adjustments of the bed texture (Eaton and Church, 2009). These changes, either towards a coarser or a finer bed surface, can help to increase or decrease flow resistance within the reach in order to establish a new stable form. That there was a shorter response time (i.e. time to equilibrium) in the experiments conducted in the full grain size distribution model is consistent with these previous findings, although it is important to consider that part of this discrepancy may arise as a result of the differences in the imposed shape and length of the two models.
<table>
<thead>
<tr>
<th>Table 5.1: Summary of the Effects of Wood Addition, Wood Load, and GSD</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Time to Equilibrium</strong></td>
</tr>
<tr>
<td>Presence of Wood</td>
</tr>
<tr>
<td>Longer time to equilibrium with wood present</td>
</tr>
<tr>
<td><strong>Sediment Storage</strong></td>
</tr>
<tr>
<td>Presence of Wood</td>
</tr>
<tr>
<td>More sediment stored in the presence of wood</td>
</tr>
<tr>
<td><strong>Channel slope</strong></td>
</tr>
<tr>
<td>Presence of Wood</td>
</tr>
<tr>
<td>Mean Bed Elevation</td>
</tr>
<tr>
<td>Min. Bed Elevation</td>
</tr>
<tr>
<td>Reach-averaged Slope</td>
</tr>
<tr>
<td><strong>Number of Facies</strong></td>
</tr>
<tr>
<td>Presence of Wood</td>
</tr>
<tr>
<td>Increased number of facies with wood present</td>
</tr>
<tr>
<td><strong>Surface ( D_{50} )</strong></td>
</tr>
<tr>
<td>Presence of Wood</td>
</tr>
<tr>
<td>Higher surface ( D_{50} ) without wood present</td>
</tr>
<tr>
<td><strong>Distribution of Depths</strong></td>
</tr>
<tr>
<td>Presence of Wood</td>
</tr>
<tr>
<td>No discernible effect</td>
</tr>
<tr>
<td>Pool Spacing</td>
</tr>
<tr>
<td>--------------</td>
</tr>
<tr>
<td>Decrease in pool spacing following the addition of wood</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Pool Morphology</th>
<th>Area</th>
<th>Presence of Wood</th>
<th>Wood Load</th>
<th>GSD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Larger pool areas with wood present</td>
<td>No discernible effect</td>
<td>No discernible effect</td>
<td>No discernible effect</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Max. Depth</th>
<th>Presence of Wood</th>
<th>Wood Load</th>
<th>GSD</th>
</tr>
</thead>
<tbody>
<tr>
<td>No discernible effect</td>
<td>No discernible effect</td>
<td>Deeper pool depths with a single grain size</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Dimensions</th>
<th>Presence of Wood</th>
<th>Wood Load</th>
<th>GSD</th>
</tr>
</thead>
<tbody>
<tr>
<td>More small, deep pools and fewer small, shallow pools with wood present</td>
<td>No discernible effect</td>
<td>More small, deep pools and fewer small, shallow pools with a single grain size</td>
<td></td>
</tr>
</tbody>
</table>
Chapter 6

Conclusions

The morphology of stream channels is dictated by the interactions between discharge, sediment flux and size distribution, and the characteristics of the surrounding environment. While fluvial systems can accommodate minor adjustments to these governing variables without significant morphologic change (Montgomery and Buffington 1997; Eaton and Church, 2009), sudden or sustained large scale alterations to these conditions forces the morphology of the channel to adjust in order to re-establish a new equilibrium morphology (Howard 1982). Analytic regime theory has been developed in order to help guide our understanding of how fluvial systems adjusts to such changes by advancing a physically-based understanding of the processes that drive channel morphodynamics. The results from this study help to further this knowledge by isolating the effects that two different roughness elements, bed texture and large wood, have on channel form. The findings of this study show that bed texture plays a large role in shaping channel morphology regardless of whether it is the dominant roughness element in a stream channel. This highlights the necessity of considering the full grain size distribution when modelling channel response to changes in governing variables.

6.1 Grain Size Distribution

The role that bed grain size distribution plays in channel morphology is independent of the effects of large wood as indicated by the fact that the range of depths recorded in the channel remained higher in the single grain size flume than in the full GSD flume regardless of the presence of LW in the channel. Maximum depths as much as 2.5 times the mean depth of the channel were found using a uniform sediment size, whereas maximum depths were limited to approximately 1.5 times the mean depth in the full GSD model. Furthermore, pools were deeper relative to pool area in the single grain size model.
The results of this study suggest that armouring played a role in limiting the range of depths in the full GSD model. Armouring occurs as finer particles are transported away while larger particles remain, eventually creating a coarse surface layer in areas of local flow convergence, thereby limiting the local depth of scour (Borah, 1989; Parker and Klingeman, 1982). This process is apparent in the full GSD model as the median surface grain size in pools was found to be higher than the reach-averaged $D_{50}$.

It was proposed that range of particle sizes also facilitated the development of an equilibrium channel form, as the response time of the single grain size flume to wood addition was almost twice as long as it was for the full GSD flume. This discrepancy can also be linked to the availability of a range of particles sizes, as previous studies have found that changes to bed texture help stabilize channel morphology (Parker and Klingeman, 1982; Eaton and Church, 2009). These results suggest that, in addition to the sediment supply and sediment transport capacity (Howard, 1982; Montgomery and Buffington, 1997), the grain size distribution of sediment present in a stream channel plays a significant role in the response time of the system.

### 6.2 The Presence of Large Wood

Morphologic changes occurred at both a reach-scale and bed-form scale in response to the addition of wood into the flume. At a reach scale, the presence of LW increased flow resistance and decreased the sediment transport capacity within the channel. Individual wood pieces and log jams influenced local channel hydraulics, leading to changes in the pattern of erosion and deposition within the flume.

Sediment storage increased following LW addition in response to the decrease in sediment transport capacity. Sediment storage occurred disproportionately in the areas upstream of the largest log jam(s) in the flume, with some reaches below the log jams experiencing net degradation. This increase in sediment storage coincided with a increase in bed slope following wood addition. In the full grain size model, median grain size decreased following the addition of wood, due to the fact that the wood pieces impounded a greater amount of finer material in the flume.

Prior to the addition of wood, the location of pools and bars was dictated by the alignment of the non-erodible flume walls. The introduction of LW into the channel caused new areas of scour and deposition to be imposed onto the pre-established background form. In the full GSD flume, the number of distinct facies almost doubled with wood present due to the increased heterogeneity of flow patterns. Local flow convergence around LW pieces induced additional areas of scour, as seen by a decrease in pool spacing from three to four channel widths to about two channel widths. Both pool area and maximum pool depth were found to decrease as a result of this change in
channel hydraulics.

6.3 Wood Load

While wood load was found to influence the total sediment stored in the flume and the magnitude of change in reach-averaged bed slope, it was found to have little effect on channel morphology at a bed-form scale, as characteristics such as pool spacing and pool morphology were similar regardless of wood load. As such, it can be concluded that the system re-equilibrates its morphology to an imposed wood load by altering its reach scale resistance as opposed to its bed form resistance.

Instead of being driven by the wood load of the channel, pool characteristics were driven instead by local flow patterns around LW, either as individual pieces or amalgamated as log jams (Abbe and Montgomery, 1996). The results from this study suggest that at a local scale, the total amount of wood present in the surrounding reach has little effect on the patterns of scour and deposition that are imposed by individual wood pieces.

Wood load was found to dictate the total amount of reach-scale change that must occur in order for a new equilibrium form to be attained. More sediment storage, and consequently a steeper equilibrium slope was observed under the conditions of a high wood load.

6.4 Applications of this Study

All methods of modelling require the reduction of a complex system. This can mean that components of the system are omitted or certain relationships or variables are simplified. An example of this is the use of a single grain size or a highly distorted grain size distribution to represent the range of grain sizes found in a real channel (e.g. Wallerstein et al., 2001; Malverti et al., 2008). While this application is necessary in order to isolate relationships between individual variables or, in the case of numerical modelling, to reduce the computation power required, it runs the risk that processes are not accurately portrayed.

The results of this study show that it is important to consider the full range of sediment sizes when attempting to model equilibrium channel morphodynamics. The capacity of a stream channel to armour and to limit the depth of scour plays a key role in dictating the response time of a system to changes in the governing variables, both with and without wood present. The studies that disregard or oversimplify a modelled grain size distribution may poorly predict the proper range of depths that occur in a channel, in particular the depth of scour.

This study also presented a novel method of identifying pool areas from DEMs of depth. While previous studies used other methods of selecting pool areas (e.g. Montgomery and Buff-
these methods have a tendency to be somewhat subjective as they often require the researcher to qualitatively identify and measure morphologic features such as riffle tops or pool depths. By selecting for areas greater than one standard deviation above the mean depth of the reach, this method can be applied to any fluvial system, regardless of the morphology of the channel, as it uses the unique depth distribution of the channel in question.

6.5 Future Work

Physical modelling provides an excellent opportunity to further our understanding of how equilibrium conditions are met in a range of scenarios. While this study has broadened our understanding of the types of variables that are influenced by the addition of wood into the channel, the next step is to further understand the processes that drive the observed outcomes.

While this study examined the effects of mobile wood pieces added to the channel, many stream restoration projects employ engineered log jams (ELJ) which are stable, fixed structures. Consequently, understanding how a channel adjusts to the addition of these ELJ as opposed to the addition of individual mobile wood pieces would prove to be useful when utilizing such methods in rehabilitation projects. Given that, in the absence of LW, this study showed that equilibrium channel form was dictated by the pattern of the stable, non-erodible banks, it could be hypothesized that, like channel banks, the presence of stable log jams should produce comparable channel morphologies between experiments if all other variables were held constant.

Results from this study suggest that the mobility of LW pieces contributes to the time it takes for the channel to come into equilibrium as the small adjustments in wood location that occur throughout the length of the experiment prolong the establishing of a stable channel form. If the location of LW pieces were stable throughout the length of the experiment, it is predicted that the response time of the system would be shorter.

Broadening our understanding of channel response to changes in governing conditions is key to building better regime models in order to better predict how our fluvial systems respond to changes in governing conditions. The results from this study exemplify the contribution that physical modelling can make towards how we understand and model fluvial systems.
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Appendix A

LiDAR Visualization

A.1 LiDAR: Remotely Sensed Data

LiDAR (Light Detection And Ranging) is a type of remote sensing technology that measures the distance between the source of a light beam and a remote target surface in order to create a digital elevation model (DEM) where the value of each cell in the resulting raster image represents the elevation of the terrain at that point. Airborne LiDAR data, collected using a downward-looking LiDAR system mounted on a plane, is of great importance to terrain mapping and other geomorphological endeavors due to its high spatial resolution and the ability to filter out vegetation during the processing of the data in order to create a “bare earth” model of a land surface.

Many types of geomorphic maps have been created using LiDAR-derived DEM. In glacial applications, DEMs are commonly used to delineate drumlins, eskers, spillways, and other glacial features (e.g. Lidmar-Bergström et al., 1991; Haugerud et al., 2003) whose orientations and that can be used to reconstruct the dynamics of former ice sheets (Clark, 1997). In fluvial applications, DEMs have been used to conduct watershed assessments and determine flood risk (e.g. Jones et al., 2007; Notebaert et al., 2009). LiDAR data has also proven useful for locating mass-wasting events in order to monitor landslide activity (e.g. Glenn et al., 2006).

Because digital elevation models represent the distributions of elevations for a location they can be used to derive other types of data about the landscape (Kennelly, 2008). Slope gradient (the rate of change in elevation) and slope aspect (the compass direction of the steepest slope) are first order derivatives of a DEMs while profile and planimetric curvature (measured across and along the direction of maximum slope) represent second order derivatives. While elevation and first and second order derivatives may be visualized as rasters, these “unbiased” representations of the landscape are often unintuitive to interpret. In order to get a real sense of the landscape it is
often necessary to employ other visualization techniques.

Originally developed as a complex hand-shading process, hill-shading, or analytical shading (when referring specifically to the computational procedure), is a process in which a diffuse reflection illumination model is applied to a digital elevation (or terrain) model to create a raster image. Compared to a DEM and its first and second order derivatives, these “illuminated,” hill-shaded landscapes more closely resemble what a land surface looks like when lit by the sun. This method is also easy to apply as most GIS programs have a hill-shading function that allows the user to easily create one from an inputted DEM.

Issues arise when a single hill-shaded image (i.e. created from one illumination source) is used in terrain interpretation (Lukas and Weibel 1995; Loisios et al. 2007; Smith and Wise 2007). Landforms, especially high ridges, running perpendicular to the direction of illumination experience overexposure of light on one side and improper or lack of lighting on the other. Linear features, such as drumlins, ridges, and stream channels, that run parallel to the light source, blend into the background as a result of both sides being illuminated equally (Lukas and Weibel 1995). Additionally, if the light source is projected from a southern or easterly direction, relief inversion may occur in which the viewer perceives that concave landforms (e.g. stream channel) protrude from the landscape and convex landforms (e.g. ridges) appear incised (Lukas and Weibel 1995; Gantenbein 2012).

A.1.1 Research Objectives

The illumination bias of single hill-shaded images has been accounted for through various visualization methods (see Smith and Clark 2005 for a review). Because these different methods range in complexity and their portrayal of the landscape, their applicability depends on the goal of the study for which they are employed. The first half of this paper will discuss the technique of hill-shading and will address issues and methods pertaining to it.

Given that many field-based geomorphic studies now employ DEMs as a tool from which to plan field sites or to get a sense of the landscape prior to field work, it is necessary to maximize the clarity of the DEM visualization without requiring that the user have a large understanding of different visualization methods or take too much time processing the data. The second half of the paper will apply several visualization methods to a dataset in order to determine a simple yet effective method of visualizing a LiDAR-derived DEM for use in glacial and fluvial geomorphological studies. Methods considered in this paper must be relatively quick and easy to do and must not require extensive knowledge of GIS.
A.2 LiDAR Visualization Methods

When creating a hill-shaded image it is necessary to define an azimuth, the altitude and any vertical exaggeration (aka. the z factor). Hill-shaded tools in most GIS applications have default values for each of these variables. The defaults mentioned below pertain to those found in ArcGIS™.

Azimuth is the compass direction, in degrees (i.e. between 0° and 360°), of the light source. The default azimuth is 315°, which represents a light source shining from the north-west. This default azimuth creates a visually appealing landscape (Gantenbein, 2012) but biases against landforms parallel to that direction, as will be shown later. Because of this, knowing something about the direction of linear features within the landscape prior to choosing the azimuth is valuable when producing a single hill-shaded image.

The altitude is the angle of the light source up from the horizon (i.e. between 0° and 90°). If a high altitude is chosen, the terrain will appear “washed out” while the selection of a low altitude will cause more of the landscape to be shadowed. The default altitude is 45°, which is high enough to minimize shadows, but low enough that the surface does not appear expressionless.

Although the default choice is for there to be no vertical exaggeration, choosing a value greater than one may help to accentuate low lying terrain features. However, like with a low altitude, this must be balanced out against the shadowing of terrain due to the increased relief.

Hill-shaded images may be combined either through raster addition or by layering the two and changing the opacity of the overlying images to create a composite image that exhibits less bias than a single hill-shaded image alone. A simple and commonly employed method is to combine two orthogonally oriented hill-shaded images in order to enhance the visibility of linear features (e.g. Lidmar-Bergström et al., 1991; Onorati et al., 1992; Lukas and Weibel, 1995; Notebaert et al., 2009). In theory, the two illumination sources should be parallel and perpendicular to the general trend of linear features within the landscape, however this is not always possible due to either a lack of prior knowledge of the terrain (e.g. Lidmar-Bergström et al., 1991) or the presence of several directional trends within the landscape (e.g. Smith and Clark, 2005).

In order to diminish the necessity of defining a single linear trend within the terrain, other studies have proposed combining three (Hobbs, 1995; Lukas and Weibel, 1995; Hobbs, 1999; Gantenbein, 2012) or four (Mark, 1992; Loisios et al., 2007) hill-shaded images. In these situations the width and direction of the illumination sector (the range and values of the azimuths), the altitude, and the vertical exaggeration is often predefined within these methods in order to minimize the subjectivity in creating the hill-shaded images.

In methods that utilize raster addition, it is necessary to defined the relative weight that each of the input images go into creating the final raster. Some methods predefine the relative weights
of input raster (Lukas and Weibel, 1995) while others weight them depending on distribution of aspect values within a landscape (Mark, 1992; Loisios et al., 2007). In a study building on a method originally proposed by Mark (1992) in which aspect is used to determine weighting, Loisios et al. (2007) highlight the differences between assigning a single global weight to each image added together versus determining the weights of the hill-shaded images on a cell-by-cell basis. While cell-by-cell weighting resulted in a slightly more detailed image, the procedure does require a more rigorous knowledge of GIS programming.

The single largest problem that arises during the addition of hill-shaded images is the creation of a single image with an overall lower contrast than all of the input rasters (Lukas and Weibel, 1995; Devereux et al., 2008; Štular et al., 2012). This is due to the fact many terrain features are replicated in several, if not all of the images, so when they are added to each other the light areas on one image will effectively cancel out the darker areas of a one, resulting in an expressionless image. This problem can be mediated by weighting each of the rasters independently rather than weighing them all equally as well as making sure the illumination directions of inputted images are never directly opposite of each other (i.e. 315° and 135°).

Hill-shaded images have been visualized in other ways. Colour and shading techniques, such as swiss-style shading (Jenny and Hurni, 2006), aspect variant luminosity (Kennelly and Kimerling, 2004), multidirectional visibility index (Podobnikar, 2012), and RGB layering (Hobbs, 1995, 1999), are often used to emphasize the range of aspects present in a landscape. Hill-shaded images may also be combined with other raster representations of the landscape. Because hill-shading does not indicate terrain elevation, adding a coloured DEM behind a hill-shaded image can help to clarify the elevation trends for the viewer (Kennelly and Kimerling, 2004). Other studies suggest layering hill-shaded images with first or second order derivative maps such as slope or curvature to aid in reducing the illumination bias (Smith and Clark, 2005; Kennelly, 2008). Unfortunately, layering these derivative maps, like adding in many hill-shaded images, tends to reduce the contrast of the resulting image.

One method, namely Principal Component Analysis (PCA), has surfaced that has proven useful in reducing data redundancy and other problems associated with adding several hill-shaded images together (Smith and Clark, 2005; Devereux et al., 2008; Pawley and Atkinson, 2010; Lasonaponara and Masini, 2011; Bennett et al., 2012). PCA works by taking a set of inter-correlated variables and transforming them into a new set of uncorrelated variables, or components (Devereux et al., 2008). A more thorough explanation of the principles and methods behind PCA can be found in other sources such as Pohl and Van Genderen (1998) or Schowengerdt (2006). For the purposes of this paper it suffices to understand that, in this context, a PCA takes the variability present in all of the inputted hill-shades and creates a set of components, or images, where the
major portion of the variance of the inputs is represented by the first three components (Devereux et al., 2008). Essentially, the first component represents the areas that are highlighted in all of the inputted hill-shades, the second component shows areas present in all but one of the hill-shades, and so on.

Because most GIS software programs have a PCA function, this procedure is relatively simple. There are, however, certain considerations that must be taken into account when conducting a PCA on a dataset. First of all, the number of hill-shaded images that must be inputted has not been well defined. Although Devereux et al. (2008) report using 16 hill-shaded images with azimuths equally spaced between 0° and 360°, it remains unclear as to whether increasing the number of inputted images affects the results of the PCA. Secondly, like when creating hill-shades for use in a weighted raster addition, the range of illumination sector must be considered, for example, whether it is constrained to a single section (i.e. Mark, 1992) or if hill-shades from all directions should be considered.

When visualizing the resulting PCA components most studies tend to present each of the components separately (e.g. Pawley and Atkinson, 2010; Lasaponara and Masini, 2011; Bennett et al., 2012; see Figure A.1b-e) The first three components may also be viewed as single, false coloured composite image, although this creates an image that is overwhelming to analyze (Devereux et al., 2008; see Figure A.1a). Despite the many advantages that PCA has over raster addition, little effort has been put into examining the range of visualization possibilities that exist for the data.

A.3 Proposed Method of Visualization

The following section describes the steps taken and variables considered to create the visualization of the study area that fulfills the main goal of this study: to be able to easily discern and interpret a range of fluvial and glacial landforms from a LiDAR-derived DEM using a simple and quick method of visualization (Figure A.2). The method described below, which uses a combination of hill-shading and PCA techniques, was deemed to present the clearest representation of the terrain for almost all landforms present in the study area. Although, this study was conducted using ArcGIS™, most GIS software programs have similar tools that can be used to replicate these results, although certain settings may differ slightly.

The first step is to create the hill-shaded images to be used in the PCA. Although Devereux et al. (2008) use 16 hill-shaded images as input to their PCA, this study found no discernible difference between using 16 and 4 images as input to the analysis. When experimenting with the illumination sector of the input hill-shades it was found that using hill-shaded images with azimuths that represent all of the main compass directions (i.e. North, South, East, and West) have
Figure A.1: Components of a PCA
Figure A.2: Visualization of LiDAR-derived DEM of the study area using the method presented in this study.
Table A.1: Percent of variability present in the landscape represented by each of the components of the PCA.

<table>
<thead>
<tr>
<th>Component</th>
<th>Variation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>48.5%</td>
</tr>
<tr>
<td>2</td>
<td>36.8%</td>
</tr>
<tr>
<td>3</td>
<td>14.3%</td>
</tr>
<tr>
<td>4</td>
<td>0.3%</td>
</tr>
</tbody>
</table>

better results than if the azimuths of the input images only represent a illumination from a limited spectrum (i.e. the directions used by Mark, 1992). This is evidenced by the fact that when a PCA is conducted on images with azimuths restricted to the north and north-west the resulting PCA components under-represent south-east facing slopes. This study therefore proposes using four hill-shades created with the following azimuths: 360°, 270°, 180°, and 90°.

Choosing the proper altitude and vertical exaggeration for the hill-shades requires finding the right medium between a washed out landscape (i.e. high altitude/low vertical exaggeration) and one in which there are too many dark shadows (i.e. low altitude/high vertical exaggeration). After testing several different values for the two, it was found that an altitude of 45° and a vertical exaggeration of two allows low-lying features to be discerned without casting large areas of the landscape into shadow.

Once the four hill-shaded images are created, the next step is to conduct a PCA using them as input rasters. The PCA conducted on the hill-shaded images of the study area resulted in a set of components in which the first three account for over 99% of the variation of the landscape (see Table A.1).

The next and most important step in the process is the visualization of the PCA components. Several methods of visualization were experimented with (see Figure A.3) in order to determine which one gives the overall best representation of the study area. The largest problem that arises in visualizing PCA components is finding the right degree of contrast such that there are no areas that are over or under exposed but there is still enough contrast to discern as many landforms as possible. When the first three components are added together using equal weights (Figure A.3a), the resulting image is slightly over-exposed in flat areas which causes small scale features and textures in these areas to become indiscernible. The opposite is true (i.e. east facing slopes are quite under-exposed and lack fine detail) for the case when the PCA components, weighted according to the percent of variance that they represent, are added together (Figure A.3b) as well as when only the first component is visualized (Figure A.3c).

Layering of PCA components was experimented with in order to find the medium between the
Figure A.3: Several methods of visualizing the PCA results examined for this study. The image shown in e) is the method that is found to best represent the study area.
contrast issues innate in PCA component addition and the under-exposure of the single component. Only the first two components were used as using all through three was found to lower the contrast to the extent that many of the fine details were lost. In experimenting with the transparency of the overlying layer (Component 2) it was found that a transparency level between 60 and 70% lightens the dark areas of component 1 without lowering the overall contrast of the image too much.

Although Figure A.3d does a fairly good job of displaying many details and textures within the study area, it can be noted that there exists an illumination bias against north-west trending objects, as evidenced by the lack of contrast present for the valley in the mid-right side of Figure A.3d. The default for ArcGIS™ is to symbolize the PCA components with high values as a light colour and low values as a dark colour (see legend in Figure A.3d), however it was found that if this is inverted for Component 1 (see legend in Figure A.3e), many of the linear features within the landscape become more pronounced.

This simple method, found to create the most detailed and useful visualization of the study area (Figure A.2), is summarized in a flowchart shown in Figure A.4.
Figure A.4: Flow chart summarizing the LiDAR visualization method proposed in this study
A.3.1 Comparison of Visualization Methods

Although the visualization method presented in this paper allows for the geomorphic interpretation of LiDAR-derived DEMs, there are other simple visualization methods that are commonly used for similar applications. In this section the method proposed in this paper (to be known from now on as the Hill-shade + PCA method) will be compared to three other commonly-used visualization techniques:

1. **Default Hill-shading**: A single hill-shaded image created using the ArcGIS™hillshade tool default settings (i.e. azimuth: 315°; altitude: 45°, z factor: 1)

2. **Equal-weighted Orthogonal Addition**: Two hill-shaded images with orthogonal azimuths added together using equal weights.

3. **Mark, 1992 adapted by Loisios et al., 2007**: Four hill-shaded images with north-westerly azimuths added together and globally weighted according to the relative proportion of the total landscape made up of that aspect.

It is important in areas, such as British Columbia where the geomorphology is dictated by both modern fluvial processes and quaternary glacial deposits, to visualize the terrain in such a way that a range of landform types may be identified. Three locations that highlight landforms associated with different geomorphic processes are shown in Figures A.5 to A.7. Locations 1 and 2 are areas dominated by linear glacial features (drumlins) while Location 3 contains fluvial features like terraces, gullies, abandoned stream channels, and bars.

Comparing it to the rest of the visualization methods, it is clear that the image created using the default hill-shade setting does an overall poor job in highlighting many of the landforms present across the study area (Figures A.5a, A.6a, and A.7a). This is especially true for the drumlin fields shown in Figures A.5 and A.6 which happen to be oriented parallel to the default azimuth. Although not all landscapes will have linear features parallel to the angle of illumination, these figures show how a single hill-shaded image can easily under-represent the range of landforms present.

The number of landforms, especially linear ones, visible in the landscape is greatly increased by simply adding an orthogonally illuminated image to the default hill-shaded image (Figures A.5b, A.6b, and A.7b). This method it does a very good job in visualizing the large-scale features of landscape considering its simplicity. The main shortcoming of this method is that the displayed surface lacks fine textural detail as it appears smoothed compared to the methods shown in c) and d). Given that texture often plays a large role in diagnosing terrain features, certain features may be overlooked or mistakenly identified given this visualization method.
Figure A.5: Visualization methods compared for location 1.

The ability of the weighted raster addition method shown in Figures A.5c, A.6c, and A.7c to represent the landscape is highly inconsistent. This method does a very good job displaying certain parts of the landscape, for example the area shown in Figure A.5c, while completely under-representing others, like the area displayed in Figure A.6c. In comparison, the hill-shade + PCA method defined in this paper consistently highlights both large landforms of all orientations as well as the finer surface texture of the study area (Figures A.5d, A.6d, and A.7d).
Figure A.6: Visualization methods compared for location 2.
Figure A.7: Visualization methods compared for location 3.
Appendix B

Digital Elevation Models

Digital elevation models were created using the methods described in Section 1 of Chapter 3. The experiments conducted on Model 1 use the legend shown in Figure B.1a while those conducted on Model 2 use the legend shown in Figure B.1b.

**(a) DEM legend for Model 1**

**(b) DEM legend for Model 2**

**Figure B.1:** Legends used for all of the DEMs presented below. Values show elevation in millimeters.
Figure B.2: Digital Elevation Models for Experiment 1
(a) Experiment 2: Hour 5

(b) Experiment 2: Hour 10

(c) Experiment 2: Hour 15

(d) Experiment 2: Hour 20

(e) Experiment 2: Hour 25
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(f) Experiment 2: Hour 30

(g) Experiment 2: Hour 35

(h) Experiment 2: Hour 40

(i) Experiment 2: Hour 45

(j) Experiment 2: Hour 50
Figure B.3: Digital Elevation Models for Experiment 2
(a) Experiment 3: Hour 15

(b) Experiment 3: Hour 20

(c) Experiment 3: Hour 25

(d) Experiment 3: Hour 30

(e) Experiment 3: Hour 35
Figure B.4: Digital Elevation Models for Experiment 3
Figure B.5: Digital Elevation Models for Experiment 4
Appendix C

DEMs of Difference

DEMs of difference (DoDs) are created by subtracting two DEMs from one another. The DoDs presented in this appendix show the difference in elevation between subsequent runs in each experiment. All of the figures use the same legend (Figure C.1). The units of the x- and y- axes are meters and the units in the z- direction (elevation) are in millimeters.

Figure C.1: Legend used for all DoDs presented below. Values show the difference in elevation between the two DEMs in millimeters.
(a) Experiment 1: Hours 10 - 5

(b) Experiment 1: Hours 15 - 10

(c) Experiment 1: Hours 20 - 15

(d) Experiment 1: Hours 25 - 20

(e) Experiment 1: Hours 30 - 25
(f) Experiment 1: Hours 35 - 30

(g) Experiment 1: Hours 40 - 35

(h) Experiment 1: Hours 45 - 40

(i) Experiment 1: Hours 50 - 45

(j) Experiment 1: Hours 55 - 50
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Figure C.2: DEMs of Difference for Experiment 1
(a) Experiment 2: Hours 10 - 5

(b) Experiment 2: Hours 15 - 10

(c) Experiment 2: Hours 20 - 15

(d) Experiment 2: Hours 25 - 20

(e) Experiment 2: Hours 30 - 25
(f) Experiment 2: Hours 35 - 30

(g) Experiment 2: Hours 40 - 35

(h) Experiment 2: Hours 45 - 40

(i) Experiment 2: Hours 50 - 45

(j) Experiment 2: Hours 55 - 50
(k) Experiment 2: Hours 60 - 55

(l) Experiment 2: Hours 65 - 60

(m) Experiment 2: Hours 70 - 65

(n) Experiment 2: Hours 75 - 70

(o) Experiment 2: Hours 80 - 75
Figure C.3: DEMs of Difference for Experiment 2
(a) Experiment 3: Hours 20 - 15

(b) Experiment 3: Hours 25 - 20

(c) Experiment 3: Hours 30 - 25

(d) Experiment 3: Hours 35 - 30

(e) Experiment 3: Hours 40 - 35
Figure C.4: DEMs of Difference for Experiment 3
(a) Experiment 4: Hours 15 - 10

(b) Experiment 4: Hours 20 - 15

(c) Experiment 4: Hours 25 - 20

(d) Experiment 4: Hours 30 - 25

(e) Experiment 4: Hours 35 - 30
Figure C.5: DEMs of Difference for Experiment 4