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Abstract

Traditional search focuses on keyword matching and document ranking, thus users will only get a overload of related news articles or videos, with little semantics aggregation, when they input keywords among which they are interested in exploring potential connections. To capture these connections, one good way is to model news articles into a complex network of events, where an event itself is a complex network of interrelated actions (or assertions). Event search enables users to get a big picture of essential actions involved without going through overwhelming documents. Further on, Query-driven event search, in which users can access key actions that occurred in various events with respect to input query and construct a new event capturing corresponding actions and connections between them, is able to inherently revolutionize search from its traditional keyword matching to a higher level of abstraction. Thus, we propose a natural and useful paradigm, Query-driven event search in News Information Network, to allow users to search through news articles and obtain events as answers. We construct the news information network with nodes representing actions and edges indicating relatedness between nodes. We define a good answer as a structurally densely linked and semantically related subgraph, describing a concise and informative event. Thus our objective function combines both the linkage structure of graph and semantic content relatedness. We then formally define our problem to build a query-driven event search engine that processes users query and generates a subgraph satisfying following conditions: 1) covering all keywords but without noisy nodes 2) maximizes the objective function. We prove this problem is NP-complete and propose heuristics algorithms. Our experimental evaluation on real-life news datasets demonstrates algorithms efficiency and meaningful solutions we obtain.
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Chapter 1

Introduction

In the current social web page, various kinds of information from news or microblogs is pouring to us everyday, and thus information overload has been a serious problem. To mitigate this problem, traditional search focuses on keyword matching and document ranking to help users find the best answer easier. However, traditional search has little semantics aggregation, thus there are still quite a few cases where users have to read numerous documents especially when the query contains multiple keywords and users intend to explore the connections between them. To capture these connections, one good way is to model news articles into a complex network of events, where an event itself is a complex network of interrelated actions (or assertions).

Event search enables users to get a big picture of essential actions involved without going through overwhelming documents. State-of-the-art keyword search in social stream can group related posts into events[25] to avoid reading duplicated information. Yan and Kong et al. [41] investigate the problem of generating news timelines, consisting individual but correlated summaries on each date, from massive data on the Internet to provide users a high-level summary of event. However, these existing approaches either neglect the connections between input keywords within events or lack the interface for users to retrieve information with respect to queries they are interested in. We thus propose a natural and useful paradigm, Query-driven event search, in which users can access key actions that occurred in various events with respect to input query and construct a new event capturing corresponding actions and connections between them. This new approach is able to inherently revolutionize search from its traditional keyword matching to a higher level of abstraction.

Query-driven event search in News Information Network allows users to search through news articles and obtain events as answers. For example, for query (Snowden, Julian Assange, Hong Kong, Russia), top ten results returned by traditional search are news articles covering only part of queries and “Edward Snowden” Wikipedia page, and users won’t be able to understand clearly the relationships between keywords without reading all results, while our event search engine is able to return an event shown in figure 1.1.
in which all keywords are covered by the union of *assertions* (represented as rectangles) and connections between them are specified. In figure 1.1, each node contains assertion (action it represents), timestamp this action happened, and frequency of this assertion appearing in the news corpus; edge weight measures the degree of relatedness between two nodes. Our result is more interesting in following reasons: 1) it provides an concise and informative event with respect to input query; 2) connections between actions are specified; 3) query expansion is possible when two query nodes (node containing any keyword in query) need intermediate nodes (not query node) to connect; and 4) it can access key actions from various static events to construct a new event.

*Keyword Search in Graph* attracts increasing attention as many real life datasets can be represented by trees or graphs. Possible outputs are either a spanning tree [15, 17, 19] or a subgraph with various constraints [4, 7, 13, 20] covering all input keywords. For instance, it can be used to find connections between nodes in social network [13] to explore deeper relationships between people, and in a World Wide Web dataset, it detects relevance between web pages [14]; Hulgeri et al. [17] enables users to extract information from a *relational database* by just typing a few keywords, following hyper links, and interacting with controls on the displayed results, without writing any complex query language. Therefore, we adapt *Keyword Search in Graph* technique to build the query-driven event search engine in News information Network.

For *Keyword Search in Graph* problem, there are always two basic questions to ask: first, what is the semantics of keyword search in the graph; second, what constitutes a good answer [1]. Some previous research [21, 38] seek to find a subgraph that contains query nodes, and is densely-connected. Yet, they rank candidate results by either degree or distance. Neither of them have combined both the linkage structure of subgraph and the semantic content relatedness between nodes. In our news information network, each node is an assertion representing one specific action (rectangle in figure 1.1), links between them stating that those actions are related with each other and edge weight denotes the importance (details in section 3). Thus, in our problem, both the size of graph and semantic relatedness between nodes matter because the former feature guarantees *conciseness* and the latter provides *informativeness*. To provide such event search engine which can generate group of densely-linked, semantic-related nodes which also satisfy particular keyword-based queries, we propose a new ranking technique combining both structure density of graph and semantic relatedness between nodes to rank candidate results.
Chapter 1. Introduction

As a densely-linked and closely-related subgraph can provide a good summary of query-covering actions, this problem can be applied to many real-life applications: 1) **For columnist** who wants to analyze historical or streaming events, especially trying to explore connections between a few key persons or organizations, our query-driven event search can output a subgraph connecting input keywords in the format of actions. 2) **For politician** who has a campaign to launch, our framework can help analyze rival’s actions towards certain policies or specific proposal, and prepare him or her better. 3) It enables **Ordinary users** to figure out how interested keywords construct an event and the to explore connections between them in a short time without all related news articles.

Therefore, we define our problem as follows: given a formally written news corpus, we build a query-driven event search engine which is able to process user’s query and generate *actions* covering input keywords and to provide *relationships* between them. To achieve this, we first build an undirected and weighted news information network from input news corpus and then seek to find a structurally dense, semantically related and connected subgraph which covers all input keywords. In this paper, we will detailedly describe how to build a news information network from raw news data, formally define the problem, propose a few heuristics algorithms to solve it, and experiment on three real-life datasets to evaluate our approaches.

![Figure 1.1: A graph example for specified query](image_url)
1.1 Challenges

There are several challenges for this work.

- how to build a news information network from raw news data, specifically what qualifies as a node (semantics content unit) and a connection between nodes.
- how to define a good answer for input queries, and design efficient algorithms to generate it
- how to evaluate algorithms by comparing with existing work

1.2 Key contributions

In a summary, our contributions are as follows:

- To our best knowledge, we are the first to build a news information network from raw news article, and study the problem of query-driven event search on this graph
- We formally define our problem and prove it to be NP-complete
- We propose a few heuristics algorithms to solve the problem, and experiment with real-life dataset showing our algorithm can output meaningful answers

1.3 Roadmap

The outline of this thesis is arranged as follows: The next chapter will list this problem’s related work. In the third chapter, we introduce the methodology to process raw news articles to news information network. Then we explain details in our data model in the fourth chapter. The following chapter formally defines our problem, proves the hardness, and proposes a few heuristic algorithms. Then extensive experiments on real-life datasets and evaluations are presented. In the end, we conclude our work and discuss available future work.
Chapter 2

Related Work

2.1 Graph-based text summarization

Text summarization generally refers to the process of automatically generating a compressed, yet with preserved important information, version of the given text\[9\]. It broadly consists of two approaches: extractive and abstractive summarization. Graph-based methods belong to extractive approach, and are proposed to rank units based on “votes” between each other. For example, Erkan et al. \[11\] introduces a stochastic graph-based method, similar to PageRank and HITS, to compute sentence’s importance based on the centrality concept in graphs. Mani et al. \[28\] uses a graph, with a single word as node and several kinds of links, to represent one document, aiming to find similarities and dissimilarities in pairs of documents. This work is related to our work in terms of using a graph to process raw text (news articles), building connections between text units (nodes) and adopting graph attributes to measure nodes’ prestige. The difference is that all the above papers focus on selecting exact words or sentences in text to form a compressed and coherent summary of the input text, while our work treats assertion as text unit, introduces the notion of action, and seeks to find an event composed by actions with respect to our query keywords.

2.2 Connectivity subgraph

Faloutsos and McCurley\[13\] addresses the problem of extracting a connection subgraph to best capture the relationship between two nodes in a social network based on the measure of electrical-current flows. Tong et al. \[39\] uses the related notion of random walks to find nodes and subgraph that have strong connections to all or most of input query nodes. They share the task to extract subgraph that is not only near to query nodes based on their proximity measure, but also connects query nodes. Cheng et al. \[8\] then put the object connection discovery problem in a context-aware situation, where object has a context. They first partition the original graph
2.3 Dense subgraph

into a set of communities based on the concept of modularity, and study object connection in intra-community and inter-community. Kasneci and Elbassuoni [20] set this in an entity-relationship diagram, and focuses on extracting informative subgraphs with respect to query nodes.

Our approach differs from above research in following reasons: 1) we are more interested to extract the best connection graph that connects our query nodes by adopting graph diameter and edge weight features; 2) The fundamental difference between our news information network structure(edge weight semantic meaning etc.) and theirs allows us to formalize our problem in a different way.

2.3 Dense subgraph

Angel et al. [3] maintains dense subgraph under streaming edge weight updates and outputs dense subgraph periodically. This relates to our work in the way that they output groups of tightly-coupled entities as a story, while we treat a group of actions as an event. Dourisboure and Geraci [10] focuses on extracting a dense subgraph as cyber-communities(sets of cites and pages sharing a common interest) from World Wide Web (WWW). They also come up with new heuristic algorithms which demonstrate high scalability and effectiveness. [14] presents a new algorithm, based on a recursive application of fingerprinting via shingles, to charaterize large and dense subgraphs of a graph showing connections between hosts on WWW. Their algorithm is extremely efficient, capable of handling graphs with tens of billions of edges on a single machine with modests resources. Quite a few researches put constraint on subgraphs. Asahiro et al. [4] aims to find a $k$-vertex ($k \geq 3$) subgraph with maximum weight and derives tight bounds for $k$ in different ranges. Charikar [7] studies the problems of finding subgraphs maximizing notions of density for undirected and directed graphs. Andersen et al. [2] specified lower or upper bounds on the number of vertices in the subgraph, gave a $\frac{1}{3}$-approximation algorithm for the former problem, and proved there is no good approximation algorithm for the latter one.

Our work also outputs a dense subgraph which, however, needs to cover all input query keywords. Moreover, we define our own notion of density, which combines structural density and semantic relatedness between nodes, instead of only using average node degree [7], diameter [21] or maximum weight [4].
2.4 Keyword search in graph

Unlike traditional graph search focusing more on graph’s structure rather than the semantic content, keyword search aims to extract a group of densely linked nodes in the graph which satisfy particular keyword-based query[1]. Hulgeri et al. [17] enables keyword-based search on relational databases, and outputs rooted trees connecting tuples that match individual keywords in the query as answers. Hao et al. [15] focuses on implementing efficient ranked keyword searches on schemaless node-labeled graphs, and offers order-of-magnitude performance improvement over existing approaches. Our project also enables users to extract information without any knowledge of schema, yet we output compact subgraphs instead of rooted trees as answers. Sozio and Gionis [38] seek to find a subgraph that contains all query nodes and is densely connected. They measure density based on minimum degree and distance constraints, and propose corresponding heuristic algorithms. Our work not only constrains the structure density of generated graph, but also considers the semantic relatedness between nodes. In addition, there are multiple nodes corresponding to one query in our work, which is a challenge in searching efficiency.

2.5 Answering relationship queries

Luo and Tang [27] seeks to find relationships between two entities (people, places, institutes or documents etc.) on the Web. To filter massive noise in the web pages without losing useful information, they identify potential connecting terms capturing relationships between entities by assigning weights to terms. It presents users with top ranked web page pairs based on the likelihood of two web pages mentioning the relationship between entities and highlights connecting terms to clarify relationships between query entities. Our work relates to this paper in the motivation of connecting relationship queries, but is different than this paper in the following aspects: first, we decompose raw documents into triples (assertions), build a news information network to model connections (relatedness) between them, and output subgraph to connect input queries; secondly, this paper only deals with two queries, while our work has no upper limit on the number of input queries.
2.6 Team formation

Lappas et al. [21] solves the problem of team formation: given an undirected edge weighted graph where each node is labeled with a set of skills (text) and edges represent communication cost between nodes they connect, the task is to find a subgraph which covers all skills required and minimizes the communication cost at the same time. Our problem is most related to this paper, and we actually prove the hardness of our problem (see Section 5.1) by reducing to their problem. Yet, our edge weight has the exact opposite semantics, and we aim to combine the structural density and semantic relatedness between nodes, which leads to a clearly different problem than theirs.
Chapter 3

Data Preprocessing

3.1 Overview

This chapter will introduce approaches we take to process raw news text into a new information network. The general work flow is shown in figure 3.1, and each part’s motivation and methodology will be introduced separately and detailedly in each section. Before getting into processing details, we define our worked-on text unit triple as follows:

Definition 1. (triple) A triple $\Gamma$ consists of three parts of meta data: subject $s$, predicate $p$, object $o$, denotes as:

$$\Gamma = (s; p; o)$$

$s$ and $o$ are entities, and $p$ denotes the relationship between them. Each triple $\Gamma$ represents an action. Each triple $\Gamma$ has following features:

- $(\text{news}_\text{id}) \Gamma_{id}$ means the id of news from which this triple is generated
- $(\text{timestamp}) \Gamma_t$ means the timestamp of this triple(or news).
- $(\text{description}) \Gamma_d$ describes the fact this triple represents.
3.2. Anaphora resolution

Previous work mostly refer to sentence \cite{11, 35, 41} as text unit to work on, others use entities\cite{3, 27} and relationships between them to explore interesting connections from the web. We extract \textit{triple} from text for the following reasons:

- we aim to provide a subgraph(an event) with multiple actions, which are able to tell users what happened between those queries specified. Sentences in news articles are too long, while entity without relationships convey little information. \textit{Triple} instead can present a fact clearly in the shortest length.

- with text volume increasing, number of sentences will increase linearly, while \textit{triple} volume will increase in the beginning and gets stable at some point because of the fact that a triple transmits over web more easily than a sentence and later-detected triple has been found out already.

Thanks to above reasoning, we refer to \textit{triple} as text unit. However, not all triples convey enough information to represent an \textit{action}. For instance, triple \textit{(she; ate; one apple)} provides little information to us as we won’t be able to know who \textit{she} is without context. Thus, we define \textit{wise triple} as below:

\textbf{Definition 2.} (wise triple) A wise triple $\Gamma$ needs to satisfy following conditions:

- both subject $s$ and object $o$ are not pronouns

To get more wise triples from raw text, we first adopt \textit{Anaphora Resolution} to replace pronouns to their equal entities, and then use \textit{Relation Extraction} to extract triples.

3.2 Anaphora resolution

Halliday & Hasan 1976 defines \textit{anaphora} as cohesion which points back to previous item. It refers to the interpretation of one expression depends on its antecedent, the entity being pointed back to. The process of identifying an anaphora’s antecedent is then called \textit{anaphora resolution}\cite{33}(aka. coreference resolution). For example:

\textit{Russia says it will give Ukraine a new tranche of a $15bn aid package}\footnote{All examples in the thesis are from real-life news}
3.2. Anaphora resolution

In this example, it is the anaphora, and Russia is the antecedent. In formal written news articles, it is quite common to have anaphora situations, and the antecedent-search scope is usually located at the current and preceding sentence. The reason we need anaphora in processing the news article is because quite a few tuples we get from Relation Extraction starts with pronouns like it, she, he, and it is impossible to get what these pronouns refer to without context. For example:

Russia had hinted it would freeze the aid until a new government is formed after Ukraine’s PM quit last month.

From relation extraction introduced in section 3.3, generated triples are $\Gamma_1 = (it; would freeze; the aid[enabler=until a new government is formed after Ukraines PM quit last month])$ and $\Gamma_2 = (Ukraines PM; quit in; last month)$. Without reading the whole sentence, we would have no idea who did the action of freezing the aid, and $\Gamma_1$ will be tossed later because it technically provides no information. To avoid getting rid of valuable triples, we apply anaphora resolution to news articles so that all pronouns are replaced with their antecedents before relation extraction. Then the previous sentence becomes the following:

Russia had hinted Russia would freeze the aid until a new government is formed after Ukraine’s PM quit last month.

Then generated triples become $\Gamma_1 = (Russia; would freeze; the aid[enabler=until a new government is formed after Ukranes PM quit last month])$ and $\Gamma_2 = (Ukraines PM; quit in; last month)$, both of which are wise triples.

In our project, we apply Standford Deterministic Coreference Resolution System\textsuperscript{[23]}, which automatically identifies coreferring entities in text, as tool to solve this problem. Its system incorporates lexical, syntactic, semantic and discourse information in coreference resolution models\textsuperscript{[24]}, and ranked first at the CoNLL-2011 shared task\textsuperscript{[2]}\textsuperscript{2}. It first identifies all mentions of entities in the text, and then cluster them into equivalence classes. Based on generated equivalence classes, pronouns among them can be replaced by name entities, which provides more information, as introduced before. Take the following text for example:

President Barack Obama and his Democrats must agree to delay implementation of Obama’s health care law.

\textsuperscript{2}http://conll.cemantix.org/2011/
3.3 Relation extraction

This system generates equivalence classes as follows:
1 CHAIN1- [“Barack Obama” in sentence 1, “his” in sentence 1, “Obama ’s” in sentence 1]
3 CHAIN3- [“President Barack Obama and his Democrats” in sentence 1]
4 CHAIN4- [“President Barack Obama” in sentence 1]
5 CHAIN5- [“his Democrats” in sentence 1]
7 CHAIN7- [“implementation of Obama ’s health care law” in sentence 1]
8 CHAIN8- [“Obama ’s health care law” in sentence 1]

From CHAIN1, where all entities belong to the same class, we are able to replace pronoun “his” as “Obama ’s”. Therefore, with each news article as input, we can get all equivalence classes containing multiple entities, and replace pronouns with corresponding name entity.

3.3 Relation extraction

Relation Extraction is the task of extracting semantic relationships between a set of entities from text. In this project, triples in the format of \((s; p; o)\) are needed to extracted from news articles. Generally, two kinds of Information Extraction (IE) systems are available for this; a traditional IE system needs relations of interest to be specified in advance, while open IE ones can generate relations between entities without providing domain-specific knowledge or target of relations.

We refer to Ollie [30], a state-of-art open IE system, to generate binary relationships from news text. There are other advanced open IE systems available, such as SONEX [31], TreeKernel [40] and EXEMPLAR [32]. The reasons that we choose Ollie over these tools are as following:

- EXEMPLAR and SONEX only extract relationships between name entities (people, organization etc.), thus fewer than five tuples can be generated from one news article, while Ollie can extract more than hundred tuples.

- TreeKernel is supervised approach and the lacking of training examples makes it hard to use for our work.

- Ollie has extra features compared with other tools, which are:
  - it calculates confidence score for each triple it generates, which shows how correct this triple could be.

[^3]: http://en.wikipedia.org/wiki/Relationship_extraction
3.4 Filtering

- it captures enabling condition, a condition that needs to be met so the tuple is true\footnote{\url{https://github.com/knowitall/ollie}}. For example, for sentence

She will move out if rent keeps rising

Triple \((She; will; move out)\) will be true when condition \textit{if rent keeps rising} is present.

- it captures attribution clause which specifies an entity that asserted an extraction and a verb that specifies the expression \cite{30}. A sentence like below:

\textit{Russia has miscalculated over Crimea, says Hague}

got result: \((Russia; has miscalculated over; Crimea)[attrib=Hague says]\)

- When some relations are expressed without verb, like:

Edward Snowden is the leaker of NSA

Ollie is able to get triple \(Edward Snowden; be the leaker of; NSA\).

3.4 Filtering

Each news article can averagely generate one hundred triples; however, not every triple is wise triple. Take following sentence as example:

\begin{quote}
Mr Cameron urged Mr Putin to support the formation of a contact group that could lead to direct talks between the governments of Russia and Ukraine.
\end{quote}

Generated triples are:

- \(\Gamma_1 = (Mr Cameron; urged Mr Putin to support; the formation of a contact group); \text{confidence score}: 0.8\)

- \(\Gamma_2 = (Mr Cameron; urged; Mr Putin); \text{confidence score}: 0.75\)

- \(\Gamma_3 = (direct; talks between; the governments of Russia); \text{confidence score}: 0.262\)
3.5. Similarity between triples

Γ₁ and Γ₂ are able to deliver enough information without other context, while Γ₃ can’t. To ensure high quality of the news information network, here are a few filtering criteria:

- Confidence Score: Ollie\cite{30} provides confidence score for each triple it generates. We observe that any triple with score under 0.7 is of low quality, so we get rid of those triples.

- Predicate filtering: Triple with “said in”, “said at” only contains date or location information, which is not enough to describe one fact.

- Not a wise triple

3.5 Similarity between triples

After generating triples from news articles, we observe that different news articles may contain the exact same or very similar triples, such as \((Edward Snowden; be the leaker of; NSA)\) and \((Snowden; be the leaker of; National Security Agency)\). These two triples are presenting the same fact and thus need to be merged as one triple. Similarity in this thesis has two flavors, one is textual similarity, which measures the ratio of exact common words between triples, and the other one is semantic similarity with the idea of comparing the likeness of triples’ meaning\(^5\).

3.5.1 Preprocessing

A triple averagely consists of ten words, thus noisy words, if any, will bring huge bias on similarity score. Common words, like “the”, “so”, “and”, are the most frequent words in a document\cite{36}. Even though they help convey the meaning, they don’t have much importance compared with other representative words. Treating the whole triple as a bag of words \cite{29} will blur this triple’s focus and get lower accuracy. To get accurate result, we refer to \cite{34} to focus only on entity words. We obtain entities from a triple using a Part-Of-Speech Tagger\(^6\) and we change the noun to single form when it is plural(POS tag “NNS” or “NNPS”). Also, if there are duplicate entities in the tuple text(very rare), just count one. In the news corpus dataset we used in experiments (see chapter 6), each triple contains on the average 6.2 entities. For further reference, Γ\(^L\) will denote as the list of entities triple Γ’s text contains.

\(^5\)http://en.wikipedia.org/wiki/Semantic_similarity
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### 3.5.2 Textual similarity

For triple $\Gamma_1$ and $\Gamma_2$, **Jaccard Similarity** measures similarity between these two finite sets ($Sim(\Gamma_1, \Gamma_2)$) by the ratio of the size of intersection of $\Gamma_1$ and $\Gamma_2$ to the size of their union\[36\], that is:

$$Sim(\Gamma_1, \Gamma_2) = \frac{|\Gamma_1^L \cap \Gamma_2^L|}{|\Gamma_1^L \cup \Gamma_2^L|} \quad (3.1)$$

**Local Comparison**

Each triple consists of **Subject, Predicate, Object**. **Local Comparison** is the average of the similarities of three parts of the triple. Then:

$$Sim(\Gamma_1, \Gamma_2)_{local} = \frac{Sim_s + Sim_p + Sim_o}{3} \quad (3.2)$$

**Global Comparison**

**Global Comparison** is to regard this triple as a whole sentence rather than three parts and then compare. The reason behind this is because there are quite a few passive-format triples, like “the agreement; is signed by ; Putin and Obama”. If compared with “Putin and Obama; signed; this agreement”, **local comparison** will conclude that they are not similar at all, while in fact they are talking about the same subevent. To prevent miscalculating these tuples, we choose global similarity over local one as **Jaccard Similarity** score.

### 3.5.3 Semantic similarity

To measure the degree of **semantic similarity**, or more generally **relatedness**, between two lexically expressed concepts is a problem involved in many computational linguistics tasks \[6\]. **Semantic relatedness** covers more aspects than **semantic similarity** in the sense that the latter often only measures the likeness between entities, while the former regards antonymy (cellphone-battery), antonymy (love-hate) and some other relationships as relatedness metrics. As we are only interested in clustering similar triples when they represent the same fact, **semantic similarity** provides more accurate results.

We refer to [WordNet](http://wordnet.princeton.edu) as knowledge source to calculate semantic similarity score between triples. A few measures are available for this, such as:
as Hirst-St-Onge [16], Leacock-Chodorow [22], Resnik [37], Jiang-Conrath [18], Lin [26]. Among these five, Hirst-St-Onge measures semantic relatedness as it uses all relationships in WordNet, and remaining four ways calculate semantic similarity in that they only use the hyponymy relation. [6] experimentally compared these five measures, and conclude that Jiang-Conrath performs the best overall, followed by Lin, Leacock, and Chodorow; Resnik is seriously under-related, and Hirst-St-Onge seriously over-related. Lin uses the same elements as Jiang-Conrath, which calculates semantic distance instead of semantic similarity. As Lin provides more promising score than Jiang-Conrath in our dataset [8], we choose Lin for simpler combination with textual similarity.

Lin [26] defines similarity function as follows:

$$ sim(x_1, x_2) = \frac{2 \times \log P(C_0)}{\log P(C_1) + \log P(C_2)} $$

(3.3)

where $C$ is a synset, word $x_1 \in C_1$, $x_2 \in C_2$, $C_0$ is the most specific class that subsumes both $C_1$ and $C_2$, and $P(C)$ is the probability of encountering an instance of a synset $C$ in specific corpus.

### 3.5.4 Similarity combination

To combine textual and semantic similarity, we propose the following similarity function to calculate the final similarity score of triple $\Gamma_1$ and $\Gamma_2$:

$$ S(\Gamma_1, \Gamma_2) = \sum_{w_2 \in \Gamma_2} \max_{w_1 \in \Gamma_1} sim(w_1, w_2) $$

$$ \frac{1}{|\Gamma_1| + |\Gamma_2| - |\Gamma_1 \cup \Gamma_2|} $$

(3.4)

where $\Gamma^L$ denotes the entity list of triple $\Gamma$, $|\Gamma^L|$ is the length of the list, $sim(w_1, w_2)$ is the semantic similarity score between words $w_1$ and $w_2$ (When $w_1 = w_2$, $sim(w_1, w_2) = 1$), and $|\Gamma_2| \leq |\Gamma_1|$.

Intuition behind this formula is a combination of extractive and abstractive approaches in text summarization. Extractive approaches focuses on extracting exact words, phrases, sentences or even paragraphs from text, and abstractive approach needs to rephrase the text using NLP techniques. Wordnet takes semantic co-relations between words into consideration, which lifts the similarity score between triples which are telling the same fact while telling it in different ways.

---

[8] Check and compare manually
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3.5.5 Computation

We generate more than around four million triples from news corpus using existed NLP packages\(^9\) Pair-wise computation complexity is \(O(n^2)\), which is extremely expensive in this scale. Also, it does not make much sense to compare triple \(\Gamma_1\) from event \(A\) with triple \(\Gamma_2\) from event \(B\). However, we are not able to differentiate them before the news information network is created, then using existing techniques is impossible to locate which triples to compare based on the fact that they belong to one event.

As explained in section 3.5, each triple is represented by a set of entities. We then borrow the Linkage Search idea from [34] where the unit for computation can also be represented with entities. We first construct a triple-entity bipartite graph and then perform a two-step walk to locate which triples to compute. Take one uncomputed triple \(\Gamma\) for example, the first step is to choose an entity \(e_1\) in \(\Gamma^L\), and then find all triples connected to \(e_1\), whose count ranges from 1 to 87228. The union set of neighbors for all entities in \(\Gamma\) form the triple group \(\Gamma\) should be compared with, averagely numbering 68599, which is still very expensive.

To reduce computation cost, we propose the following algorithm(line 4 to line 9 in algorithm 1): suppose the similarity score threshold is \(\tau\), \(|\Gamma_1^L| = l_1\), \(|\Gamma_2^L| = l_2\), and denote \(|\Gamma_1^L \cap \Gamma_2^L| = |com|\). Then we ideally want that if \(\Gamma_1\) and \(\Gamma_2\) are similar to satisfy the inequality::

\[
\frac{|com|}{|\Gamma_1^L| + |\Gamma_2^L| - |com|} \geq \tau \tag{3.5}
\]

Suppose we fix \(\Gamma_1\), we are not able to know \(|\Gamma_2^L|\) as we are trying to avoid check every triple \(|\Gamma_1^L|\) connects. Thus we can tighten equation 3.5.5 based on \((|\Gamma_1^L| + |\Gamma_2^L| - |com|) \geq |\Gamma_1^L|\), and we get equation:

\[
\frac{|com|}{|\Gamma_1^L|} \geq \tau \tag{3.6}
\]

Therefore, \(|com| \geq \tau |\Gamma_1^L|\) indicates that at least \(\tau|\Gamma_1^L|\) entities in \(\Gamma_1^L\) has to be contained by \(\Gamma_1^L \cap \Gamma_2^L\). In this case, when checking if \(S(\Gamma_1, \Gamma_2)\) is at least \(\tau\), instead of picking \([\tau|\Gamma_1^L|]\) entities in \(\Gamma_1\) to see if they also exist in \(\Gamma_2\), we can do the opposite by checking the remaining \(|\Gamma_1^L| - [\tau|\Gamma_1^L|] + 1\) entities. If these entities are not in \(|\Gamma_2|\), then \(S(\Gamma_1, \Gamma_2)\) will definitely be less

\(^9\)Some news articles generate more than one hundred triples, and also the headline will be counted three times
### 3.6 Cluster

**3.6.1 Introduction**

Generated triples represent various actions. As the same action is referred to multiple times in one news article or different ones, such as Edward Snowden is the leaker of NSA has been brought up for more than 1,000 times in our dataset, clustering similar instances into groups is necessary.

To fix context and aid in understanding, we assume each triple is a data point belonging to the same space, and we examine this collection of points, then group them into clusters based on the similarity score (see section 3.5) between each other. What we want to achieve from clustering is that triples in each group have high similarity between each other and are able to represent the same action, and different groups are talking about different
3.6. Cluster actions.

Clustering techniques can be generally divided into hierarchical and partitioning way. Hierarchical algorithms, as its name suggests, seeks to build a hierarchy of clusters. It consists of “bottom up” approach, starting with its own cluster and paring up clusters as one to move up the hierarchy; and “Divisive” approach, which starts from one cluster and moves down the hierarchy as recursively splitting clusters\(^{10}\). This process stops until some criterion is made, such as the number of clusters requested. Partition algorithms focuses on discovering dense connected components of data, so they are less sensitive to outliers and quite flexible in terms of clusters’ shape.

As hierarchical technique requires some termination criteria which are difficult to establish in our domain, we choose cluster tuples with partition way by which we don’t need to specify the number of clusters beforehand.

3.6.2 Density-based partitioning

The intuition behind Density-Based Partitioning lies in the fact that an open set in the Euclidean space can be divided into multiple connected components\(^{5}\). One connected component is defined as one cluster, and can grow in any direction the density leads. Thus, Density-Based algorithms are able to discover clusters with arbitrary shapes, and also the stopping criteria is quite clear that as long as dense components are properly connected.

The algorithm DBSCAN (Density Based Spatial Clustering of Applications with Noise) \(^{12}\) is one of the most common Density-Based algorithms. It requires two parameters, a given distance \(\epsilon\) and the minimum points needed to form a dense region\(\text{minPts}\). It arbitrarily starts with an unvisited point, retrieves its \(\epsilon\)-neighborhood points, and starts a cluster if \(\text{minPts}\) is satisfied. All points’ \(\epsilon\)-neighborhood belong to the same cluster, and this cluster grows until all density-connected points are found. Then start with a new unvisited point, repeat the process until all points are visited. DBSCAN’s running time complexity is \(O(n^2)\) without using an accelerating index structure, and it needs \(O(n^2)\) memory. Also DBSCAN’s clustering quality relies much on the \(\text{minPt}\)-\(\epsilon\) combination, which may be not appropriate for all clusters.

To reduce parameter’s overall control and algorithm’s complexity, we apply a more straightforward density-based algorithm to cluster. As we measure similarity between triples\(\text{introduced in 3.5}\), we set similarity threshold \(\tau\) instead of \(\epsilon\) between points as Connectivity parameter. Each point,

\(^{10}\)http://en.wikipedia.org/wiki/Hierarchical_clustering
3.7. Processing running time

a triple, is isolated in the Euclidean space first, and then an edge is added between two points if their similarity score is greater than $\tau$. After checking all edges, connected components are clusters. Density parameter minPts in our algorithm is not used to set the minimum number of nodes in a neighborhood to grow forward, but the number of nodes to present as a cluster at the end. We only store point pairs with similarity score greater than $\tau$ in memory, thus it costs $O(|E|)$ memory, and $O(|E|)$ running time($|E|$ is the number of edges of this graph). Pseudo Code of this algorithm is in Algorithm 2 line 1 to line 5(see section 4.3):

Line 6 in Algorithm 2 removes a triple with only one degree. This step gets rid of noisy nodes that connects two not-that-relevant clusters together.

To aid explain how to build news information network, we define triple cluster as follows:

**Definition 3.** (triple cluster) A triple cluster $\Delta$ is a group of similar triples representing the same action. $\Delta = \{\Gamma_1, \Gamma_2, \Gamma_3, ..., \Gamma_m\}$.

3.7 Processing running time

Most of the dataset processing time is determined by Anaphora Resolution in section 3.2 and Relation Extraction in section 3.3. Even though we adopted multi-threading processing, it still took around seven hours to fully process WordWide dataset (210,206 news articles). As we rely on external packages in this step, there is little we can do to speed up the process. This process is regarded as off-line preparation for the assertion graph on which we issue query keywords and determine densely linked and semantically related subgraphs.
Chapter 4

Data Model

Definition 4. (Assertion Graph) Given n triple clusters with each triple within cluster labeled with its news_id, timestamp and description, co-occurrence threshold $\tau_c$, the graph created based on the following rules is called an Assertion Graph:

- Each triple cluster is regarded as one node.
- If node $\mu$ and $\nu$ share more than $\tau_c$ triples labeled with the same news_id, add one edge between node $\mu$ and $\nu$.

4.1 Node

Node-related features are listed as follows:

- Node/vertices: For each triple cluster $\Delta$ we generated from clustering in section 3.6, the graph has a corresponding node $\nu_\Delta$. We also refer to it as an action. Each node has a specific id.

- Node weights: We assign a weight $N(\nu_\Delta)$ to each node $\nu_\Delta$ in the graph. It shows the popularity or prestige of this node. The value is equal to the frequency this triple has appeared among all raw text, which is also the size of this triple cluster $\Delta$. The higher the weight is, the more popular or important this node is.

- Node description: We choose the best description $D(\nu_\Delta)$ for node $\nu_\Delta$. One cluster contains various similar descriptions. We pick the one with the highest frequency as this node’s description.

- Node timestamp: A triple cluster contains multiple triples, and so multiple timestamps. We assume that the earliest one among them is the time this fact happens, and others are just referring to it in following news articles. We denote $\nu_t$ to specify the timestamp.
4.2 Edge

Edge-related features are listed in the following:

- **Edge**: For each pair of nodes \( \mu \) and \( \nu \), if they share more than \( \tau_c \) triples labeled with same news.Ids (the number of co-occurrences in news), we create an edge between them.

- **Edge Weight**: We use \( \omega_{uv} \) to denote the edge weight between node \( \mu \) and \( \nu \). \( \omega_{\mu\nu} \) is equal to how many triples with same news.Id are shared between \( \mu \) and \( \nu \). We assume that when two facts are referred in the same news, they are *semantically related* to each other. The greater the edge weight is, the more semantically related these nodes are.

- **Time-sensed Edge Weight**: The time difference between node \( \mu \) and \( \nu \) represents how much time lapses between two facts. If fact \( \mu \) happens a few months later than \( \nu \), we say they are not as close as the pair in which one fact happens right after another one. Therefore, the less time-lapse between two nodes, the closer they are. To combine time feature into Edge Weight, we define *Time-sensed Edge Weight* for nodes \( \mu \) and \( \nu \) as follows:

\[
\omega_t(\mu, \nu) = \begin{cases} 
\omega(\mu, \nu) & |\mu_t - \nu_t| \leq 2 \\
\omega(\mu, \nu) \log_2(|\mu_t - \nu_t|) & \text{otherwise}
\end{cases} 
\]  

(4.1)

4.3 Graph overview

We build the assertion graph following Algorithm 2. Line 1 to 5 explains the way to cluster single triple into clusters. Line 6 removes noisy triples. Then we treat each triple cluster as one node, and connect edges between nodes if they co-occur more than \( \tau_c \) times (line 8 to 14). Figure [4.1] is a subgraph extracted from the assertion graph we build from dataset 1 (see table [6.1]). As explained, each rectangle represents one node with feature *description*, *timestamp* and *frequency*. The number on the edge shows the frequency they co-occur in one article.

\(^{11}\tau_c \) is determined experimentally
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The peninsula defending soldiers inside said Russian troops forced their way into a Ukrainian marine base (2014/03/24).

Moscow had massed 20,000 soldiers (2014/03/24).

Kiev and the West denounced the annexation as illegal (2014/03/24).

Lavrov to hold a first meeting (2014/01/13).

Kiev circulated a draft resolution (2014/03/24).

Leaders of the Group of Seven nations agreed to hold their own summit (2013/03/25).

G7 leaders met on the sidelines of the Nuclear Safety Summit (2013/03/23).

Figure 4.1: Graph overview
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Algorithm 2: Building assertion Graph

input : \{\Gamma\} with corresponding similarity scores, \tau_s, \tau_c

output: Assertion Graph G

1. Initiate a graph \( G_c \) with isolated \( \Gamma \);
2. for each \( \Gamma \) in \( \{\Gamma\} \) do
   3. for \( \Gamma' \) in \( \Gamma \)'s candidates do
      4. if \( S(\Gamma, \Gamma') \geq \tau_s \) then
         5. connects one edge between \( \Gamma \) and \( \Gamma' \)
   6. remove \( \Gamma \) with only fewer than three degree;
7. Each connected subgraph is one group with multiple similar triples, denoted as \( \Delta \) (triple cluster)

8. Initiate a graph \( G \) with each \( \Delta \) as one node;
9. for each node \( \mu \) in \( G \) do
   10. for each node \( \nu \neq \mu \) do
      11. \( c = \sum_{I_1 \in \mu, I_2 \in \nu}(I_1.newsId = I_2.newsId); \)
      12. if \( c \geq \tau_c \) then
         13. add add edge between \( \mu \) and \( \nu \);
      14. set \( \omega_t(\mu, \nu) \) based on equation 4.1;

15. Output \( G \) as the Assertion Graph;
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Problem Formalization and Algorithms

5.1 Preliminaries

As we discussed in section 4.1, each node is associated with an assertion, which can be divided into multiple keywords. We assume assertion graph consists of \( n \) nodes \( V = \{\nu_1, \nu_2, ..., \nu_n\} \), and let \( K = \{\kappa_1, \kappa_2, ..., \kappa_m\} \) be a universe of \( m \) keywords. Each node \( \nu_i \) is associated with a set of keywords \( A_i \subseteq K \). If keyword \( \kappa_j \in A_i \), we say that node \( \nu_i \) contains keyword \( \kappa_j \); otherwise node \( \nu_i \) does not contain keyword \( \kappa_j \); We say that a subset of nodes \( V' \subseteq V \) contain keyword \( \kappa_j \) if there exists at least one node in \( V' \) that contains keyword \( \kappa_j \).

A query \( Q \) is a subset of keywords specified by users to find connections between them in the assertion graph. We assume that \( Q \subseteq K \) as we won’t be able to cover any keyword which is not in \( K \). Followed [21], we denote the cover of a set of nodes \( V' \) with respect to query set \( Q \) as \( C(V', Q) \), and \( C(V', Q) = Q \cap (\bigcup_{i \in V'} A_i) \). This specifies the intersection of query set \( Q \) and the union of keywords associated with node subset \( V' \).

We denote any subgraph as \( G' = (V', E') \), where \( V' \subseteq V \) and \( E' \subseteq E \). \( d \) is the diameter (the longest shortest path between any two nodes in the graph) of \( G' \). \( W' = \sum_{e \in E'} w_e \), representing the sum of weights of all edges \( E' \) in subgraph \( G' \). \( w_{\max} \) is the maximum edge weight in \( G' \), and \( |E'| \) is the number of edges. To differentiate different kinds of nodes in the subgraph, we define query node and intermediate node as follows:

**Definition 5.** (Query node and Intermediate node) Query node is the node whose set of keywords contains at least one keyword in query \( Q \). Intermediate node is the node whose set of keywords does not contain any keyword in query \( Q \).
5.2 Problem formalization

5.2.1 Problem statement

**Problem 1.** *(Query-driven Event Search)* Given a news corpus, a set of keywords \( Q \), an objective function \( f \), we seek to build an undirected, weighted graph \( G = (V, E) \) first and find a connected subgraph \( G' = (V', E') \) such that:

1. \( C(V', Q) = Q \)
2. all intermediate nodes have to be on a path connecting query nodes
3. \( f(G') \) is maximized among all candidates for \( G' \)

The objective function is defined as follows:

\[
 f(G') = \alpha \frac{1}{d} + (1 - \alpha) \frac{W'}{|E'|w_{\max}}
\]  

(5.1)

where \( \alpha \) is the parameter trading off two parts’ importance, \( d \) is the diameter, \( W' \) is the total edge weight, \( |E'| \) is the number of edges, and \( w_{\max} \) is the maximum single edge weight of generated graph \( G' \).

**Theorem 1.** Problem 1 is NP-complete.

**Proof.** We prove this by a reduction from the Team Formation (TF) problem. An instance of the TF problem contains a set of \( n \) individuals \( X = 1, \ldots, n \), a graph \( (X, E) \), and task \( T \), find \( X' \subseteq X \), so that \( C(X', T) = T \), and the diameter of \( X' \) is minimized. It is easy to see that TF is a special case of Problem 1 by setting \( \alpha = 1 \), in which case, \( f \) is maximized exactly when the diameter is minimized. Then there is a solution for TF problem only if there is a solution for our problem, and vice versa.

5.2.2 Discussion about objective function

The objective function \( f \) makes a combination of structure connectivity and semantic relatedness of a graph. To relatively explain these two parts: 1) Diameter \( \frac{1}{d} \) limits the distance between pairs of nodes in generated graph \( G' \). The smaller \( d \) is, the more connected \( G' \) is. As \( d \) is normally in the range of \([1, 10]\), \( \frac{1}{d} \) is naturally in the range of \((0, 1]\). \( \frac{1}{d} \) can also be regarded as \( \frac{d_{\min}}{d} \) where \( d_{\min} \) is the minimum diameter of a generated graph (except for single isolated nodes). 2) In the latter part, \( \frac{W'}{|E'|w_{\max}} \) represents the average
edge weight of \( G' \), \( \frac{W'}{|E'|w_{max}} \) thus is the ratio of average edge weight and max edge weight of \( G' \). As introduced before, \( w_{\mu\nu} \) between nodes \( \mu \) and \( \nu \) measures the degree of their semantic relatedness, which is a function of number of co-occurrences and their time differences as in function 4.1. It may be unfair to compare the total edge weight of two different subgraphs as the frequency of their nodes’ text being referred in the dataset influences edge weight. However, measuring the \textit{ratio} of average edge weight and maximum edge weight is independent on other features, thus makes it the good way to constrain the semantic relatedness of a graph. Also \( \frac{W'}{|E'|w_{max}} \) is in the range of \((0,1]\), which avoids the possibility that any part dominating the result of their linear combination.

### 5.3 Heuristic algorithms

In this section, we propose three heuristic algorithms for \textit{query-driven event search} problem: \textit{EdgeGreedy (Edge), EdgeGreedy\_star (EG\_*) and RarestFirst\_star (RF\_*)}. Another fourth algorithm \textit{RarestFirst (Rare)} is baseline from [21]. \textit{Edge} differs from \textit{Rare} in the way in which the next node is added to the graph. The change between \textit{Edge} and \textit{EG\_*} lies in two process called \textit{edge\_star} and \textit{node\_star}. Details of all algorithms are explained in this section.

#### 5.3.1 Rare

Algorithm [3] (\textit{Rare}) is a variation of the algorithm presented in [21], we regard it as a baseline of our problem. First, for each keyword query \( q \in Q \), we compute \( S(q) \), which is the set of nodes that contain \( q \), defined as \textit{support set}. Then, we rank all support sets by size and choose one node from the minimum size support set to start building the solution subgraph. As \( V' \) in output graph \( G'(V',E') \) must contain at least one node in each set \( S(q) \), we assume smaller size set has more priority. \( p(\nu,S(q)) \) refers to the shortest path between node \( \nu \) and every node in set \( S(q) \), that is:

\[
p(\nu,S(q)) = \min_{\mu \in S(q)} p(\nu,\mu) \tag{5.2}
\]

and we call the node picked in set \( S(q) \) as \( \nu_{can} \). After fixing the node \( \nu \) in \( S(1) \)(query \( q_1 \)), we then pick nodes with \( p(\nu,S(q)) \) in all other set \( S(q)(q \neq q_1) \). When adding nodes to \( S_{node} \), we also add all intermediate nodes that are along the path \( p(\nu,\nu_{can}) \). After scanning all remaining support sets, all added nodes and paths form a connected subgraph \( G'_{can} \); line 13 and line 14
in algorithm 3 calculate $G'_c$’s diameter and edge weight sum. After calculating all possible solutions, algorithm 3 chooses the candidate subgraph with maximum $f$ value. Recall that we pre-computed all pairs shortest path and use hash tables to store specific attributes (hops, edge weight sum etc.). The running time of algorithm 3 is $O(c|S(1)| \times |Q| + |S(1)| \times |S(node)|^2)$ where $c$ is the average size (around 213) of support set, $|S(1)|$ is the size of rarest support set, averagely numbering 11. $|Q|$ is the size of query set, ranging between $[4,10]$, $|S(node)|$ is the average number of nodes in generated graph, fewer than 12. $|S(1)| \times |S(node)|^2$ is the cost for calculating diameter (line 14) for each candidate subgraph. Algorithm 4 calculates a graph’s diameter by exhaustively expanding each node outwards and recording the furthest step.

Also, we pre-compute the shortest path (minimum hops) between nodes, and the total weight of this path. There may exist multiple shortest paths (same hops) between two nodes but with different total weight, we always choose the one with maximum total weight.

### 5.3.2 Edge

Algorithm 5 (Edge) ranks $S(q)(q \in Q)$ based on increasing size, starts with $S(1)$ (support set with minimum size), and keeps adding edges from other sets following increasing size sequence. When picking edges to add to solution set, instead of fixing one node in algorithm 3, Edge scans all nodes in the solution set and choose the edge with the endpoint node $\mu$ that maximizes the marginal gain of $f$. The example below explains how algorithm 5 chooses the next node and how it benefits the result.

**Example 1.** (Edge example) Assume edges have unit edge weight. Existed subgraph $S$ contains nodes $a, b, c$ and edge $(a, b)$ and $(b, c)$. Candidate nodes are $d, e$. Figure 5.1(a) shows how node $d$ connects to $S$, and figure 5.1(b) shows how node $e$ connects to $S$. $d$ and $e$ are both only one hop away from $S$. Yet, $f(S \cup e \cup (b, e)) - f(S) = 0$; $f(S \cup d \cup (a, d)) - f(S) = -0.25(\alpha = 0.5)$. Even though solution 1 and 2 have the same influence on total edge weight (both are three), the ratio of average weight and maximum weight (both are one), solution 1 increases diameter by 1, and solution 2 still stays one. Thus, Edge will add $e$ to existed subgraph $S$.

As each diameter calculating costs $|S(node)|^2|$, the total complexity for algorithm 5 is $O(c|S(1)| \times |S(node)|^2)$ where $c$ is the average size of support set, $|S(1)|$ is the minimum size of all support sets, and $|S(node)|$ is the average number of nodes in generated solution.
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Algorithm 3: The Rare algorithm

input : Graph G(V, E); Query set Q; α
output: A subgraph G(V’, E’)

1 find support set for each query in Q;
2 for each query q ∈ Q do
3 \[ S(q) = \{\nu_i | q \in \kappa_i \} \]
4 rank all sets based on the size, and rename them to \( S(1) \) to \( S(|Q|) \);
5 initiate node solution set \( S_{node} \), path solution set \( S_{path} \);
6 \( S_{node} \leftarrow \phi \);
7 \( S_{path} \leftarrow \phi \);
8 for each \( \nu \in S(1) \) do
9 \[ S_{node} \leftarrow S_{node} \cup \nu; \]
10 for 1 < j ≤ |Q| do
11 \[ \nu_{can} \leftarrow \arg p(\nu, S(j)); \]
12 \[ S_{node} \leftarrow \nu_{can} \cup \{\nu_{path(\nu,\nu_{can})}\} \cup S_{node}; \]
13 \[ S_{path} \leftarrow \text{path}(\nu, \nu_{can}) \cup S_{path}; \]
14 \[ d \leftarrow \text{diameter}(S_{node}, S_{path}); \]
15 \[ W \leftarrow \sum_{e \in S_{path}} e; \]
16 \[ f = \alpha \frac{d}{2} + (1 - \alpha)W; \]
17 \[ S_{node} \leftarrow \phi; S_{path} \leftarrow \phi; \]
18 \[ \nu' \leftarrow \arg \max f; \]
19 \[ G' = \nu' \cup S'_{node} \cup S'_{path} \]

5.3.3 Edge_star

Definition 6. (Edge_star) Edge_star is a process of adding edges incident on the existing nodes which will not decrease the value of objective function \( f \).

Edge_star is the first step of post-processing generated graph. Algorithm 5 can generate a subgraph \( G' = (V', E') \) covering all query keywords and maximizes \( f \) among all candidates. However, each addition in algorithm 5 is one query node and one path connecting two query nodes(along with all intermediate nodes). Thus not all edges between pairs of nodes in \( V' \) are covered by \( E' \). To make \( G' \) more compact, we propose Edge_star(Algorithm 6) to add back missing edges under the condition that this edge addition will not decrease \( f \) value. As we don’t introduce new nodes to \( G' \), \( G' \)'s diameter
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Algorithm 4: The diameter calculating algorithm

```plaintext
input : Subgraph $G_1(V_1, E_1)$
output: Diameter of $G_1$

/* calculate diameter of $G_1$; record the longest hop for each node */
map ← φ; $d ← 1$;
for each node $ν ∈ V_1$ do
  $ν_{step} = −1$
for each node $ν ∈ V_1$ do
  $map_ν = 0; ν_{step} = 0$;
queue ← φ; queue ← queue ∪ $ν$;
while !queue.IsEmpty() do
  $μ ← queue.poll()$;
  if $d < μ_{step}$ then
    $d ← μ_{step}$
  if $map_ν < μ_{step}$ then
    $map_ν ← μ_{step}$
  if $N_ν.size() > 0$ then
    for $ω ∈ N_ν$ and $ω_{step} = −1$ do
      $ω_{step} = μ_{step} + 1$;
      queue ← queue ∪ $ω$;
return $d$ as the diameter;
```

will not increase. The only possible way to decrease $f$ is that added edge lowers down the ratio of average edge weight and maximum edge weight in $G'$, and does not decrease the diameter to compensate.

To add back missing edges, we first get each node’s($ν$) original neighbor set $S_1$(line 2) and current neighbor set $S_2$(line 3), and then any node ($μ$) which is in their difference set ($\{S_1 − S_2\}$) and also in $V'$ can be $ν$’s candidate neighbor. If this addition does not decrease $f$, algorithm [6] will add it to $G'$. Let $c$ be the average candidate size for each node in $V'$ (which is less than 1), and the complexity of $f$ value check is $|V'|^2$ (all for diameter calculating), then the total complexity is $c|V'|^2$. $G'$’s average $|V'|$ size is 6 (see details in section [6]).
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![Diagram](image)

(a) Candidate solution 1  (b) Candidate solution 2

Figure 5.1: An example for algorithm

### 5.3.4 Node\_star

**Definition 7.** *(Node\_star)* Node\_star is a process of adding node $\mu$ and edge $(\mu, \nu)$ that connects $\mu$ to existing node $\nu$ if the addition will not decrease the value of objective function $f$.

Node\_star aims to add more information to existed subgraph $G_1 = (V_1, E_1)$ without ruining the structure connectivity and semantic relatedness, in other words, decreasing the value of $f$. As introduced in section 4.3, there are two types of nodes: query and intermediate nodes. We only add intermediate nodes when they are on the path of connecting two query nodes. Therefore, if node *top* is intermediate node, Algorithm 7 doesn’t add it first, instead it puts *top*’s neighbors in the queue(see line 26, 27) that created in the beginning and see if it can connect two query nodes afterwards. On the other hand, when it is a query node, Algorithm 7 checks the path connecting *top* and $G_1$ first as *top* may not be the direct neighbor of $V_1$(see line 13-17), and then calculate if $f$ is decreased. It is possible that query nodes are quite a few steps away and that it will be expensive to explore too far. Therefore Algorithm 7 breaks when as many as $d$ steps have been explored.

### 5.3.5 RF\* and EG\*

We combine Edge\_star and Node\_star as post-process of generated graphs. Normally Edge\_star and Node\_star contribute to each other and iteratively grow the subgraph under the condition of not decreasing objective function value. We stop the process when no new edge nor node can be added. RF\* is algorithm Rare plus the iterative post-process, and EG\* is Edge plus the post-process.
Algorithm 5: The Edge algorithm for Problem 1

**input**: Graph $G(V, E)$; Query set $Q$; $\alpha(>0)$

**output**: A subgraph $H(V', E')$

1. /* find support set for each query in $Q$ */;
2. for each query $q \in Q$ do
3.    $S(q) = \{ \nu_i | q \in \kappa_i \}$
4. // rank all sets based on the size, and rename them to $S(1)$ to $S(|Q|)$;
5.  $S_{node} \leftarrow \phi$;
6.  $S_{path} \leftarrow \phi$;
7. for each $\nu \in S(1)$ do
8.    for $1 < j \leq |Q|$ do
9.        for each $\mu \in S(\text{node})$ do
10.           $\delta(\mu) = f(S_{node} \cup S_{path} \cup \mu \cup e(\mu, S_{node})) - f(S_{node} \cup S_{path})$
11.           $\nu_{\text{can}} \leftarrow \arg\min_{\nu' \in S(j)} \delta(\mu)$;
12.           $S_{node} \leftarrow S_{node} \cup \{ \nu_{\text{path}(\nu, \nu_{\text{can})} \} \cup \nu_{\text{can}}$;
13.           $S_{path} \leftarrow \text{path}(\nu, \nu_{\text{can})} \cup S_{path}$;
14.       $d \leftarrow \text{diameter}(S_{node}, S_{path})$;
15. $W \leftarrow \sum_{e \in S_{path}} e$;
16. $f = \alpha d + (1 - \alpha)W$ ;
17.  $S_{node} \leftarrow \phi$; $S_{path} \leftarrow \phi$;
18. $\nu' \leftarrow \arg\max f$ ;
19.  $G' = \nu' \cup S'_{node} \cup S'_{path}$
20. Output subgraph $G'$;
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Algorithm 6: The Edge-star algorithm

input : Subgraph $G'(V', E')$; neighbor information

output: Subgraph $G_1(V_1, E_1)$

1. for each node $\nu \in V'$ do
2.   $S_1 \leftarrow N_\nu$;
3.   $S_2 \leftarrow N'_\nu$;
4.   for each node $\mu \in \{S_1 - S_2\}$ do
5.     if $\mu \in V'$ then
6.       if adding $\mu$ will not decrease $f$ then
7.         $E' \leftarrow E' \cup e(\nu, \mu)$;
8.       else
9.         continue
10. $V_1 \leftarrow V'$; $E_1 \leftarrow E'$;
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Algorithm 7: The Node\_star algorithm

```plaintext
input : Subgraph \( G_1(V_1, E_1) \)
output: Subgraph \( G'(V', E') \)

1 // add all neighbors to a queue;
2 \( d \leftarrow \text{diameter}(G_1); \text{step} \leftarrow 0; \)
3 \( q \leftarrow \text{an empty queue}; \)
4 \textbf{for each node } \( \nu \in V_1 \) \textbf{do}
5 \( S_1 \leftarrow N_\nu; S_2 \leftarrow N'_\nu; \)
6 \textbf{for each node } \( \mu \in \{S_1 - S_2\} \) \textbf{do}
7 \hspace{1em} \( q.\text{offer}(\mu) \)
8 \textbf{while } !q.\text{isEmpty()} \textbf{ do}
9 \hspace{1em} \text{top } \leftarrow q.\text{poll}();
10 \hspace{1em} \text{prev } \leftarrow \text{top.prev};
11 \hspace{1em} L \leftarrow \phi; P \leftarrow \phi;
12 \hspace{1em} \textbf{if top is query node then}
13 \hspace{2em} \textbf{while } ! \text{prev } \in V_1 \textbf{ do}
14 \hspace{3em} L \leftarrow L \cup \text{top};
15 \hspace{3em} P \leftarrow P \cup (\text{top}, \text{prev});
16 \hspace{3em} \text{top } \leftarrow \text{prev};
17 \hspace{3em} \text{prev } \leftarrow \text{prev.prev};
18 \hspace{1em} \delta \leftarrow f(G_1 \cup L \cup P) - f(G_1);
19 \hspace{1em} \textbf{if } \delta \geq 0 \textbf{ then}
20 \hspace{2em} G_1 \leftarrow G_1 \cup L \cup P;
21 \hspace{1em} \textbf{else if top is intermediate node then}
22 \hspace{2em} \text{step } \leftarrow \text{step } + 1;
23 \hspace{2em} \textbf{if } \text{step } == d \textbf{ then}
24 \hspace{3em} \text{break};
25 \hspace{2em} S_{\text{top}} \leftarrow N_{\text{top}};
26 \hspace{2em} \textbf{for each node } \mu \in S_{\text{top}} \textbf{ do}
27 \hspace{3em} q.\text{offer}(\mu);
28 V_1 \leftarrow V'; E_1 \leftarrow E';
```
Chapter 6

Experimental Results

6.1 Datasets

There are news datasets available online, such as Reuters-21578\textsuperscript{12} and New York Times Annotated Corpus\textsuperscript{13}. However, these datasets are mostly from only one source, and are processed (tagged) for specific purposes such as text categorization and summarization. Also, we aim to find interesting events with respect to user-input queries, so it is better that all news in the dataset are from breaking news category instead of some regular news report. Because of these reasons and also the intention of getting more current results, we subscribed to RSS feeds to collect three datasets from different categories.

We collect Worldwide news from sixteen news websites (see table \ref{tab:datasets}) from June 1st, 2013 until May 1st, 2014. Each feed provides different number of news every day, approximately ten to thirty breaking news. We crawled news’ headlines, introduction, main text and corresponding timestamps. The whole dataset is in English. As we only analyze text in our project, we get rid of all top news contains only slideshows, gallery, pictures or video. Distribution of news articles from different web sources is indicated in the following table \ref{tab:datasets}. As shown in table \ref{tab:datasets}, three of news sources are in UK, one from Canada, one from Australia, and the rest are from US. As it turned out most breaking news we crawled falls into the political category, we then crawled another dataset from Verge to technology category (see table \ref{tab:verge}).

\textit{The Onion} is unveiled, by \textit{The Boston Globe}, to be a not a legitimate news source but a website full of satire and fake news\textsuperscript{14}. As there are only 1162 out of 210,206 news articles, we think it won’t have much influence on the assertion graph we created and following event search on it.

We created an \textit{assertion graph} following all steps introduced in chap-\textsuperscript{12}http://www.daviddlewis.com/resources/testcollections/reuters21578/
\textsuperscript{13}https://catalog.ldc.upenn.edu/LDC2008T19
\textsuperscript{14}http://www.boston.com/culturedesk/2013/03/06/the-onion-fake-globe-uncovers/t7S8gjs3Wsmzzr2L8gC6ZOO/story.html
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<table>
<thead>
<tr>
<th>News Sources</th>
<th>Nation</th>
<th>Number</th>
<th>News Sources</th>
<th>Nation</th>
<th>Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>BBC</td>
<td>UK</td>
<td>32430</td>
<td>CBC</td>
<td>Canada</td>
<td>9273</td>
</tr>
<tr>
<td>CBS</td>
<td>US</td>
<td>14733</td>
<td>CNN</td>
<td>US</td>
<td>17729</td>
</tr>
<tr>
<td>Denver Post</td>
<td>US</td>
<td>3416</td>
<td>Fox News</td>
<td>US</td>
<td>5182</td>
</tr>
<tr>
<td>Guardian</td>
<td>UK</td>
<td>19130</td>
<td>Huffington Post</td>
<td>US</td>
<td>18912</td>
</tr>
<tr>
<td>NBC</td>
<td>US</td>
<td>10968</td>
<td>News.com.au</td>
<td>Australia</td>
<td>30431</td>
</tr>
<tr>
<td>Reuters</td>
<td>UK</td>
<td>11295</td>
<td>TheOnion</td>
<td>US</td>
<td>1162</td>
</tr>
<tr>
<td>Time</td>
<td>US</td>
<td>11214</td>
<td>USA</td>
<td>US</td>
<td>18869</td>
</tr>
</tbody>
</table>

Table 6.1: Worldwide dataset news distribution

<table>
<thead>
<tr>
<th>Type</th>
<th>News Sources</th>
<th>Nation</th>
<th>Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tech</td>
<td>Verge</td>
<td>US</td>
<td>12187</td>
</tr>
</tbody>
</table>

Table 6.2: Verge dataset

Table 6.3: Statistics for worldwide and verge dataset

<table>
<thead>
<tr>
<th>Type</th>
<th>News</th>
<th>Assertions</th>
<th>Nodes</th>
<th>Edges</th>
<th>Connected</th>
</tr>
</thead>
<tbody>
<tr>
<td>Worldwide</td>
<td>210,206</td>
<td>3,847,640</td>
<td>120,507</td>
<td>301,696</td>
<td>142</td>
</tr>
<tr>
<td>Tech</td>
<td>12,187</td>
<td>241,217</td>
<td>15,143</td>
<td>23,062</td>
<td>24</td>
</tr>
</tbody>
</table>

6.2 Performance evaluation

This section evaluates four algorithms Rare, RF*, Edge, and EG* on the structural density and semantic relatedness of generated subgraphs. We report sugraph’s multiple features such as number of nodes, number of edges and so on. Yet, we evaluate performance mostly based on diameter, weight-ratio and objective function value. All algorithms are implemented in Java and were run on a Linux server with Intel Xeon CPU X5570 (2.93GHz) and 128GB RAM.
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6.2.1 Query set generation

Each query set consists of multiple keywords between which users are interested in exploring connections. To acquire more meaningful events with respect to query sets, we constrain keywords in query set satisfying the following conditions: 1) \( Q = \{q_1, q_2, q_3...\}; K \) is the universal set of keywords of total assertion graph \( G \). \( Q \subseteq K \). 2) Keywords in \( Q \) are related with each other, meaning that for each pair of keywords \((q_i, q_j)\), there is at least one path between \((\nu, \mu)\) where \( \nu \in S_i \) and \( \mu \in S_j \). \( S_i \) and \( S_j \) are respectively support sets for query \( q_i \) and \( q_j \) (see details in section 5.1).

To generate legal query sets, we collect one keyword file for each dense connected subgraph in assertion graph \( G \), and rank those keywords based on frequency. We then pick top three as fixed keywords and randomly pick a few (depending on how many keywords needed) from the remaining to form a query set.

6.2.2 Parameter changing

Figures 6.1(a) to 6.4(a) shows how generated graph \( G' \) changes with \( \alpha \) increasing from \([0,1]\). We input 142 query sets (each one with six key words) for Worldwide dataset and twenty-four query sets for Verge dataset, and calculated the average value for every feature. Horizontally comparing all features, figure 6.1(a), 6.1(b) and 6.1(c) have the similar trend when \( \alpha = 0 \) or \( \alpha = 1 \) they have greater values than those when \( \alpha \) in between. The reason behind this is because only weightratio or diameter is constraining the linear function when \( \alpha = 0 \) or 1, thus more nodes and edges are added. And, the total edge weight and number of edges of \( G' \) are dependent on the number of nodes.

![Figure 6.1: Statistics of G' when \( \alpha \) ranges between [0,1]](image)

Diameter \( d \), weightratio \( r \) and \( f \) value are three metrics we use to measure
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the algorithms’ performance recall that we defined \( f = \alpha \frac{1}{d} + (1 - \alpha) r \). Figure 6.2(a) and figure 6.2(b) plot the diameter as a function of \( \alpha \). With \( \alpha \) increasing (\( d \) is getting more power over \( f \)), every algorithm except for Rare outputs denser subgraph. As we can see, in Worldwide dataset (figure 6.2(a)), EG* yields the smallest diameter for each \( \alpha \) value (excluding \( \alpha = 0 \)), leading baseline Rare with about 12% to 26% decrease. As expected, RF* outperforms Rare (about 6% to 25% decrease), and EG* performs better than Edge (about 6% to 14% decrease) as post process node_star and edge_star help adjust generated graph. Edge outperforms Rare by about 6% to 15% as the former takes \( f \) value change into consideration when adding next node to existed subgraph. However, for Verge Dataset (figure 6.2(b)), even though EG* still performs best, the gap between approaches is smaller than that of Worldwide dataset, even the largest gap is 6%. We will explain the reason in the next paragraph combining weightratio and \( f \).

Figure 6.2: Diameter of \( G' \) when \( \alpha \) ranges between [0,1]

Figure 6.3(a) and figure 6.3(b) shows how weightratio \( r \) changes with increasing \( \alpha \). Rare still has little change as it builds the subgraph by only measuring shortest path between fixed node and candidate nodes. With no surprise, EG* still outperforms other approaches by leading runner-up Edge by around 3%, RF* by 10%, and Rare 20% in Worldwide Dataset. Combined with diameter’s influence, Edge also leads in the objective function value, separately leading Edge, RF* and Rare 8%, 9% and 25% in figure 6.4(a). In comparison, Verge Dataset has bigger gap between algorithms in weightratio (see figure 6.3(b)), which are 4%, 10%, and 36% between first three approaches and EG*, and yet smaller gap in objective function value(3%, 6%, 20%). The reason behind this is that Verge Dataset is sparser than World-
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wide, so when running node\_star and edge\_star, Verge Dataset tends to expand to neighboring nodes so that the weightratio can compensate the loss of diameter as there are not available edges to add to existed subgraph.

![Figure 6.3: Weightratio of \( G' \) when \( \alpha \) ranges between [0,1]](image)

![Figure 6.4: Objective function value of \( G' \) when \( \alpha \) ranges between [0,1]](image)

Figure 6.3: Weightratio of \( G' \) when \( \alpha \) ranges between [0,1]

Figure 6.4: Objective function value of \( G' \) when \( \alpha \) ranges between [0,1]

Figure 6.5(a) and figure 6.5(b) plots the average edge weight and maximum edge weight trend with increasing \( \alpha \). We don’t use these features to measure algorithms’ performance, yet we can observe from the trend that \( \alpha \) doesn’t impact these features that much(except for maximum edge weight when \( \alpha = 1 \)). What causes this may be no matter which part is dominating \( f \), no noisy edge can be added as either \( d \) or \( r \) can constrain it.
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6.2.3 Query set size changing

To evaluate how the size of query set influences results, we conduct experiments for all algorithms by varying query set size from four to ten. The number of nodes, number of edges and total edge weight increase as expected. Yet, the increase rate decreases as query size increases, such as the number of nodes (figure 6.6(a)) when query size almost doubles when query size was four, while the rate drops to 25%, and 17% when query size changing from six to eight and eight to ten. What’s interesting that at most eleven nodes are among the four approaches, which makes it still readable for users. The trend still applies to the number of edges and total edge weight (we omit them as they have similar trends as figure 6.6(a)).

Figure 6.7(a), 6.8(a) and 6.9(a) present feature diameter, weighRatio and \( f \) value of \( G' \), which are three metrics we use to measure algorithms’ performance. EG* outperforms others in each plot, having the smallest diameter, largest weighRatio (except for query size = 4), and the most \( f \) value in both datasets. However, the gap between diameter in Worldwide is larger than that of Verge dataset, and the gap between weighRatio is the other way around. Same reasoning to that of 6.2.2 applies here: when more keywords are input, Verge tends to add more nodes instead of adding more edges between existed nodes. What’s also worth mentioning is that Edge performs better than RF* in Verge Dataset (smaller diameter, greater weighRatio, greater \( f \) value) because node_start and edge_star do not have as much influence as those in Worldwide dataset.

Horizontally comparing, diameter increases with query size expanding.
6.2. Performance evaluation

![Number of nodes in G’ when query size ranges between [4, 10]](image)

(a) Worldwide

(b) Verge

Figure 6.6: Number of nodes in G’ when query size ranges between [4, 10]

![Diameter of G’ when query size ranges between [4, 10]](image)

(a) Worldwide

(b) Verge

Figure 6.7: Diameter of G’ when query size ranges between [4, 10]

Yet, similar to trend in figure 6.6(a), the increase rate becomes smaller and almost flattens out when query number changes from eight to ten. Weigh-tratio is quite steady during the change. Thus f values experiences a drop from four to six, and stays steady afterwards. These plots illustrate that our algorithm is robust enough to deal with large query set sizes, still being able to output structurally dense subgraph and semantically related subgraph even though quite a few keywords are input.

6.2.4 Running time

Table 6.4 and 6.5 report the running time and steps of node_star and edge_star in EG* and RF* separately for Worldwide and Verge Dataset.
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Figure 6.8: Weight ratio of $G'$ when query size ranges between [4, 10]

Still, the running time for each approach is the average time of separately running 142 and twenty-three query sets for each dataset, and $\alpha$ is set to 0.5. With no surprise, Rare runs fastest among all approaches as it picks the next node only depending on shortest path while Edge needs to calculate marginal $f$ gain for all candidates. Items in $e^*(E)$ and $n^*(E)$ respectively represent the count of steps in which Edge star and Node star actually add edges and nodes to existed subgraph in algorithm EG*, and $e^*(R)$ and $n^*(R)$ are for RF*. We can observe from both tables that EG* has much more edge and node addition than RF*, and when query size is four, six and eight, Verge has more node addition and less edge addition than Worldwide, which verifies the explanation in section 6.2.3 that Verge tends to add more nodes to compensate for less edge addition.

<table>
<thead>
<tr>
<th>size</th>
<th>Edge</th>
<th>EG*</th>
<th>$e^*(E)$</th>
<th>$n^*(E)$</th>
<th>Rare</th>
<th>RF*</th>
<th>$e^*(R)$</th>
<th>$n^*(R)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>102</td>
<td>110</td>
<td>1.90</td>
<td>1.67</td>
<td>11</td>
<td>13</td>
<td>0.58</td>
<td>0.22</td>
</tr>
<tr>
<td>6</td>
<td>103</td>
<td>109</td>
<td>2.57</td>
<td>2.18</td>
<td>7</td>
<td>12</td>
<td>0.99</td>
<td>0.41</td>
</tr>
<tr>
<td>8</td>
<td>110</td>
<td>130</td>
<td>2.86</td>
<td>2.29</td>
<td>3</td>
<td>15</td>
<td>1.11</td>
<td>0.43</td>
</tr>
<tr>
<td>10</td>
<td>152</td>
<td>166</td>
<td>3.06</td>
<td>2.43</td>
<td>4</td>
<td>16</td>
<td>1.19</td>
<td>0.47</td>
</tr>
</tbody>
</table>

Table 6.4: Running time(ms.) for worldwide dataset

In summary, our extensive experiments on news datasets show that our approaches are effective and efficient, generating much preferred results than the baseline. In particular, EG* outperforms all other algorithms.
6.3. Case study

These experiments aim to show that our problem definition and corresponding algorithms can produce meaningful and reasonable results. As it is difficult to evaluate the quality of results in a way that does not involve graph’s internal features but semantics, we conducted a case study in which we provide results of algorithm $EG^*$ for a few breaking-news-related query sets. To be more convincing, we pick three breaking news from Worldwide news, and one from Technology dataset. Chosen breaking news are 1) Snowden leaking classified documents\textsuperscript{15} 2) 2014 Ukrainian revolution\textsuperscript{16} and 3) Malaysia Airlines Flight 370 disappeared \textsuperscript{17}. In this case study, we seek to find if generated subgraph conveys related actions and is readable for users. We pick query keywords we are interested in exploring, and the total query sets

\begin{table}
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline
 size & Edge & $EG^*$ & $e^*(E)$ & $n^*(E)$ & Rare & $RF^*$ & $e^*(R)$ & $n^*(R)$ \\
\hline
 4 & 47 & 50 & 1.87 & 2 & 10 & 14 & 0.42 & 0.26 \\
 6 & 49 & 51 & 2.47 & 2.37 & 4 & 8 & 0.76 & 0.75 \\
 8 & 45 & 47 & 2.47 & 2.40 & 3 & 6 & 0.93 & 0.87 \\
10 & 139 & 145 & 2.07 & 2 & 7 & 28 & 1.23 & 0.76 \\
\hline
\end{tabular}
\caption{Running time(ms.) for verge dataset}
\end{table}

\textsuperscript{15}http://en.wikipedia.org/wiki/Edward_Snowden
\textsuperscript{16}http://en.wikipedia.org/wiki/2014_Ukrainian_revolution
\textsuperscript{17}http://en.wikipedia.org/wiki/Malaysia_Airlines_Flight_370
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are as follows:

Q1 = { Snowden, NSA, Russia, Chinese, United States, asylum}
Q2 = { Crimea, Russia, Putin, Kiev, moscow, Obama, yanukovych}
Q3 = { mh370, Malaysia, search, route, Chinese, Australia, Indian}

We search $Q_1$, $Q_2$ and $Q_3$ in Worldwide dataset, and $Q_4$ in Verge dataset. The generated subgraphs are shown separately in figure 6.10, 6.11 and 6.12. Resulting subgraphs have small diameter, high weightratio and $f$ value as presented in table 6.6. The structure density and semantic relatedness of generated graph are very much dependent on the original assertion graph and also input queries. Thus, results may demonstrate different patterns. For instance, nodes in figure 6.10 have multiple paths between each other, while in figure 6.11 nodes are connected by a key node in the middle and there is only one path between pair of nodes.

<table>
<thead>
<tr>
<th>Case</th>
<th># of nodes</th>
<th># of edges</th>
<th>diameter</th>
<th>weightratio</th>
<th>$f$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1</td>
<td>12</td>
<td>16</td>
<td>4</td>
<td>0.89</td>
<td>0.57</td>
</tr>
<tr>
<td>Q2</td>
<td>12</td>
<td>11</td>
<td>2</td>
<td>0.99</td>
<td>0.728</td>
</tr>
<tr>
<td>Q3</td>
<td>6</td>
<td>10</td>
<td>2</td>
<td>0.98</td>
<td>0.727</td>
</tr>
</tbody>
</table>

Table 6.6: Statistics of generated subgraphs
6.3. Case study

Snowden is wanted for felony charges (2013/06/23) - 32

The United States to seek Snowden extradition (2013-06/01) - 13

The United States and Hong Kong signed an extradition treaty in 1998 under which scores of Americans have been sent back home to face trial (2013-06/02) - 8

Snowden was quoted by the Post (2013-06/02) - 6

Hong Kong is part of China (2014/06/01) - 13

The United States charged Snowden to an authorized person (2013-06/05) - 5

Hong Kong is part of China (2014/06/01) - 13

Snowden is charged for unauthorized communication of national defense information to an authorized person (2014/06/02) - 28

Edward Snowden hiding in Hong Kong has sought legal representation as he prepares to fight attempts to force him home for trial (2014/06/02) - 11

The United States charged Snowden to an authorized person (2013-06/05) - 5

Documents be shared by former NSA contractor Edward Snowden (2014/06/02) - 19

Russia gives Snowden asylum in doubt (2013/08/01) - 10

Russia agrees to OSCE monitoring mission in Ukraine (2013-03/21) - 29

The West has also offered financial support in Kiev (2013-03/08) - 6

Crimea airbase Ukrainian base be stormed by Russian troops (2013/03/05) - 24

Moscow has so far refused following the ousting of pro-Russian President Viktor Yanukovych (2013-04/08) - 5

The United States charged Snowden to an authorized person (2013-06/05) - 8

Russia agrees to OSCE monitoring mission in Ukraine (2013-03/21) - 29

Crimea airbase Ukrainian base be stormed by Russian troops (2013/03/05) - 24

The West has also offered financial support in Kiev (2013-03/08) - 6

Crimea airbase Ukrainian base be stormed by Russian troops (2013/03/05) - 24

The West has also offered financial support in Kiev (2013-03/08) - 6

Crimea airbase Ukrainian base be stormed by Russian troops (2013/03/05) - 24

Figure 6.10: Generated subgraph for “snowden” scenario

Figure 6.11: Generated subgraph for “ukraine” scenario
6.3. Case study

A spokesman said AMSA has not received reliable information indicating that Malaysian Airlines’ flight MH370 may have approached Australia or entered the Australian search and rescue region.

The flight’s 153 Chinese passengers comprised two-thirds of the 239.

Malaysia’s Prime Minister has confirmed “deliberate actions” are behind its disappearance.

Malaysia’s Defence Minister said the search zone continues to be in two areas.

A source cited by Bloomberg news agency said the last satellite transmission has been traced somewhere to the west Perth to the Indian Ocean.

The hunt initially focused along the jet’s intended route.

Figure 6.12: Generated subgraph for “mh370” scenario
Chapter 7

Conclusion and Future work

In this paper, we studied the problem of building a query-driven event search engine which determines a densely-linked, semantically related and query-covering subgraph from a news information network built from raw news corpus. We first introduced the methodology to build a news information network, an undirected and weighted graph, from raw news articles, and formally defined the Query-driven event search problem and developed a new objective function with which rank candidate subgraphs. We proved this problem is NP-complete and proposed a few heuristics algorithms to solve it. In experiment with real-life news dataset, we evaluate our algorithms’ performance by measuring output graph’s related features such as diameter, weight, number of edges etc. We also did a few case studies by inputing a few event-specific keywords, and examined if generated subgraphs make sense. The experiment shows that our problem definition has practical meaning by demonstrating users the best option of how those queries are related with each other and form an event with multiple actions. Performance study also indicates that our algorithms can generate answers which combines the structure density and semantic relatedness.

In future work, we want to extend our framework to apply to other types of graphs to explore more applications. For instance, if applied in DBLP dataset, it can be used for beginner graduate student to narrow down k related papers covering areas (captured by keywords) he or she is interested in. However, processing such queries may call for adaption to our current techniques. We need to carefully think about the data model, particularly the meaning of edges and edge weights. We also want to upgrade our framework to adjust on-line update, which means adding most current news article to existing news information network incrementally and enables users to get the most updated event with respect to queries.
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