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Abstract

Maximum Power Point Tracking (MPPT) strategies in Photovoltaic (PV) systems ensure ef-

ficient utilization of PV arrays. Among different strategies, the Perturb and Observe (P&O)

algorithm has gained wide popularity due to its intuitive nature and simple implementation.

However, such simplicity in P&O introduces two inherent issues, an artificial perturbation

that creates losses in steady-state operation and a limited ability to track transients in chang-

ing environmental conditions. This work develops and discusses in detail an MPPT algorithm

with zero oscillation and slope tracking to address those technical challenges. The strategy

combines three techniques to improve steady-state behavior and transient operation: 1) idle

operation on the Maximum Power Point (MPP), 2) identification of the irradiance change

through a natural perturbation and 3) a simple multi-level adaptive tracking step. Two key

elements, which form the foundation of the proposed solution, are investigated: the suppres-

sion of the artificial perturbation at the MPP and the indirect identification of irradiance

change through a current-monitoring algorithm which acts as a natural perturbation. The

Zero-oscillation, Adaptive step Perturb and Observe (ZA-P&O) MPPT strategy builds on

these mechanisms to identify relevant information and produce efficiency gains. As a result,

the combined techniques achieve superior overall performance while maintaining simplicity of

implementation. Simulations and experimental results are provided to validate the proposed

strategy and illustrate its behavior in steady state and transient operation.
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Chapter 1

Introduction

1.1 Motivation

With the rising costs of oil and the concern surrounding global warming, the use of photo-

voltaic (PV) energy has been growing an average of 48% annually between the years 2000

and 2012 [3], with an cumulative a growth above 7,300%. PV array installations have been

popularized in a variety of application and power levels, and can provide electricity either to

isolated locations or contributing to the global grid through grid-tie inverters. Developments

in power electronics topologies and control schemes that target PV applications present a

special interest. In particular, a key element of the power conversion system is the Maximum

Power Point Tracking (MPPT) algorithm. This control algorithm is responsible for finding

the operating condition of the PV panel the yields the maximum possible power (known as

Maximum Power Point, MPP). The MPP depends on the characteristics of the particular

PV panel as well as the environmental conditions, such as the temperature (T ) and the ir-

radiance (G). On the one hand, the inherent characteristics of the PV panel change very

slowly (mainly by aging or breaking) so they are not considered a concern in most MPPT

algorithm; on the other hand, T and G change constantly just by the day/night cycle as well

as by additional external events such as wind or shadows.

The most popular MPPT algorithms in industry are implemented by measuring the PV

panel current and voltage and using that information to look for the MPP. The use of T and
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1.2. Literature Review

G sensors is usually avoided due to the complexity and cost of such measurements. With

this limited information, the changes in T and G present a challenge for the algorithms.

Once the MPPT algorithm has found the MPP, at the current T and G, the algorithm

keeps the scanning perturbation in order to be able to identify a change in the PV charac-

teristics. Most MPPT algorithms will make the PV panel work 50% the time outside the

optimal condition causing some of the available energy not to be transferred to the load.

A transient in G occurs when the amount of light that arrives to the PV panel changes,

therefore changing the characteristic curve and available power. Transients are produced by

the natural day/night cycle (which produces slow transients) or by artificial object obstructing

the path of the light (fast transients). During this periods, the MPPT algorithm needs to

follow the MPP as the transient occurs and find it quickly once the transient has been

extinguished. The industry-standard algorithms do not provide such feature without the

need of adding a sensor to measure G.

Although the principal issues of the industry-standard MPPT algorithms are well docu-

mented in the literature, the impact of this effects is not treated with enough depth and a

simple solution that mitigates this issues is not presented.

The work presented in this thesis provides a new improvement to MPPT techniques,

which features a simple implementation and includes advanced characteristics such as the

elimination of the steady state oscillation and the accurate tracking of transients.

1.2 Literature Review

Maximum Power Point Tracking (MPPT) for Photovoltaic (PV) applications is an active

research in both academia and industry with more than 250 journal papers and 1600 confer-

ence papers available in IEEEXplore, and several commercial products in the market have

included active MPPT algorithms. The existing literature discusses a variety of MPPT tech-
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niques, circuits, applications and issues that help minimize the energy lost by not transferring

it to the load but some issues remain unsolved.

As pointed out by the early works in the field [4–9], the MPPT process is based on

finding the load impedance (as seen from the PV panel terminals) that matches the equivalent

impedance of the PV panel. Before these early works, direct connection from the PV panel to

the load was the common method, without the use of any impedance adaptation device. The

economical advantage of using MPPT algorithms for PV applications was discussed in [10],

showing that the energy transferred was highly incremented using power converters with this

technology.

MPPT algorithms have a wide range of characteristics depending on the core application,

ranging from very simple implementation to highly complex, from low to high precision.

Simple algorithms are compact and can be implemented directly with analog circuits with

very low consumption while high complexity algorithms are implemented using costly DSP

for very large power applications. The principal contributions as well as the latest advances

to the field are presented in the following paragraphs, highlighting the known issues that give

a place to the present work.

1.2.1 Constant Relationship Algorithms

Some very simple algorithms, such as the Constant Voltage (CV), Fractional Open-Circuit

Voltage (FOCV) [11–17] and Fractional Short-Circuit Current (FSCI) [4, 14–18] have the

simplest implementation. The algorithm works by assuming a constant relationship between

the open-circuit voltage (Voc) or short-circuit current (Isc) and the MPP voltage (Vmpp) or

current (Impp). Such relationship is usually between 0.7 and 0.8 for a silicon solar cell.

The algorithm then proceed to periodically measure the Voc (or Isc) and computing the

corresponding optimal operating point. The precision of this algorithm is low compared

with other advanced techniques and has the disadvantage of having to open the circuit
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at the terminals of the PV panel in order to measure Voc periodically (or short circuit it to

measure the Isc), which disturbs the operation of the load [14, 19]. Since the algorithms needs

to constantly interrupt the operation of the PV panel these algorithms are not suitable to

accurately track changing environmental conditions, since they would require a high frequency

in the interruption conditions.

These techniques have been successfully implemented in extremely low power circuits like

[20] and [21] boosting the energy harvested for autonomous equipment.

1.2.2 Hill Climbing Algorithms

The hill-climbing techniques are the most popular family of MPPT algorithms for industry

applications due to the good balance between complexity, accuracy [22] and reliability [23].

These algorithms are based on scanning the Voltage-Current-Power characteristic curves in

search for a determined condition that signals the MPP. One of these MPPT algorithms is

the Incremental Conductance [22, 24–28], which periodically changes the operating point of

the PV panel and compares the incremental conductance (∆I/∆V ) to the DC conductance

(I/V ). These two variables have the same magnitude and opposite sign in the MPP, signaling

the match of the impedance between load and source.

The other popular popular hill-climbing technique is the Perturb & Observe [27, 29–

32]. This technique constantly changes the operating point and measures the change in the

extracted power. It moves the operating point in the direction which causes the power to

increment.

Both techniques offer a simple implementation but have some critical issues that make

room for several improvements. The main disadvantages of this techniques have to do with

the constant oscillation around the MPP [33, 34] even in steady state, the confusions that

happen when the environmental conditions change [22, 28, 31, 35], the inability to adapt the

tracking speed to different conditions and the presence of multiple local maxima. The basic
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implementation of these algorithms are unable to stop oscillating in steady state (once the

MPP has been found) since they need to keep scanning in case the environmental conditions

change and a new MPP must be found. When the amount of light changes the amount of

power yielded at a given operating point changes, the hill-climbing algorithms are unable

to separate this change from the one produced by their own perturbation and often make

wrong decisions leading to drifts from the MPP. For the basic algorithm the step-size of the

perturbation is fixed, causing the scanning process to take very long when the MPP is far

away from the current operating point. In large arrays, global maxima and local maxima

can be different due to the effect of shadows cast over the panel. Since this algorithms use

methods based on derivatives equal to zero, they are good only to find local maxima.

Some modified algorithms have been presented based on the hill-climbing algorithms,

however these usually target one or more drawbacks while penalizing the others. Some

examples of these modified strategies include the Adaptive Step variants of the P&O [29, 36–

40] or InCond [41, 42], which apply some algorithm to change the step-size for fast tracking

when away from the MPP and low oscillation when close to the maxima. This algorithm

however, penalizes the detection of a change in the environmental conditions and can amplify

this errors due to the step-size adaptation algorithm. The Plane Division (PD) method

[43, 44] improves the speed of the standard InCon algorithm by creating a forbidden region,

where the MPP cannot be located based on historical environmental data on the site and

manufacturer information about the PV panel. Some modified versions of the hill-climbing

algorithms [45–50] are able to find global maxima by modifying the algorithm, usually adding

a second tracking stage. In [49], in addition to a second scanning stage, each cell’s voltage is

measure individually allowing for the identification of shaded cells. Recently, some strategies

have been developed to overcome the confusion that results from changes in G [51, 52].

Opportunities to further improve steady-state behavior and provide an accurate tracking

under changing G exist and are explored in this work.
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1.2.3 Ripple Correlation Control

Since power converters have switching elements, their action introduces fluctuations in the

extracted power causing the voltage and current to oscillate in each cycle. Some MPPT

algorithms use this information in order to characterize the PV panel and find the MPP, this

methods are known as Ripple Correlation Control (RCC) algorithms [53–58]. This algorithms

provide accurate results without further oscillation, but the sensors implied need to be very

precise since the oscillations from the point of view of the PV panel are small and fast,

since the oscillation is present as speeds higher than the switching frequency. The cost of

implementation of such algorithms is very high.

1.2.4 Model Based Algorithms

A different approach to MPPT algorithms is used by the Model-Based algorithms. These al-

gorithms use a complex model of the PV panel and the measurement of voltage, current (and

some times temperature and irradiance) to compute the optimal operating point. These usu-

ally leads to a very high precision (since an accurate model is being used) and tracking speed

(since only a few steps are needed) but the complexity of the hardware and software become

also very high (since it usually implies the resolution of implicit non-linear equations) [19, 59–

62] or the use of heuristic methods to estimate the curve is needed [63]. These algorithms

usually need a large amount of computational power per-step and a lot of information from

the PV panel to be used.

1.2.5 Heuristic-Based Algorithms and Other Special Algorithms

Heuristic algorithm use principles derived from natural behavior to look for the MPP. Exam-

ples of these MPPT algorithms include the ones based in Artificial Neural Networks [29, 64–

67], Fuzzy Logic [38, 66, 68–73], Particle Swarm Optimization [73–78],
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Heurist-based algorithms are very popular when dealing with local maxima produced by

partial shading [67, 79, 80]. Due to the training characteristics of these algorithms, a learning

routine can be implemented that adapts in order to find the global maximum in a limited

number of steps. However, these methods usually require resources and energy that might

not be applicable to small-scale systems.

Finally, some applications allow for specific solutions that make use of the characteristics

of the power converter [81, 82], such as the One Cycle Control in [83–85] for Grid con-

nected systems. These strategies deeply connect with the nature of the controller to use as

a evaluation criteria for the MPP. These algorithms are very specific of the topology under

study.

1.2.6 Summary

As discussed in this literature review, there are a number of MPPT algorithms presented

in the literature in the past 30 years. Many applications have benefited with the increment

in processing power available and new techniques became available. However, most MPPT

algorithms reported focus on constant environmental conditions and many challenges remain

open. In particular an simple algorithm, comparable with hill-climbing, that is able to

remove the oscillation in steady-state without compromising the tracking speed and accuracy

and including a dynamical environmental conditions tracking is lacking in the literature.

These technical challenges are addressed in this thesis and a zero oscillation adaptive track

is investigated.

1.3 Contribution of the Work

The work presented in this thesis introduces a valuable MPPT strategy that contributes to

mitigate the characteristic extraction losses present in PV electrical systems, as well as theo-
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retical contributions to the quantization of the losses in steady state and transient conditions.

The presented technique is simple and requires a small increment in the complexity of the

code to implement it, making it a practical option for industrial applications. The following

list summarizes the contributions of this work:

• The theory for a MPPT strategy referred to as Zero-oscillation, Adaptive-step Perturb

and Observe (ZA-P&O), which reduces losses in steady-state and improves tracking

under speed-varying changes in G is developed. The losses are reduced by suppressing

the artificial perturbation around the MPP in steady-state, and are made possible by

indirectly estimating a change in G through the natural perturbation introduced by

the error on a Proportional-Integral (PI) controller and the change in current in the

operating point. Estimating the change enables the perturbation step to be adjusted in

order to accurately track the changes in the MPP. The main advantages of this combined

strategy are conceptually presented in Fig. 1.1 and compared with the standard P&O in

Fig. 1.2. The improvements of the proposed strategy are summarized as follows: Ê the

efficiency in steady state is improved by suppressing the oscillation, Ë the confusion

caused by a change in G is eliminated and Ì the step is adjusted for accurate tracking.

• A study of the nature of the extraction losses both in steady state and transient is

performed and an estimation of those values is performed. The losses are quantized in

steady state as a function of the PV cell parameters and the step size of the MPPT

algorithm. The losses during the transient are quantized, for a fixed step size, as a

function of the slope of the change in G, between two fixed levels. This figures allow

the visualization of the need for the ZA-P&O MPPT strategy.

8



1.4. Thesis Outline

vmpp

t

vpv

Figure 1.1: Conceptual representation of the ZA-P&O combined MPPT strategies: efficiency
maximized with no oscillation Ê, correct decision Ë and step adjustment Ì under changes
in irradiance.

vmpp

t

oscillation around 
the MPP

wrong decision due 
to irradiance change

not enough 
speed

vpv

Figure 1.2: Issues with P&O technique: oscillation in steady state, wrong tracking step and
confusion during irradiance change.

1.4 Thesis Outline

The present work is organized in the following way:
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1.4. Thesis Outline

• In Chapter 2, the characteristics of a PV powered system are presented as well as

the different conditions that cause some of the energy harvested by the PV panel not

to be transferred to the load. The basic concepts of a PV panel are introduced in

Section 2.1. The basic P&O algorithm is explained in Section 2.2 as a reference tool to

compare the proposed algorithm. The losses in steady state, which are inherent to the

MPPT strategy, are studied in Section 2.3. The amount of energy lost is quantized as

a function of the step size selected for the tracking process. In Section 2.4, the power

losses during transient conditions in the irradiance are studied and the effect of the

mismatch between the speed at which the MPP moves and the speed at which the

strategy tracks it is quantized. The basic concepts of the implemented control system

and its impact on the proposed MPPT algorithm are explained in Section 2.5.

• In Chapter 3, the ZA-P&O MPPT strategy is introduced. The proposed strategy

reduces the losses in steady state by eliminating the constant oscillation, characteristic

of the regular MPPT algorithms producing a clean behavior once the MPP was reached

. The losses that are produced during transients in the irradiance are reduced by

indirectly estimating this change and adjusting the tracking step to match the direction

and slope of the transient. The resulting transient closely tracks the MPP during

irradiance changes.

• The simulation validation of the ZA-P&O is presented in Chapter 4 using simulations

and an experimental set-up. The simulations compare the ZA-P&O with the standard

P&O algorithm in order to point out the advantages of the proposed strategy. These

results show the elimination of the losses in steady state and the reduction of the losses

during the transient.

• Further validation of the proposed strategy is presented with several captures of the

experimental results in Chapter 5. The different features are tested using the same

10



1.4. Thesis Outline

profile for G and both algorithms and compared with the simulation results. Addition

profiles are presented and tested using the ZA-P&O algorithm to illustrate the step

adaptation features.

• Lastly, in Chapter 6 a summary and conclusion of this work is presented, along with

some details of the future research opportunities.
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Chapter 2

System Background and Energy

Harvesting Losses In PV Systems

A typical PV power conversion system includes a PV array connected to a power converter

that charges a battery or is connected to the grid. The objective of the converter is both to

change the characteristics of the PV voltage/current to the needs of the load and to adapt the

impedance seen from the PV panel to ensure maximum power extraction. The block diagram

of the implemented system is presented in Fig. 2.1. It includes a PV panel supplying energy

through a power converter to a load, formed by a battery bank. The batteries are assumed

PV Module

+-

vpv

e
ZA-P&O

PI controller

MPPT

ipv

Power Converter Battery Pack

vpv* ipv*

s

+
Kp

Ki

vpv
+

-

i pv

+-
e’

Gi
d

vo
+

-

Figure 2.1: Block diagram of the PV system, the PV panel is connected to a battery bank
through a DC/DC power converter, the control system regulates the PV voltage to match
the instructions of the MPPT block.
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2.1. PV Panel Background

to be discharged, and therefore able to absorb all the available power without influencing the

MPPT process. The PV panel voltage and current (vpv,ipv) are regulated by the controller

to achieve the maximum power extraction determined by the ZA-P&O MPPT strategy. The

DC/DC converter has a boost topology that ensures continuous current from the PV panel,

minimizing the losses due to the current ripple.

In this chapter the model of the PV panel is presented. A summary of the basic P&O and

its limitations is discussed. The losses due to the inaccuracy of MPPT are derived, showing

the need to develop an improved MPPT strategy that minimizes the losses in steady state

and boosts the accuracy of the tracking under changing environmental conditions. Finally,

the concepts behind the implemented control loops are presented, introducing the natural

perturbation concept that allows the elimination of the steady state oscillations and and

enables the dynamic adjustment of the step size in proportion to the change in G. The

proposed ZA-P&O strategy builds on this foundation.

2.1 PV Panel Background

The equivalent circuit for a PV cell is presented in Fig. 2.2 [86], including the effects of the

series resistor (Rs) and the shunt resistor (Rsh). The diode D is characteristic of the P-N

junction of the cell structure, while the photocurrent (iG) is produced by the light photons

arriving at the junction. The basic PV panel equations are reviewed to provide a clear

background for the estimation of losses due to the MPPT strategy operation. For a PV

panel built with M parallel strings of N cells connected in series, the panel’s current (ipv) at

any given voltage (vpv), temperature (T ) and irradiance (G), neglecting the resistors, is given

by [61]

ipv = MiG −MI0

(
exp

(
vpv

NnkT/q

)
− 1

)
. (2.1)

13



2.1. PV Panel Background

vpv

+

-

i pvi G D

RS

RShi D i Sh

Figure 2.2: Photovoltaic (PV) cell model including the parasitic effects of the series resistor
(Rs) and the shunt resistor (Rsh), the photocurrent (iG) is proportional to the irradiance
(G).

where I0 is the reverse saturation current of D, q is the electron charge, n is the diode factor,

k is Boltzmann’s constant (in joules per kelvin), T is the PV panel temperature (in kelvin)

and iG is proportional to G

iG = γG. (2.2)

This relationship determines the influence of the environment variables (G,T ) in the

nonlinear cell characteristics and is fundamental to develop a MPPT strategy that can track

this changes. Two other basic magnitudes are of special interest when describing a PV cell

and will be used to quantify the MPPT strategy behavior: the open-circuit voltage (Voc) and

the short-circuit current (Isc). The Voc is defined as vpv when isc is null:

Voc = vpv|ipv=0

=
NnkT

q
ln

(
iG
I0

+ 1

)
. (2.3)

On the other hand, Isc is defined as the ipv when vpv is null:

Isc = ipv|vpv=0

= MiG. (2.4)
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2.1. PV Panel Background

vpv

i pv ppv
pmpp

vmpp

impp
G0

>G0G1

Figure 2.3: Characteristic I-V and P-V curves of the a PV cell under different irradiance
conditions.

The characteristic I-V and P-V curves for a PV cell are shown in Fig. 2.3, the operating

condition (vmpp,impp) that yields the maximum available power (pmpp) is called the Maximum

Power Point (MPP). When the environmental conditions (G, T ) change, the characteristic

curves of the PV panel change and the MPP moves. The MPPT algorithm must not only be

able to find the MPP in stationary environmental conditions, but to track it while it changes.

A final magnitude to characterize the PV panel is useful, the fill-factor (FF). The FF is

defined as the ratio between the MPP power and the product of Voc and Isc

FF =
ImppVmpp

IscVoc
, (2.5)

indicating how much the actual PV panel differs from an ideal Voltage/Current source. The

FF is illustrated in Fig. 2.4, a good PV panel will have a Fill factor between 0.75 and 0.90.

Aging and damages can reduce this value.

Both the change in G and in T influence the characteristics of the PV panel, but they do

so in different ways. From the basic expressions (2.1)-(2.4) each influence can be quantified

and studied. A change in G mostly affects Isc, which increases proportionally to G, while

Voc remains almost the same as in Fig. 2.3 (for example, doubling G increases Isc by 100%

while Voc only increases by 3%). On the other hand, changes in T mostly affect Voc while
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2.2. Basic P&O Algorithm Background

vpv

i pv

vmpp

impp
Isc

Voc

Pmpp = impp vmppPmpp = impp vmpp

Pideal = Isc VocPideal = Isc Voc

Figure 2.4: The Fill Factor (FF) of the PV panel is defined as the ratio between the maximum
power (pmpp) and the ideal power that could be extracted from the cell (VocIsc).

Isc is less affected (for example 1 K variation increases Isc by 0.06% and Voc is decreased by

0.4%). However, large gradients are expected from G due to clouding and shades, while T

is expected to have a smaller gradient. The present work will focus only on the change in G

with different dynamics (fast and slow) during the transient.

2.2 Basic P&O Algorithm Background

The flowchart of the basic P&O MPPT algorithm is presented in Fig. 2.5. The basic P&O

scans the P-V curve of the panel in search for the MPP by changing the operating point

(v∗pv or i∗pv), which is known as perturbation step, and then measuring the change in P (∆P ),

known as observation step. If ∆P is greater than zero, then a new perturbation is introduced

in the same direction. If ∆P is lower than zero, the direction of the perturbation is changed.

The P&O keeps searching for the MPP until it has found an operating point such that ∆P

is lower than zero in any direction; this condition is called steady-state. The P&O keeps

perturbing the system in order to detect a change in the MPP (caused by a change in the

environmental conditions), which triggers a new scan. An illustration of this process can be

observed in Fig. 1.2. This steady-state perturbation drifts the operating point away from the
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2.2. Basic P&O Algorithm Background

MPPT
vpv*ipv > pLast

v*pv  = v*pv + dir*Vstep

dir = -dir

Yes

No

No

pLast = vpv  * ipv
iLast = ipv

ipv, vpv

v*pv = Vinitial
direction = -1

Figure 2.5: Flowchart of the basic P&O MPPT algorithm.

MPP; this introduces losses. In theory, this perturbation can be reduced, reduced in order

to keep the detection feature but minimize power losses. However, such a small perturbation

would require extremely precise sensors to measure the change in power. Therefore, the

perturbation in steady state (if kept) has a minimum amplitude that depends on the sensors.

Every time there is a change in the environmental conditions, there is a change in the

P at the established operating point that masks the change caused by the perturbation. In

this condition, the P&O algorithm might be induced to respond as though the perturbation

introduced produced an effect different than the true one. As observed in Fig. 1.2, during

the transient on the right (MPP moves to a lower voltage), since G is reduced, the overall

P is reduced, regardless of the direction of the perturbation. In this condition, the P&O

algorithm changes direction in each step, trapping the system until the transient finishes.

Finally, the classic P&O algorithm has a fixed step size, and therefore can only accurately

track the change in the MPP when it moves at a given rate (providing it made the decision

for the correct direction). The quantification of these losses is estimated in this thesis.
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2.3. Steady-State Power Losses Estimation

vpv

tt1 t2

steady state

t0

transient

Δt
Vstep

ta ta+T

vmpp
@ G=G0

vmpp
@ G=G1

Ve
Ve Vstep+

Ve Vstep-

Figure 2.6: The tracking losses depend on the different operating conditions (steady state or
irradiance change).

The above mentioned issues present serious drawbacks to the P&O algorithm; the ZA-

P&O MPPT tackles those limitations, as will be explained in Chapter 3.

2.3 Steady-State Power Losses Estimation

The proposed MPPT strategy removes the oscillation around the MPP in steady state that is

introduced by the artificial perturbation, and adapts the steps during a transient to accurately

track the MPP in order to reduce the available power lost. A typical operation situation of

a PV panel is displayed in Fig. 2.6, including a period in which G remains constant and a

transient. The power losses in different stages of the MPPT (steady state or transient) are

given by different expressions.

The power losses (Pr) in relationship with the available power (Pmpp) in steady state for

the MPPT algorithms can be estimated as [33]

Pr

Pmpp

≈
(

(∆vpv)RMS

vmpp

)2(
1 +

vcell
2nkT/q

)
, (2.6)
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2.3. Steady-State Power Losses Estimation

where (∆vpv)RMS is the RMS value of the voltage oscillation and vcell is the MPP voltage of

each cell in the panel (around 0.5 V). As shown in the following equations, derived as part of

this thesis, (2.6) can be manipulated to compare the losses in steady state for the traditional

P&O with the ZA-P&O. A cycle of the voltage oscillation around the MPP for the P&O is

given by

∆vpv(t) =



Ve + Vstep if 0 < t ≤ T/4

Ve if T/4 < t ≤ T/2

Ve − Vstep if T/2 < t ≤ 3T/4

Ve if 3T/4 < t ≤ T,

(2.7)

where Ve is the difference between Vmpp and the closest vpv set by the MPP tracker, due to

the step size (see Fig. 2.6, in steady state). As can be observed, Ve is related to Vstep by

Ve = bVstep, (2.8)

where b is a number between −0.5 and 0.5. Therefore (2.7) can be expressed as

∆vpv(t) =



(b+ 1)Vstep if 0 < t ≤ T/4

bVstep if T/4 < t ≤ T/2

(b− 1)Vstep if T/2 < t ≤ 3T/4

bVstep if 3T/4 < t ≤ T.

(2.9)
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2.3. Steady-State Power Losses Estimation

The RMS value of the voltage oscillation for the P&O is

(∆vpv)
P&O
RMS =

√
1

T

∫ T

0

∆v(t)2dt

= Vstep

√
1

4
((b+ 1)2 + 2b2 + (b− 1)2)

= Vstep

√
1

2
+ b2. (2.10)

If the voltage is kept as close as possible to the MPP (no oscillation), the RMS value of the

voltage is

(∆vpv)
0
RMS = bVstep. (2.11)

Replacing (2.10) in (2.6) gives the relative losses for the P&O algorithm in steady state

(
Pr

Pmpp

)
P&O

≈
(

1

2
+ b2

)(
Vstep
vmpp

)2(
1 +

vcell
2nkT/q

)
. (2.12)

Plugging (2.11) in (2.6) gives the relative losses when the algorithm does not oscillate.

(
Pr

Pmpp

)
0

≈ b2
(
Vstep
vmpp

)2(
1 +

vcell
2nkT/q

)
. (2.13)

The ratio between (2.12) and (2.13) indicates the extra power lost by keeping the oscillation

in steady state

(Pr/Pmpp)P&O

(Pr/Pmpp)0
≈ 1/2 + b2

b2
= 1 +

1

2b2
. (2.14)

As just demonstrated, (2.14) indicates that the losses in steady state are incremented by

1/2b2 because of the oscillation. In the best case, with b = 0.5, the losses are three times

larger if the oscillation is maintained.

For a PV panel with Voc = 200 V and Isc = 1 A, vmpp is around 170 V, the cell voltage

at the MPP is around 0.5 V and with Vstep = 2 V (1% of Voc). The relative losses (expressed
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2.4. Irradiance Transient Power Losses Estimation

in percentage) using the P&O are obtained evaluating (2.12) for these specific values

(
Pr

Pmpp

)
P&O

≈ 0.09%. (2.15)

That means the oscillation around the MPP causes a 0.09% power losses. For the same PV

panel, if the oscillation is removed in steady state, the losses and can be estimated as

(
Pr

Pmpp

)
0

≈ 0.03%. (2.16)

This configuration losses only 0.03% of the available power, three times less than does the

traditional P&O. Projected in a 25 years life cycle of the PV setup this means a tangible

benefit in overall energy production.

2.4 Irradiance Transient Power Losses Estimation

The following equations are derived in this thesis to quantify the losses due to dynamic

MPPT error. During a transient in G, the MPP will move. The standard P&O algorithm

has a fixed Vstep and sampling time ∆t; therefore it is able to accurately track only one slope

of G, as seen in Fig. 2.6. If G changes more rapidly, the tracking would be inaccurate during

the transient and would have to reach the MPP after the ramp stops. If G changes more

slowly, the operating point would drift away from the MPP until the ramp stops, after which

it would have to reach the true MPP (see Fig. 2.6).
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2.4. Irradiance Transient Power Losses Estimation

During a ramp change in G from G0 at t0 to G1 at t1, G can be expressed as

G(t) =


G0 if t ≤ t0

G0 + (t− t0)δG if t0 < t ≤ t1

G1 if t1 < t.

(2.17)

Then, the power extracted from the PV panel during the transient is given by

ppv(t) = vpv(t)

(
γG(t)− I0

(
exp

(
vpv(t)

nkT/q

)
− 1

))
. (2.18)

A comparison with the maximum power (obtained while operating constantly at vmpp)

pmpp(t) = vmpp(t)

(
γG(t)− I0

(
exp

(
vmpp(t)

nkT/q

)
− 1

))
, (2.19)

shows the loss due to inaccurate tracking. The instantaneous tracking efficiency is given by

ηMPPT (t) =
ppv(t)

pmpp(t)
, (2.20)

however, sometimes it is more important to have a more general overview of the losses.

Computing the energy obtained through the transient (Epv) and comparing it with the energy

that would be obtained if the panel had always operated at the MPP (Empp) , enables the

average tracking efficiency (η̄MPPT ) to be quantified

η̄MPPT =
Epv

Empp

=

∫ t2
t0
ppv(t)dt∫ t2

t0
pmpp(t)dt

. (2.21)

Numerically integrating these expression for a given PV panel using a P&O with a fixed ∆t

and Vstep shows how η̄MPPT is minimal for a certain δG.
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Figure 2.7: Tracking efficiency (η̄MPPT ) for a transient between G0 = 600 Wm−2 to G1 =
1000 Wm−2, for a P&O algorithm with ∆t = 1 s and Vstep = 2 V showing the losses when
the MPPT slope does not match the slope produced by δG.

These equations derived in this thesis provide valuable insight into the transient losses.

The results for the example PV panel when G is changing from G0 = 600 Wm−2 to G1 =

1000 Wm−2 with several different δG are displayed in Fig. 2.7. The small sketches in Fig. 2.7

illustrate the tracking process with different slopes of G and a fixed step size: when the

slope is slower than the steps, the tracking point overshoots; when the slope is higher than

the steps, the tracking point takes time to catch up. There is one slope where the tracking

point closely follows MPP. The power losses are minimal for a slope of 300 Wm−2s−1; this

is the slope that the P&O can accurately track. If the slope is lower than the optimal, for

example δG = 100 Wm−2s−1, vpv will become larger than vmpp leading to larger losses in the

order of 3% (since the PV curves steeper for higher voltages as seen in Fig. 2.3). When the

slope is higher and the MPPT lags behind, for example for δG = 600 Wm−2s−1, the losses

are around 0.1%. It is clear that a MPPT strategy that has a fixed step for tracking is not
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2.5. Control System

optimal during transients, and an adaptive strategy will ensure a closer tracking of the MPP

in this condition, independent of the change in G.

2.5 Control System

Unlike most power converters, where the controller aims to regulate the output voltage, for

MPPT purposes the controller regulates the input of the converter (vpv). The controller is

shown in Fig. 2.1. It uses a dual loop to regulate both ipv and vpv, this is then used to

obtain additional information regarding the change in environmental conditions, a natural

perturbation to the system. The inner loop (faster) will regulate ipv by setting the duty cycle

(d) of the converters switches. The outer loop, slower regulates vpv to the level determined

by the MPPT strategy (v∗pv) by setting the reference current (i∗pv).

The use of a dual-loop controller serves two purposes. On the one hand, it improves the

stability of the system. On the other hand, it helps isolate the change in G acting as a natural

perturbation to lead the MPPT. This avoids the use of a continuous artificial perturbation

in steady state to track this change.

Since v∗pv is updated at the sampling speed of the MPPT (slower than the control system),

during a sudden change in G, the outer loop will keep vpv constant by changing ipv. This

change in ipv indicates the change in G and acts as a natural perturbation. Moreover, it is

shown in [52] that when G changes with a slope δG during the sample period (∆t) and the

voltage loop has a PI controller the tracking error (e) is proportional to δG

e ∝ δG

Ki

. (2.22)
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2.6. Summary

Using this information, the proposed MPPT strategy can stop the artificial perturbation in

steady state and monitor the change in ipv and e (natural perturbation) to determine the

change in the environment and adjust the step size (Vstep).

2.6 Summary

In this chapter, the block diagram of the system was studied. The characteristics of the

PV panel and a industry-standard MPPT algorithm were presented in order to introduce

further details. The characteristic losses produced by MPPT algorithms in steady state and

transient conditions were presented and a means to evaluate them was introduced. Finally,

the control technique and its impact on the proposed MPPT strategy was presented. The

effects of a transient in G are seen as a natural perturbation, that allows the removal of

the artificial perturbation characteristic of the P&O. In the following chapter, an advanced

MPPT strategy will be introduced that uses this characteristics to eliminate the oscillation

in steady-state (reducing the losses) and uses the controller signals to infer the direction and

magnitude of the change in G and produce an accurate tracking of transients.
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Chapter 3

Zero Oscillation Adaptive Perturb

and Observe MPPT

The traditional hill-climbing algorithm (P&O) discussed in the previous chapter has a num-

ber of disadvantages such as an oscillation in steady state (due to the continuous scanning

process), it gets confused during changes in G and is unable to identify the rate of change

of the irradiance and adapt the step-size correctly, this introduces losses to the system that

were also identified in the previous chapter. The ZA-P&O MPPT strategy is developed based

on two key aspects: 1) detection of the steady-state operation and 2) determination of the

direction and magnitude of the perturbation. In steady-state, the standard P&O algorithm

will oscillate around the closest possible voltage (due to quantization of the voltage step) in

three levels, as in Fig. 1.2. This introduction of an artificial perturbation allows the MPPT

to scan the curve for a change in the characteristics caused by environmental conditions.

The ZA-P&O identifies this situation and establishes the operating point (v∗pv) in the clos-

est value, as shown in Fig. 1.1. In this operating mode, called idle mode, the losses are

minimized as shown in Section 3.1. The environmental change is identified by monitoring

the error in the PI controller (e) and the change in current (ipv), which generate a natural

perturbation clearly correlated to the change in the conditions. The use of this natural per-

turbation enables a cleaner operation, removing redundant oscillations that are convoluted

with the information of environmental change and can cause confusion. This allows tracking
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3.1. Idle Mode Operation

iddle mode active

t

ppv

ipv

vpv

ppv

vpv

toggle count (TgC) 
incremented

scanning steady state

Figure 3.1: Illustration of the Idle mode operation. On the left, the V-I plane shows the
characteristic curve and the tracking process; on the right, the time domain correspondence
is shown. The idle mode detects the oscillations and activates the idle mode eliminating the
losses.

to reactivate when necessary and to establish an accurate step size based on the known slope,

instead of toggling continuously as is usually done.

3.1 Idle Mode Operation

Conventional MPPT strategies search for the MPP by periodically changing vpv and mea-

suring the effect over ppv or some other parameter. Since no way of identifying a change in

G (and the corresponding displacement of the MPP) is included in the MPPT strategies, it

must keep perturbing the operating point even when the MPP has been found (steady-state).

This is reflected in a three-level operating condition shown in Fig. 1.2, where the operating

point toggles around the closest voltage allowed by the discrete steps. This is an artificial

perturbation that reduces the efficiency of the energy extraction.

The ZA-P&O MPPT strategy uses a natural perturbation, native to the control of the

system: the change in ipv and the error in the PI controller (with constant v∗pv), making it

possible to eliminate the artificial perturbation. The proposed method identifies the oper-
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3.2. Perturbation Direction and Magnitude Estimation

ation in steady state by counting consecutive changes in direction with a common middle

point (vmid). When a step is introduced in v∗pv, if the step is the second in the same direction

and the power increased, the algorithm displaces vmid. The software computes one toggle

and registers it in the toggle counter (TgC) each time the set point returns to vmid. The

maximum number of toggles around vmid before activating the idled mode and removing the

perturbation is set as a parameter (TgM) and is used to avoid confusion caused by noise.

The operation of the idle mode is illustrated in Fig. 3.1. On the left side, the V-I plane

curves are shown; the corresponding time domain progression is displayed on the right.

During the tracking phase, when the operating voltage is away from the MPP, the steps are

always in the same direction and therefore the toggle counter is not incremented. When vpv

reaches the MPP it starts oscillating around a middle point. The MPPT algorithm detects

this condition and increments the counter. Once the maximum number of counts allowed is

reached, the Idle mode is activated and the tracking process stops. In a lighter shade, it can

be observed how the MPPT would continue oscillating if the Idle mode was not implemented

leading to losses in the system.

3.2 Perturbation Direction and Magnitude Estimation

As explained in Section 2.5, the implemented controller can be used to monitor the changes

in the environmental conditions. This leads to accurate knowledge of the magnitude of the

change in G and the slope δG. This can be directly correlated to the displacement of vmpp

and impp. This information provides the correct direction to the ZA-P&O.

In case of a slope change in G it is not enough to know the direction of the displacement.

If the slope is too small, the MPPT may detect the change and introduce a step that will

lead the operating point far away from the MPP. If the slope is too steep, the steps may

not be large enough to track the MPP. Since the magnitude of the slope can be identified
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3.3. Flowchart of the ZA-P&O MPPT

from (2.22), the magnitude of the change in ipv that results from the change in G is known

as

∆ipv = Kie∆t (3.1)

where ∆t is the sample time of the MPPT strategy. As can be seen, from the measurement

of e and the knowledge of Ki and ∆t, it is possible to know the change in ipv, proportional

to the change in G. In this condition, we can adjust the step in proportion to the change in

the G. The value of the proportionality constant depends on the PV panel.

The identification of the change in G is illustrated in Fig. 3.2. In the upper part of the the

illustration, target voltage v∗pv and the actual PV panel voltage vpv are presented. The PV

panel is commanded to change the operating point in the characteristic three-level operation.

In the bottom of the graph, a profile in G is shown: in the first part G keeps constant and

then it starts increasing with a certain slope δG; finally it starts decreasing with a different

slope. Observing v∗pv and vpv it can be seen that there is a tracking error during the slope

changes in G and the amplitude of this error is proportional to the slope. Since the error

signal is automatically available from the implementation of the controller, this signal can be

fed to the MPPT and used to determine the correct direction.

3.3 Flowchart of the ZA-P&O MPPT

The flow chart for the ZA-P&O is presented in Fig. 3.3. The strategy includes tunable param-

eters, such as the thresholds for the current change and error (iTh and eTh) and the number

of toggles around the MPP required to establish the idle mode (TgM). This thresholds are

included in order to prevent the algorithm to get confused by the noise in the sensors. Out-

side the special conditions established of Idle mode and identification of the change in G, the
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Figure 3.2: The change in irradiance is identified via the tracking error in steady state caused
by the slope of the irradiance change.

algorithm works as a P&O. As can be observed, the blocks added to the algorithm are based

on comparisons and simple operations and do not add major complexity to the algorithm

which leads to a simple implementation comparable with the standard P&O.

3.4 Summary

In this chapter, an advanced MPPT strategy was proposed. The ZA-P&O MPPT strategy

combines two key elements discussed previously to enhance the standard P&O algorithm

with new features. The Idle mode was introduced, that allows the MPPT to stop once it has

reached the MPP instead of constantly oscillating, reducing the losses in steady-state. This is

possible due to the implementation of an indirect estimation of the change in environmental

conditions via the control law of the converter. An additional benefit of this estimation is

the ability to identify the occurrence of a change in G, its direction and the magnitude of

the slope allowing for accurate tracking of the MPP during the transients. Validation of the

ZA-P&O MPPT is provided in the next two chapters, first with simulations and then with

experimental captures.
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Figure 3.3: Flow chart for the ZA-P&O MPPT strategy.
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Simulations

In the previous chapter, the ZA-P&O MPPT was introduced. This algorithm adds new

features to the standard P&O algorithm and creates an important improvement in terms of

steady-state oscillation and transient tracking. To validate these improvements, a computer

model and a profile of G were generated to test the known issues of the regular P&O against

the ZA-P&O MPPT algorithm.

The results of the computer simulation for both the ZA-P&O MPPT and the standard

P&O for a trapezoidal irradiance (G) profile are presented in this chapter. The model

consists of a PV panel that can be configured to perform with the desired characteristics,
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Figure 4.1: Trapezoidal irradiance (G) profile used to simulate the P&O algorithm and the
proposed ZA-P&O strategy.
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Figure 4.2: Standard P&O issues when the irradiation (G) slope starts during a raising step
of the algorithm for vpv, ipv and ppv.

a PI controller to regulate the voltage of the PV panel, and the MPPT to determine the

operating point. The output of the PI controller sets the current in the PV panel.
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Figure 4.3: Standard P&O issues when the irradiation (G) slope starts during a falling step
of the algorithm for vpv, ipv and ppv.

The PV panel is configured to have 200 V open-circuit voltage and 5 A short-circuit

current, with a Fill Factor (FF) of 0.8 at standard test conditions (STC, 1 kW/m2 and

25 ◦C). The MPPTs are configured with the same voltage step for the P&O part and the

same sampling period. The sampling period of the MPPT is established in 0.5 s and the
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Figure 4.4: ZA-P&O MPPT strategy improvements in steady state and transient for the
voltage vpv, ipv and ppv.

fixed voltage step is 3 V. The testing profile is presented in Fig. 4.1. G starts at 0.6 kW/m2;

at t = 19 s, it starts increasing with a slope of 0.1 kW/m2s. When it reaches 1.0 kW/m2,

it stops and waits for 11 s and then it starts decreasing with a slope of 0.3 kW/m2s until it

reaches 0.4 kW/m2. Then it remains constant until the end of the simulation. To illustrate
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the error in tracking for the standard P&O, two cases were studied, a) slope was started

during a falling edge and b) during a raising edge of the MPPT by introducing a small

displacement in the profile. The input signals to the MPPT are vpv, ipv and the error of the

PI controller as indicated in Fig. 2.1. When the standard P&O is tested, the error signal is

not used as one of the inputs. For the simulations, the threshold level of the current and the

error (iTh and eTh) are set to zero, since there is no noise in this environment.

The results of the simulation for the standard P&O are displayed in Figs. 4.2 and 4.3,

while the results for the ZA-P&O MPPT are presented in Fig. 4.4. When the transient profile

starts, the standard P&O keeps going in the direction in which it was going before G changed

(since it detects an increase in power) even when this direction is incorrect. In Fig. 4.2 this

direction is correct, however, the tracking is not accurate since it is not able to detect that

it is leaving the MPP voltage behind. Fig. 4.3 is an example of a bad decision: even when

the tracking step is given in the incorrect direction, the MPPT algorithm keeps going in the

same direction until it reaches the minimum operating voltage and has to return. When

the irradiance decreases, it starts toggling in the same position, since any step produces a

decrement in power. This deviation from the correct direction leads performance losses, since

real profiles can have slopes for extended periods of time. Moreover, the standard MPPT

algorithm is unable to adjust the tracking step to different δG; this leads to an algorithm

that, even when it goes in the correct direction, may drift from the MPP because of the

wrong step selection. This issue is shown in Fig. 4.2 where the operating point is increased

until the drop is very large and it has to return.

The ZA-P&O MPPT strategy resolves those issues effectively as can be seen in Fig. 4.4.

The idle operating mode allows the PV panel to operate in a smooth way when there is

no need to keep tracking. When a change occurs in G, the strategy clearly identifies the

correct direction to move the operating point and adjusts the step-size to provide a close
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tracking of the MPP. The effectiveness of the identification does not depend on the moment

the irradiance slope starts.

The efficiency of the tracking for the three cases is shown in Fig. 4.5. It is evident that

the ZA-P&O improves the overall performance: 1) in steady-state, the efficiency remains

constant and close to 100% instead of oscillating periodically, 2) the correct direction is

determined and 3) the step is adjusted; thus the efficiency remains high even during the

transient, whereas the standard P&O leads to drops in efficiency.

Lastly, the transient trajectory is picture in the I-V plane in Fig. 4.6. This shows the

trajectory of the tracking process for the P&O and for the ZA-P&O. The P&O deviates from

the optimal trajectory, while the proposed strategy keeps very close track of it.

The experimental validation of the proposed strategy is presented in the next chapter.

Using a similar profile, the promising results of the simulations will be tested.
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Chapter 5

Experimental Results

The simulation results in the previous chapter showed how the standard P&O algorithm has

issues in steady state and while tracking changing environmental conditions and how the ZA-

P&O MPPT mitigates the problem by using an indirect estimation of change in G. To further

validate the algorithm, an experimental set-up was developed and the same algorithms were

tested using the same irradiance profile. Additional validation of the characteristic features

are presented using other profiles of G. These additional profiles include steeper and gradual

ramps in G both decreasing and increasing from the initial state. This validation show how

the adaptation of the step size provides accurate tracking of the MPP.

The experimental setup of Fig. 5.1 was developed with the same parameters than the

simulation to validate the ZA-P&O MPPT strategy. The prototype was implemented using

Figure 5.1: Picture of the experimental set-up.
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wind-up during
irradiance change

wrong decision due 
to irradiance change

power drop 
during transient

ipv
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vpv

Figure 5.2: Standard P&O experimental capture when the irradiance transient starts in a
raising edge of the MPPT showing the issues of steady state oscillations and inaccurate
tracking of transients.

an industry-standard microcontroller (TI C2000 core) typically employed to control power

converters. The experimental results are shown in Figs. 5.2 and 5.3 for the standard P&O

when the slope starts at a falling edge and a raising edge respectively and in Fig. 5.4 for

the proposed strategy. The experimental captures closely match the simulation results. The

experimental captures for the standard P&O (Figs. 5.2 and 5.3) show the characteristic

issues: oscillation in steady state, wrong direction and wind-up. The benefits of the ZA-

P&O are clearly shown in Fig. 5.4, when compared with the standard P&O. The oscillation

is removed and the step is given in the correct direction and magnitude, as shown in the fast

re-establishment of the idle mode after the irradiance slope ends. Calculating the total power

produced during the transient for the three cases shows that the ZA-P&O produces 0.4%

more energy comparing Fig. 5.4 and 5.3 and 0.7% more energy comparing Fig. 5.4 and 5.2.

The overall efficiency of the ZA-P&O MPPT for this transients is 99.3%.
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Figure 5.3: Standard P&O experimental capture when the irradiance transient starts in
a falling edge of the MPPT showing the issues of steady state oscillations and inaccurate
tracking of transients.

no oscillation
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Figure 5.4: ZA-P&O experimental test; the improvements are shown with the steady state
operation and the accurate and fast tracking during transients.
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It can be seen in the experimental Figs. 5.2 and 5.3 that the standard P&O strategy drifts

away from the MPP when G changes with a slope δG. Keeping the oscillation around the

MPP in the idle condition increases the probability of making a mistake due to the noise in

the measurement. This is demonstrated in Fig. 5.3, where the P&O process reaches the MPP

during the first stage and works with three levels but suddenly drifts away and returns. The

ZA-P&O MPPT strategy benefits from the removal of this perturbation to enable a clearer

measure of the change in G, which is represented by Ë in Fig. 5.4. The use of an indirect

estimation though the control loop allows this estimation to be done without increasing the

complexity of the system, since the signals are already available inside the micorcontroller.

In order to test the irradiance slope identification and multi-level step-size adaptation, two

different profiles are introduced and tested in the experimental set-up. The profile in Fig. 5.5

shows the PV panel operating at 1.0 kWm−2 followed by a gradual drop in irradiance during

5 s period of time. After staying at 0.5 kWm−2 during 5 s the profile returns to 1.0 kWm−2 in

1 s. The profile in Fig. 5.6 a reflected version of the previous one, starting at low irradiance

and gradually reaching the 1.0 kWm−2 level. Using this profile it is possible to test the

ZA-P&O algorithm for a range of slopes both positive and negative showing the step size

adaptation feature.

The captures in Fig. 5.7 and Fig. 5.8 show the ZA-P&O MPPT for the different G-profiles

stated before. The captures show details of the behavior under this changing environmental

conditions, with a closer time scale and vertical scales compared with the one in Fig. 5.4. The

experimental set shows how the ZA-P&O reacts to a very fast transient and a very slow one.

As can be seen, the estimation of the new position ensures the correct direction and places

the operating point close to the MPP in such a way that the local optimizations (activated
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return is implemented.
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A gradual transition from a low-irradiance level to a high-irradiance level followed by a fast
return is implemented.

after the transient) can locate the MPP in a few cycles and reactivate the Idle mode reducing

the losses to a minimum.

The ZA-P&O was tested against the standard P&O algorithm in an experimental set-up

using the same profile of G than the simulations and obtaining equivalent results. Additional

profiles were tested in order to further validate the adaptive-step feature of the proposed
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no oscillation

adjusted speed
right decision

Figure 5.7: ZA-P&O experimental test for a step-down change from 1 kW m−2 to 500 W m−2

in 5 s and then back to 1 kW m−2 in 1 s.

no oscillation

adjusted speed
right decision

Figure 5.8: ZA-P&O experimental test for a step-up change from 500 W m−2 to 100 W m−2

in 5 s and then back to 500 W m−2 in 1 s.

strategy. The captures show the indirect identification of the change G allows the MPPT

algorithm to avoid making mistakes and tracking in the correct direction even with different
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slopes. Besides the increment in extracted energy, the ZA-P&O creates a cleaner operating

condition for the converter with no unnecessary oscillations and long tracking transients. The

addition of these features creates a more reliable MPPT algorithm when compared with the

P&O and allow for more energy to be harvested from the solar panel.
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Chapter 6

Conclusions

6.1 Summary

Photovoltaic (PV) energy systems use power electronics converters to interface the energy

source with either the load or the grid. This is done in order to modify the characteristics

of the voltage/current extracted from the PV panel to match the needs of the load and to

adapt the impedance connected to the panel to extract the maximum power. This is called

Maximum Power Point Tracking (MPPT). In the industry, the standard MPPT algorithm is

the Perturb and Observe (P&O) or the incremental conductance (InCond). Both of them are

based on the hill-climbing method and have the same issues that introduce losses: oscillations

in steady-state, errors during changing environmental conditions and inability to detect the

rate of change of the irradiance and adjust the step-size to accurately track it.

This thesis introduced the Zero-oscillation, Adaptive-step Perturb and Observe (ZA-

P&O) MPPT strategy for PV panels. This combined strategy reduced steady-state losses

and improved transient behavior during slope changes irradiance, while maintaining a simi-

lar implementation complexity compared with industry-standard algorithms. The enhanced

behavior resulted from the combination of three techniques: 1) idle operation when steady-

state is reached, 2) correct irradiance change identification and 3) multi-level adaptive track-

ing step. The idle operation was possible due to the identification of the irradiance slope

through a current monitoring algorithm. The adaptive tracking speed minimized error during

a fast change in irradiance.
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6.2. Future Work

The proposed combined techniques were studied with simulations and validated through

experimental results implemented in a low cost microcontroller. The overall performance

improvements, both in steady-state and with different irradiance change profiles show the

benefits of the combined techniques.

The contribution investigated in this thesis has been published IEEE PEDG 2013 [1] and

IEEE Transactions on Industrial Electronics [2].

6.2 Future Work

The algorithm developed in this work provides an original contribution to the field of MPPT

for photovoltaic applications. The extension of this concept to other renewable and alterna-

tive energy sources (wind, hydro, fuel cells, etc.) is being studied and a research paper is

being prepared. A research paper involving advanced control strategies for power converters

involved in MPPT for PV applications was accepted for PEDG 2014. A research paper on

high speed MPPT strategies for electric vehicles is under development.

The use of indirect environmental changes identification to improve the MPPT capabilities

of the converter presents a useful tool for all renewable energy sources in the future.
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