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Abstract

Scheduling and resource allocation is one of the important tasks of the radio resource

management layer in long term evolution (LTE) and LTE-Advanced wireless systems.

Uplink scheduling and resource allocation is considered more challenging compared

to the downlink case because of individual users’ power constraints and the discrete

nature of spectrum assignment. Downlink scheduling and resource allocation has

extensively been studied for relay equipped or heterogeneous traffic networks, but

less work has been considered for the LTE uplink case. In this thesis, we have

proposed a few uplink scheduling and resource allocation schemes of LTE-Advanced

systems that incorporate relay(s) or carry heterogeneous traffic.

First, we have proposed a basic uplink scheduling and resource allocation scheme

for decode-and-forward relay aided systems. Existing uplink scheduling works have

looked at the problem from different angles instead of basic scheduling and resource

allocation. In addition of having optimal resource allocation, the proposed scheme is

adaptive. If the system has some bad or redundant relays, the proposed scheme can

detect and recommends them to be deactivated.

Having observed the difficulty in deciding which users to serve for a relay under the

constraint of limited power, second, we have proposed a joint source and relay power

allocation scheme for an amplify-and-forward relayed system. Existing works of this

problem have ignored one term in their problem formulation, and hence failed to offer

the optimal solution for all possible scenarios. We have taken care of that missing
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Abstract

term in our work, and have shown the performance improvement comparing with

the existing works. In this solution, all entities in the network work in an altruistic

manner towards maximizing the network capacity. However, in the real world, the

nodes may want some benefits while sacrificing their resource. To model the selfish

behavior of the nodes, in the third work, we have proposed a game theoretical solution

of this problem.

Fourth, we have proposed an uplink scheduling and resource allocation scheme

for a network which carries heterogeneous traffic. Although there are some existing

uplink scheduling works dealing QoS in heterogeneous traffic networks, those were

not careful about detailed standard specific all constraints. In addition to meet the

conflicting requirements of QoS for different traffic, the proposed scheme takes the

resource utilization constraint into account which is designed to benefit the network

operators.
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Chapter 1

Introduction

Cellular networks as well as wireless services have undergone unprecedented devel-

opment over the last few decades. With the increasing demand of subscribers, hand-

held devices now support sophisticated applications, such as interactive video, online

games, etc. In order to make these applications work with the subscribers at the

minimum quality of service (QoS), network operators need very high data rate trans-

mission media. Accordingly, digital signal processing techniques, microprocessor tech-

nology, and radio frequency (RF) engineering have made a considerable advancement,

and thus cellular network technologies are emerging, such as Long Term Evolution

(LTE) and LTE-Advanced. In general, the performance of cellular networks is based

predominantly on its achievable throughput, i.e., how many data bits can be conveyed

successfully in a given amount of time; average end to end delay of the data packets,

i.e., on average how much time is required to transmit a data packet; fairness, i.e., do

the subscribers experience the same QoS regardless of their distance from the base

station, etc. Figure 1.1 shows different types of emerging applications and their QoS

requirements in terms of throughput and latency.

Conventionally, the performance of such systems can be improved by increas-

ing the channel bandwidth and/or transmit power. However, the amount of channel

bandwidth is limited due to the physical limitation, and thus cannot be exploited lav-

ishly. On the other hand, there is great need to conserve power when the transmitter

is battery operated as in the case of cellular handsets. A feasible response to these

1



Chapter 1. Introduction

Figure 1.1: Bandwidth and latency requirements of potential applications [1].

2



Chapter 1. Introduction

issues is to design the system in such a way that these resources are used efficiently

and effectively. While making the design of such systems, several optimization prob-

lems need to be solved in order to produce suitable scheduling and resource allocation

schemes. However, depending on the transmission direction, the formulation of the

scheduling and resource allocation problems, and the corresponding solutions may

vary. For example, the formulation of the downlink scheduling problem is different

compared to the uplink one because of the varying nature of constraints. Moreover,

for the uplink scheduling, physical channels may need to be assigned among the sub-

scribers in a certain manner compared to the downlink one. These problems make

further difference if the system is equipped with digital relays or the system is loaded

with the subscribers running different applications with distinct QoS.

In this thesis, we have proposed a few uplink scheduling and resource allocation

schemes that improve the performance of LTE-Advanced systems that incorporate

relays or carry heterogeneous traffic. In order to recognize the contributions of this

thesis, the readers are encouraged to go through Chapter 2. In addition to related

works in the context of this thesis, we have briefly summarized the evolution of

LTE-Advanced systems and their radio resource management policies in Chapter 2.

Moreover, since the scheduling concept in this thesis is based on the uplink spectrum-

users mapping, we have briefly reviewed the uplink spectrum access mechanism there.

The remainder of this chapter is organized as follows. We briefly summarize the

contributions of this thesis in Section 1.1, while Section 1.2 describes its structure.

1.1 Research Problems and Contributions

In the LTE uplink, the time-frequency resource unit is the resource block (RB),

defined as 7 (occasionally 6) consecutive orthogonal frequency division multiplexing
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Chapter 1. Introduction

Figure 1.2: LTE uplink resource grid for one slot [2].

(OFDM) or single carrier frequency division multiple access (SC-FDMA) symbols

in the time domain and 12 consecutive subcarriers in the frequency domain. The

physical description of RBs is shown in Figure 1.2. The resources we have considered

in this thesis are RBs and power. At the minimal transmission time interval (TTI)

of the LTE frame structure, the available number of RBs is fixed and constant. The

detailed description of LTE frame and channel structure is given in Chapter 2. The

basic scheduling and resource allocation is to select a set of users, determining RB-

user mapping and setting of transmit power on each RB in each TTI.

• Contribution 1: First, we have proposed a basic uplink scheduling and re-

source allocation scheme for a LTE network which has some pre-configured
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static decode-and-forward (DF) relays with full duplex (FD) functionality. As

mentioned in Chapter 2 that there were extensive works on the basic down-

link scheduling for relay equipped LTE networks taking various factors, such

as fairness, quality of service (QoS), spatial reuse into account. There were

some contemporary uplink scheduling works as well, however those looked at

the scheduling problem from different angles instead of giving solution for the

basic uplink scheduling and resource allocation. The basic uplink scheduling

and resource allocation is necessary to measure the system performance pre-

cisely in the granular level. To solve the problem, first, we have formulated the

problem assuming the routing information of all nodes are pre-configured. Dual

decomposition method is usually used to solve this type of problem. Having

noticed the high computational complexity of this solution, we have proposed

a set of suboptimal scheduling schemes. Deploying a large number of relays

may not be useful to the basic user nodes, and hence the proposed schemes are

adaptive and have ability to distinguish useful relays from the not-useful ones.

Besides, if the relays are in the bad locations, sometimes, the proposed schemes

can distinguish those bad relays. Through extensive simulation, we have shown

the performance improvement of our scheduling schemes comparing with other

existing work in the literature.

• Contribution 2: In the first work, we have seen, if a relay needs to help many

sources, even if the assignment of RBs are known, optimal power allocation

among the relay and sources is a difficult problem. There are many existing

works in this context no matter the relay has DF or amplify-and-forward (AF)

functionality. Although the performance of a DF relay is better, researchers

often recommend AF relays because of its simplicity. In the existing works
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with AF relay, the authors have not considered the direct link signal to noise

ratio (SNR) in their problem formulation. Hence, given the power constraint,

for some sources, when the direct link SNR is better than the relayed link

one, performance of the solution deviates from the optimal one. In this work,

we have solved the same problem, however considering the direct link SNR

in the problem formulation. Because of incorporating the direct link SNR,

the resultant problem is non-convex. We have used geometric programming

(GP)-based method to solve this problem. Furthermore, having noticed the

high computational complexity of the optimal solution, we also have proposed

two suboptimal solutions that take greedy and fair nature of the sources into

account.

• Contribution 3: In the previous work, all nodes in the network are altruistic.

They work selflessly towards maximizing the network capacity. However, in the

real world, the user nodes are not that selfless, they want to maximize their own

interest while sacrificing their resource. In order to model such selfish behavior

of the nodes, we have proposed a game theoretical solution of this problem

in this work. Although there are some existing game theoretical solutions for

the relay power allocation, there is no complete joint source and relay power

allocation solution for this problem. By the help of two Stackelberg games, our

proposed game theoretical solution is partially distributed. Finally, through

simulation, we have proved that the proposed game theoretical solution achieves

comparable performance with the centralized optimal solution.

• Contribution 4: Fourth, we have proposed a basic uplink scheduling and

resource allocation scheme for LTE heterogeneous traffic systems considering all

standard specific constraints and individual user QoS demand. As mentioned
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in Chapter 2 that there were many works done on the downlink scheduling

for homogeneous and heterogeneous traffic networks. Compared to that, not

much works have been done on the uplink scheduling for heterogeneous traffic

networks. A few works which dealt the uplink scheduling for QoS-aware LTE

networks, have not considered detailed standard specific constraints in their

formulation. However, in order to measure the system performance precisely,

it is required to take all constraints into account. In order to capture the QoS

criteria of different traffic, we have adopted a utility function which is already

used for the downlink operation of code division multiple access (CDMA)-based

systems. Furthermore, to facilitate the interest of the service providers, we

consider an additional concept, opportunity cost function which is constructed

based on the granular resource utilization. Dual decomposition method has

been used in order to solve the formulated problem. Having noticed the high

computational complexity of the optimal solution, we have given a suboptimal

algorithm with relatively lower complexity. Through extensive simulation, we

have justified the efficacy and effectiveness of our scheme comparing with other

existing solutions of LTE systems.

1.2 Organization of the Thesis

In Chapter 2, we briefly summarize the background and existing works in order to

justify the contributions of this thesis. In Chapter 3, we propose an uplink scheduling

and resource allocation scheme for DF relay (with FD functionality) based systems

(contribution 1). We propose the centralized solution for joint source and relay power

allocation of an AF-relay-based system (contribution 2) in Chapter 4. In Chapter 5,

we provide the game theoretical solution of the problem in Chapter 4 (contribution
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3). We present an uplink scheduling and resource allocation scheme for a system

carrying heterogeneous traffic (contribution 4) in Chapter 6. Finally, in Chapter 7,

we summarize the thesis with some directions for future research.
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Chapter 2

Background and Related Work

In this chapter, we provide the background materials to support the contribution of

this thesis. As mentioned in the previous chapter, the demand for the bandwidth in

cellular networks is continuously increasing due to the varying traffic with different

QoS requirements. To cope with this increasing demand, we have seen unprece-

dented levels of improvement in the physical layer. However, this improvement is not

sufficient to sustain the satisfactory performance of new applications. Among many

possible ways to improve the performance of cellular networks, smart implementation

of the radio resource management layer is one given the limited amount of resource.

As this thesis is linked to the radio resource management of LTE-Advanced systems,

we would like to give an overview of the evolution of such systems and their radio

resource management policies. Scheduling and resource allocation is one of the tasks

in this layer, and the objective of this thesis is to prove that optimal implementa-

tion of this task can enhance the system performance. Although this task is equally

important for both the downlink and uplink operations, in this thesis, we will only

stick to the uplink scheduling and resource allocation to fill the gap in the literature.

Furthermore, LTE-Advanced systems recommend several new techniques to improve

the system performance. Relaying is one of the mechanisms. Since two problems of

this thesis are analogous to the relays and one problem is pertinent to heterogeneous

traffic, we will briefly summarize each of the concepts in separate section.

The rest of the chapter is organized as follows. Section 2.1 briefly summarizes the
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evolution of LTE-Advanced systems and their radio resource management policies.

Moreover, we describe the channel structure of such systems, and define the uplink

scheduling and resource allocation in this section. Section 2.2 and Section 2.3 provide

the brief overview of relay technologies and emerging heterogeneous traffic of LTE-

Advanced systems, respectively. Finally, Section 2.4 summarizes this chapter.

2.1 Evolution of LTE-Advanced Systems

The ever increasing demands of users have triggered researchers and industries to

come up with a comprehensive manifestation of the fourth generation (4G) mobile

communication system. Looking past, wireless access technologies have followed dif-

ferent evolutionary paths aimed at the unified target: performance and efficiency in

the high mobility environment. The first generation (1G) has fulfilled the basic mobile

voice, while the second generation (2G) has introduced capacity and coverage. This

is followed by the third generation (3G), which has quest for data at higher speeds to

open the gates for truly mobile broadband experience, which is further realized by the

4G. LTE-Advanced is considered as one of the 4G technologies. The 4G technologies

support advanced mobile (low to high) services for high data rate applications while

satisfying the service demands of multi-user heterogeneous traffic environments. In

order to achieve optimal operations of the 4G technologies, intelligent implementation

of the radio resource management layer is required.

Radio resource can be both time and physical spectrum. All problems in this

thesis consider spectrum as radio resource. The limitation in radio spectrum comes

from the fact that the spectrum is finite and it is not free. The more wireless applica-

tions and technologies are used, the more bandwidth is required. Moreover, physical

spectrum alone does not mean bandwidth. Wireless devices need power in order to
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use the spectrum for physical data transmission. However, the continuous growth in

wireless data traffic results in the increase of energy consumed by wireless networks,

which leads to undesirable increase in carbon dioxide (CO2) emission. CO2 is consid-

ered as the chief greenhouse gas that are resulted from wireless networks and other

human activities, and causes the global warming and climate changes. Despite there

are serious efforts to reduce the amount of CO2 emission at the base stations and

mobile subscribers, efficient power management on the limited spectrum is urgently

required.

Although there are several aspects of radio resource management at different levels

of the network for achieving different services, this thesis is dedicated to the scheduling

of spectrum and power management. Scheduling in LTE like systems can be done at

three different levels: admission, class, and packet level. Admission level scheduling

is responsible for accepting or rejecting new user connections. It aims at satisfying

the long term goal of users by maximizing the number of admitted connections while

maintaining the satisfaction of ongoing ones. Class level scheduling deals with the

aggregate demand of admitted users. It determines the number of transmission time

frames that each class needs in order to maintain the satisfaction of its admitted

users. Once the time frames are provisioned between different classes, packet level

scheduling is utilized in order to determine which of the user packets are transmitted

in a single frame.

This thesis deals with the packet level scheduling. Such schedulers may operate

for both the downlink and uplink transmissions. Centralized controller is mainly

responsible for any of these scheduling operations. However, for the uplink scheduling,

individual mobile nodes may make some autonomous decisions. All problems we

consider in this thesis are for the uplink spectrum scheduling and power allocation.
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Figure 2.1: In OFDM, each frequency component carries unique information. In
SC-FDMA, the information is spread across multiple subcarriers [3].

The following two subsections describe the uplink spectrum access mechanism, and

the definition of uplink scheduling and resource allocation, respectively.

2.1.1 Uplink Spectrum Access Mechanism

LTE and LTE-Advanced take advantage of orthogonal frequency division multiple

access (OFDMA), a multi-carrier scheme that allocates radio resources to multiple

users. OFDMA uses OFDM access technique. SC-FDMA is recommended as the

3GPP LTE uplink transmission technique. It is a modified form of OFDMA, and

has similar performance and almost the same overall complexity as OFDMA has.

Similar to OFDM, SC-FDMA also multiplexes subcarriers, but it transmits on the

subcarriers in sequence not in parallel which is the case in OFDM. This prevents power

fluctuations in SC-FDMA signals, i.e., low peak to average power ratio (PAPR) [5].

Figure 2.1 shows the difference between OFDM and SC-FDMA.

As depicted in Figure 2.2, one OFDM/SC-FDMA frame constitutes 20 slots, each

being 0.5 ms long. Each slot is called a subframe or TTI.

The structure of one slot can be more clearly understood by looking at the resource
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Figure 2.2: LTE frame structure [2].

grid structure in Figure 1.2 of Chapter 1. The transmit signal in each slot is described

by a resource grid with NRBN
RB
sc subcarriers and Nsymb OFDM/SC-FDMA symbols.

The number of subcarriers for each RB NRB
sc is standardized as 12 for the LTE

uplink. NRB depends on the uplink transmission bandwidth determined for the cell,

but should always be between 6 and 110. These numbers correspond to the smallest

and largest uplink bandwidth [6], respectively. When time domain is considered, the

number of OFDM/SC-FDMA symbols in each slot is 7 for the normal cyclic prefix.

However, when the long cyclic prefix is used, this number decreases to 6. From the

scheduling point of view at the radio resource management layer, RB is considered

as the minimal resource unit to access although each RB can be broken down into

resource elements.

2.1.2 Uplink Scheduling and Resource Allocation

The definition of basic scheduling and resource allocation is the selection of a set of

users/relays, determining RB-user/relay mapping, and setting of transmit power on

each RB. Because of interference, more than 1 user cannot be assigned to the same

RB. Moreover, for each node in the network no matter it is base station or mobile

user or relay, there is always a maximum limit on the amount of power available for

the purpose of transmission. Depending on the type of transmission, the number of
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maximum power constraints varies as well. For example, for the downlink operation,

there is always one power constraint in the scheduling problem no matter the number

of users/relays in the system. On the other hand, for the uplink operation, the number

of power constraints proportionally increases with the number of users/relays in the

system. Because of the growing number of power constraints, solution of the uplink

scheduling problem is more computationally intensive compared to the downlink one.

The allocation of RBs to each user is an important issue which has an influence on

the system performance of the LTE uplink data transmission. Although SC-FDMA

is the recommended technique for LTE uplink data transmission, OFDMA is often

used in the literature to show the maximum possible multi-user, multi-channel di-

versity for OFDM-based systems. Chapter 3 of this thesis assumes OFDMA as the

uplink transmission technique. Taking OFDMA into consideration, some of the up-

link scheduling and resource allocation works from different aspects, such as channel

model, spatial multiplexing, fairness, etc. are [7, 8]. SC-FDMA has two types of

RB mapping [9]: Localized FDMA (LFDMA) and Interleaved FDMA (IFDMA). In

LFDMA, the scheduler assigns consecutive RBs to convey information from a par-

ticular user. In IFDMA, users are assigned RBs that are distributed over the entire

frequency band in order to avoid allocating adjacent RBs that are simultaneously in

deep fade. Through LFDMA, full multi-user, multi-channel diversity is not achiev-

able due to the contiguity constraint of RBs. Unlike OFDMA, not much works have

been conducted on the uplink scheduling for LFDMA technique. Some existing works

in this context are [10, 11, 12, 13]. Even lesser works have been done for the uplink

scheduling and resource allocation considering IFDMA as the transmission technique.
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2.2 Relays in LTE-Advanced Systems

OFDM and OFDMA technologies are well-known for mitigating frequency selective

fading and inter-symbol interference which results in increased performance. Even

under the deployment of these technologies, nodes at the edge of a cell are often unable

to achieve desired performance because of high path loss and shadow fading. In order

to tackle this problem, 3G/4G technologies have incorporated relaying concept which

is proven to alleviate the dead spots or enhance the coverage for such nodes and

improve the network capacity.

Several relay strategy techniques have been proposed in the literature, such as AF

and DF (Other less common scheme, such as compress-and-forward (CF)) as forward-

ing schemes used by the relays [14, 15, 16]. DF strategy is a layer-2 based scheme,

where relays act as bridges or routers for the traffic flowing from user terminals to

the base station. Through DF, the relay node retransmits just the replica of source

node’s transmitted signal. Whereas AF means, the relay nodes amplify source node’s

transmitted signal and then retransmit towards the destination node. The relay op-

eration can further be classified into FD and half duplex (HD) modes. In FD mode,

relay node can transmit and receive simultaneously at the same frequency band in

one frame, but needs to endure self interference due to the signal leakage between

relay output and input. In the HD mode, the relay is restricted to transmit and

receive over orthogonal (time division and frequency division) channels for avoiding

self interference on it. Previous works mainly concentrated on the HD mode, which

enjoys much lower implementation complexity than the FD mode. However, FD is

a more challenging and attractive mode which can provide better performance than

the HD mode if self interference can be reduced efficiently. The problem in Chapter 3

considers that the system is equipped with DF relays of FD mode, whereas Chapters
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4 and 5 assume that the system has an AF relay with FD mode.

Over the last few years, numerous works have been conducted on the basic down-

link scheduling for OFDM-based DF relay enhanced cellular networks. In order to

maximize the system capacity, some heuristics for subcarrier and power allocation

are given in [17], [18] and one detailed thorough work with required proofs is [19].

For minimizing power, there are some contemporary works, e.g., [20]. Once people

have got an idea about optimal resource allocation to maximize the overall rate, they

started looking at the problem from fairness point of view. For assuring fairness,

some works are [21, 22]. Consequently, for ensuring QoS of users, one work is [23].

All these works are based on the assumption that routing information of relays is

fixed. Joint intra-cell routing and queue-aware downlink scheduling solutions have

been proposed in [24], [25]. [24] is for HD relayed systems, whereas [25] is for FD

relayed systems. Taking inter-cell interference into account, optimal resource alloca-

tion solution in multi-cell scenario is given in [26]. Furthermore, [27] and [28] have

incorporated spatial reuse factor in their resource allocation formulation.

Under the deployment of fixed DF relays, uplink capacity analysis for LTE or

OFDMA-based systems has appeared in some recent papers. Reference [29] has

studied the uplink capacity of relay enhanced 802.16j networks that have OFDM-

based physical layer. Resources they have considered are transmission duration of

relays, mobile nodes and their assigned power. Optimizing the subframe duration

and power, another work is [30]. Unlike [29], they co-schedule macro cell users and

relays at the same subframe, and then optimize their transmission power in order to

mitigate inter-cell interference. Subsequent another subframe sharing work in uplink

systems is [31]. In [32], network coding has been used for the purpose of resource

allocation in OFDMA-based relay enabled systems. Relay node applies network
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coding between the uplink and downlink transmissions in order to attain its objective.

Similar coding-aware another work is [33], however their attained resource allocation

is proportionally fair. Despite all these sophisticated advancement on the uplink

resource allocation of LTE like systems, basic scheduler (finding RB-user mapping,

and their power assignments) is still not studied that much. Chapter 3 proposes a

basic uplink scheduler for DF relay enhanced LTE systems. After the publication

of our work, a few uplink resource allocation schemes appeared in the literature

recently, such as [34, 35, 36]. Unlike us, [34, 35] proposed the resource allocation

schemes on the assumption that the physical layer is based on SC-FDMA technique.

Whereas, considering OFDMA-based physical layer, the resource allocation scheme

of [36] optimizes the routes of all user nodes.

As the deployment cost of relay is high, there might be a few number of relay

nodes in the cell which can help the edge nodes to transmit their data. From this

perspective, one of the key problems in a relay equipped node is to make decision

which edge nodes to be helped and how much power need to be disseminated among

them in order to maximize the system throughput. There are some existing works

in this context for a DF relay are [37, 38]. However, DF relays decode, re-modulate

and retransmit the received signal, and hence incur high computational complexity.

Therefore, researchers often recommend to use AF relays because of its simplicity.

Power optimization of such networks with AF relays have extensively been studied.

At the beginning of such exploration, people focused on a simple network with one

source and one relay [39]. And, then, relay power allocation under a single-source

multi-relay network has been studied varying different optimization criterion, i.e.,

outage probability minimization or sum relay power minimization under sources’

SNR or outage probability constraints [40], [41], [42].
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Performance optimization of multi-source single-relay network has also been given

attention from different angles, such as interference cancellation schemes are proposed

in [43] and [44]. In [45], network decoding is applied to combat interference among

users. At the same time, joint multi-source and multi-relay power optimization has

appeared in a few papers [46], [47] under different optimization criterion, i.e., sum

rate maximization, sum power minimization, etc. Although in [46], each source is

essentially served by only one relay, [47] made performance improvement by assisting

single source with the help of multiple relays. The drawback of their approach is, they

have totally ignored SNR due to the direct link transmission in their optimization

formulation. Their approaches work very well when the direct link channel quality

is worse than the relayed link one. However, the performance starts to deviate from

the optimal one when the direct link’s quality is better than the relayed link one.

Having noticed this, we put the direct link SNR in the original formulation, and our

work in Chapter 4 is to allocate power among the sources and relay based on that

formulation.

In the solution of the problem in Chapter 4, all entities in the network are altru-

istic, work selflessly towards maximizing the network capacity. However, in the real

world, nodes especially the users are not that selfless. They want to maximize their

own revenue or utility while sacrificing their resource. In order to model such selfish

behavior of the user nodes, game theory is a natural and flexible tool. Moreover,

necessity of the game theoretical solution for this problem can be explained in other

way. In the altruistic solution of the problem, the users with better channel quality

are given more preference since these users contribute more towards the maximiza-

tion of network capacity. However, this makes those users more valuable compared

to other users with worse channel condition, which is essentially not a fair attitude.
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Figure 2.3: The increasing trend of emerging heterogeneous traffic (Ericsson consumer
lab) [4].

Game theory allows all users to compete for their interests, i.e., utilities. The winning

situation of the game is decided by their actions. In this way, all users are treated

in the fair manner. Chapter 5 provides the game theoretical solution of the problem

in Chapter 4. With the publication of our work, a few contemporary game theoreti-

cal power allocation solutions appeared for slightly different types of relay equipped

networks in [48, 49, 50] recently.

2.3 Heterogeneous Traffic in LTE-Advanced

Systems

With the rapid advancement of LTE, LTE-Advanced, and other mobile broadband

networks, the number of smartphone subscribers have increased throughout the world.

Smart phone devices host several applications, including games, video, file sharing,
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music streaming, etc., which generate heterogeneous traffic in the network. More-

over, due to the participation of large volume of users in the social networking sites,

various types of traffic are continuously increasing. In future, we can anticipate more

advanced applications which require more resources than the current applications do.

Figure 2.3 shows the increasing proportion of data due to different applications in the

network over the years. However, to keep the demands of all these applications in-

tact with the growing number of subscribers, it is very essential to design an efficient

scheduler which can satisfy the conflicting requirements of different traffic.

QoS ensured resource allocation for OFDM-based networks especially LTE sys-

tems has appeared in some survey papers [51], [52]. For homogeneous traffic networks,

the downlink scheduling and resource allocation problem has extensively been stud-

ied. For example, for delay sensitive traffic, some works are [53, 54], whereas for the

traffic with data rate requirement, one work is [55]. Even specifically for VoIP, there

are some works, e.g., [56].

The scheduling problem in heterogeneous traffic networks is more challenging

than in the homogeneous ones because of the conflicting requirements of different

traffic. There are three design issues that need to be considered while formulating

the problem of an ideal scheduler for heterogeneous traffic networks. Wireless users

experience varying channel quality condition time to time due to the stochastic fading

effects, and hence their achievable data rates are affected. The scheduler should

choose the user with good channel quality condition in order to maximize the system

throughput. However, if the user with better channel quality condition is always

selected, the users with worse channel condition may starve. This issue is known

as fairness and another very important factor to keep into consideration. Third,

different applications have different QoS requirements, and the utility function of the
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scheduler should be defined in such a way that it has the ability to capture those

metrics simultaneously and effectively.

Similar to homogeneous traffic networks, the downlink scheduling and resource

allocation has extensively been studied for heterogeneous traffic environments. These

works mainly adopted three categories of designs. First, some works gave strict prior-

ity to high priority traffic compared to lower priority ones, such as [57, 58]. Second,

the authors in [59] have addressed mixed traffic (delay sensitive, guaranteed bit rate,

best effort) by designing the scheduler on the time and frequency domains. The pri-

ority sets are populated based on the QoS class indicator (QCI) of each data flow and

classified as guaranteed bit rate (GBR) and non-GBR. Third, different utility func-

tions are used for different types of traffic (traffic with data rate requirement, traffic

with delay constraint) [60, 61]. Besides these, there are some general mechanisms

for handling mixed traffic. For example, the authors in [54] have proposed a low

complexity RB allocation algorithm using LOG/EXP, earliest deadline first (EDF)

rules, and tested their scheme with mixed streaming and live video traffic.

On the other hand, there are very few works for the uplink scheduling with QoS

assurance. These works are mainly for homogeneous delay sensitive traffic [62, 63].

One recent work on energy efficient QoS assured scheduler is [64], where QoS is

considered as user’s instantaneous rate. For heterogeneous traffic environments, re-

cently, [65] has proposed a scheduler which is based on the time and frequency domain

scheduler [59]. One drawback of this work is, they did not consider traffic class in

their design. Moreover, they evaluated the performance of this scheduler in their

customized simulation scenario, which is not practical. Having noticed the draw-

back of [65] and in order to design a utility based scheduler for heterogeneous traffic

environments, Chapter 6 of this thesis proposes an uplink scheduling and resource
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allocation scheme of LTE systems conveying heterogeneous traffic. Once our schedul-

ing scheme is off the shelf, a few works came forward consequently for heterogeneous

traffic networks, such as [66, 67, 68]. In [66], the authors proposed the scheduling

scheme considering rate constraint of each user, and evaluated the performance of

their scheme in a limited simulation scenario. On the other hand, [67, 68] are for the

downlink scheduling.

2.4 Summary of the Chapter

In order to strengthen the contributions of this thesis, in this chapter, we have briefly

compiled the evolution of LTE-Advanced systems and their radio resource manage-

ment policies. Furthermore, we have revised the relay technologies available in the

standard of such systems as well as the increasing trend of emerging heterogeneous

traffic that is expected to be met by these systems.
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Uplink Scheduling and Resource

Allocation for DF Relayed Systems

3.1 Introduction

Uplink scheduling and resource allocation for OFDMA-based systems is a challenging

problem because of individual nodes’ power constraints and the discrete nature of

resource assignment. Emerging 3G/4G cellular network technologies, i.e., LTE, LTE-

Advanced are based on OFDMA-based air interface where granular resource to access

is named as RB. Scheduling and resource allocation task in a typical LTE system

determines the set of users, assignment of RBs to these users and setting of transmit

power for each RB. In addition to providing high data rate, OFDMA is well-known for

mitigating frequency selective fading and inter-symbol interference. Even under the

deployment of OFDMA technologies, far distant nodes of a cell are unable to achieve

desired performance because of higher path loss. In order to tackle this problem,

3G/4G technologies have incorporated relaying concept which is proven to enhance

the coverage for such nodes and improve the network capacity. In this work, we

have considered a network enhanced with fixed digital DF relays deployed by service

providers in strategic locations. Scheduling problem appears to be more challenging

under such enhancement of networks. Moreover, the blind employment of relays in

the network brings a few more key questions. If service providers deploy more and
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more relays, those may consume system resource while starving regular user nodes

which is not an expected characteristic of an ideal resource scheduler. Under the

blind deployment of a large number of relays, an ideal scheduler should be able to

determine which relays are useful and which are not contributing towards the overall

system performance.

In this chapter, we have formulated the uplink scheduling and resource allocation

problem of FD relay aided LTE networks as a convex optimization problem. Because

of the LTE standard, resource constraint and deployed relays, the resultant problem

has three types of constraints. We have used dual decomposition method in order

to solve this problem. While exploring the solution structure, we have found, for

the given Lagrangian factors due to a relay constraint, the authors in [7] have given

many suboptimal algorithms in order to obtain optimization variables, i.e., RB as-

signments, power allocated on them. We have used their suboptimal algorithms in

order to find the principle optimization variables. Revealing the guiding principle

of the optimal Lagrange multipliers due to the relay constraints, we have proposed

an iterative procedure in order to obtain the suboptimal value of these multipliers,

which essentially optimizes resource allocation across the network. The iterative pro-

cedure has the ability to deactivate relays if they hamper the performance of other

independent nodes in the system. The nodes connected to a deactivated relay act as

independent nodes. Because of the fast fading, the iterative procedure may not be

suitable to be deployed as a scheduler, and hence a suboptimal algorithm has also

been proposed for RBs and their power assignments with the help of one heuristic

proposed by [7]. Afterward, we have shown that if the proposed problem is formu-

lated in the game theoretical way, the resultant solutions ensure fairness across the

user nodes. An extensive simulation has been conducted in order to justify that de-
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ploying some low cost relays, we can essentially improve the system performance in

terms of overall throughput and occasionally fairness.

The remainder of this chapter is organized as follows. A brief overview of literature

relevant to our work is given in Section 3.2. In Section 3.3, we explain the terminology

used for the uplink scheduling of relay aided networks, and formulate the optimization

problem. Solution approach of the formulated problem is presented in Section 3.4.

Based on the solution approach, our designed algorithms are given in Section 3.5. We

provide the simulation results in Section 3.6, and finally Section 3.7 concludes this

chapter.

3.2 Related Work

Over the last few years, numerous works have been conducted on scheduling and

resource allocation of OFDM-based relay enhanced cellular networks. In [17], Huang

et. al. proposed a centralized heuristic solution in order to perform subcarrier and

power allocation resulting in the capacity maximization of downlink systems. Sim-

ilar other works are [69], [70] and [71]. Minimizing total power subject to the rate

constraint in such systems first appeared in [72]. In [20], the authors have studied

similar problems proposed in [17], [72], however they have improved the results by

finding optimal frame duration for the base station and relays. Most recent sum

rate maximized resource allocation for downlink relayed systems is proposed by [18]

subject to the sum sources and relays power constraint. Optimal resource allocation

while ensuring max-min fairness has been proposed in [73], [21]. Whereas, for en-

suring proportional fairness, some studies are [22], [74]. QoS-based subchannel and

power allocation was proposed by [23] in order to ensure QoS requirements of both

direct and relayed users.
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Joint intracell routing and queue aware downlink scheduling solutions have been

proposed in [24], [25]. [24] considers the relays are of quasi FD mode, whereas [25]

shows the performance improvement compared to the other one by adopting the

relays with HD mode. Furthermore, [25] has conducted performance evaluation

on asymmetric traffic, whereas the former one performed that on symmetric traf-

fic. [75] has presented a scheduling and resource allocation scheme over broadcast

block fading channels in order to maximize long term average achievable rate region

of the users. Instead of single cell, [26] proposed a resource allocation scheme for

OFDM-based DF relayed systems taking multi-cell interference and heterogeneous

user rate requirements into account. In order to achieve stable data rate for multi-

media users, the authors in [76] have proposed a downlink scheduling technique for

MIMO OFDM-based macro cells where there are some fixed relays. Besides propos-

ing typical scheduling algorithms for relay enhanced networks, there are some works

done in the last couple of years targeting on further performance improvement by ex-

ploiting some environmental or inherent factors. While exploiting the multi-user and

multi-channel diversity of OFDM-based systems, [77], [27] and [28] have incorporated

another factor, spatial reuse while developing their scheduling algorithms.

All works discussed above are for the downlink scheduling on more or less HD

relayed OFDM-based systems. To date, not many works have been conducted on

the uplink resource allocation for OFDMA-based relay enhanced cellular networks.

Given fixed routing information, [78] has proposed a subcarrier and power allocation

scheme for OFDMA-based wireless mesh networks with the objective of maximizing

Nash bargaining fairness criterion. Unlike us, their scheduling scheme is partially

distributed, each mesh router is independently responsible to allocate number of sub-

carriers to its mesh clients, later each mesh client solves a mixed integer programming
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problem for detailed resource allocation. Reference [29] has studied the uplink capac-

ity of relay enhanced 802.16j networks with OFDMA-based physical layer. Resources

they have considered are transmission duration of relays, mobile nodes and their as-

signed power. Unlike us, one assumption of their work is, the relay or mobile node

gets hold of all RB like subcarriers of its allotted transmission duration. In [32], net-

work coding has been used for the purpose of resource allocation in OFDMA-based

relay enabled systems. Relay node applies network coding between the uplink and

downlink transmissions in order to attain its objective. Another sum rate maximiza-

tion work is [19] where the main assumption is, users are served by multiple DF relays

instead of one. Taking individual power constraint for users and relays, they proposed

a few suboptimal algorithms upon the non-convexity proof of the original problem.

Similar to our work, uplink subchannel and power allocation has appeared previously

in one paper [79] for OFDMA-based systems. However, that paper assumed that the

relays are with HD functionality instead of FD.

3.3 System Model and Problem Formulation

3.3.1 Problem Statement

We consider a typical LTE cellular network, in which NT users transmit to the same

base station. There are some nodes across the cell edge, which suffer from higher

shadowing effect due to the long distance from the base station. In order to remedy

this shadowing effect, a set of NK relays are deployed at reasonably fair distance from

the base station. These relay nodes help transmit protocol data units (PDUs) from

the base station to the edge nodes, and vice versa. Similar to the terminal nodes, their

physical layer is based on OFDMA subcarriers combined in time division multiple ac-
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cess (TDMA) RBs. Since relay nodes serve a number of terminal nodes, transmission

power of the relays is considerably larger than that of typical user nodes. In addition,

any relay is assumed to have the ability to receive and transmit concurrently using

orthogonal RBs. In order to mitigate the self interference on the transmit and receipt

RBs, the relays are equipped with separate antennas for two distinct operations. Our

goal in this work is to allocate RBs across the user terminals and relays to maximize

their aggregate utility.

3.3.2 Motivation Behind Deploying Relays

Our sample network is presumed to be deployed in a rural environment. The channel

gain for a particular node t over RB j in such an environment can be represented by

the following equation [8]1

Ht,j,dB = (−κ− λlog10dt)− ξt,j + 10log10Ft,j. (3.1)

In Equation 3.1, the first term κ captures propagation loss, dt is the distance in

km from mobile terminal t to the base station. λ is the path loss exponent, which

is set to a value of 3.76. The second term, ξt,j captures the log-normal shadowing

effect for the reference distance 1 km. Ft,j corresponds to the Rayleigh fading effect

with a parameter a such that E[a2] = 1. In the subsequent discussions, we will see

that there is a power constraint on each node and power is equally subdivided among

the allocated RBs of a user according to the proposed suboptimal algorithms in [7].

Under this condition and because of the parameter assigned for the Rayleigh fading

effect on each RB, each node cannot get as many RBs as available since after a few

1Instead of rural environments, if some other environments, such as urban, semi-urban would be
considered, the channel model would be different. Hence, the resultant outcome of our proposed
scheduling algorithms would be different.
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Figure 3.1: Individual user’s throughput w.r.t. its allocated RBs.

allocations, its achieved rate deteriorates. Figure 3.1 justifies this argument which

depicts the rate of 2 users at different distance from the base station with respect

to the number of allocated RBs. We see, after allocating the 4th RB, the rate for

the user with distance 0.3 km gets degraded and it keeps degraded. Similar situation

is for the other user, however it happens after allocating different number of RBs.

Therefore, if the load is low in the network, we will see later that many RBs remain

unallocated. Observing these unused RBs and worse condition of the edge nodes,

we believe, deploying some relays will enhance the performance of the edge nodes as

well as the overall system while consuming the redundant RBs. Moreover, we have

seen the results under different deployment scenarios that even if a relay takes users’

resource away, achieved throughput using that relay is larger than that without using

it.
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3.3.3 Problem Formulation

We denote a set T = {1, 2, · · · , NT} for the terminal nodes, a set K = {1, 2, · · · , NK}

for the relay nodes. Total number of RBs available in each scheduling epoch is NRB

and the corresponding set for this is R = {1, 2, · · · , NRB}. Although each RB is

equivalent to 12 subcarriers, in the LTE standard, granular resource access by user is

RB. pt,j and pk,j are the instantaneous transmission power of user terminal t and relay

node k, respectively on RB j. For the uplink transmission, each node has constraint

on the maximum power it can use at each scheduling epoch, and thus Pt and Pk are

the maximum power for the terminal and relay nodes, respectively. We denote a set

P meeting the requirement of these constraints. These can be represented by

NRB
∑

j

pt|k,j ≤ Pt|k, ∀t∈T, ∀k∈K. (3.2)

Let xt,j denote the fraction of RB j allocated to node t, where the total allocation

across all nodes should be no larger than 1, i.e.,

NK+NT
∑

t=1

xt,j ≤ 1, ∀j∈R, (3.3)

where x denotes the set satisfying the constraint in Equation 3.3. According to the

LTE standard, there is a constraint that each RB cannot be assigned to more than

one node, i.e., xt,j∈{0, 1}. In the subsequent discussions, we will see how we have

dealt this constraint.

The relay nodes are configured in such a way that they have more capability compared

to the ordinary terminal nodes. Besides, one relay serves a number of terminal nodes,

and therefore the total rate achieved by the terminal nodes cannot be more than that

of the corresponding relay, and vice versa. In order to ensure proper utilization of
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achieved rate, we have used approximation sign in the constraint. Less than sign

would work as well. However, it would cause wastage of consumed resource by the

relays. Let there are NTk
number of terminal nodes connected to the kth relay, and

the corresponding set is Tk. Denote the instantaneous rate of the kth relay is rk,

whereas that of the tth user connected to the kth relay is rtk. According to this

constraint

∑

t∈Tk

rtk ≈ rk, ∀k∈K. (3.4)

The utility function is defined as service satisfaction of each individual node in terms

of throughput, delay or other QoS criteria. The optimization problem is to allocate

a set of RBs IRB,k or IRB,t to each relay or terminal node such that the sum utility

of all nodes is maximized. This can be formulated in the following way

maximize

NT
∑

t=1

U(IRB,t, Pt) +

NK
∑

k=1

U(IRB,k, Pk). (3.5)

In this work, we first define the utility function of a node as its mere rate. Then,

for the second step, in [78], we have seen, if the objective function is the product of all

nodes’ rate (Nash product), the resultant resource allocation is fair across them. It

is a well-known result in game theory that the solution to the cooperative bargaining

problem maximizes the Nash product [80]. The objective function is further modified

by taking logarithmic of it knowing the fact that logarithmic function is strictly

concave. Hence, the resulting objective function becomes the sum of logarithmic

rate for all nodes which is proven to ensure Nash bargaining fairness. In order to

ensure fair resource allocation among all nodes, we have studied the utility function

as logarithmic of node’s rate. When the utility function is mere rate, the objective

function yields
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argmax
x,P

∑

t∈(T∪K)

rt; rt =
∑

j∈R

xt,jlog
(

1 +
pt,jet,j
xt,j

)

, (3.6)

subject to the constraints in Equations 3.2, 3.3 and 3.4. et,j represents the SNR

per unit transmit power for node t on RB j. Typically, et,j is named as channel gain.

Since each RB consists of 12 subcarriers, gain et,j is the average of all subcarriers on

RB j. Moreover, while computing the gain, the physical distance for the terminals

connected to a relay is determined assuming the end point as that relay. Whereas,

for other nodes including the relays, the end point is the base station or centralized

controller.

In this section, we have introduced the sample network architecture, motivation

for relay based systems, and then formulate the problem after defining all terminolo-

gies to explain the uplink scheduling problem.

3.4 Solution Approach

As the number of relays in the system is NK , the total number of terminal nodes

connected to the relays is N ′
T =

∑

k∈K NTk
. The rest of the terminal nodes are

independent, and they directly send their data to the base station and this number is

N ′′
T = NT −N ′

T ; the corresponding set is T′′. Taking these issues into consideration,

the objective function in Equation 3.6 can further be broken down into

argmax
x,P

χ(x,P) :=
∑

t∈T′′

rt +
∑

k∈K

rk +
∑

k∈K

∑

t∈Tk

rtk. (3.7)

The objective function in Equation 3.7 has no duality gap and we can solve it

by considering a dual formulation. Keeping the constraints in Equations 3.2 and 3.3

intact and taking dual variables Λ = (Λ)k∈K for the constraint in Equation 3.4, the
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resulting Lagrangian becomes

L(Λ,x,P) :=
∑

t∈T′′

rt +
∑

k∈K

rk +
∑

k∈K

∑

t∈Tk

rtk (3.8)

+
∑

k∈K

Λk

(

∑

t∈Tk

rtk − rk

)

:=
∑

t∈T′′

rt +
∑

k∈K

(rk − Λkrk) +
∑

k∈K

∑

t∈Tk

(rtk + Λkrtk).

According to the duality theory, the optimal solution of Equation 3.7 can be given

by

argmin
Λ

argmax
(x,P)

L(Λ,x,P). (3.9)

The problem in Equation 3.8 has the similar form as the formulated problem

without a relay in [7] except the rate function for the relays and the terminals con-

nected to the relays are modified by adding additional terms due to the constraint in

Equation 3.4 and its associated dual variables. The way of obtaining optimal solution

vector (x,P) for this problem has been discussed in [7]. Having observed the high

computational complexity of the optimal solution, the authors in [7] have proposed a

few suboptimal algorithms. We plan to use these suboptimal algorithms (SOA1 and

SOA2) in order to obtain resource vectors (x,P) for the given Λ. We have extended

both heuristics in order to achieve our desired objective. SOA1 has also two variants.

We have used variant 5A since variant 5B uses constant power for each allocated RB

which is not pragmatic. In this section, we have used SOA1(5A) in order to obtain

x and P. SOA1 runs NRB number of times, and in the jth iteration, node t∈T∪K

computes the following metric for its best RB, denoted by lt(j)
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gt(j) =
∑

j∈Ωt(j−1)∪lt(j)
log
(

1 +
Ptetj

|Ωt(j − 1)|+ 1

)

−
∑

j∈Ωt(j−1)

log
(

1 +
Ptetj

|Ωt(j − 1)|

)

,

(3.10)

where Ωt(j) denotes the set of the tth node’s accumulated RBs in the jth itera-

tion. We define the first and second terms of Equation 3.10 as gat (j) and gbt (j),

respectively. The metric defined in such way is for the throughput maximization

scheme, whereas for ensuring Nash bargaining fairness, metric gt(j) is considered as

log(gat (j))− log(gbt (j)) which has been proved in [8]. The following lemma shows and

proves the way this metric has been computed for our relay oriented problem.

Lemma 3.1: For relay k∈K, gk(j) is computed as (1− Λk)g
a
k(j)− (1− Λk)g

b
k(j)

and for its descendents t∈Tk, gt(j) is computed as (1 + Λk)g
a
t (j)− (1 + Λk)g

b
t (j).

Proof : If we compare the uplink scheduling problem of [7] and our Equation

3.8, we notice, the rate function of the kth relay is replaced by (rk − Λkrk) and the

rate function of its descendents is replaced by (rtk − Λkrtk), rest of the other nodes’

contribution towards the objective function are as same as it is in Equation (UL) of

[7]. The selection criterion of OFDM tone in SOA1 (5A)[7], gi(n) is just the function

of rate accompanied with the OFDM tones from sets Ki(n) and Ki(n) ∪ li(n). We

redefine set K as Ω. Since the selection criterion is just a rate function of some set

with RBs, it is for the kth relay would be set as gak(j) − gbk(j) − Λk(g
a
k(j) − gbk(j)),

i.e., (1− Λk)g
a
k(j) − (1− Λk)g

b
k(j). Similarly, for its descendant nodes (t∈Tk), gt(j)

is defined as gat (j)− gbt (j)− Λk(g
a
t (j)− gbt (j)), i.e., (1 + Λk)g

a
t (j)− (1 + Λk)g

b
t (j).

Once we obtain the suboptimal x and P, and we substitute in Equation 3.8, the

right hand side of the equation becomes the function of Λ, i.e., L(Λ). The solution

to Equation 3.7 is given by minimizing L(Λ) over Λ >= 0. Moreover, L(Λ) is

discontinuous and non-differentiable with respect to Λ. Hence, we use subgradient
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based search approach in order to obtain optimal Λ. In each iteration of the search

method, for the given Λ, the suboptimal algorithms [7] find resource vectors (x,P).

Iterations continue until the optimal Λ is obtained. Each step of the search method

updates Λk in the following way

Λk(u+ 1) =

∣

∣

∣

∣

∣

Λk(u) + κk

∣

∣

∣

∣

∣

∑

t∈Tk

rtk − rk

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

, k = 1, · · · , NK .

The value of Λk(u) can be both positive or negative because of the equality con-

straint associated with this dual variable. If we look at Equation 3.8, it is rational to

say that the absolute value of Λk is in between 0 and 1. This is because, no matter

the value of κk is positive or negative, if its absolute value becomes greater than 1,

either the terminal nodes’ (t∈Tk) or the kth relay’s individual utility turns out to

zero or negative value which is not a desired expectation of this maximization prob-

lem. In order to obtain optimal Λ, the ideal requirements are the continuous nature

of function L(Λ) and the optimal value of L(Λ) is known. Since the Lagrangian func-

tion does not have any of the properties, we have proposed an iterative, suboptimal,

adaptive approach in order to find Λ
∗ which gives more privilege to the independent

user nodes. At the first iteration,
∣

∣

∣

∂L
∂Λk

∣

∣

∣
gets the largest value, the following iterations

gradually reduce this term until Λ∗
k is achieved. Given this observation, κk is set

only at the first iteration, i.e,
∣

∣

∣

ǫ∑
t∈Tk

rtk−rk

∣

∣

∣, this quantity remains constant in the

subsequent iterations. How does ǫ look like, is given in Observation 3.1.

Observation 3.1: Because of the discontinuity nature of L(Λ) and also from the

simulation, we observe, if the value of ǫ is ≤ 0.1, nearly optimal solution is achievable2.

With large value of ǫ which is > 0.1, the iterative Λ update procedure requires

less number of iterations to achieve convergence, however the accuracy deteriorates.

2Setting ǫ as ≤ 0.1 provides the reasonable tradeoff between the accuracy and speed.
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Therefore, the value of ǫ is the tradeoff between the accuracy and speed.

3.5 Proposed Algorithms

3.5.1 Iterative Λ Update Procedure

An iterative algorithm for updating Λ using suboptimal algorithm SOA1 [7] is given

in Algorithm 1. This algorithm is adaptive, if there is a lack of resource or setup of

any relay and its terminal nodes is infeasible, dynamically it can disable that relay

or can disconnect terminal nodes from the corresponding relay. In this subsection,

we will explain how this algorithm works. Before getting into the loop of obtaining

resource vectors (x∗,P∗), we will discuss different categories of relay placement. The

positions of relays and their terminal nodes can be infeasible. Under the infeasible

setup of any relay, the inner loop for obtaining the principle resource vectors does not

execute. We define the feasibility of a relay as a setup, when (1) there are multiple

terminal nodes connected to that relay, the rate obtained by the relay is larger than

the sum rate of its terminal nodes, (2) there is only one terminal node connected to

that relay, achieved rate by the relay can be lower compared to the terminal one, and

vice versa. The rest of the other possible setups are considered as infeasible. Lines

[7 − 21] are for checking the feasibility of each relay and turns them to the feasible

one if necessary. The vector Λ does not get updated unless all relays in the network

yield to the feasible ones. If any relay is found such that its rate is lower than the sum

rate of its terminal nodes (attached to it), the algorithm looks for the terminal node

with the largest (lowest) rate, disconnects it from that relay, makes it independent

and runs the inner loop resource allocation algorithm. This operation for that relay

continues unless the rate re-achieved by the relay is larger than the sum rate of its
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descendent nodes, or there is only one node remaining attached node to that relay.

Once all relays are feasible, resource allocation is conducted across all nodes in the

network taking vector Λ into account. Λ is updated in each iteration and the inner

loop for the resource allocation is re-executed for the updated Λ. This procedure

continues unless all relays in the network achieve convergence. The convergence for a

relay is achieved when its rate is approximately equal to the sum rate of its attached

nodes, slightly larger rate of the relay is preferred. While continuing the Λ update

procedure, any or some relays can be infeasible. Infeasibility happens when either

the rate of a relay or a terminal node becomes 0. However, if a relay is in the rate

decrementing process, obtaining 0 rate is considered as convergence for that relay if

there is no starved independent node in the network. The reasons behind obtaining

0 rate in each iteration: (1) if the relay is in the process of decrementing its rate and

its channel quality in any RB is so good or it has more usable power that it cannot

allocate any RB meeting the upper limit of the decremented rate, (2) if the relay is in

the process of incrementing its rate and its position is not that good or there is a lack

of RB due to the consumption by others, it cannot allocate any RB while satisfying

the lower limit of the incremented rate. Similar phenomenons go with the terminal

nodes attached to the relays. In either case, if the achieved rate for the relay or any

of its terminal nodes appears to 0, that corresponding relay becomes infeasible. If

the rate of all terminal nodes attached to any relay becomes 0 or the relay’s rate

becomes 0 and there is some starved independent node, that relay is forced to be

disabled. Whenever such situations happen, the Λ update procedure is reinitialized

(Lines [35− 37] in the algorithm). In the algorithm, we have defined a flag vector F

for all nodes: 0 for the independent node, −1/− 2/− 3 for the relay when its rate is

larger than the sum rate of its terminal nodes, when its rate is lower than the sum
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rate of its descendants and when it is disabled, respectively. The node with the flag

value greater than 0 is for a terminal node attached to any relay and the flag denotes

the index of the corresponding relay. Vector θ keeps the track of feasibility status for

all relays.

As we discussed before resource allocation procedure is inside the inner loop, it is

almost similar to SOA1 algorithm presented in [7] except the marginal utility gk|t(j)

is computed using the formula (gak|t(j)± Λkg
a
k|t(j))− (gbk|t(j)± Λkg

b
k|t(j)) for the kth

relay or the tth terminal node (t∈Tk) attached to it. Instead of computing gk|t(j)

using Λ, we can compute it in a regular manner as presented in [7], but for the relay

or terminals nodes, we need to keep another variable which is called virtual rate. The

virtual rate is computed in each iteration after resource allocation is performed. In

the algorithm, virtual rate vector is defined as V. At the beginning, the virtual rate

for all nodes is initialized as ∞. For the independent nodes, over the iterations of

the algorithm, it remains unchanged. However, for the kth relay, the virtual rate is

(rk ∓ Λkrk) and for the t∈Tkth node, it is (rt ± Λkrt). ± sign is for the flag value

−1 and −2 of the kth relay, respectively. Similar computation goes for the other

relays. Lemma 3.2 proves that resource allocation using virtual rate is approximately

equivalent to the original procedure.

Lemma 3.2: Inside the inner loop, if the flag value of the kth relay is −1, its

upper bound of rate is rk − Λkrk, its t∈Tkth descendent’s lower bound of the rate

is rtk − Λkrtk. Whereas, when the flag of the kth relay is −2, its upper and tth

descendent’s lower bound of the rate are rk + Λkrk and rtk − Λkrtk, respectively.

The upper bound of the rate for the independent nodes is considered as ∞. Having

considered these assumptions, the selection criterion of RB follows the same procedure

as in SOA1(5A) [7].
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Proof: In the original procedure illustrated in Lemma 3.1, we have seen, the RB

selection criterion gk(j) for the kth relay has additional term Λk(g
a
k(j)− gbk(j)) sub-

tracted from it. Similarly, for the kth relay’s descendent node t∈Tk, gt(j) has the

additional term Λk(g
a
t (j) − gbt (j)) added to the original one. It means, no matter

for the relay or its adjacent nodes, their instantaneous rate is just subtracted/added

by some term which is proportional to Λk. Intuitively, instead of computing gk|t(j)

using Λk, we can use some sort of customized rate to limit their upper or lower

bound. While doing resource allocation inside the inner loop, we do not know in

advance the instantaneous rate of all nodes, hence we take the rate obtained in the

previous iteration and compute their customized rate using Λk(∀k∈K) as depicted

in Lemma 3.2. The resulting resource allocation produces approximately the similar

outcome as given by the original procedure. The above arguments are for the relay

whose flag is −1. In the similar manner, for the flag value −2, it can be justified

that considering the upper bound of virtual rate for the kth relay as rk + Λkrk and

its connected (t∈Tk)th node’s lower bound of virtual rate as rtk −Λkrtk, if we follow

SOA1 [7], the resultant scheduling decision does not make much difference. The RB

selection criterion of the independent nodes is not influenced by the dual variables of

the relays, and hence their upper bound of rate is ∞.

3.5.2 Low Complexity Suboptimal Algorithm

As explained above, Algorithm 1 undergoes a number of iterations before all relays

in the network achieve convergence. However, in the fast fading environment, the

scheduler may need to take quick RB allocation decision because of smaller scheduling

interval. Considering this issue, we have presented a suboptimal Algorithm 3 which

performs scheduling decision without considering Λ. This algorithm is similar to
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the original RB allocation algorithm, SOA1 except a terminal node connected to the

relays checks feasibility of its current possible RB allocation with respect to its relay

which is depicted in the lines [10−14] of Algorithm 3. The way of maximizing overall

rate and ensuring fairness across the nodes, the criterion of SOA1 works following

the similar manner explained in the previous section.

3.5.3 SOA2 Extended Algorithm

We have extended SOA2 [7] as follows. This algorithm has 2 steps: RB number

assignment nt, t∈T∪K and actual RB-node matching determination. In order to

achieve the first objective, we need to solve the following problem in Equation 3.11

max
nt>=0,nk>=0

∑

t∈T′′

U ′
t +
∑

k∈K

U ′
k +

∑

k∈K

∑

t∈Tk

U ′
tk (3.11)

s.t. :
∑

t∈T∪K

nt <= NRB,
∑

t∈Tk

r′tk ≈ r′k, ∀k∈K,

where r′t =
∑nt

j=1 log(1 + Pt

nt
e′t,j). For the throughput maximization scheme, U ′

t = r′t.

and for ensuring fairness, U ′
t = log(r′t). e′

t is the sorted vector of et over all RBs

in the descending order. r′k and r′tk have the similar interpretation as r′t has. The

objective function in Equation 3.11 is a concave problem over a non-integer convex

set {nt >= 0, t∈T∪K} and does not have duality gap. Taking the help of virtual

throughput discussed in Algorithm 1 and the dual variables, the resultant Lagrangian

becomes
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L(n, λ) :=
∑

t∈T′′,r′t<=Vt

U ′
t +

∑

k∈K,U ′

k
<=Vk

U ′
k

+
∑

k∈K

∑

t∈Tk,r
′

tk
<=Vtk

U ′
tk − λ(

∑

t∈T∪K

nt −NRB).

For a given λ, the optimal solution of above problem can be obtained by solving

the following NT +NK sub-problems. We can solve each sub-problem by a bisection

search over the range [0, NRB].

nt(λ) := argmax
nt,r′t<=Vt

(U ′
t − λnt) , ∀t∈T∪K. (3.12)

Let the solution of all sub-problems are n∗
t (λ), t∈T∪K, and the resultant utilities

are U∗
t (λ), t∈T∪K. Substituting these back to the Lagrangian

L(λ) :=
∑

t∈T′′

U∗
t +

∑

k∈K

U∗
k +

∑

k∈K

∑

t∈Tk

U∗
tk − λ(

∑

t∈T∪K

n∗
t (λ)−NRB),

which is a convex function of λ. The optimal value of λ results in the minimum

value of L(λ) and can further be obtained by another bisection search over the

range [0,max{maxt∈T U ′
t ,maxk∈K U ′

k}]. The computational detailed complexity of

each procedure is given in [7]. Integer approximation of n∗
t , t∈T∪K is performed as

follows. We sort the nodes according to the mantissa of n∗
t , fr(n∗

t ) = n∗
t − ⌊n∗

t ⌋. It

produces a node permutation set αt, t∈T∪K such that fr(n∗
α1
) >= fr(n∗

α2
) >= · · · .

Then, we calculate the number of unallocated RBs, NA
RB = N −∑t∈T∪K⌊n∗

t ⌋. Fi-

nally, we adjust the nodes with large mantissas such that all unallocated RBs, NA
RB

are allocated, i.e., n∗
αt

= ⌊n∗
αt
⌋+ 1.

41



Chapter 3. Uplink Scheduling and Resource Allocation for DF Relayed Systems

Once we have RB number assignments n∗
t , t∈T∪K, our next objective is to find

out actual node-RB mapping. For this, we have followed exact SOA2-CUM procedure

of [7]. For this purpose, they have used Hungarian Algorithm which requires virtual

node splitting. We denote Utj as the utility of the tth node over RB j, and Ut

as the utility vector over all RBs, j∈R. For the throughput maximization and fair

schemes, Utj is rtj and log(rtj), respectively; rtj is the rate of the tth node on RB j.

In the similar manner, if we denote the utility vector for other nodes, we can make

matrix Γ =
[

UT
1 ,U

T
2 , · · ·

]T
with size (NT +NK)×NRB. Next, we need to split each

node t into n∗
t virtual nodes by adding n∗

t − 1 copies of the row vector to matrix Γ.

The size of the expanded matrix would be (NT + NK)×N ′
RB, where N ′

RB <= NRB.

Now, if we define the permutation matrix C with size (NT + NK)×N ′
RB and solve

problem (19) of [7], we obtain our desired node-RB mapping matrix C∗. If we apply

Hungarian Algorithm to our problem without any modification, the resultant kth

relay’s rate might become lower than
∑

t∈Tk
rtk, which is not feasible. In order to

make all relays feasible, we need to follow either of the following steps.

• While solving the problem in Equation 3.11, if we obtain our gain vector

e′
k, k∈K as the ascending order of ek, while keeping the gain vector of other

nodes as the descending order, the resultant final outcome ensures that each

relay obtains larger rate than the sum rate of its descendant nodes.

• Another alternative is as follows: we obtain the gain vector of all nodes in the

descending order, however we want to apply some tricks on matrix Γ. First,

we get a RB set R′ with size
∑

k∈K n∗
k which contains best possible RBs for all

relays. Then, we fix the rows of matrix Γ such that Utj = 0, t∈T, j∈R′.
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3.5.4 Performance Improvement using Power Control

Now, we are set with power and RB allocation (x∗,P∗) for all nodes t∈T∪K. For the

tth node, the set of RBs is IRB,t. The algorithms presented before subdivide power

Pt among all RBs uniformly, j∈IRB,t. Therefore, allocated power pt,j on RB j can be

over-shot or under-shot. Hence, there is a scope of optimizing power for the settled

tth node. We can formulate the problem as follows

argmax
∑

j

pt,j = Pt

χt(x
∗, Pt) ∀t∈T∪K. (3.13)

The dual function for the problem in Equation 3.13 is Lt(x
∗, λt). The solution of

the dual problem is λ∗
t = argminλt>0 Lt(x

∗, λt). A solution of the dual problem exists

if and only if λt =
|IRB,t|

Pt+
∑

j∈IRB,t

1
et,j

. This statement can be verified by the equation,
∑

j∈IRB,t

(

1
λt

− 1
et,j

)

− Pt = 0. |IRB,t| is the length of set IRB,t. Given λ∗
t , optimal

power allocation for the problem in Equation 3.13 is pt,j =
1
λ∗

t
− 1

et,j
, ∀j∈IRB,t.

This type of problem and solution has already been given in [81] for the downlink

tone allocation in OFDM-based systems. Their problem has an upper bound of

SINR for each OFDM tone, whereas we do not have that restriction. They also

have provided an iterative algorithm in order to obtain optimal λt. Since we do not

have the SINR upper bound constraint, we have shown the modified algorithm in

Algorithm 5. Before initiating the algorithm, we need to have one vector at which

contains SINR et,j for the RBs in set IRB,t, i.e., at = {et,j}j∈IRB,t
. The complexity of

this algorithm for the tth node is |IRB,t|. Since there are NT +NK number of nodes

in the network, the overall complexity for this decision is
∑

t∈T∪K |IRB,t|.

In the first 3 subsections of this section, we have proposed the generic Λ update

strategy (applicable to both SOA1 and SOA2), a low complexity suboptimal RB
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allocation algorithm with the help of original OFDMA tone allocation scheme, and

relay oriented SOA2 algorithm which takes the assistance of the generic Λ update

technique described in the first subsection. In the 4th subsection, we have given the

optimal power allocation strategy of a node once it obtains RBs using the previously

discussed methods.

3.6 Performance Evaluation

We have implemented relay enabled proposed algorithms in matlab and evaluate the

performance of those comparing with the ones without relay [7] assuming the utility

as both mere rate and the logarithmic of rate. In the following subsection, we describe

how we configure the parameters of a network to perform our desired performance

evaluation, and then in the next subsection, we show some results to justify our

arguments.

3.6.1 Simulation Methodology

For setting up the network, we put the base station at the center, user nodes at

different distance surrounding the base station. We also deploy some relay nodes in

order to pass data from the edge nodes to the base station. We run the simulation

over 200 TTIs. One TTI is equivalent to 1 ms and it consists of 50 RBs. Each RB

is analogous to 12 subcarriers [6]. These total 50×12 subcarriers are spread over

10 MHZ bandwidth. The theoretical limit [82] of channel capacity is β = −1.5

ln(5Pb)
,

where Pb is bit error rate (BER) and we configure it as 10−6. For the user node, the

maximum power is set as 220 mW and for a relay, it is moderately a large number

depending on the number of terminal nodes it serves. The way how channel gain is

computed is given in Equation 3.1. All results described in the following subsections

44



Chapter 3. Uplink Scheduling and Resource Allocation for DF Relayed Systems

Figure 3.2: Simulation scenario (setup-1).

are the average of 20 simulation runs.

In the following subsection, we compare our algorithms based on utility function,

U = r, with the original algorithms without relay [7] in terms of different performance

metrics. Then, we compare the algorithms based on two utility functions, i.e., U = r

and U = ln(r). In all figures, for the utility function U = r, we denote Algorithm 1,

Algorithm 3 and Algorithm 4 as sopt(1), sopt(2) and sopt(3), respectively. On the

other hand, for the utility function U = ln(r), we indicate them as fsopt(1), fsopt(2)

and fsopt(3).

The physical structure of the simulated cell looks like a circle. The base station

is at the center of the circle. We have designed a few scenarios in order to evaluate

the performance of our proposed algorithms by placing terminal nodes at different

distance from the center of the circle. The Rayleigh fading effect is statistically

similar for all nodes in the network. Therefore, the distance as well as the shadowing
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Figure 3.3: System throughput comparison among our relayed algorithms and those
without relay (setup-1).

effect plays the pioneer role to distinguish the channel gain among them. Quite a lot

scenarios are possible in terms of nodes placement in the network. It is not worth to

show results of all scenarios, however we have justified the efficacy of our solutions

by illustrating the results of some.

3.6.2 Simulation Results

First, we will show the results in terms of average system throughput, fairness, uti-

lized number of RBs, number of active relays, number of terminals nodes served by

the relays, etc. To measure the fairness quantitatively, we use Jain’s fairness index

algorithm [83]. This is a well-known metric used in network engineering to determine

whether users or applications receive fair share of system resources. This metric is

defined as follows
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Figure 3.4: Comparison between throughput maximization and fair algorithms
(setup-1).
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fairness(r1, r2, · · · , rn) =

(

∑

i

ri

)2

(

n.
∑

i

r2i

) ,

where r1, r2 · · · represent individual nodes’ throughput. Tentatively, we consider

there are a few independent nodes and a few edge nodes in the network. We have

placed some relays in order to help the edge nodes forwarding their data. For the

purpose of clarity, we enumerate a few scenarios: (1) the channel condition of some

or all relays can be statistically better/worse/equal than that of some or all indepen-

dent nodes, (2) the channel condition of some or all edge nodes can be statistically

better/worse/equal than that of some or all relays, etc. The channel gain of the edge

nodes is computed considering its physical location with respect to its relay node. In

all cases, our algorithms are adaptive, i.e., if we cannot accommodate relays due to

the constraint of resource (power or RB), the scheduler does not count on those relays

and assume their connected user terminals as the independent ones. Four scenarios

we have presented, have 4 different contours at different distance around the base

station on which we have placed our terminal nodes. The relay nodes are placed

at the 5th contour. In the similar manner, as mentioned in the analytical section,

we denote the number of terminal nodes as NT . Among these nodes, NT/2 is the

number of independent nodes and the rest of them are edge nodes. Every 2 edge

nodes, one from the 3rd contour and another one from the 4th contour are connected

to 1 relay placed at the 5th contour. Therefore, the number of relays in the network

is NK = NT/4
3.

3One of the assumptions of this work is that the routing information of the network is pre-
configured. Hence, even if the nodes would be placed in a random manner, the route information
of each node would need to be configured manually. To avoid this manual configuration, we would
have followed some sort of design for the network setup.
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For the first scenario, the contours of the independent nodes are [0.3; 0.4] km

away and the contour of the relays is 0.4 km away from the base station. Other two

contours for the edge nodes are [0.7; 0.8] km away from the base station, whereas

from the designated relay, they are approximately [0.3; 0.4] km away. Figure 3.2

depicts such system where the 5th contour is superimposed on the 2nd contour.

Figure 3.3 illustrates gradual increment of system throughput with the increasing

NT . The more the number of users, the higher the throughput which is obvious in

the figure. For using relays, our proposed solutions achieve higher throughput than

when they are not used. As presented in [7], SOA2 has higher throughput than

SOA1. Therefore, relay enhanced SOA2 has the highest performance except when

the number of nodes in the system is 48, this is because sopt(3) is more intolerant

than sopt(1) in achieving convergence and hence less number of relays remain active

by the former one compared to the later one as we increase the number of nodes in the

system. Moreover, with the increased number of terminal nodes, the number of relays

is increasing as well. However, in each scheduling epoch, there is a limited number

of RBs. In this scenario, the channel gain for half of the independent nodes is better

comparing with the relay ones, the channel condition for half of the independent

nodes is almost similar to the later ones. Moreover, maximum transmit power of the

relays is larger than that of the regular terminal nodes. Therefore, when they have

statistically similar channel gain, the relay nodes have higher priority in scheduling

decision. At the first few data points, when the number of nodes is less compared

to the number of available RBs, all of the relays stay active and all edge nodes

connected to them are served properly because of the availability of RBs. Table 3.2

shows these findings of our scheduling algorithms. With the increased number of

nodes, the scheduler cannot accommodate relays any more for the lack of resource
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and increased number of starved independent nodes. However, the channel condition

and power of the relay nodes are better than the independent ones, we see, even for

the number of nodes 48, sopt(1) ensures some active relays and edge nodes served

by them. If we would gradually increase NT , we would see decremented number of

relays as well as decremented number of edge nodes.

Table 3.1 shows the average number of used RBs in each scheduling epoch. This

table proves that at low load, the scheduler leaves some unallocated RBs when relays

are not used. This has motivated us to place some relays in order to serve edge

nodes, which improves the performance of the edge nodes as well as the overall one.

Moreover, precisely from the simulation, we have seen an interesting phenomenon

when there are 3 remaining RBs unallocated and there are 3 edge nodes and 1 relay

to serve them. Instead of subdividing 3 RBs among 3 edge nodes, giving 1 to the

relay and other 2 to the edge nodes incur better performance comparing with the

former one. At low load, even after deploying relays, all RBs are not used at each

scheduling epoch. With the increased number of employed nodes, all RBs are utilized

by either the terminal nodes or relays.

When the utility function is defined as mere rate, attained throughput is much

larger comparing with the case when it is logarithmic of rate which has been depicted

in Figure 3.4(a). However, if we look at Figure 3.4(b), fairness is much better with

U = ln(r) than that with U = r. Thus, taking or not taking logarithmic function

introduces the tradeoff between throughput maximization and fairness.

In the second scenario, the contours of the independent nodes are [0.2; 0.3] km

away from the base station. The positions of the relays and edge nodes are as same

as in the previous scenario. The basic observations in Figure 3.5, such as increased

throughput with increased number of terminal nodes, having better performance of
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Figure 3.5: System throughput comparison among our relayed algorithms and those
without relay (setup-2).

our algorithms with the deployed relays than that without relays, existence of tradeoff

between throughput maximization and fairness due to two utility functions are as

same as before. In this setup, the channel gain of all independent nodes is better

than that of the relays. Therefore, with the increased number of nodes, the scheduler

runs out of RBs and it subdivides available RBs among the nodes with better channel

quality, i.e., independent nodes. As a result, we see, when the number of nodes is 48,

no relays remain active and hence all edge nodes connected to the relays are treated

as regular independent nodes. With Algorithm 3, we still see some active relays, this

is because this algorithm does not try to reduce the duality gap. It just allocates

resource among the independent nodes including relays based on the marginal utility.

Since the maximum power of the relays is larger, some relays still have chance to

have some RBs even when they have worse gain than the independent nodes from

this scheduler’s point of view. This scheduler gives privilege to the edge nodes if and

only if their relays already have some allocation. On the other hand, our extended

51



Chapter 3. Uplink Scheduling and Resource Allocation for DF Relayed Systems

10 15 20 25 30 35 40 45

10

15

20

25

30

35

40

45

50

55

Number of Users

S
ys

te
m

 T
hr

ou
gh

pu
t (

M
bp

s)

 

 

SOA1 w/o relay

SOA2 w/o relay

sopt(1) w. relay

sopt(3) w. relay

sopt(2) w. relay

Figure 3.6: System throughput comparison among our relayed algorithms and those
without relay (setup-3).

SOA1 and SOA2 go through a process of reducing duality gap for the constraint in

Equation 3.4, and it becomes almost impossible when there is a constraint of resource

with the increased number of terminal nodes. Because of these reasons, when the

number of terminal nodes is large, Algorithm 3 can accommodate a few relays as well

as few edge nodes, and therefore it incurs slightly larger throughput comparing with

others. This increased performance can be assumed as negligible. Whereas with our

other heuristics, since the scheduler deactivates almost all relays, their performance

reduces to the original ones. Table 3.2 is for the active relays and edge nodes for this

scenario. Moreover, Table 3.1 reflects average number of used RBs resulting from

this scenario.

The third scenario is the opposite of the second one. The contours of the indepen-

dent nodes are placed at [0.5; 0.6] km away from the base station, i.e., the channel gain

of all relays is larger than theirs. Because of this reason, the relays always have more

privilege in terms of RB allocation even when the number of nodes in the network
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Figure 3.7: System throughput comparison among our relayed algorithms and those
without relay (setup-4).

is large. Therefore, our main heuristics have more flexibility in reducing the duality

gap for each relay and rearrange RBs among the relays and edge nodes. However, at

increased load, the scheduler cannot fully ignore all independent nodes and it is hard

to achieve convergence for all relays because of the resource constraint. Hence, to

give more provision to the independent nodes, the scheduler deactivates some relays.

Relay enhanced SOA2 is more intolerant in attaining convergence than Algorithm 1,

which results in less number of active relays. Due to this reason, it has same or worse

performance compared to the other one at some points which has been depicted in

Figure 3.6. Whereas, Algorithm 3 is ignorant and hence it has always worse perfor-

mance than the main ones. Other basic observations for this scenario are as same as

for the previous ones.

For the above all cases, all relays are feasible even at the beginning of iterations.

We have prepared setup-4 in such a way that the attained rate of the relay nodes

is smaller than the sum rate of their edge nodes. Therefore, according to the steps
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[7−21] in Algorithm 1, Algorithm 4, to make it feasible, one edge node from all relays

get disconnected and those nodes yield to be independent ones. The rest of the other

settings of this setup are as same as the 3rd one. Hence, if we look at Table 3.2, we

see, the number of active edge nodes is as same as the number of active relays even

when the system has less number of nodes, and has sufficient resource to serve. Since

the channel gain of the independent nodes is not that good compared to the relays

and their edge nodes, the relays get more priority in consuming resource. Hence, we

see, at low load, all relays remain active by serving their only one connected edge

node. However, with the increased load, due to the lack of resource and starved

independent nodes, more and more relays cannot be active. Since relay enhanced

SOA2 is more intolerant, at higher load, it cannot serve as many relays as sopt(1)

can. Since sopt(2) is ignorant of allocating resource for the independent nodes, relays

and their connected edge nodes, at higher load, more relays are active whereas their

connected nodes do not get any RB which is just the wastage of resource. The rest

of the other observations are as same as for the previously discussed scenarios.

In order to see what happens to each single independent node because of the

deployed relays, we have made a scenario with 8 terminal nodes and 1 relay. The

5th node is relay and it serves last 2 nodes. The distance of the nodes towards the

base station is [0.2; 0.3; 0.4; 0.45; 0.6; 0.7; 0.85; 0.9] km. Figures 3.8 and 3.9 illustrate

average throughput and the number of allocated RBs for each single user, respectively.

Most important observation from these 2 figures is, better independent nodes have

lower throughput than the original ones because of taking away better RBs by the

relay. Due to the employed relay, the best independent node has a lower number of

RBs than the original ones. However, the employed relay improves the performance

of the edge nodes drastically, whereas SOA1 and SOA2 cause starvation to them.
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Figure 3.8: Individual user’s throughput as a function of the distance from base
station.
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Figure 3.9: Individual user’s allocated RBs as a function of the distance from base
station.
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SOA2 gives more provision to the nodes with better channel and so does the same

relay enhanced SOA2 compared to sopt(1). Because of the property in Figure 3.1,

even with the deployed relay, all RBs in each scheduling epoch are not used.

3.7 Summary of the Chapter

In this work, we have presented the solution of the uplink scheduling for FD relay

equipped LTE networks. First, we have shown optimization based formulation for our

defined problem. From the dual formulation, we have noticed, we can use the sub-

optimal algorithms proposed for OFDMA-based uplink scheduling problem without

relay [7]. Based on this finding, we have proposed a family of suboptimal algorithms

in order to perform resource allocation for our problem. Furthermore, for the fair re-

source allocation across the system, we have given a Nash bargaining solution which

does not require much technical involvement on the top of the original formulation

and its solution. Our proposed heuristics are adaptive, if due to the resource con-

straint, the relays do not contribute much to the real consumers in the system, they

are recommended to be disabled. By designing some scenarios for actual systems,

we have done extensive simulation on our proposed solutions and have proved that

relays can enhance the performance of the system without consuming its obligatory

resources.
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Table 3.1: Total allocated RBs.

Alg/
# Users SOA1 SOA2 sopt(1) sopt(3) sopt(2)

Setup-1
8 16 18 17 18 12
16 24 30 31 32 20
24 32 38 40 42 31
32 40 44 46 48 39
40 44 46 49 50 45
48 50 50 50 50 50

Setup-2
8 18 26 28 28 21
16 28 48 32 48 26
24 35 48 44 48 30
32 41 50 49 50 40
40 49 50 50 50 46
48 50 50 50 50 50

Setup-3
8 10 10 12 14 11
16 18 20 20 32 19
24 28 30 31 42 29
32 36 40 40 48 38
40 45 50 50 50 46
48 50 50 50 50 50

Setup-4
8 9 10 13 14 9
16 16 20 28 28 17
24 24 30 29 30 24
32 32 40 40 40 32
40 40 50 48 48 40
48 48 50 50 50 46
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Table 3.2: Number of active relays/edge nodes.

Alg/ Tot # Rlys/
# Users sopt(1) sopt(3) sopt(2) fsopt(1) fsopt(3) fsopt(2) Tot # Edges

Setup-1
8 2/4 2/4 2/2 2/4 2/4 2/2 2/4
16 4/8 4/8 4/4 4/8 4/8 4/4 4/8
24 6/12 6/12 6/6 6/12 6/12 6/6 6/12
32 8/16 8/16 8/8 8/15 8/14 8/8 8/16
40 10/10 10/10 10/10 10/10 10/10 10/10 10/20
48 6/6 4/4 12/12 5/5 3/3 12/12 12/24

Setup-2
8 2/4 2/4 2/2 2/4 2/4 2/2 2/4
16 4/8 4/8 4/4 4/8 4/8 4/4 4/8
24 6/12 6/12 6/6 6/12 6/12 6/6 6/12
32 8/14 8/12 9/8 6/6 8/12 8/10 8/16
40 10/10 10/10 11/10 9/9 8/8 10/10 10/20
48 0/0 0/0 8/7 0/0 0/0 8/7 12/24

Setup-3
8 2/4 2/4 2/2 2/4 2/4 2/2 2/4
16 4/8 4/8 4/4 4/8 4/8 4/4 4/8
24 6/12 6/12 6/6 6/12 6/12 6/6 6/12
32 8/16 8/16 8/9 8/16 8/16 8/9 8/16
40 10/17 10/15 10/11 10/17 10/15 10/11 10/20
48 12/20 12/18 12/12 12/20 12/18 12/12 12/24

Setup-4
8 2/2 2/2 2/2 2/2 2/2 2/2 2/4
16 4/4 4/4 4/4 4/4 4/4 4/4 4/8
24 6/6 6/6 6/6 6/6 6/6 6/6 6/12
32 8/8 8/8 8/8 8/8 8/8 8/8 8/16
40 9/9 9/9 10/10 9/9 9/9 10/10 10/20
48 8/8 8/8 12/10 8/8 8/8 12/10 12/24
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Algorithm 1 Iterative algorithm to determine (x∗,P∗).
1: for k∈K do
2: F(t) := {k}, ∀t∈Tk.
3: end for
4: V := {∞},θ := {0}, u := 1,Λ(u) := {0}.
5: repeat
6: Inner Loop for obtaining (x∗,P∗).
7: for ∀k∈K do
8: if NTk

> 1 then
9: if

∑

t∈Tk
gbt (j) > gbk(j) then

10: t∗ := argmax
t∈Tk

gbt (j).

11: F(t∗) := 0.
12: else
13: θ(k) := 1.
14: end if
15: else
16: if

∑

t∈Tk
gbt (j) > gbk(j) then

17: F(k) := −2.
18: end if
19: θ(k) := 1.
20: end if
21: end for
22: if ∀k∈K(θ(k) = 1) then
23: if u = 1 then
24: κ(k) := ǫ

|
∑

t∈Tk
gbt (j)−gb

k
(j)| , ∀k∈K.

25: end if
26: for ∀k∈K do
27: F(t) := 0, θ(k) := 0, ∃t∈Tkg

b
t (j) = 0.

28: if
∑

t∈Tk
gbt (j) = 0 OR (gbk(j) = 0 AND ∃t∈T(F(t) = 0, gbt (j) = 0))

then
29: F(k) := −3, θ(k) := 0.
30: end if
31: Mark the kth relay if its convergence is achieved.
32: end for
33: if

∑

t∈Tk
gbt (j) ≈ gbk(j), ∀k∈K then

34: Convergence has been achieved.
35: else if ∃k∈Kθ(k) = 0 then
36: Initialize u, V and Λ.
37: end if
38: Follow Algorithm 2.
39: end if
40: until Λ∗ is found
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Algorithm 2 Intermediate fraction of Algorithm 1.
1: for ∀k∈K do
2: if the kth relay is not converged then
3: Λk(u) := Λk(u− 1) + κ(k) ∗ |∑t∈Tk

gbt (j)− gbk(j)|.
4: rf := F(k) = −2?1 : −1.
5: V(k) := gbk(j)− (0− rf)Λk(u)g

b
k(j).

6: V(t) := gbt (j) + (0− rf)Λt(u)g
b
t (j), ∀t∈Tk.

7: end if
8: end for
9: Remove disabled relays from sets K and F.

Algorithm 3 Suboptimal RB allocation algorithm.
1: j := 0, Ωi(j) = ∅ for each terminal or relay i.
2: for k∈K do
3: F(t) = k, ∀t∈Tk.
4: end for
5: while j < NRB do
6: j := j + 1.
7: Update RB index li(j) for each node i.
8: Calculate metrics gbi (j) and gai (j) for each node i.
9: Set ξ := {i|F(i) <= 0}.

10: for i∈{i|F(i) > 0} do

11: if
(

∑

t∈Tk,t 6=i g
b
t (j) + gai (j)

)

<= gb
F(i)(j) then

12: ξ := ξ∪i.
13: end if
14: end for
15: Find i∗ := argmaxi∈ξ(g

a
i (j)− gbi (j)).

16: if (gai∗(j)− gbi∗(j)) <= 0 then
17: Break the loop.
18: end if
19: Assign the j’th RB to node i∗

Ωi(j) =

{

Ωi(j − 1)∪li(j) if i = i∗

Ωi(j − 1) Otherwise
.

20: end while
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Algorithm 4 SOA2 extended RB allocation algorithm.
1: Perform steps [1− 4] of Algorithm 1.
2: Solve problem (10) and obtain resultant U∗

t (λ
∗), r∗t (λ

∗), t∈T∪K.
3: Map r∗t (λ

∗) to gbt (j), t∈T∪K.
4: Perform steps [7− 39] of Algorithm 1 which requires to repeat steps [2− 3] until

Λ
∗ is obtained.

5: Apply Hungarian Algorithm as described in order to achieve C∗, i.e., (x∗,P∗).

Algorithm 5 Iterative algorithm for optimal λt.
1: [a] = sort(a, ‘descend’).
2: j := 0, Gn = 0, Gd = 0.
3: j := j + 1.
4: while j <= |IRB,t| do
5: Gn := Gn + 1,.
6: Gd := Gd +

1
at(j)

.

7: λt(j) =
Gn

Pt+Gd
.

8: if λt(j) >= at(j + 1) then
9: λ∗

t = λt(j).
10: Break the loop.
11: end if
12: end while
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Chapter 4

Joint Source and Relay Power

Allocation for AF Relayed Network

(Centralized Solution)

4.1 Introduction

Emerging relay technique in 3G/4G networks, such as LTE and LTE-Advanced has

brought numerous problems to optimize its deployment. In recent years, cooperative

relay networks have received tremendous attention. Two most popular cooperation

protocols are considered - DF, AF [84]. DF relays retransmit just the replica of

source’s transmitted signal. Whereas AF means, the relay nodes amplify source’s

signal first, and then retransmit towards the destination. We adopt the AF protocol

in our work because of its simple signal processing mechanism. Our problem presented

in this chapter focus on a network having one relay node, a set of sources, and single

destination. Given fixed amount of power to be distributed among the sources and

relay is an optimization problem, and exhibits the trade off between fair resource

allocation and overall network performance. If resource is limited in the network,

serving all sources may lead to the degradation of network capacity. In this situation,

best possible few sources should be selected for the transmission while ignoring others.
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To put our work into context, we outline the chronological order of evolved re-

search on the power optimization of AF relayed networks. At the beginning of such

exploration, people focused on a simple network with one source and one relay [39].

And, then, relay power allocation for a single-source multi-relay network has ex-

tensively been studied varying different optimization criterion, i.e., outage probabil-

ity minimization or sum relay power minimization under the sources’ SNR or out-

age probability constraints [40], [41], [42]. Performance optimization of multi-source

single-relay network has also been given attention from different angles, such as inter-

ference cancellation schemes are proposed in [43] and [44]. In [85] and [45], network

decoding is applied to combat interference among the users. In [86], the resource

including both subcarrier and relay power allocation problem is studied to maximize

the sum rate. At the same time, joint multi-source multi-relay power optimization

has appeared in a few papers [46], [47] under different optimization criterion, i.e., sum

rate maximization, sum power minimization, etc. Although in [46], each source is

essentially served by only one relay, [47] made performance improvement by assisting

single source with the help of multiple relays. The drawback of their approach is, they

have totally ignored SNR due to the direct link transmission in their optimization

formulation.

Due to the inefficient bandwidth utilization of relays while transmitting on the

orthogonal channels, at one point, many people gave emphasis on the best relay

selection schemes. Multi-relay selection and their power allocation recently appeared

in some works [87], [88], [89] because of their ability to attain better performance.

Joint relay and opportunistic source selection for a bidirectional network has been

considered in [90] to optimize the outage probability and BER.

In this chapter, we have formulated the problem considering individual source,
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relay, and total system power constraints. Total power constraint is imposed to reduce

the interference in the neighboring network. Our formulated problem is almost similar

to [46], [47], although [46] has not taken individual source and total power constraints,

and in [47], each source is served by multiple relays4. The main drawback of their

work is, they have totally skipped SNR due to the direct link in their formulation.

Putting the direct link SNR in the original formulation, we have solved the problem

using GP. Because of the direct link SNR, the original problem is not amenable to

GP. Hence, we have used single condensation method in order to solve this problem

using GP. Since the original problem has many variables, and single condensation

method may need many iterations to attain convergence, we have transformed our

problem to the problem with two variables (one source and one relay) which is much

computationally cheap. Once we obtain the source transmit power, we subdivide it

among all original sources using greedy and fair algorithms. For dividing the relay

power among them, we apply water filling method given that the sources are assigned

with transmit power using the proposed heuristics.

The rest of the chapter is organized as follows. We explain the system model

and its detailed mechanism in Section 4.2. In Section 4.3, we provide the centralized

solution of our defined problem. We evaluate the performance of this solution in

Section 4.4, and finally we conclude the chapter in Section 4.5.

4.2 System Model and Problem Formulation

In this section, we consider an LTE system, in which there exists a base station, one

relay node and N source nodes which need help from the relay to get their packets

4For the sake of simplicity without losing the generality, we consider, the sources are served by
a single relay node.
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Figure 4.1: System model.

transmitted to the base station. The edge nodes essentially act as servers which have

some special applications and the destination node needs to get the content of that

application on time. For example, the application could be some video which needs

to be displayed on the destination. The relay node amplifies the received signal from

the source nodes and then forwards towards the destination as depicted in Figure 4.1.

Although the system has one destination, the proposed solution can easily be adapted

to a multi-destination network. The transmit channel of each source or the relay is

a single or aggregate RB(s). We assume a block-fading channel (or quasi-static)

model: the channels remain invariant over a time slot whose duration is less than

the coherence time of the channels. Denote the channel gain between source si and

destination d is Gsi,d; the channel gain between source si and relay r is Gsi,r; and the

channel gain between relay r and destination d is Gr,d.

The entire transmission operation using the AF relay consists of two phases (i.e.,

time slots). At each phase, the sources or relay use orthogonal RBs for multiple

transmissions. At the first phase, source si broadcasts its information to both des-

tination d and relay node r. The received signals ysi,d and ysi,r at destination d and

relay r can be expressed as
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ysi,d =
√

EsiGsi,dxsi + ηsi,d and ysi,r =
√

EsiGsi,rxsi + ηsi,r, (4.1)

where Esi represents the transmit power at node si, xsi is the broadcast information

symbol with unit energy from source si to nodes d and r. ηsi,d and ηsi,r are the

additive noises received at destination d and relay r, respectively. In the second step,

the relay amplifies its received signal and forwards it to destination d. Denote the

power the relay uses to help source si is Eri . The signal received at destination d for

source si can be shown

yri,d =

√

EriGr,d

(√

EsiGsi,rxsi + ηsi,r
)

√

EsiGsi,r + σ2
+ ηri,d. (4.2)

ηri,d is the received noise from relay r to destination d (for source si). Without loss of

generality, we assume that the noise power is the same additive white gaussian noise

for all links, denoted by σ2. After maximum ratio combining of both the direct and

relay paths, the effective received SNR for source si’s transmission can be given by

Γsi,r,d =
EsiGsi,d

σ2
+

EsiGsi,rEriGr,d

σ2 (EsiGsi,r + EriGr,d + σ2)
. (4.3)

If the set consisting of the source nodes is Ls = {s1, s2, · · · , sN}, the total capacity

achieved by the system can be given by

Rs,r,d = γLW
∑

si∈Ls

log2 (1 + Γsi,r,d) . (4.4)

Because the transmissions are orthogonal, γL = 1/(2N) and W is the aggregate

bandwidth in the system. Since W and γL are constants, we skip these terms in the

subsequent discussion.

Our goal is to allocate power among the sources and relay so that the system
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capacity is maximized. As in traditional network resource optimization problems,

there are constraints on the sources and relay power. Moreover, in order to mitigate

the interference imposed on another network due to the transmission operations in

this network, there is a total power constraint, meaning total power allocated to

the sources and relay node cannot exceed Emax. For the sake of simplicity, we have

converted the maximization problem into the minimization one by introducing minus

sign in front of the objective function, i.e, Rs,r,d.

min
∏

si∈Ls

σ2(σ2 + EsiGsi,r + EriGr,d)

(σ2 + EsiGsi,d)(σ
2 + EsiGsi,r + EriGr,d) + EsiGsi,rEriGr,d

(4.5)

where Esi ≤ Emax
s , si∈Ls,

∑

si∈Ls

Eri ≤ Emax
r ,

∑

si∈Ls

Esi +
∑

si∈Ls

Eri ≤ Emax,

{Esi}si∈Ls
≥ 0, {Eri}si∈Ls

≥ 0.

The aforementioned optimization problem is valid if and only if
∑

si∈Ls
Esi +Emax

r >

Emax and
∑

si∈Ls
Emax

si
> Emax.

4.3 Centralized Solution

The problem in Equation 4.5 is not convex due to the non-convexity property of

the objective function. This statement can be proved very easily by the help of

special type of convex optimization formulation, i.e., GP [91, 92]5. A GP is a type

of mathematical optimization problem characterized by the objective and constraint

5The objective function is the ratio of two posynomials, which is non-convex.
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functions that has a special form. It focuses on monomial and posynomial functions.

A monomial is a function, h : Rn→R, where the domain contains all real vectors

with non-negative components, h(x) = cx1
a1x2

a2 · · · xn
an . A posynomial is a sum of

monomials, f(x) =
∑

k

ckx1
a1kx2

a2k · · · xn
ank . GP is an optimization problem with

the form

minimize f0(x) subject to fi(x) ≤ 1, hj(x) = 1,

where f0 and fi are posynomials and hj are monomials. This problem in the above

form is not convex. However, with a change of variables: yi = logxi and bik = logcik,

we can transform it into convex form given the assumption that the logarithm of a

sum of exponentials is a convex function.

As mentioned, the objective function is the ratio of two posynomials which can-

not be solved by GP. There are ways to transform such type of problem to GP

form, i.e., single condensation method, double condensation method [92]. We have

used single condensation method which requires to approximate the denominator

of the objective function by some monomial term. We denote the denominator by

F ({Esi}si∈Ls
, {Eri}si∈Ls

) and the resultant monomial is given by

∏

si∈Ls

(σ2 + EsiGsi,d)(σ
2 + EsiGsi,r + EriGr,d) + EsiGsi,rEriGr,d

≈ λ
∏

si∈Ls

Eai
si
Ebi

ri
,

where ai =
Esi

F({Esi
}si∈Ls ,{Eri

}si∈Ls)
∂F({Esi

}si∈Ls ,{Eri
}si∈Ls)

∂Esi

,

bi =
Eri

F({Esi
}si∈Ls ,{Eri

}si∈Ls)
∂F({Esi

}si∈Ls ,{Eri
}si∈Ls)

∂Eri

,

and λ =
F({Esi

}si∈Ls ,{Eri
}si∈Ls)

∏
si∈Ls

E
ai
si

E
bi
ri

.
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The derivations are below

∂F({Esi
}si∈Ls ,{Eri

}si∈Ls)
∂Esi

=

[Gsi,d(σ
2 + EsiGsi,r + EriGr,d) + (σ2 + EsiGsi,d)Gsi,r +Gsi,rEriGr,d]

∏

sj∈Ls,sj 6=si

[

(σ2 + EsjGsj ,d)(σ
2 + EsjGsj ,r + ErjGr,d) + EsjGsj ,rErjGr,d

]

,

∂F({Esi
}si∈Ls ,{Eri

}si∈Ls)
∂Eri

=

[Gr,d(σ
2 + EsiGsi,d) + EsiGsi,rGr,d]

∏

sj∈Ls,sj 6=si

[

(σ2 + EsjGsj ,d)(σ
2 + EsjGsj ,r + ErjGr,d) + EsjGsj ,rErjGr,d

]

.

Finally, the overall procedure for the joint source and relay power allocation is

given as follows.

1. Set the initial value of power E(0) :=
[

E
(0)
s1 , · · · , E(0)

sN , E
(0)
r1 , · · · , E(0)

rN

]

, n := 1.

2. Determine
[

a
(n)
1 , · · · , a(n)N

]

,
[

b
(n)
1 , · · · , b(n)N

]

and λ(n).

3. Solve the optimization problem with the help of GP.

4. Denote the optimal power allocation in the nth round as E(n).

5. If ||E(n) − E(n−1)|| ≤ ǫ, where ǫ is a pre-defined threshold, the enumerations

stop; otherwise, n := n+ 1 and reiterate from step 2 to 5.

The above procedure updates 2N principal variables in every iteration. Each

iteration needs to update 2N +1 number of intermediate variables to assist updating
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the principal variables. In order to simplify this procedure, we can consider, the

system has only one source node denoted by s∗. Node s∗ is the representative of

all sources. The gain between node s∗ and node r is the weighted average of the

gains between the sources and relay. In the similar manner, the gain between node

s∗ and node d is determined. After this transformation, the objective function is still

the ratio of two posynomials. In order to cast it to GP, we can approximate the

denominator (denoted by H(Es∗ , Er)) of it by the monomial

(σ2 + Es∗Gs∗,d)(σ
2 + Es∗Gs∗,r + ErGr,d) + Es∗Gs∗,rErGr,d

≈µEc
s∗E

d
r ,

where c = Es∗

H(Es∗ ,Er)
∂H(Es∗ ,Er)

∂Es∗
, d = Er

H(Es∗ ,Er)
∂H(Es∗ ,Er)

∂Er
, and µ = H(Es∗ ,Er)

Ec
s∗

Ed
r

. Further-

more,

∂H
∂Es∗

= Gs∗,d(σ
2 + Es∗Gs∗,r + ErGr,d) + (σ2 + Es∗Gs∗,d)Gs∗,r +Gs∗,rErGr,d,

∂H
∂Er

= (σ2 + Es∗Gs∗,d)Gr,d + Es∗Gs∗,rGr,d.

The iterative procedure used to obtain optimal Es∗ and Er follows the same

procedure mentioned above. However, it requires to update two principal variables

and three auxiliary variables in each iteration to achieve convergence. The following

two subsections are for distributing power E∗
s∗ among all original sources, and the

third subsection is for disseminating relay power E∗
r .
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4.3.1 Suboptimal Source Power Allocation (Greedy Solution)

From the optimal solution, we have observed that the sources with better channel

condition obtain more power compared to others. Since each source has individual

power constraint and this power is moderately lower than the total allowable power

for all sources, we can propose a greedy power allocation for the source nodes given

the total allowable for them is E∗
s∗ . If the direct link SNR of a source is better than

its relayed link one, it is likely, that source obtains zero relay power. Therefore, it

is rational to distribute E∗
s∗ among the sources taking direct link SNR into account.

We sort Gsi,d, si∈Ls in decreasing order and allocate the maximum individual power

to each sorted source until there is no left over power.

The above approach for distributing power among the sources is greedy. This is

similar to the MaxCIR technique [93] which assigns subcarrier among the users in

OFDM-based networks according to their channel condition. The drawback of this

approach is, the sources with worse channel may starve and may never get chance

to transmit as they are assigned zero power. This reminds us one important issue,

which is called fairness. In order to tackle fairness, we have proposed an algorithm

which considers both the instantaneous channel condition and fairness.

4.3.2 Suboptimal Source Power Allocation (Fair Solution)

At scheduling time instant t, we denote the gains between the sources and relay as

a vector αt = {αt(1), αt(2), · · · , αt(N)}; the gains between the sources and desti-

nation as a vector γt = {γt(1), γt(2), · · · , γt(N)}; the gain between the relay and

destination as βt. Moreover, the average rate of the sources is denoted by a vector

ζ̄t = {ζ̄t(1), ζ̄t(2), · · · , ζ̄t(N)}. We initialize all elements of this vector as 0 at time
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t = 0. A fair algorithm is presented in Algorithm 66. The steps in the algorithm are

followed in the channel coherent time of each time instant t.

Algorithm 6 Fair algorithm for subdividing transmit power among the sources.
1: Get αt, γt and βt.
2: Sort γt in the descending order and get sorted index set I := {I1, I2, · · · , IN}.
3: Set χ := E∗

s∗ .
4: for ∀i∈I do
5: if ¯ζt−1(i) = 0 then
6: η(i) := min (Emax

s , χ).
7: χ := χ− η(i).
8: end if
9: end for

10: if χ > 0 then
11: Let the last unallocated index j := i.
12: for ∀j∈I do
13: Set M(j) := γt(j)

¯ζt−1(j)
.

14: end for
15: Sort index vector I according to the descending order of vector M.
16: for ∀j∈I do

17: Set η(j) := min

(

χ∗M(j)
∑N

j=i M(j)
, Emax

s

)

.

18: χ := χ− η(j).
19: end for
20: end if

4.3.3 Suboptimal Relay Power Allocation

In order to subdivide relay power E∗
r among all sources, we have adopted water filling

approach and the resultant formulated problem is given by

argmax
∑

si∈Ls

Eri = E∗
r

∑

si∈Ls

log2

(

1 +
EsiGsi,rEriGr,d

σ2(EsiGsi,r + EriGr,d + σ2)

)

. (4.6)

6Here, the fairness metric is the ratio of the user’s instantaneous rate in time instant t and its
past average throughput.
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By invoking the Lagrange multiplier µ for the total relay power constraint of the

problem in Equation 4.6, we obtain the Lagrangian
∑

si∈Ls
log2

(

1 +
Esi

Gsi,r
Eri

Gr,d

σ2(Esi
Gsi,r

+Eri
Gr,d+σ2)

)

+

µ(E∗
r −∑si∈Ls

Eri). Following the K.K.T condition, we take the differentiation of

the Lagrangian with respect to Eri , and we obtain

µσ2(σ2 + EsiGsi,r + EriGr,d)
2 + µEsiGsi,rE

2
ri
G2

r,d + (4.7)

µ(σ2 + EsiGsi,r)EsiGsi,rEriGr,d − (σ2 + EsiGsi,r)EsiGsi,rGr,d = 0.

After simplifying, the resultant Eri is −Esi
Gsi,r

+2σ2

2Gr,d
+ 1

2Gr,d

√

E2
si
G2

si,r
+

4Esi
Gsi,r

Gr,d

µ
.

Substituting Eri , si∈Ls back into the equation
∑

si∈Ls
Eri − E∗

r = 0, we obtain the

upper bound of µ, which is
∑

si∈Ls

√
4Esi

Gsi,r
Gr,d

2Gr,dE∗
r+

∑
si∈Ls

(2σ2+Esi
Gsi,r

)
. As the lower bound of µ is 0,

we apply a bisection search between these two bounds in order to obtain optimal µ.

Replacing the optimal µ in Eri , finally we obtain optimal Eri , i.e., E∗
ri
, si∈Ls.

4.4 Performance Evaluation

In this subsection, we will evaluate the performance of our proposed solutions. Sec-

tion 4.4.1 is for the methodology we have adopted to evaluate the performance and

the following one presents the results while comparing with the approach proposed

in [46] and [47].

4.4.1 Simulation Methodology

We presume an LTE network with 5 source nodes, one relay and one destination

node, i.e, base station. The maximum power of individual source is Emax
s = 30

mW, and that of the relay node is Emax
r = 50 mW, the total available power in
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the system is Emax = 120 mW. Noise variance σ2 has been set as 1. The channel

between two nodes suffers from the shadowing and Rayleigh fading effects. We take

the same channel model and the similar values of its parameters as mentioned in

Chapter 3. Moreover, we assume, each channel has a unit capacity. One of the major

assumptions of the works [46], [47] is, the channel condition between the source and

destination is always worse than that between the source and relay. However, that

not necessarily happens in practice, and for the counter scenario, their model fails to

provide optimal solution. In order to fix the model up, we have considered the SNR

due to the direct link in our formulation, and the resultant solution is optimal which

is able to give better performance even when the direct link’s channel is better than

that of the relayed link. In order to evaluate the performance of our solution, we

have selected 6 different scenarios, each of which has 5 distinct source nodes. In the

evaluation part, we have denoted each scenario by Scenario Number. The positions

of all nodes are in the following coordinates:

• Destination: (0,12).

• Relay: (0,6).

• Sources: X-coordinates are fixed at {−1,−2,−3,−4,−5} for all scenarios. If

Scenario Number is denoted by ns, their Y-coordinates is 2ns, if ns∈{1, 2, 3, 4, 5};

and 2ns, if ns = 6.

All the results we have presented here are the average of 100 simulation runs.

4.4.2 Simulation Results

Figure 4.2(a) presents the total average system throughput with respect to 6 different

scenarios of the source nodes. Notice that the positions of the relay and destination
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(b) Individual source throughput.
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(c) Total relay power.

Figure 4.2: Comparison between our centralized solutions and others.
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Table 4.1: Source power comparison between optimal and suboptimal greedy solu-
tions.
Scenario s1 s2 s3 s4 s5
Number Opt Greedy Opt Greedy Opt Greedy Opt Greedy Opt Greedy

1 28.29 30 26.46 30 15.24 10 0 0 0 0
2 29.12 30 28.21 30 12.66 10 0 0 0 0
3 30.0 30 30 30 10 12 0 0 0 0
4 30.0 30.0 30.0 30.0 30.0 30.0 30.0 30.0 0 0
5 30.0 30.0 30.0 30.0 30.0 30.0 30.0 30.0 0 0

Table 4.2: Source relay power comparison between optimal and suboptimal solutions.
Scenario s1 s2 s3 s4 s5
Number Opt Sopt Opt Sopt Opt Sopt Opt Sopt Opt Sopt

1 36.19 35.01 13.78 14.98 0 0 0 0 0 0
2 36.96 35.91 13.031 14.08 0 0 0 0 0 0
3 32.24 31.12 17.75 16.84 0 0 0 0 0 0

are fixed, we are varying the positions of 5 sources towards the destination. As the

sources move to the destination, the resultant channel gain becomes better for them,

hence gradually their throughput get improved. For the 5th and 6th scenarios, the

absolute distance between the sources and destination is close, however the sources

are on the different sides of the destination. Since their absolute distances are close,

the resultant throughput are close for these two scenarios. Now if we intuitively

compare all approaches, for scenarios 1 and 2, the direct link’s channel condition is

worse than the relayed link, the resultant outcome proposed by [46], [47] does not

deviate much from our optimal solution. For scenario 3, the channel quality of the

direct link is close to the relayed link and from this scenario, the procedure without

considering the direct link SNR starts to differ from our optimal approach. And,

for scenarios 4, 5 and 6, channel of the relayed link is worse than that of the direct

link. For these scenarios, Figure 4.2(c) shows that allocated power for the relay is

0, and the total allowable power is distributed among the sources considering their
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channel gain towards the destination. However, the technique without considering

the direct link SNR always assigns full power to the relay no matter the relayed link

is worse or better than the direct link. Since our suboptimal approach for allocating

power to the source and relay is based on somewhat weighted averaging of all gains,

for scenario 3, relayed power by this approach is little less than the optimal one.

For rest of the other scenarios, the suboptimal approach confers to the optimal one.

Table 4.1 and Table 4.2 compare the detailed breakdown of power allocation between

the optimal and suboptimal schemes. We have noticed that once we obtain the total

allowable power for the sources, we can distribute this power among the sources by 2

techniques, i.e., greedy and fair algorithms. From Figure 4.2(a), the greedy one has

close performance comparing with the optimal one. Greedy algorithm gives privilege

to the sources with better channel condition, and makes starvation for others. For

being fair to the sources with worse channel condition, the resultant system through-

put by the fair algorithm deteriorates compared to the other one. Even for scenarios

1, 2, and 3, achieved throughput by this algorithm is worse compared to the GP

solution without considering the direct link SNR, however for the other scenarios, it

outperforms.

Figure 4.2(a) has sources at different distance from the relay as well as from the

destination. In order to have detailed performance comparison of these four ap-

proaches, for scenario 4, we have shown each individual source’s throughput contri-

bution towards the overall performance of the system in Figure 4.2(b). In the X-axis,

we put source node index and in the Y-axis, the corresponding node’s throughput

contribution has been projected. As discussed in the previous paragraph, the relay

power is 0 for this scenario. Therefore, the technique without considering the direct

link SNR has worse performance except some fluctuation comparing with the fair
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one. The greedy algorithm first assigns full allowable power to the source with the

best channel, and this process goes on for all sources with better channel quality

until the total allowable power runs out. Because of this nature of power subdivision,

source 5 obtains 0 power since its channel condition is the worst compared to the rest

others. The fair algorithm assigns some power to the sources with worse channel over

the time, and hence those sources contribute some throughput towards the overall

performance. Because of giving some privilege to this type of sources, the sources

with the best channel quality obtain less amount of power compared to that obtained

by the greedy one. Therefore, with the fair algorithm, the source node with the best

channel has worse performance compared to the greedy one.

4.5 Summary of the Chapter

In this chapter, we have studied both transmit and relay power allocation problem

in a multi-source single-AF-relay network. Since the existing works [46], [47] of this

problem have not considered the direct link SNR in their formulation, the resultant

solution deviates from the optimal one if the direct link SNR is better than the relayed

link one. Having noticed this, we put the missing term in the original formulation,

and have solved this using GP. Because of incorporating the direct link SNR in the

problem formulation, the problem is not directly amenable to GP. Hence, we have

used single condensation method in order to cast it to GP. Since this solution is

computationally expensive with the growing number of sources, we also have given

two suboptimal solutions. The suboptimal solutions are designed considering the

greedy and fair nature of the source nodes. Extensive simulation results verify that

the proposed suboptimal solutions achieve close performance of the optimal one.
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Chapter 5

Joint Source and Relay Power

Allocation for AF Relayed Network

(Game Theoretical Solution)

5.1 Introduction

In the aforementioned solution of our defined problem in Chapter 4, the nodes in

the network are assumed to be altruistic, and willing to cooperate in optimizing the

overall network performance. In many practical solutions, however, nodes are selfish

and aim to optimize their own benefits or utilities, which may result in conflict of

sharing resource among them. Game theory is a flexible and natural tool to model,

and analyze these behaviors of the nodes. This tool has extensively been applied

for several problems in cooperative relay networks. In [94], uplink of a network with

multiple users can form a coalition in order to maximize their transmission rates

or utilities. In [95], [96], a bargaining game has been designed in order to show

the interaction between two users, where one user acts as a relay for the other one

with the purpose of attaining bandwidth [95] and power allocation [96]. In [97], the

users define the payment rates for the relays, and they share the payments among

themselves who are willing to help the users. [98] shows cooperation for two nodes
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in two different mesh networks. An analytical framework is proposed to determine

when the cooperation is beneficial, and the expected performance gain is estimated.

Game theoretical power allocation for a multi-user multi-relay network has also

extensively been studied. For example, non-cooperative game theory has been applied

to show the competition among the relays in order to assign optimal power.The

authors in [99] have presented a solution for relay power allocation of such network,

where two kinds of users are considered: variable, constant rate users. They have

used dual decomposition method in order to solve their formulated problem, and

based on that, they have given a distributed solution. For a single-user multi-relay

network, a two level Stackelberg game has been proposed in [100] for selecting the best

relays and determine their power. For a multi-user single-relay network, source power

allocation problem has also been modeled using a two level Stackelberg game [101].

The relay sets the price for the users, and they play a non-cooperative game in order

to maximize their individual utility. One more recent work for a multi-source single-

relay network is [102] for the purpose of relay power allocation following some fair

resource allocation rule. The relay acts as a leader and sets the price for power,

whereas the users work as customers or followers for the purpose of maximizing their

utilities. In this work, since the relay needs to know the complete information of the

network, the same authors proposed a fully distributed relay power allocation scheme

for the users [103].

Having observed the non-convexity nature of our problem, and to model the

selfish nature of the sources, in this chapter, we have proposed a game theoretical

solution with two steps7. Two Stackelberg games operating in two consecutive steps

have been designed in order to solve this problem. For connecting these two games,

7Since the joint sources and relay power allocation of this network is a non-convex problem, it is
impossible to capture this problem with a best-response-strategy-based single game.
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we have introduced one centralized entity, which is aware of the complete channel

state information (CSI) in the network. In the first step, this entity plays as a

buyer level game for buying power from the source nodes. The sources are non-

cooperative among themselves in terms of selling their power to the centralized entity.

On the other hand, the centralized entity is willing to maximize its own utility by

settling the optimal amount of power when the prices are announced by the sources.

In the second step, on behalf of the relay node, the centralized entity plays as a

seller level game for selling/disseminating relay power to the sources. In turn, the

sources themselves compete for the relay power given the price set by the centralized

entity. As there is a total power constraint in the system, at the beginning of the

game, the centralized entity applies some intelligent measure in order to determine

how much power is dedicated for source transmission and how much is for relay

operation8. Although there are some works on source power control [101], and on relay

power allocation [102] for a multi-source single-relay network, there is no complete

solution for joint sources and relay power allocation for such network in the literature,

which we believe to fill up. Moreover, the work in [101] considers that the source

nodes transmit simultaneously in the same frequency/time domain which results in

interference among them, and not a practical notion of a relayed system. Through

extensive simulation while showing the results from different stand points, we have

justified that the game theoretical solution achieves comparable performance with

the centralized one.

The rest of the chapter is organized as follows. System model with its mechanism

is briefly summarized in Section 5.2. Game theoretical solution of defined problem

8Except the centralized entity, no other nodes need to know the CSI of other nodes. At the
beginning of these games, the centralized entity uses the complete CSI to decide the amount of
power for the transmit and relay operations in aggregate level. However, two games decide the
amount of power for the individual source. In each game, the interaction between the sources and
the centralized entity is completely distributed.
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Figure 5.1: System model.

is given in Section 5.3. We evaluate the performance of this solution in Sections 5.4

and compare the performance with the centralized optimal solution given in Chapter

4. Finally, Section 5.5 concludes the chapter.

5.2 System Model and Problem Formulation

For the system shown in Figure 5.1, detailed description of the problem is given in

Chapter 4. Our objective is to solve the following optimization problem

max
∑

si∈Ls

log2

(

1 +
EsiGsi,d

σ2
+

EsiGsi,rEriGr,d

σ2 (EsiGsi,r + EriGr,d + σ2)

)

(5.1)

where Esi ≤ Emax
s , si∈Ls,

∑

si∈Ls

Eri ≤ Emax
r ,

∑

si∈Ls

Esi +
∑

si∈Ls

Eri ≤ Emax,

{Esi}si∈Ls
≥ 0, {Eri}si∈Ls

≥ 0,
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where the channel gain between source si and destination d is Gsi,d; the channel gain

between source si and relay r is Gsi,r; and the channel gain between relay r and

destination d is Gr,d. Emax
si

is the maximum power constraint of source si and Emax
r

is that of relay r. For mitigating the interference in the neighboring network, the

maximum allowable power Emax is imposed in this network.

5.3 Game Theoretical Solution

Since joint sources and their relay power allocation is a non-convex problem, by em-

ploying a single cooperative or non-cooperative game, it is not possible to assign

transmit and relay power of a source jointly.9 Hence, we plan to consider sources and

their relay power allocation as two distinct problems. First, putting some assumption

on the relay power distribution, the sources will decide their optimal power indepen-

dently. In the next step, in order to improve the performance of the network further,

optimal relay power distribution for the sources is decided. However, in order to con-

nect these two problems, we need an entity in the network whom we call "Network".

Primarily, Network is aware of the complete CSI of the sources. It is also aware of

the individual source, relay, and total system power constraints.

In the centralized solution of this problem, all nodes in the network work selflessly

to maximize the network capacity. However, in the real world, selfish nodes may not

have a common goal or belong to a common authority. Therefore, a reimbursement

mechanism is required such that the sources can earn some benefits while contributing

power towards maximizing the capacity of the network. Since there is a restriction

9If we would formulate the problem with only one best-response-strategy-based game, we would
not be able to design any cost function which is convex with respect to both transmit and relay
power of each source. However, this is the fundamental requirement of formulating a best-response-
strategy-based game: the cost function has to be convex with respect to its variable (transmit power,
relay power or price).
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on the total power taken from the sources, the authority node "Network" is likely

to choose the most beneficiary sources whose contribution are better compared to

others. Following the characteristics of the sources and Network, a Stackelberg game

is appropriate to model this problem while considering their joint benefits. Network

plays the buyer level game since it aims to achieve the best performance from power

given by the sources while giving the least possible reimbursement to them. On the

other hand, each source plays the seller level game, in which it aims to earn the

payment that not only covers its power cost but also gains as much extra profit as

possible.

In order to improve the performance of the network further, Network wants the

optimal distribution of relay power among the sources. However, due to the selfish

nature, the sources may want to have as much power as possible to maximize their

own SNR. Furthermore, relay power is limited, if one source takes the whole power,

it results in starvation for others. Given the total relay power budget, the objective

of the sources is non-cooperative. To discourage the sources having as much power as

they want, pricing is an effective mechanism. If price is imposed on the relay power,

they will ask for the amount of power which maximizes their individual utility in

order to keep the balance between power and price. In order to model such behaviors

of the sources for their relay power, we have introduced second a Stackelberg game.

In this game, Network is the entity that will decide the price of unit relay power.

Given the unit power price, the sources demand some power which maximizes their

own utility or benefit.

In order to ensure the correct and unique convergence of the first game, Network

needs to know how much total power is dedicated for the transmit operation of the

sources. The rest of the power subtracted from the total network power is for the relay
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operation. Following the formula given below, the total relay power of the sources

is determined. For the first game, if the relay power is not 0, Network assumes that

available relay power is subdivided equally among the sources which need the help

of relay.

si∈















L1
s if Gsi,d <

Gsi,r
Gr,d

(Gsi,r
+Gr,d)

L2
s Otherwise

, (5.2)

E ′
r =















0 if L1
s is empty

Emax
r Otherwise

. (5.3)

If L1
s is non-empty, E ′

ri
= E ′

r/|L1
s|, si∈L1

s. |L1
s| is the length of set L1

s.

5.3.1 Game Theoretical Source Power Allocation

This game is to identify the number of sources served by Network, and how much

power to be disseminated among them given that total allowable power is E ′
s and the

maximum allowable power for source si is Emax
si

. We formulate the game below.

1. Network/Buyer: Network can be configured as a buyer, and it aims to attain

most benefits at the least possible payment. So, the utility function of Network

can be defined as

U s
n = aR′

s,r,d − P, (5.4)

where R′
s,r,d is the aggregate SNR for all sources

∑

si∈Ls

[

Esi
Gsi,d

σ2 +
Esi

Gsi,r
E′

ri
Gr,d

σ2(σ2 + Esi
Gsi,r

+ E′
ri
Gr,d)

]

10.

10Since log is a concave function, for the sake of simplicity, we have ignored log in the formulation.
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a denotes the gain per unit of SNR achievement, P refers to the total payment

paid by Network to the source nodes, P =
∑

si∈Ls
piEsi , and pi is the price

per unit of power selling from source si to Network, and Esi represents the

amount of power Network would like to buy from source si when the prices are

advertised by them. Suppose, the sources preferred by Network consists of a

set, represented by Ls = {s1, s2, · · · , sN}, then the optimization problem for

Network can be given by

max
{Esi

}si∈Ls

U s
n = aR′

s,r,d − P, s.t. Esi ≥ 0, si∈Ls. (5.5)

2. Sellers/Sources: Each source si can be assumed as a seller, and wants to earn

the payment which not only covers its cost due to the contribution towards the

overall system performance but also achieve as much extra profit as possible.

Introducing one parameter ci, si∈Ls, the cost of unit power which is a reflection

of the sources’ perception about whether they can actually get profit, the utility

function of source si can be defined as

Usi = piEsi − ciEsi = (pi − ci)Esi , (5.6)

where Esi is source si’s outcome by optimizing U s
n illustrated in Equation 5.5.

It is important to note that optimal pi depends not only on source si’s channel

condition towards the destination and relay, but also on the prices of its partner

sources. So, in each round of the game, if one source asks a higher price than

what Network anticipates, after jointly comparing prices of all sources and their

potential contribution to the overall performance, Network will buy less power

from that source or even overlooks that source. On the other hand, if the price

86



Chapter 5. Joint Source and Relay Power Allocation for AF Relayed Network (Game Theoretical Solution)

is too low, the profit obtained by Equation 5.6 will be uselessly low. Therefore,

there is a tradeoff in setting the price. The optimization problem for source si

or the game of seller si is

max
{pi}>0

Usi = (pi − ci)Esi . (5.7)

The fundamental purpose of above game is to decide the optimal price pi for source

si to maximize its profit Usi ; the actual number of sources who will finally be selected

by Network, and the corresponding power consumption Esi , si∈Ls to maximize U s
n.

The following subsection shows the outcome of the game in detail.

Analysis of Source Power Allocation Game

We first examine the proposed game in detail, and obtain the closed form outcome of

the game. Based on the outcome, we establish that obtained solution is the unique

equilibrium called the Stackelberg Equilibrium (SE) of the game. Then, from the

properties of the game, in the following subsection, we outline a distributed price

update function, and the interaction mechanism of the entities.

(i) Network/Buyer Level Analysis: Before taking decision about the amount of

power it will buy from the sources, it is crucial to know the prices asked by them.

Taking the partial derivative of U s
n with respect to Esi , from Equation 5.5, we obtain

∂U s
n

∂Esi

= a
∂R′

s,r,d

∂Esi

− pi, si∈Ls.

For U s
n being strictly concave with respect to {Esi}si∈Ls

, condition ∂Us
n

∂Esi

> 0, si∈Ls

should be satisfied. This means, pi of the source should satisfy pi < a
∂R′

s,r,d

∂Esi

.

At the beginning, source si has knowledge of its cost ci, which is the bare expense
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required for its contribution towards the overall system performance, however is un-

aware of the prices of other sources. In order to get its utility Usi non-negative, at

the first iteration, source si sets its price pi = ci. If under this lowest initial price,

Network is reluctant to buy power from that source, si will not exist in the game

anymore.

Consequently, before initiating the game, Network applies some intelligence in or-

der to sort out the sources which it will play the game with. At first, Network tenta-

tively set Esi = 0, si∈Ls, if for some source, say si, it holds that ci ≥
(

a
∂R′

s,r,d

∂Esi

)

|Esi
=0,

si will be disregarded by Network.

For the remaining sources in set Ls, by the first order optimality condition, the

following equation must be satisfied at the optimal point.

∂U s
n

∂Esi

= 0, si∈Ls. (5.8)

Solving Equation 5.8, we can get its solution {E∗
si
}si∈Ls

shown in Lemma 5.1.

Lemma 5.1: The optimal power consumption by source si∈Ls depends on the

contents of the sets L1
s and L2

s which were determined by Network at the beginning

of the game.

Case 1: L1
s is non-empty, and L2

s is empty.

E∗
si
(pi) =















































0 pi ≥ pubi
√

aBsi
E′

ri
Gsi,r

Gr,d

G2
si,r

σ2(pi−
aGsi,d

σ2 )
− Bsi

Gsi,r
plbi < pi < pubi

Emax
s

aGsi,d

σ2 < pi ≤ plbi

Undefined pi ≤ aGsi,d

σ2

,
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where Bsi = E ′
ri
Gr,d+σ2, plbi =

aBsi
E′

ri
Gsi,r

Gr,d

σ2(Emax
s Gsi,r

+Bsi)
2+

aGsi,d

σ2 and pubi =
aE′

ri
Gsi,r

Gr,d

Bsi
σ2 +

aGsi,d

σ2 .

Case 2: L1
s is empty, and L2

s is non-empty.

Optimal power E∗
si
, si∈L2

s of this case is obtained by solving the following opti-

mization problem. In order to contribute non-negation utility towards the overall

performance, the price lower and upper bounds of the sources si∈L2
s are plbi = 0 and

pubi =
aGsi,d

σ2 , respectively.

argmax
{Esi

}
si∈L2

s

∑

si∈L2
s

aEsiGsi,d

σ2
−
∑

si∈L2
s

piEsi . (5.9)

From the solution of this optimization problem, we observe that full power Emax
s is

assigned to the sources following the descending order of the metric
aGsi,d

σ2 − pi, si∈L2
s

until the total allowable power E ′
s runs out.

Case 3: Both L1
s and L2

s are non-empty.

This case is the hybrid scenario of above Case 1 and Case 2. Similar to the

solution method of Case 2, we define metric Asi , si∈L1
s

⋃

L2
s for the sources in this

case.11 The physical meaning of Asi is the profit of source si for the given price pi.

Asi =















aGsi,d − pi si∈L1
s

aGsi,d +
aGsi,r

E′
ri
Gr,d

(Gsi,r
+E′

ri
Gr,d)

− pi si∈L2
s

. (5.10)

We sort Asi , si∈L1
s

⋃

L2
s in the descending order. Then, following the order, we

assign power among the sources in the following manner until the total allowable

power E ′
s runs out.

11When the direct link SNR is better than the relayed link one, relay service is not used for that
case and this makes different types of functions for the profit of different sources.
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E∗
si
(pi) =















Emax
s si∈L1

s

min
(

Emax
s , Es∗i

(pi)
)

si∈L2
s

. (5.11)

The last allocated source may not get the full power following the formula defined

above. It obtains the left over power from E ′
s after assigning among the sources which

have relatively better value for metric Asi .

After Network announces optimal power (E∗
si
)+ to the sources si ∈Ls, they will

gradually increase the prices pi, si ∈Ls to get possibly more benefit round by round.

This will lead Network to buy decreasing amount of Esi . In order to earn the maximal

utility instead of being disregarded by Network, source si also needs to ask proper

price.

(ii) Source/Seller Level Analysis: Replacing the output from Lemma 5.1 into

Equation 5.7, we have

max
{Esi

}>0
Usi = (pi − ci)E

∗
si
(pi). (5.12)

Notice that this game among the sources is non-cooperative, and there exists a

tradeoff between the price pi and utility Usi of source si. There is an optimal price to

set for all sources in order to avoid being disregarded by Network, and maximize its

own utility. The optimal price depends upon the source’s channel condition as well

as its own price. Network only chooses the most beneficiary sources for meeting up

its own interest. Following the first order optimality condition, it results in

∂Usi

∂pi
= E∗

si
(pi) + (pi − ci)

∂E∗
si
(pi)

∂pi
= 0, si∈Ls. (5.13)

Solving Equation 5.13, we obtain the optimal price p∗i = p∗i (Gsi,r, Gr,d, Gsi,d, σ
2), ∀si∈Ls.
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The solutions in Lemma 5.1 and p∗i are an equilibrium of each round in this game.

The properties and convergence procedure of the equilibrium are illustrated in the

following subsection.

Properties of Source Power Allocation Game

In this subsection, we prove the existence of an SE in this game, and prove the

optimality of the SE by the following properties.

Property 5.1: The utility function of Network U s
n is concave with respect to

{Esi}si∈Ls
, where Esi ≥ 0, ∀si∈Ls, when the prices of the source nodes are constant.

Proof: Taking the second order derivatives of U s
n, we get

∂2U s
n

∂E2
si

= −2a
(E ′

ri
Gr,d + σ2)E ′

ri
G2

si,r
Gr,d

(EsiGsi,r + E ′
ri
Gr,d + σ2)3

, ∀si∈L1
s,

and
∂2U s

n

∂Esi∂Esj

= 0, si, sj∈L1
s.

From the above 2 equations, it is pretty much straightforward that ∂2Us
n

∂E2
si

∂2Us
n

∂E2
sj

−

( ∂2Us
n

∂Esi
∂Esj

)2 > 0, ∀si 6=sj. Furthermore, U s
n is continuous with respect to Esi . So,

when Esi ≥ 0, U s
n is strictly concave in {Esi}si∈L1

s
and jointly concave as well. For

Case 2, when L1
s is empty, U s

n is non-differentiable with respect to {Esi}si∈L2
s
, and the

second derivative of U s
n with respect to any si∈L2

s is 0. This concludes the concavity

property of U s
n with respect to {Esi}si∈L2

s
for Case 2. Case 3 is the hybrid scenario of

both Cases 1 and 2. Since U s
n is concave for both Cases 1 and 2, it is straightforward

to say that U s
n is concave with respect to Esi for Case 3.

Property 5.2: The optimal power consumption Esi has a decreasing trend with

pi when the prices of other sources are some fixed quantity.
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Proof: Taking the first order derivative, we have

∂E∗
si
(pi)

∂pi
= − 1

2σGsi,r

√

aBsiE
′
ri
Gsi,rGr,d

(pi − aGsi,d

σ2 )3
< 0, (5.14)

which implies that E∗
si

is decreasing with pi. For Case 2, if the prices of other sources

are constant, increment of pi drives Network to buy non-increasing amount of power

from source si. In other way, we can say that if one source increases its price while

other sources keep their prices constant, Network will buy less power from that source.

Property 5.3: The utility Usi of source si is concave in terms of its price pi it

asks for, given that its power consumption is the optimized amount demanded from

Network as calculated in Lemma 5.1 and also the prices of other sources are some

fixed quantity.

Proof: E∗
si
(pi) is a continuous function of pi. Since Usi is a function of E∗

si
(pi) and

pi, Usi is continuous in pi. Taking the derivatives, we obtain

∂Usi

∂pi
= E∗

si
(pi) + (pi − ci)

∂E∗
si
(pi)

∂pi
, (5.15)

∂2Usi

∂pi
= 2

∂E∗
si
(pi)

∂pi
+ (pi − ci)

∂2E∗
si
(pi)

∂pi2
, (5.16)

where

∂2E∗
si
(pi)

∂pi2
=

3
√

Bsi

4σGsi,r

√

aE ′
ri
Gsi,rGr,d

(pi − aGsi,d

σ2 )5
.

We know that pi > ci. Furthermore, we have observed in Case 1 that if pi <
aGsi,d

σ2 ,

Network buys undefined power. Therefore, ci >
aGsi,d

σ2 and the following statement is

true.
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√

1

(pi − aGsi,d

σ2 )3
>

√

√

√

√

1

(pi−
aGsi,d

σ2 )5

(pi−ci)2

.

Because of the above statement and Usi is continuous with respect to pi, from

Equation 5.16, we can conclude that ∂2Usi

∂pi
< 0, which justifies the concavity property

of Usi with respect to pi for Case 1. For other cases, it is straightforward to conclude

the concavity property of Usi with respect to pi.

Remark 5.1: Source Selection procedure by Network described in Section 5.3.1(i)

is sufficient.

Proof: This is because, any source is rejected by Network at the beginning by

this rule, however mistakenly taken by Network to play the game with, eventually

that source will be rejected. The proof of this statement is as follows. Suppose that

the source rejection criterion is applied for some source node si, i.e., ∂Us
n

∂Esi

< 0, when

Esi = 0 and pi = ci. And, Network does not exclude source si and in the following

price update process, all source nodes gradually increase their prices to get more

utilities. To prove that the new resulting E∗
si
(ci + δ) < 0, it suffices to prove that

∑

sj∈Ls

∂Esi

∂pj
≤ 0, i.e., ∂Esi

∂pi
≤ 0 since we know that ∂Esi

∂pj
= 0, sj∈ [Ls|si]. Property 5.2

already has proved ∂Esi

∂pi
≤ 0.

On the other hand, for Case 1, if any source node si satisfies the source rejection

criteria at the beginning, si is not rejected by Network in the final outcome of the

game. Since optimal power E∗
si
(pi) is a function of only source si’s price, it does not

get affected if other sources increment their prices. Property 5.3 says that ∂Usi

∂pi
≥ 0.

Assume that p̄i is the price for which source si obtains 0 power. Hence, when source

si increments its price from ci to some price, say pnewi , this new price must be less

than p̄i. This is because, in order to satisfy Property 5.3, it will ask such price which

will increase its utility instead of obtaining 0 utility (achieved at price p̄i). However,
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for Cases 2 and 3, since Network assigns power among the sources in a greedy manner

based on some metric, there is possibility that some source(s) get(s) rejected in the

final outcome of the game due to the total power constraint.

Theorem 5.1: {E∗
si
}si∈Ls

and {p∗i }si∈Ls
are the SE for the source power allocation

game.

Proof: Having obtained the prices {p∗i }si∈Ls
from the sources, due to Property

5.1, U s
n

(

{E∗
si
(p∗i )}si∈Ls

)

≥ U s
n ({Esi(p

∗
i )}si∈Ls

). That implies, {E∗
si
(p∗i )}si∈Ls

is the

optimal response strategy for Network and the SE of the game. When the optimal

response is released by Network, source si keeps increasing its price pi until it reaches

to p∗i . According to Property 5.3, Usi(p
∗
i , E

∗
si
(p∗i )) ≥ Usi(pi, E

∗
si
(pi)). Therefore, p∗i is

the optimal response for source si and the SE of the game.

Iterative Source Price Update Function

The sources increase their utilities by incrementing their prices from acceptable lower

quantity, ci (cost of power for delivering data) towards the optimal ones. The price

update function of the sources can be designed as follows. In each iteration of the

price update procedure until the convergence happens, for the sources si∈L1
s in Case

1, it applies that

∂Usi

∂pi
=

∂

∂pi

[

(pi − ci)E
∗
si
(pi)
]

= E∗
si
(pi) + (pi − ci)

∂E∗
si
(pi)

∂pi
≥ 0.

By Property 5.2, we know that
∂E∗

si
(pi)

∂pi
< 0. After re-arranging, the above equation

appears to

pi ≤ ci − E∗
si
(pi)

[

∂E∗
si
(pi)

∂pi

]−1

. (5.17)
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Here, it is important to note that the value of
∂E∗

si
(pi)

∂pi
is negative before pi rises

to p∗i . For the sake of simplicity, the price update procedure can be represented in

vector form, p ≤ I(p), where p = {pi}si∈L1
s
; I(p) = {Ii(p)}si∈L1

s
, where Ii(p) is the

price update function for source si. Consequently, each iteration of the price update

algorithm can be expressed as p(t+ 1) = I(p(t)). I(p) is a standard function, and

it has the similar properties as a standard function has. Because of these properties,

the authors in [104] have proved that starting from some initial power vector p,

after n iterations, In(p) produces unique fixed prices. The properties of the standard

function I(p) have been proved in Appendix A. For Case 2, E∗
si
(pi), ∀si∈L2

s is non-

differentiable with respect to pi. Therefore, the price update function for this case is

p(t+1) = p(t) + δ. Whereas, for Case 3, the sources ∀si∈L1
s follow the similar price

update procedure as Case 1, and the sources ∀si∈L2
s follow the procedure in Case 2.

5.3.2 Game Theoretical Relay Power Allocation

In order to enhance the performance of the network further, we present the formu-

lation of another Stackelberg game in order to distribute relay power E ′
r among the

sources in set L1
s below.

1. Sources/Buyers: We first model the sources as followers who aim to get most

benefits at the least possible payment. The utility function of source si, si∈L1
s

can be defined by

Uri = η

(

E∗
si
Gsi,d

σ2
+

E∗
si
Gsi,rEriGr,d

σ2
(

E∗
si
Gsi,r + EriGr,d + σ2

)

)

− λEri . (5.18)

η is the gain per unit of SNR, and λ denotes the price per unit of power sold by

the centralized node "Network". Eri can be explained as the amount of relay
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power source si would like to buy from Network when the price λ is announced.

2. Network/Seller: Network is modeled as a leader who aims to maximize its

revenue by setting a proper price. Constant c is introduced to denote the cost

per unit of power. The utility function of Network is defined as

U r
n = (λ− c)

∑

si∈L1
s

E∗
ri
(λ). (5.19)

λ has the same meaning as in Equation 5.18. In order to earn profit, the price

must be higher than the cost, which means λ > c. E∗
ri
(λ), si∈L1

s depends not

only on source si’s channel condition, but also depends on the global price. If

Network asks a larger price than what the source expects, the source will buy

less power. On the other hand, if the price is too low, the profit obtained by

Equation 5.19 will be unnecessarily small. So, there is a tradeoff for setting the

price. A proper price can distribute the total allowable relay power among the

sources optimally.

Analysis of Relay Power Allocation Game

In this section, we first show that given a price λ, there exists an unique SE of each

source game. Then based on this, we prove, there is a unique optimal equilibrium for

the whole Stackelberg game. Moreover, we design a price update function for Network

and prove its convergence to the unique equilibrium in the following subsection.

(i) Source Level Analysis: Each source node (si∈L1
s) determines how much power

it should buy to maximize its utility. According to Equation 5.18, the power source

si will buy under the price λ can be determined by solving the equation ∂Uri

∂Eri

= 0.
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E∗
ri
(λ) =































0 if λ ≥ λub
ri

1
Gr,d

[

√

ηBri
E∗

si
Gsi,r

Gr,d

λσ2 − Bri

]

if λub
ri

< λ < λlb
ri

E ′
r if λ ≤ λlb

ri

, (5.20)

where Bri = E∗
si
Gsi,r + σ2, λlb

ri
=

ηBri
E∗

si
Gsi,r

Gr,d

σ2(E′
rGr,d+Bri

)2
and λub

ri
=

ηE∗
si
Gsi,r

Gr,d

Bri
σ2 .

(ii) Network Level Analysis: Network needs to find a global optimal price so as to

maximize its revenue. Given E∗
ri
(λ), si∈L1

s, the best price can be obtained by solving

the following equation

∂U r
n

∂λ
=
∑

si∈L1
s

E∗
ri
(λ) + (λ− c)

∑

si∈L1
s

∂E∗
ri
(λ)

∂λ
. (5.21)

Hence, the best price is given by

λ∗ = f
(

{Gsi,r}si∈L1
s
, Gr,d, c, η, σ

2
)

. (5.22)

Lemma 5.2: The optimal price is inside the interval [λlb, λub), where λlb =

max
si∈L1

s

λlb
ri

and λub = max
si∈L1

s

λub
ri

.

Proof: We prove the lower bound by contradiction. If λ < maxsi∈L1
s
λlb
ri
, one source

will definitely obtain E ′
r relay power and at most one source will obtain some relay

power which results in the amount of allocated relay power is more than the allowable

power E ′
r. This is not a feasible solution. On the other hand, if λ = maxsi∈L1

s
λlb
ri
,

one source will obtain E ′
r relay power and the rest others may obtain 0 relay power,

which is considered as a feasible solution. Considering the feasibility of the allocated

relay power among all sources, λ should be ≥ maxsi∈L1
s
λlb
ri
.

For the upper bound, if λ ≥ maxsi∈L1
s
λub
ri

, all sources obtain 0 relay power which

is also not an expected solution. Therefore, λ must be < maxsi∈L1
s
λub
ri

in order to
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assign some relay power among the sources.

Properties of Relay Power Allocation Game

In this subsection, we elaborate the properties of the relay power allocation game and

prove that the solutions derived in Equations 5.20 and 5.22 are the unique optimal

equilibrium for each round of this game.

Property 5.4: Given price λ, Uri is concave with respect to Eri , when Eri > 0

and Erj , ∀sj∈ [L1
s|si] are fixed quantity.

Proof: Taking the second order derivative of Uri in Equation 5.18, we get

∂2Uri

∂E2
ri

=
−2ηBriE

∗
si
Gsi,rGr,d

σ2(Bri + EriGr,d)3
< 0. (5.23)

Moreover, Uri is continuous in Eri . So, when Eri > 0, Uri is concave with respect

to Eri .

Property 5.5: The best amount of power bought by each source decreases as

the price increases.

Proof: Taking the derivative of E∗
ri
(λ) with respect to λ, we obtain

∂E∗
ri
(λ)

∂λ
=

−1

2Gr,d

√

ηBriE
∗
si
Gsi,rGr,d

σ2λ3
< 0. (5.24)

This justifies the decrementing trend of the optimal relay power for sources si∈L1
s

with the incrementing λ.

Property 5.6: If λ > c, U r
n is concave with respect to price λ and the power

consumption is the optimized purchase amount.
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Proof: From Equations 5.21 and 5.24, we obtain

∂2U r
n

∂λ2
= 2

∑

si∈L1
s

∂E∗
ri
(λ)

∂λ
+ (λ− c)

∑

si∈L1
s

∂2E∗
ri
(λ)

∂λ2
, (5.25)

∂2E∗
ri
(λ)

∂λ2
=

3

4Gr,d

√

ηBriE
∗
si
Gsi,rGr,d

σ2λ5
. (5.26)

Since
√

1
λ3 >

√

1
λ5

(λ−c)2

, ∂2Ur
n

∂λ2 < 0, which justifies the concavity property of U r
n with

respect to λ.

Property 5.7: Given the relay power price λ, E∗
ri
(λ) is a non-decreasing function

of E∗
si

and Gsi,r.

Proof: See Lemma 5.2 of [102].

Theorem 5.2: {{E∗
ri
}si∈L1

s
, λ∗} solved in above discussions are the SE for the

proposed game.

Proof: According to Property 5.4, given λ and the power of other sources {E∗
rj
}sj∈[L1

s|si]

is constant, the best response of source si is E∗
ri
(λ). And, according to Property 5.6,

incrementing λ gradually increases the value of U r
n until it reaches λ∗. It implies that

Uri(E
∗
ri
(λ∗)) ≥ Uri(Eri(λ

∗)),

U r
n({E∗

ri
(λ∗)}si∈L1

s
) ≥ U r

n({E∗
ri
(λ)}si∈L1

s
).

So, {{E∗
ri
}si∈L1

s
, λ∗} are the SE of the relay power allocation Stackelberg game.
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Iterative Relay Power Price Update Function

In order to achieve appropriate convergence of this game, Network needs to update

its price correctly in each round. According to Property 5.6, U r
n is a concave function

with respect to λ. Therefore, Network increases the price λ from its initial price until

the convergence happens. For the sake of obtaining non-negative utility, Network

sets the initial price c. According to Equation 5.21 and Property 5.5, if ∂
∂λ
U r
n > 0, we

have

λ < c−





∑

si∈L1
s

E∗
ri
(λ)









∑

si∈L1
s

∂E∗
ri
(λ)

∂λ





−1

.

We denote I(λ) as

I(λ) = c−





∑

si∈L1
s

E∗
ri
(λ)









∑

si∈L1
s

∂E∗
ri
(λ)

∂λ





−1

. (5.27)

Hence, the price update method is λ(t+1) = I(λ(t)). I(λ) fulfills the properties of a

standard function which has been proved in Appendix B. Setting the initial price as

c (i.e.,λlb), λ will converge to a unique equilibrium after sufficient iterations.

5.3.3 Further Discussion

Next, we will briefly discuss the possible implementation of the proposed game the-

oretical solution for this power allocation problem. As noted before, there is a cen-

tralized entity called "Network" in the network. Network is responsible to lead two

games in order to obtain the transmit and relay power allocation of the sources.

There is a total power constraint in the network which is the sum of required power

for both transmit and relay operations of the sources. In order to decide appropri-
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ate convergence of two games separately, Network needs to know how much power

is separately allocated for both games. As discussed before, in order to decide the

amount power for both games, Network should be aware of the complete CSI of the

network. On the assumption of using block fading channel model, at the beginning

of the first time slot (the entire transmit operation requires two phases or time slots),

a training process is conducted for Network to obtain global CSI. Research on the

efficient channel training and estimation can be found in [105, 106]. The training

and estimation is performed at the relay and the destination in order to obtain the

channel gains from the sources to themselves. For collecting the channel gain from

the relay to the destination, another round of training and estimation is performed

at the relay. Finally, all these acquired channel gains are notified to Network by the

feedback method. Network can be a separate computationally powerful entity in the

network or; any of the sources or the relay can play this role depending on their

computational capability.

Once Network knows the allowable power for two games, first it starts the game

with the sources for their transmit power. When the convergence is achieved for this

game and set L1
s is not empty, Network initiates the second game, and continues

until the convergence happens. In order to improve the performance of the network

further, Network can re-distribute the power especially for the case when both sets

L1
s and L2

s are non-empty. The way how Network does this is described as follows.

1. Sort the list L2
s in the descending order of Gsi,d, si∈L2

s, and denote the sorted

list as OL2
s.

2. Sort the list L1
s in the ascending order ot Gsi,d, si∈L1

S, and denote the sorted

list as OL1
s.

3. Take source si from OL2
s which is not assigned with full power Emax

s .
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4. Take source sj from OL1
s.

5. Compute x = min
(

E∗
sj
, E∗

rj

)

and y = min
(

2x,E∗
si

)

. Add y to E∗
si
, and subtract

y/2 from E∗
sj

and E∗
rj

.

6. If E∗
si
= Emax

s , move si to the next source of list OL2
s.

7. If E∗
sj
= 0 and E∗

rj
> 0, add E∗

rj
to E∗

sj
.

8. If E∗
sj
= 0, move sj to the next source of list OL1

s.

9. If si or sj does not point to a valid source, terminate this process, otherwise

repeat the steps from 5.

With this implementation, we actually assume that Network is trustworthy. All

sources believe that Network will not change the parameter values (e.g., CSI), however

conducts all these operations in the systematic manner.

5.4 Simulation Results

In order to evaluate the game theoretical solution, we undertake the similar net-

work setup, channel model and the parameters as given in Section 3.3.4 of Chapter

3. Similar simulation scenario is undertaken as was taken for evaluating the perfor-

mance of the centralized approach. For the game theoretical solution, there are some

parameters, which we set as a = 100, η = 10012.

Within a certain price range, the utility of each source is concave. Ideally, conver-

gence of the source power allocation game should be decided by the individual source

12Setting a and η as arbitrarily random values, only the resultant converged prices {pi}si∈Ls
and

λ are affected. However, main outcome of the game {Esi}si∈Ls
and {Eri}si∈L1

s
are unique regardless

of the values of a and η.
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Figure 5.2: Source power allocation game.
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nodes. However, to make the game theoretical solution comparable with the central-

ized one, Network should be aware of total power constraint, i.e., the sum power sold

by the sources should be equal to the total allowable source power. Therefore, if the

sum of converged power is less than the total source power budget, the remaining

power is distributed among the sources based on their contribution towards the util-

ity of Network node. On the other hand, if the sum of the converged power is less

than the total power budget, overflown power is subtracted from the sources based

on their inverse utility contribution.

Figures 5.2(a), 5.2(b) and 5.2(c) compare individual converged source power price

pi, utility Usi , sum source utility M , and Network node’s utility U s
n for different sce-

narios explained previously. As the sources move towards the relay or the destination,

prices asked by them are increased. Since their channel condition gradually improves

with the increasing scenario number, they demand high price for unit source power.

For scenario number 1, 2 and 3, the price of the sources is the sum of relayed and

direct link contribution towards maximizing Network’s utility. Whereas for other sce-

narios, the price is only for the direct link contribution. Since the absolute channel

condition of scenarios 5 and 6 is almost same, the prices of the sources are almost

equivalent for these two scenarios. In each scenario, the sources with better channel

condition contribute more towards maximizing Networks’s utility, and hence they de-

mand higher price compared to others. Furthermore, the utility of individual source

follows the same trend as its price since the utility is the product of its price and

sold power. At the convergence point, all scenarios satisfy the same power constraint,

and hence the utility of individual source is increased with the increasing price. Con-

sequently, the sum utility of all sources M is increased with the increasing scenario

number. In Figure 5.2(b), we have skipped the utility of source s5 because of its
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achieved 0 utility resulting from nearly 0 sold power. Since the channel condition

of the sources is getting better with the increasing scenario number, even though M

is subtracted form the first factor of Network’s utility, because of using moderately

larger value of a, the utility of Network is increased as well. There is a discrepancy

between scenario 3 and scenario 4 in terms of the utility of Network node, this is

because former one uses the relay for transmission, whereas the latter one does not.

Moreover, the converged price of each source for scenario 4 is close to the upper

bound of its price, and hence the value of M does not deviate much from the first

factor of U s
n. However, the scenarios without relay power follow the same increasing

trend with the better channel quality condition because of the increasing first factor

of U s
n compared to its M . Table 5.1 shows the final outcome of the game, a detailed

breakdown of the source power. In order to have comparison, the table also shows

the power obtained from the centralized optimal solution.

At the beginning, when the game is started, Network selects the set Ls of ben-

eficiary sources following the procedure in Remark 5.1. Taking the consideration of

their own cost, the sources announce their prices. Consequently, Network calculates

the amount of power it wants to buy from the sources for maximizing its own utility.

Considering this interaction as one iteration, Figure 5.2(d) shows the convergence

process for scenarios 1 and 4. For scenarios 4, 5 and 6, convergence speed depends

on the step size δi, si∈Ls. The larger the step size, the speedier the convergence.

Similar to the source power allocation game, for the relay power allocation game,

the convergence point should be decided by the seller of the game, i.e., Network. In

order to have valid comparison with the centralized solution, the sum relay power

should meet some power constraint. At the convergence point of Network node,

the power constraint should be satisfied. If the constraint is not satisfied at the
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Table 5.1: Source transmit power comparison between optimal and game theoretical
solutions.
Scenario s1 s2 s3 s4 s5
Number Opt Game Opt Game Opt Game Opt Game Opt Game

1 28.29 24.32 26.46 19 15.24 16 0 10.68 0 51e-3
2 29.12 25.1 28.21 21.0 12.66 12.13 0 7.1 0 4e-3
3 30.0 27.23 30 24.4 10 11.55 0 6.80 0 71e-4
4 30.0 30.0 30.0 30.0 30.0 30.0 30.0 30.0 0 0
5 30.0 30.0 30.0 30.0 30.0 30.0 30.0 30.0 0 0
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Figure 5.3: Relay power allocation game.

convergence point, relay power of each source is adjusted based on its contribution

towards the utility of Network node.

Figure 5.3(a) shows the increasing price and utility of Network node for the relay

power allocation game with respect to different scenarios. Similar to the source power

allocation game, the increasing scenario number implies better channel quality con-

dition. It means, unit relay power results in more contribution towards maximizing

the utility of individual source. Hence, Network demands larger relay power price

while selling its power to the sources. Since the power budget is same for all sce-

narios, with the increasing price, the utility of Network node has increasing trend as
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well. Table 5.2 shows the final outcome of the game. It compares the power obtained

by the relay power allocation game with the centralized optimal solution. It seems,

individual source who has better channel condition buys more power compared to

others. This is because, given the unit price, the source with better channel condi-

tion incurs larger utility compared to those with worse ones. Moreover, the utility of

individual source is the increasing function of its transmit power. Since the source

with better channel condition is assigned larger transmit power from the previous

game, this source is likely to be assigned with more relay power compared to others.

Therefore, the larger demanded power is well adjusted balance between their utility

and price.

After carefully considering the initial price, when Network announces it, the

sources demand power which is the balance between their individual utility and

price. Considering this interaction between the sources and Network as a single step,

Figure 5.3(b) shows the convergence behavior of the relay power allocation game at

scenario 2. The figure shows the increasing price of Network node with the increasing

iteration until the convergence happens.

Table 5.2: Source relay power comparison between optimal and game theoretical
solutions.
Scenario s1 s2 s3 s4 s5
Number Opt Game Opt Game Opt Game Opt Game Opt Game

1 36.19 46 13.78 4.0 0 0 0 0 0 0
2 36.96 46.3 13.031 3.7 0 0 0 0 0 0
3 32.24 43.5 17.75 6.5 0 0 0 0 0 0

Taking the power presented in Table 5.1 and Table 5.2, Figure 5.4 compares the

throughput obtained from the game theoretical solution with the centralized optimal

solution.
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Figure 5.4: System throughput comparison between optimal and game theoretical
solutions.

5.5 Summary of the Chapter

In this chapter, we have proposed a game theoretical solution of the problem described

in Chapter 3. In the centralized solution, all nodes work selflessly towards maximizing

the network capacity. The game theoretical solution proposed in this chapter can

model the selfish behavior of the nodes in the network. Since joint single-source and

single-relay power allocation is even a non-convex problem, two Stackelberg games are

appropriate to determine the transmit and relay power of the sources. A centralized

entity namely Network is required to make a bridge between these two games, and

it is the leader of both games. For disseminating transmit power among the sources,

Network plays the buyer level game and the sources are power sellers. Their roles are

interchanged for disseminating relay power among the sources. Extensive numerical

results have been provided in order to show different properties, convergence condition

of the solution. Finally, we have shown that the game theoretical solution achieves

comparable performance with the centralized optimal solution.
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Chapter 6

Uplink Scheduling and Resource

Allocation for Heterogeneous Traffic

Networks

6.1 Introduction

Based on OFDM and OFDMA principals, LTE and LTE-Advanced permit granu-

lar subcarrier division among the diverse users into time-frequency-based resource

units called RBs. Despite numerous advantages of OFDM and OFDMA, their ma-

jor disadvantage is, their waveforms have high PAPR. To reduce PAPR, LTE and

LTE-Advanced agree on using SC-FDMA for the uplink transmission which imposes

contiguous RB allocation to a user. Typical scheduling of such systems involves the

determination of the set of users, assignment of RBs to these users and setting of

transmit power for each RB. Uplink scheduling even for the conventional LTE sys-

tems with best effort traffic is considered challenging because of individual users’

power constraints, the discrete nature of RB assignment while maintaining contigu-

ity pattern. With the invention of numerous applications with distinct fascinating

features, now a days, LTE systems are more likely to carry heterogeneous traffic with

different QoS demands. Scheduling RBs while satisfying diverse QoS of different new
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applications brings more challenges to the uplink scheduling problem on the top of

its own inherent difficulties. Besides all these system and traffic specific issues, the

service providers may want to have domination on the RB allocation determined by

their policy. This introduces further challenges to the uplink scheduling problem in

LTE systems conveying heterogeneous traffic.

Resource allocation problems for OFDM-based networks especially downlink LTE

systems have appeared in some survey papers recently [51], [52]. In homogeneous traf-

fic networks, for two types of traffic, e.g., elastic traffic, traffic with QoS requirements,

scheduling problems have extensively been studied. For the elastic traffic, in order to

perform the scheduling decision, the utility of the users is represented by a concave

function [107]. Subject to the objective of maximizing the sum of general concave

utility functions, one recent work [108] has proposed some computationally efficient

algorithms. Channel-aware throughput maximization technique for such systems is

known as maximum throughput (MT). For fair resource allocation, typical propor-

tional fair (PF) metric [109], [110], [111] is the ratio of the instantaneous data rate

on a RB and the past average throughput. In [112], [113], PF scheme is formulated

as an optimization problem with the objective of maximizing achieved throughput

under the typical constraints of LTE systems.

Among QoS-aware schedulers in homogeneous traffic networks, [55] ensures guar-

anteed throughput by separating jobs in the time and frequency domains. In the

time domain, they first separate traffic based on their current and pre-specified set-

tled throughput. Then, they apply some PF scheme on the same priority users in

order to obtain final RB assignment. More works on providing throughput guar-

antee for real time flows include [114], [115]. [116] calculates the priority indicator

using head of line (HOL) packet delay, and ensures target delay bound for the de-
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lay sensitive traffic. Modified largest weighted delay first (M-LWDF)[117] has been

introduced for OFDMA-based networks in [53] by putting past throughput in the

denominator of the original metric. Two promising strategies, i.e., LOG and EXP

rules have been explained in [54]. Their RB selection metrics are based on the log-

arithmic and exponential functions of the packet HOL delay, respectively. Unlike

LOG, EXP scheduler takes the overall network status into account. Similar to these,

there is another scheduling rule, i.e., maxweight (MW) [118] for delay sensitive traf-

fic. Analytical results in terms of queue distribution for the schedulers with these

rules are given in [119], [120], [121]. In [122], the authors adapt EXP rule by taking

the characteristics of PF and exponential function of the packet HOL delay into ac-

count. A two level packet scheduler working in the larger LTE frame, and then in the

granular frame level for real time traffic has been given in [123]. A similar approach,

however working in 3 discrete levels has been presented in [124]. The third level of

this scheduler is called cut-in process which discards packets whose delay deadline

has been expired. A recent work [125] combines EXP rule, cooperative game and

virtual token mechanism in order to ensure bounded delay and guaranteed bit rate

for users.

Scheduling problem in heterogeneous traffic networks is considered more chal-

lenging compared to the homogeneous one because of the conflicting requirements

of different traffic. There are three design issues that need to be considered while

formulating the scheduling problem of an ideal scheduler for heterogeneous traffic

networks. Wireless users experience varying channel quality condition time to time

due to the stochastic fading effects, and hence their achievable data rates are affected.

The scheduler should choose the user with good channel quality condition in order to

maximize the system throughput. However, if the user with better channel quality
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condition is always selected, the users with worse channel condition may starve. This

issue is known as fairness, and another very important factor to keep into consider-

ation. Third, different applications have different QoS requirements and the utility

function of the scheduler should be defined in such a way that it has the ability to

capture those metrics simultaneously and effectively.

Similar to homogeneous traffic networks, the downlink scheduling has extensively

been studied for OFDM-based networks carrying heterogeneous traffic. These works

mainly adopted three categories of designs. First, some works gave strict priority

to the high priority traffic compared to the low priority ones, such as [57, 58]. [57]

has proposed a solution for VoIP and data traffic while giving strict priority to VoIP

users. A scheduling policy with strict priority across the classes is also studied in [58].

Within a class, the proposed scheduler does chunk by chunk resource allocation. The

work in [126] has given strict priority to SIP traffic over other data traffic. Second, the

authors in [59] have addressed mixed traffic (delay sensitive, guaranteed throughput,

best effort) by designing the scheduler on the time and frequency domains. The

priority sets are populated based on the QCI of each data flow, and classified as

GBR and non-GBR. Third, the scheduler is designed by representing the satisfaction

of users by the utility function. In [60, 61], different utility functions are used to

represent different types of traffic (traffic with data rate requirement, traffic with

delay constraint). Although [60] did not consider the channel condition of users in

the scheduling decision, [61] took all required issues into account. Besides these, there

are some general mechanisms for handling mixed traffic. For example, the authors

in [54] have proposed a low complexity RB allocation algorithm using LOG/EXP,

EDF rules, and tested their scheme with mixed streaming and live video traffic. The

work in [127] studied a scheduling policy that gives equal priority to all packets with
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different QoS unless their delay reaches close to their deadline.

Unlike downlink operation, not much works have been conducted for the uplink

LTE systems. Most works focused on throughput maximization objective. For ex-

ample, [10, 128, 129, 11] have given different heuristics based on different principles

upon stating that the problem is NP-hard. Although these works take RB contigu-

ity constraint into account, skip individual users’ power constraint. However, this

constraint is an important factor in scheduling decision, and limits the overall sys-

tem performance. On the other hand, there are few works for the uplink scheduling

with QoS assurance. These works are mainly for homogeneous delay sensitive traf-

fic [62, 63]. One recent work on energy efficient QoS assured scheduler is [64], where

QoS is considered user’s instantaneous rate. For heterogeneous traffic environments,

recently, [65] has proposed a scheduler which is based on the time and frequency

domain scheduler [59]. One drawback of this work is, they did not consider the traffic

class in their design. Moreover, they evaluated the performance of this scheduler in

their customized simulation scenario, which is not practical.

Having noticed the drawback of [65], and in order to design a utility based sched-

uler for the heterogeneous traffic environment, in this chapter, we have proposed an

uplink scheduling scheme for a LTE system carrying heterogeneous traffic. This work

is based on the utility function [130] has used. The difference is, their solution is

suitable for the downlink scheduling, and designed for CDMA-based systems. The

utility function of [130] is general, one single function can handle diverse types of

traffic, instantaneous channel condition and so forth. Typically, this utility function

is used in economics in order to maintain social welfare (another name of fairness) of

the society, however rarely applied in communications. Moreover, this utility function

can distinguish inter or intra class based traffic prioritization. Besides capturing three
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key design issues of the heterogeneous traffic environment by this utility function, in

order to assist the service providers, the proposed uplink scheduling problem consists

of a constraint which imposes some control on RB allocation. The distinctive novelty

and contributions of this chapter are briefly summarized as follows.

1. For representing the satisfaction of a user, we have adopted the utility func-

tion already used for the downlink scheduling operation of a CDMA-based sys-

tem [130]. Although we have adopted their utility function and same definition

of QoS measures for different traffic, we have solved a distinct problem for a

different system, i.e., uplink scheduling of LTE systems. Furthermore, the way

they have solved the downlink scheduling problem is different compared to us.

Given pre-defined physical layer data rate of users and given certain system

capacity, their work schedules a set of users instead of CDMA tones. Whereas,

our scheduling scheme determines every single RB-user mapping, their assigned

power which is the true notion of an ideal scheduler given the incoming packets

in each scheduling epoch.

2. For obeying every detailed specifications of the LTE standard, our formulated

problem takes individual user’s power and RB contiguity constraints into ac-

count. Individual user’s power constraint is required in order to correctly mea-

sure the overall system performance. On the other hand, in order to avoid high

PAPR of the generated waveform, we assign contiguous RBs to each user.

3. Besides the standard specific constraints, our formulation consists of another

factor, opportunity cost function. Physical meaning of this function is how

much utilization of resource the service provider can sacrifice in order to achieve

other system or user specific benefits. The cost function can work in both

granular and aggregate resource utilization levels. For this work, we assume it
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to be dependent on RB utilization as the latter one can be achieved through

the former one, however not vice versa. Furthermore, service providers may

relate opportunity cost function to revenue as desired.

4. By setting certain parameter for the opportunity cost function, our scheduling

scheme can be transformed to two extreme ends of scheduling mechanisms, i.e.,

MT and PF schedulers. By providing enough evidence, we have proved this

statement analytically.

5. Dual decomposition method has been used in order to show the optimal solution

structure of our formulated problem. Finally, from the guiding principles of the

optimal solution, we have given a low complexity scheduling algorithm.

6. Extensive simulation has been conducted assuming the network has best effort

traffic, traffic with throughput requirement and traffic with delay bound. While

comparing with other scheduling solutions of LTE systems, we have proved the

effectiveness and efficacy of our scheme.

The rest of the chapter is organized as follows, Section 6.2 gives the overview

and components of the system while elaborating detailed formulation of the problem.

Solution approach and the resultant algorithm are presented in Section 6.3. We

investigate some interesting characteristics of our scheduling scheme in Section 6.4.

In order to show the effectiveness of the proposed scheme, we provide simulation

results followed by the simulation methodology in Section 6.5. Finally, Section 6.6

concludes the chapter.
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6.2 System Model and Problem Formulation

We consider an uplink scheduling problem of a typical LTE cellular network. We

denote the set which contains available RBs at each scheduling epoch by N. The

number of users in the system is M . The users are again categorized into C classes,

where class c has higher priority than class c+1. Let Mc denote the number of class

c users; M =
C
∑

c

Mc and the set holding all users is M. Each class is accompanied

with diverse kinds of QoS criteria. At each scheduling instant, all users transmit

their CSI to the base station. In the channel coherent time, based on the traffic type,

channel state and their QoS requirements, the base station assigns appropriate RBs

to the corresponding users as well as determines power of each RB. The purpose of the

scheduler equipped in the centralized controller is to maximize the sum satisfaction

of all users.

6.2.1 Problem Formulation

Since SC-FDMA-based resource allocation allows service providers to allocate re-

source in granular RB level, for a particular user i of a certain class c, we define its util-

ity function for each and every RB j, ∀j∈N. At scheduling time instant t, the satisfac-

tion of user i of class c on RB j is perceived by the utility function Ucij

(

{Xz
cij(t)}mci

z=1

)

,

where {Xz
cij(t)}mci

z=1 = {X1
cij(t), X2

cij(t), · · · Xmci

cij (t)}. {X1
cij(t), · · · Xmci

cij (t)} are

computed quantitative QoS measures in terms of the (c, i)th user’s satisfactions in

LTE uplink systems during the scheduling decision of RB j at time instant t. Typ-

ically, QoS measures are the average throughput, current data rate, average delay,

etc. mci represents the maximum number of QoS measures for user (c, i). Therefore,

we can write the objective function as
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max
C
∑

c

Mc
∑

i

N
∑

j

Ucij({Xz
cij}mci

z=1(t)). (6.1)

If xcij denotes the fraction of RB j allocated to user (c, i), the total allocation

across all users should be no larger than 1, i.e.,

∑

(c,i)∈M

xcij(t) ≤ 1, ∀j∈N. (6.2)

According to the LTE standard, there is a constraint on xcij to be an integer {0, 1}.

We will see later, how we have handled this constraint while solving this problem.

Besides this, due to the contiguity constraint of SC-FDMA, RBs are allocated to user

(c, i) in a contiguous manner. It implies

if xcin(t) = 1 && xci(n+1)(t) = 0, xcij(t) = 0, n+ 2≤j≤N, (6.3)

if xcin(t) = 1 && xci(n−1)(t) = 0, xcij(t) = 0, 1≤j≤n− 2.

Each user (c, i) has power limitation during a scheduling epoch, and its maximum

power is denoted by Pci. For transmitting on RB j, we denote the (c, i)th user’s

transmission power is pcij and total power used on all allocated RBs cannot exceed

the maximum power Pci.13

∑

j∈N

pcij(t) ≤ Pci, ∀(c, i)∈M. (6.4)

Moreover, there are upper and lower bounds of each QoS measure, and these are

pre-defined values set by the users. For example, the zth QoS measure of user (c, i)

13According to Figure 3 of [3], different levels of power for the allocated RBs of a user is allowed.
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has an upper bound νz,max
ci and a lower bound νz,min

ci (e.g., maximum and minimum

average throughput).

νz,min
ci ≤ Xz

cij(t) ≤ νz,max
ci , ∀(c, i) ∈ M, ∀z, 1 ≤ z ≤ mci. (6.5)

The constraints presented in Equations 6.2, 6.3, 6.4 and 6.5 are either enforced by

the LTE standard or set by the users. Another constraint we would like to introduce

is for the sake of service providers, i.e., opportunity cost. The concept of opportunity

cost can be used to manage the tradeoff between fairness and resource utilization. In

order to ensure fairness across the network, the scheduler may be forced to serve low

rate generating users resulting in rate loss. To limit this rate loss, we have proposed

the cost function called opportunity cost. Similar to other metrics, the opportunity

cost is also defined in granular user and RB level. At scheduling instant t, while

allocating RB j, we define the opportunity cost for user (c, i) as OCcij(t). OCcij(t)

is a function of the rate for user (c, i) on RB j, Rcij(t). Rcij(t) is given by

Rcij(t) = xcij(t)log
(

1 +
pcij(t)ecij(t)

xcij(t)

)

, (6.6)

where ecij is the normalized received SNR per unit of transmit power of user (c, i) on

RB j from the base station. At the beginning of scheduling instant t, the scheduler

gathers complete information of this metric for all users and all RBs. The maximum

rate that the scheduler can earn out of RB j at time t is given by

Rmax
j (t) = max

(c,i)∈M
Rcij(t), ∀j ∈ N. (6.7)

Using these metrics, OCcij(t) is defined as follows.
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OCcij(t) = Rmax
j (t)−Rcij(t). (6.8)

In other way, the opportunity cost is a measure of how much rate the network oper-

ator would forgo if user (c, i) is selected for the transmission on RB j at scheduling

instant t, while there is some other user (c, i)∗ that generates the highest rate on this

RB. Taking the interest of network operators into account, the objective function in

Equation 6.1 can further be constrained by the opportunity cost function

OCcij(t) ≤ H, ∀(c, i)∈M, ∀j∈N. (6.9)

The network operator can determine the required level of fairness and resource

utilization by choosing the appropriate value of H. If H = ǫRmax
j , the rate loss is

no more than ǫ% of the maximum achievable rate Rmax
j on RB j. Moreover, H = 0

implies that the network operator cannot tolerate any rate loss, therefore it always

picks the highest rate generating user while allocating any RB. In order to ignore the

opportunity cost, the network operator can set H = Rmax
j . In this case, all users are

treated equally by the scheduler.

6.2.2 The Utility Function

In this section, we introduce a utility function which is able to meet all require-

ments of an ideal utility function. In order to satisfy all requirements of the problem

described in the previous subsection, the feasible utility function should have the con-

cavity property. The more the allocated resource, the more satisfied the user is, i.e.,

the utility function should be non-decreasing with Xz
cij, ∀j∈N, ∀z∈ [1,mci]. While

allocating a RB at time instant t, if the values of all QoS measures for a user (c, i)
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Figure 6.1: Characteristics of the utility function.
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are minimum, the utility value for that user attains its unique minimum value Umin
ci ,

whereas when the values reach to their maximum, the utility appears to its unique

maximum value Umax
ci . In the rest of other cases, the utility value remains in between

these two quantities, or in other way, Umin
ci ≤Ucij({Xcij(t)}mci

z=1)≤Umax
ci . Furthermore,

once the utility value for a user reaches to its maximum value, additional allocated

resource cannot deviate it from its maximum quantity Umax
ci .

In addition of having above fundamental properties, the utility function should

support inter-class prioritization. We denote a parameter ac, ∀c, 1≤c≤C to distin-

guish inter-class prioritization. The larger the value of ac, the higher the priority of

class c. The proposed utility function is already used for the scheduling purpose in

CDMA-based networks. As our problem is different, we interpret this function in a

different way. The utility function for user (c, i) while allocating RB j at time instant

t is given by

Ucij

(

{Xz
cij}mci

z=1(t)
)

= 1 − e

−ac

mci
∑

z=1

Xz
cij(t)

. (6.10)

We plot the utility function with respect to arbitrary QoS measure Xcij for 3 users

with different ac in Figure 6.1(a). We observe, the utility function has the diminishing

property. When the quantitative value of Xcij is low, the rate of change of the utility

(slope) is larger. It implies, if the scheduler gives priority to the user with low QoS

measure, the contribution of this user towards the maximization of overall utility is

higher compared to others. Hence, the scheduler needs to take this into account while

making the scheduling decision of RB j. In order to show the decreasing trend of the

slope with the increasing value of Xcij, we plot Figure 6.1(b). We define the slope of

the utility function as marginal utility. Moreover, larger value of ac makes the utility
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function steeper with respect to QoS measures. In other way, the slope of the utility

function is steeper with larger ac at low value of Xcij. Therefore, for this particular

utility function, the slope of a user’s utility plays an important role in the scheduling

decision of RBs. From the perspective of economics, this type of utility function has

another definition. If the users with low QoS measure are given higher priority in

gaining additional resource, this maximizes the social welfare as well as fairness of

the system.

In order to fully explain the utility function, we need to specify the QoS measures,

i.e., {Xz
cij}mci

z=1. The QoS measures further require to define the traffic types of which

they belong to. We consider, the network has the similar types of traffic as [130]

mentioned in their work. Since the traffic types are similar, we adopt similar form

of QoS definitions. However, our QoS measure is the quantity when we schedule the

RBs instead of the users. Hence, we reiterate the QoS metrics of each traffic type

with their exact interpretation in the following.

1. Traffic with minimum throughput requirement: In order to ensure min-

imum throughput, we need to design QoS measure so that the scheduler gives

higher priority to the user with lower throughput. While allocating RB j, let

denote the average throughput achieved by user (c, i) up to time t is ¯ζcij(t).

The maximum incoming data rate for this user is ζmax
ci , whereas the minimum

required one is ζmin
ci . As we discussed before, the property of our utility function

is such that the scheduler gives priority to the user with lower QoS measure.

Therefore, the QoS metric of user (c, i) for this type of traffic at time t while

allocating RB j has been defined as X1
cij(t) =

(

µ1
ci −

ζmin
ci
¯ζcij(t)

)

, where 0 ≤ µ1
ci ≤ 1.

Smaller value of µ1
ci gives more weight to this metric. This metric is also termed

as fairness measure for this type of traffic. If any user obtains lower throughput
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when the scheduler tends to allocate one RB, because of the lower value of this

metric, the scheduler is forced to give provision to this user. Consequently, total

utility of the system is maximized and the welfare of the system is maintained.

2. Traffic with bounded delay constraint: There are some traffics (e.g., audio,

VoIP) which have some certain delay constraint. In order to design the metric

for this class of traffic, let denote packet HOL delay of user (c, i) is Dcij(t) at

time instant t while making the scheduling decision of RB j. The maximum

delay bound that user (c, i) can tolerate is Dmax
ci . Similar to the case of traffic

with throughput requirement, this metric represents the fairness. We define this

metric as X1
cij(t) =

(

µ1
ci − Dcij(t)

Dmax
ci

)

, 0 ≤ µ1
ci ≤ 1. Lower value of µ1

ci gives more

weight to this metric. If any user (c, i) of this traffic type starts to experience

higher packet delay, X1
cij(t) appears to get lower value while allocating RB j,

and hence the scheduler gives more priority to that user.

3. Best effort traffic: Best effort traffic has usually lower priority compared

to other traffic types described earlier. If any user receives considerably lower

throughput comparing with other users in the system, in order to ensure fair

distribution of resource, we need to design a metric for this type of traffic. De-

note the measure X1
cij(t) =





¯ζcij(t)

max
(c,i)

¯ζcij(t)
− µ1

ci



 , 0 ≤ µ1
ci ≤ 1. The starvation

of the users with lower average throughput results in unfairness. Hence, by

serving those users at some point, the scheduler maintains the social welfare of

the system. If the scheduler would serve a user with higher average throughput,

it might further increase that individual user’s throughput, however that con-

tribution is lower towards the system compared to the case when the scheduler

would serve a user with lower average throughput. The role of µ1
ci is the weight
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for this measure, and larger value gives additional weight to this metric.

4. Traffic with minimum throughput and bounded delay requirements:

If the traffic has both minimum throughput requirement and bounded delay

constraint, the QoS measure for this type of traffic can be defined as X1
cij(t) =

(

µ1
ci − wt

¯ζcij(t)

ζmin
ci

− wd
Dcij(t)

Dmax
ci

)

. Similar to other types of traffic discussed above,

lower value of µ1
ci gives higher priority to this QoS factor. Whether we want

to give priority to delay bound or minimum throughput of this traffic type, is

determined by the values of wd and wt. wd and wt are normalized by 1, i.e.,

wd +wt = 1. If we want to ensure equal priority to both delay and throughput

of this type of traffic, we can set wd = wt = 0.5.

No matter the traffic type, we need another QoS metric which gives priority

to the user with better channel condition. We define this metric as X2
cij(t) =



µ2
ci − Rcij(t)

(max
(c,i)

Rcij(t))



 , 0 ≤ µ2
ci ≤ 1. We normalize the user’s instantaneous rate

on RB j by the maximum possible rate achieved using this RB. The normalized rate

has been subtracted from µ2
ci, because we want to make sure that the user with better

instantaneous rate obtains lower quantity compared to the one with worse channel

condition. µ2
ci works as a penalty of not serving users with good channel condition.

Larger value of µ2
ci gives more weight to this QoS measure. The users with better

channel condition will have lower quantitative value for metric X2
cij(t), and hence

according to the property of the utility function, the scheduler should give more

provision to those users while allocating RB j at time t.

So, we have concluded that we have two QoS measures: one for ensuring fairness

of specific traffic type, X1
cij(t) and another one is common to all users X2

cij(t) for

ensuring the provision when the users have better channel condition.
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6.3 Solution Approach and Scheduling Algorithm

In the previous section, we have seen that the marginal utility of a user is the per-

formance metric to maximize in order to maintain the social welfare of the system.

Hence, at each scheduling epoch, we want to maximize the sum marginal utility of all

users across all RBs, i.e., we want to maximize
∑

(c,i)∈M

∑

j∈N exp{−ac
[

X1
cij +X2

cij

]

}.

It implies, the objective function is to maximize
∑

(c,i)∈M

∑

j∈N −ac
[

X1
cij +X2

cij

]

. We

denote Rmax
j by Γmax

j . Since the objective function and the constraint in Equation 6.8

have Γmax
j , it is required to add an additional constraint in the problem formulation

in order to support this assignment. Taking all constraints, the resultant formulation

yields

max
(x,P)

∑

(c,i)∈M

∑

j∈N

ac

(

Rcij

Γmax
j

− µ2
ci −X1

cij

)

(6.11)

∑

(c,i)∈M

xcij ≤ 1, ∀j∈N,
∑

j∈N

pcij ≤ Pci, ∀(c, i)∈M

if xcin = 1 && xci(n+1) = 0, xcij = 0, n+ 2≤j≤N

if xcin = 1 && xci(n−1) = 0, xcij = 0, 1≤j≤n− 2

Γmax
j −Rcij ≤ ǫΓmax

j , Rcij ≤ Γmax
j .

The problem in Equation 6.11 has no duality gap and we can solve it by formu-

lating it as a dual problem with the associated dual variables α = (αci)(c,i)∈M for

the constraint in Equation 6.2, β = (βj)j∈N for the constraint in Equation 6.3 and

γ = (γcij)(c,i)∈M,j∈N for the constraint in Equation 6.9 and δ = (δcij)(c,i)∈M,j∈N for

the last supportive constraint. The resultant Lagrangian looks like
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L(α,β,γ, δ,x,P) :=
∑

(c,i)∈M,j∈N

ac

(

Rcij

Γmax
j

− µ2
ci −X1

cij

)

(6.12)

+
∑

(c,i)

αci

(

Pci −
∑

j

pcij

)

+
∑

j

βj



1−
∑

(c,i)

xcij





+
∑

(c,i)

∑

j

γcij
(

ǫΓmax
j − Γmax

j +Rcij

)

+
∑

(c,i)

∑

j

δcij
(

Γmax
j −Rcij

)

.

From the duality theory, the optimal solution to the problem in Equation 6.12 is

given by

min
(α,β,γ,δ)>=0

max
(x,P)

L (α,β,γ, δ,x,P) . (6.13)

In order to solve this problem, first we find the optimal value of x and P given

fixed values of α, β, γ and δ. Once we obtain P, we rearrange the Lagrangian in

such a way that it becomes the function of mutually exclusive per user cost function,

denoted by βcij. The optimal value of βj is the maximum possible value of βcij

over all users for RB j taking the RB contiguity constraint in Equation 6.3 into

account. Because of the RB contiguity constraint, multi-user diversity of OFDMA-

based systems may not be achievable. Finally, the optimal values of α, γ and δ

are obtained by the help of subgradient-based numerical search method. Taking the

derivative of Equation 6.12 with respect to pcij, and following the K.K.T condition,

we obtain optimal pcij, i.e.,

p∗cij = xcij

[

ac(1 + γcij − δcij)

αci

− 1

ecij

]

.

Substituting p∗ into Equation 6.12, we obtain
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L(α,β,γ,x) :=
∑

(c,i)

∑

j

xcij (f(αci, γcij, δcij, ecij)− βj) (6.14)

+
∑

(c,i)

αciPci +
∑

j

βj +
∑

(c,i)

∑

j

γcijΓ
max
j (ǫ− 1) +

∑

(c,i)

∑

j

δcijΓ
max
j ,

where f(αci, γcij, δcij , ecij) = ac

(

hcij

Γmax
j

− µ2
ci −X1

cij

)

+γcijhcij−δcijhcij+
1

ecij
−ac(1+γcij−δcij)

αci
,

hcij = log
(

acecij(1+γcij−δcij)

αci

)

, Γmax
j = max(c,i) hcij. We denote the (c, i)th user’s cost

function on RB j f(αci, γcij, δcij, ecij) by βcij. Given that xcij∈[0, 1], the optimal value

of x is obtained by following the procedure below. For the sake of procedure, we copy

the elements of set N in another set N′.

1. First, for each RB j∈N′, find the best RB metric among all users and denote

it by β̃j = max(c,i)∈M βcij. Second, find a RB permutation {νj}j∈N such that

β̃ν1 >= β̃ν2 >= · · · >= ˜βνN . Select the RB with index ν1 and its designated

user (c, i)|ν1 (to which it obtains the maximum value of the cost function),

check whether the selected RB and its designated user meets the RB contiguity

constraint. It means, if the designated user has already some RBs allocated,

selected RB should be the contiguous to its allocated RB block; otherwise

selected RB should be belonged to the designated user without any hesitation.

If the RB with index ν1 fails to satisfy the RB contiguity constraint, then the

RB with index ν2 is chosen and this operation continues until the selected RB

satisfies the RB contiguity constraint. We denote finally selected RB as ν∗ and

its designated user is (c, i)|ν∗ . There might be ties in this assignment which

can be resolved by some inefficient search. Therefore, optimal x for RB ν∗ is

obtained as follows.
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x∗
cij =















1 if j = ν∗, (c, i) = (c, i)|ν∗

0 if j = ν∗, {(c, i)∈M|(c, i) 6=(c, i)|ν∗}
.

2. Since the Lagrangian is a sum of the users’ cost functions βcij, we can minimize

L(.) over β for the given values of α, γ and δ by setting β∗
ν∗ = β̃ν∗ . More than

one user can obtain the value β∗
ν∗ , however the ties can be broken arbitrarily

without losing the optimality.

3. Remove RB ν∗ from set N′.

Substituting optimal x and β into the Lagrangian, the resultant Lagrangian yields

L(α,γ, δ) =
∑

(c,i)

∑

j

[

βcij − β∗
j

]+
+
∑

(c,i)

αciPci+
∑

j

β∗
j+
∑

(c,i)

∑

j

γcijΓ
max
j (ǫ− 1)+

∑

(c,i)

∑

j

δcijΓ
max
j .

(6.15)

Notice that the Lagrangian in Equation 6.15 is the function of α, γ and δ. Now,

the optimal values of α, γ and δ can be obtained by minimizing L(.), and this is the

optimal solution of Equation 6.15. We have adopted the subgradient-based search

approach in order to obtain optimal α, γ and δ. The subgradient search requires the

following updates in each iteration

αci(t+ 1) = αci(t)− κ(t)

(

Pci −
∑

j

p∗cij(t)

)

(6.16)

γcij(t+ 1) = γcij(t)− κ(t)
(

ǫΓmax
j (t)− Γmax

j (t) + hcij(t)
)

(6.17)

δcij(t+ 1) = δcij(t)− κ(t)
(

Γmax
j (t)− hcij(t)

)

. (6.18)
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The step size κ(t) in iteration t+ 1 is given by

κ(t) =
L̃− L (α(t),γ(t), δ(t))
∣

∣

∣

dL(.)
dα(t)

∣

∣

∣

2

+
∣

∣

∣

dL(.)
dγ(t)

∣

∣

∣

2

+
∣

∣

∣

dL(.)
dδ(t)

∣

∣

∣

2 , (6.19)

where
∣

∣

∣

dL(.)
dα(t)

∣

∣

∣
=

√

∑

(c,i)∈M

(

Pci −
∑

j p
∗
cij(t)

)2

,
∣

∣

∣

dL(.)
dγ(t)

∣

∣

∣ =
√

∑

(c,i)∈M

∑

j∈N

(

ǫΓmax
j (t)− Γmax

j (t) + hcij(t)
)2

, and
∣

∣

∣

dL(.)
dδ(t)

∣

∣

∣
=
√

∑

(c,i)∈M

∑

j∈N

(

Γmax
j (t)− hcij(t)

)2
. L̃ is the estimate of the Lagrangian

determined from the previous iterations. Given that P = max(c,i)∈M Pci and emax =

max(c,i)∈M maxj∈N ecij, for this problem, each element of dL(.)
dα

is bounded within the

range [0, P ] and that of vectors dL(.)
dγ

, dL(.)
dδ

is within [0, (1 + logemaxP )]. Under this

statement, the optimal values of the Lagrangians are achievable within the finite

number of iterations. The detailed procedure of achieving convergence is given in

Exercise 6.3.2 of [131]. This problem has M + 2MN number of dual variables, and

it requires several thousands of iterations to achieve convergence. Moreover, in each

iteration, there is an issue of resolving ties which requires some inefficient search.

Given these disadvantages, this procedure as a scheduler may not be efficient to

implement in the fast time scale. Hence, we have proposed a suboptimal algorithm

presented in Algorithm 7.

In Algorithm 7, gci(j) is given by

gci(j) =
∑

n∈Ω′

ci(j−1)

log(1 + p∗cinecin)−
∑

n∈Ωci(j−1)

log(1 + p∗cinecin), (6.20)

where Ω′
ci(j) = Ωci(j − 1)∪lci(j). lci(j) is the best unallocated RB for user (c, i). p∗cij

is the power on RB j after doing the power control on the set Ωci(j) or Ω′
ci(j) for

user (c, i). Power control of user (c, i) on the set Ωci(j) is equivalent to solving the

following optimization problem

129



Chapter 6. Uplink Scheduling and Resource Allocation for Heterogeneous Traffic Networks

Figure 6.2: Sample subframe structure for stage 2 of Algorithm 7.

argmax
∑

n∈Ωci(j)

pcin = Pci

∑

n∈Ωci(j)

log (1 + pcinecin) . (6.21)

The problem in Equation 6.21 can be solved by dual formulation which we have

given in Section 3.5.4 of Chapter 3. The complexity of this operation is found to

be |Ωci(j)|. Furthermore, in the 1st stage of the algorithm, Γci(j) = gci(j). In the

2nd stage, we define Us(j) as
∑

s∈Lsj

∑

(c,i)∈Lj
−ac (X

1
ci +X2

ci), and the parameters

inside the sum term are determined presuming the network status at the beginning

of current scheduling epoch.

The worst case computational complexity of step 5 is O(MNlogN). Other steps,

such as steps 8, 10 have the worst case complexity of O(M), which is dominated by

step 5. Hence, total computational complexity of the algorithm before step 14 (or

stage 2) is O(MN2logN). For the 2nd stage of the algorithm, we discuss its worst

case complexity as follows. In the worst case, from the 1st stage, 1 user gets 1 RB

and M RBs of all users are adjacent. Therefore, the remaining number of unallocated
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Algorithm 7 Suboptimal RB allocation algorithm.
1: ǫ is tolerable rate loss percentage and set by the service provider.
2: Set j := 0, Ωci(j) := ∅ for each user (c, i).
3: while j < N do
4: Set j := j + 1.
5: Get the best RB index lci(j) for each user (c, i).
6: If user (c, i) had already RBs allocated, lci(j) is selected from at most 2 con-

tiguous RBs, otherwise lci(j) is arbitrarily chosen.
7: Calculate metric gci(j) and Γci(j) for each user (c, i).
8: Calculate Γmax(j) := max

(c,i)
Γci(j).

9: Calculate H := ǫΓmax(j).
10: Determine users (c, i)∈Lj so that (Γmax(j)− Γci(j)) <= H.

11: Find (c, i)∗ := argmax
(c,i)∈Lj

ac

(

gci(j)

Γmax(j)
− µ2

ci −X1
cij

)

.

12: Assign the jth resource block to user (c, i)∗

Ωci(j) :=

{

Ωci(j − 1)∪lci(j) if (c, i) = (c, i)∗

Ωci(j − 1) Otherwise
.

13: end while
14: repeat
15: Take one unallocated RB j.
16: Let the users set on the right or left of RB j is Lj (presented in Figure 6.2).
17: Obtain the base cumulative rate χ(j) =

∑

(c,i)∈Lj
Rci.

18: Obtain the base cumulative utility U(j) =
∑

(c,i)∈Lj
Uci.

19: We index shifting operation by s and set holding all indexes is Lsj.
20: Provide edge users in set Lj (e.g., user 1 in Figure 6.2) available RBs if

necessary, ∀s∈Lsj.
21: Determine the cumulative rate χs(j) and the cumulative utility Us(j), ∀s∈Lsj.
22: Determine shifting set L′

sj so that (χmax(j)−χs(j)) <= H and Us(j) >= U(j).
23: Find optimal s, s∗ := argmaxs∈L′

sj
Us(j).

24: until No Improvement is possible

RBs is N − M , and the loop of the 2nd stage runs N − M times. Inside the loop,

we may need to shift M times, and each shifting requires power control and other

primitive steps, which are of O(1) complexity. Hence, the worst case complexity of

the 2nd stage is (N −M)M , which is again dominated by the complexity of the 1st

stage.
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6.4 Characteristics of Proposed Scheduling Scheme

In this section, we first prove that our scheduling scheme achieves much fairer re-

source distribution compared to [130]. Second, we discuss the impact of opportunity

cost function on the scheduling outcome, and show that for certain value of H, the

proposed scheduling scheme can bridge between the MT (which has the best global

performance) and PF (which is well-known for proportional fairness) schemes. In the

last paragraph, we have briefly discussed the practicality of our scheduling scheme

with respect to other schedulers implemented in practice.

Conjecture 6.1: Our scheduling scheme (both the optimal and Algorithm 7) is

more efficient in terms of achieving fairness compared to [130].

Proof: Consider an epoch where there is 3 RBs and 3 remaining users available

to schedule. User 1 has the best SNR condition for all RBs, i.e., e1j >> e2j, e1j >>

e3j, ∀j∈[1, 3]. User 2 has almost similar SNR condition compared to user 3, however

slightly better. The packet HOL delay for user 1 is much smaller compared to user

2, i.e., D1 << D2 (or ζ1 >> ζ2) and D2 ≈ D3 (or ζ2 ≈ ζ3). If we would apply the

scheduling technique presented in [130], it is likely that the rate obtained by user 1

is much higher compared to that of user 2 or 3 due to the favorable physical layer

condition. In our simulation, we observe, if any user has favorable channel condition,

it is more likely, that user obtains more RBs comparing with others. Hence, in our

scenario, there is a chance that user 1 gets 2 RBs and user 2 gets 1. However,

the result is not fair given the packet HOL delay or throughput. With our scheme,

possible RB allocations are: 1) user 1 may get first RB due to its good SNR condition

on all RBs, then RB 2 is assigned to user 2 due to its better SNR condition on the

remaining RBs and almost similar packet HOL delay or throughput compared to user

3, finally user 3 gets the remaining last unallocated RB. 2) user 1 may obtain the 1st
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RB due to the similar reason described above, user 2 gets remaining 2 RBs because

of its SNR condition and the worst QoS performance compared to user 3.These 2

scheduling decisions are considered as fair compared to that by [130].

In order to show that there is no scenario that the scheduling technique [130]

outperforms our scheme, we introduce a counter example of this example. Similar to

this example, consider user 1 has the best channel condition on all RBs compared to

the other two users. Unlike before, the average packet HOL delay or throughput of

this user is much worse compared to the other two users. The channel condition of

user 2 is little better compared to user 3 on all RBs, however much worse compared

to user 1. Furthermore, the packet HOL delay or throughput for these two users

are almost similar, however better than user 1. For the similar reason explained in

the previous example, by the scheduler [130], user 1 obtains first 2 RBs and user

2 obtains the 3rd RB. On the other hand, by our scheduling scheme, two possible

RB allocations are: 1) user 1 gets first 2 RBs because of its best channel condition

and worse packet HOL delay or throughput. The rest 1 RB will be allocated to

user 2 because of its slightly better channel condition compared to user 3. 2) user 1

obtains all 3 RBs. The scheduling decisions by both [130] and our scheduling scheme

are considered as fair. Hence, there is no scenario for which the scheduler [130] can

perform better than our scheduler. Our scheduling scheme always achieves better or

as good as performance in terms of fairness comparing with [130].

Lemma 6.1: Under the special case (H = 0), Algorithm 7 converges to the MT

scheme.

Proof: In the 1st stage of Algorithm 1, the MT scheme assigns RB lci(j) to user

(c, i) when it achieves the maximum quantity for gci(j) compared to other users;

whereas for the 2nd stage, it selects shifting operation which has utility greater than
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the base cumulative utility and have the maximum value comparing with other shift-

ing operations. Set H = 0, at the 1st stage, our scheduler selects only one user

for set Lj whose gci(j) has the maximum quantity in order to satisfy the condition

Γmax(j) − Γci(j) <= 0. Afterward, since Lj has only one user, eventually this user

will be picked for RB lci(j). For the 2nd stage, similar situation happens, L′
sj contains

only the shifting operation which incurs the highest utility and has larger value com-

pared to the base cumulative utility. Hence, the converging trend of our algorithm

towards the MT scheme has been proved.

Lemma 6.2: For the special value (the maximum achievable rate, RateMax) of

H, Algorithm 7 is transformed to the PF scheme.

Proof: At scheduling epoch t, while scheduling RB j, the PF algorithm assigns RB

lci(j) to user (c, i) if its metric log2(1+
gci(j)

¯ζcij
) obtains larger quantity compared to other

users. Note that the PF metric is an increasing function of gci(j) and a decreasing

function of its long term throughput ¯ζcij. Consider about our scheme with H = Rmax
j ,

set Lj contains all potential users in the system. And, then, the scheduler picks the

user whose marginal utility, i.e., slope obtains the highest quantity. The slope of a

user is the increasing function of gci(j) and has a decreasing trend with respect to its

long term throughput ¯ζcij. Mathematically, we can equate both functions in order to

find the instantaneous value for the constants. Hence,

log2(1 +
gcij
¯ζcij

) = − ac

(

µ1
ci −

ζmin
ci

¯ζcij
+ µ2

ci −
gcij
Γmax
j

)

.

Simplifying this, we obtain

µ2
ci + µ1

ci = − 1

ac
log2(1 +

gcij
¯ζcij

) +
ζmin
ci

¯ζcij
+

gcij
Γmax
j

.

Therefore, we can conclude, at scheduling instant t while allocating RB j, if the
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value of µ2
ci+µ1

ci is equivalent to the right hand side of above equation (for user (c, i)),

and if we ignore the opportunity cost function, over the infinite time, our scheduling

algorithm converges to the PF scheme. In the similar manner, for the 2nd stage

of Algorithm 7, we can prove that at scheduling epoch t, certain value of constant
∑

(c,i)∈Lj
µ2
ci + µ1

ci results in the asymptotic convergence towards the PF scheme.

Proofs 6.1 and 6.2 remind us that the presented scheduling algorithm in this

thesis is generalized. In general, this scheduler works in between these two extreme

cases which has been proved in the next section. Since the optimal solution is an

iterative procedure, for this, there is no closed form proof for Lemma 6.1 and Lemma

6.2. However, for the same condition of these two Lemmas, the optimal solution

converges to the MT and PF schemes, respectively. Adjusting the parameter of the

opportunity cost function, we can convert this scheduler to two conventional extreme

cases of scheduling scheme.

Furthermore, we have noticed that Huawei [132] has implemented an enhanced

PF scheduler for the GBR traffic. Packet delay budget of different GBR traffic and

aggregate RB quality are considered while designing this scheduler. For the uplink

scheduling, this scheduler first calculates priority metric of each user which is a func-

tion of average packet delay and approximate average channel quality over all RBs of

that user, and then based on the priority, it allocates RBs among those users. The

priority metric is calculated using MW formula, and M-LWDF is similar version of

the MW rule. Whereas, our scheduler does one by one RB allocation based on the

instantaneous RB’s channel quality and average packet delay, which is apparently

more dynamic. Moreover, our scheduler can deal the traffic with throughput require-

ment, and the design of the scheduler is flexible for diverse QoS (e.g., packet loss

ratio, packet jitter) oriented traffic. Besides, the scheduler designed by Ericsson [133]
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applies conventional traffic policing and shaping concept while allocating RBs among

different QoS-based traffic. Policing ensures that the users do not get the agreed

upon configured rate, whereas traffic shaping makes sure that the users get at least

minimum settled QoS specified in their agreement with the vendor. Based on the

traffic policing and shaping mechanisms, our scheduler is dynamic and can achieve

the similar level of performance as the scheduler equipped with these policies.

6.5 Performance Evaluation

In this section, we will evaluate Algorithm 7 for four classes of traffic. First, we

outline the simulation methodology we have adopted. Then, the simulation results

are split in two parts for Homogeneous and Heterogeneous traffic, respectively.

6.5.1 Simulation Methodology

For setting up the network, we put the base station at the center of a cell, user nodes

at different distance surrounding the base station. Cell radius is assumed as 1 km.

We run the simulation over 5000k TTIs. One TTI is equivalent to 1ms and it consists

of 25 RBs. Each RB is analogous to 12 subcarriers [6]. These total 25×12 subcarriers

are spread over 5 MHZ bandwidth. The theoretical limit [82] of the channel capacity

is given by β = −1.5

ln(5Pb)
, where Pb denotes the BER. BER for the channel is configured

as 10−6. Each user’s maximum power is set as 220 mW. In order to calculate the

path loss effect of the channel, we assume the reference distance as 1 km and the

SNR for this reference distance is 28 dB. The reference shadowing effect is the log

normal distribution with variance 3.76. With this variance, log-normal shadowing

power is determined as 10.6 dB according to [134]. Rayleigh fading effect is captured

by a parameter a such that E[a2] = 1. The channel gain for a particular user (c, i)
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over RB j is computed by

Gcij,dB = (−κ− λlog10dci)− ξcij + 10log10Fcij. (6.22)

In Equation 6.22, the first term κ captures propagation loss, the value of which

is 128.1 dB. dci is the distance in km from user (c, i) to the base station, and λ is the

path loss exponent which is set to a value 3.76. The second term ξcij captures the path

loss effect for the reference distance 1 km. Whereas, the last term Fcij corresponds to

the rayleigh fading effect. Feedback duration due to the exchange of CSI, scheduling

decisions between the users and base station is considered as negligible. Perfect CSI

estimation is assumed at the base station.

In order to demonstrate the ability of our uplink scheduling scheme, we need

to justify that users with different QoS measures obtain expected service which has

already been specified theoretically. In the previous section, we have designed the

utility function with 3 different QoS measures. Now, we want to define 4 different

classes for the users where each class is accompanied with one QoS measure. Four

different classes are: VoIP (class 1), audio streaming (class 2), video streaming (class

3) and FTP (class 4). Class 1 has the highest priority and class 4 is the type of

lowest priority. Class 1 and 2 traffics have delay bound constraint. Video streaming

has minimum throughput constraint14, whereas class 4 is the type of best effort traffic.

In order to distinguish priority of different classes, we set the parameters for ac and

µci, which are shown in Table 6.5.1.

For VoIP traffic, we have taken adaptive multi rate (AMR) codec [135] method.

According to this model, packets are generated using a negative exponentially dis-

14There are two types of video traffic, e.g., interactive video with stringent real-time requirements;
video streaming and video download with some minimum bandwidth requirement. In our simulation,
each video flow is of second type.
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tributed ON-OFF pattern to replicate the talk and silent duration of a VoIP call.

The mean duration of ON and OFF periods are 3 s. During the ON period, in every

20 ms interval, a voice packet of 244 bits is generated. Including the compressed

IP/UDP/RTP header, the data rate for each VoIP flow becomes 13.6 Kbps. Accord-

ing to [136], the maximum acceptable delay for voice is 250 ms. Considering the delay

induced by the core network and the delay for RLC and MAC buffering, the tolerable

delay at the radio interface should be at most 100 ms [6], which represents a very

strict requirement. For modeling audio streaming traffic, we have also used AMR

codec. The size of the packets generated for each audio streaming user is uniformly

distributed between 244 and 488 bits, and hence the data rate varies from 12 Kbps

to 64 Kbps. The maximum delay threshold has been set 150 ms for each user. Video

streaming is modeled with a minimum data rate of 64 Kbps and a maximum data

rate of 384 Kbps. The size of the packets in each video flow is uniformly distributed

between 1200 and 2400 bits. Hence, the resultant each video flow generates the num-

ber of packets which is uniformly distributed between 1 and 3 at the interval of 19

ms.15 The data rate of each user with FTP traffic is assumed as maximum 128 Kbps

with the size of a packet 1200 bits. Packet generation interval of each FTP flow is 10

ms. In the simulation, we assume each user is equipped with one class of traffic and

it keeps holding that flow until the simulation is finished. All the results described

in the following subsection are average of 20 simulation runs. As the simulation tool,

we have modified the matlab-based LTE simulator [137] with all functionalities of

our scheduling scheme.

15Each video flow is designed following the trace file "sony" taken from
"http://trace.eas.asu.edu/h264/". The statistics of this trace is: a. Inter-arrival time be-
tween two bursts is constant (33 ms), b. Burstiness of the video is determined by the size of the
burst. The maximum frame burst of this video is 326, 905 bytes and the minimum one is 20, 209

bytes. Burstiness of our each video flow is determined by the number of packets and packet size.
According to our statistics, maximum frame size of each video flow is 7200 bits and the minimum
one is 1200 bits.
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Table 6.1: Simulation parameters.

Traffic Type ac µ1
ci µ2

ci

VoIP 4 0.4 0.3
Audio 3.5 0.4 0.3
Video 3.0 0.4 0.3
FTP 2.5 0.4 0.6

6.5.2 Simulation Results

First we show the simulation results for homogeneous traffic, i.e., VoIP and traffic with

throughput requirement (video streaming). With regard to this experimentation, we

have compared the results obtained by our scheduling algorithm with the existing

work. For VoIP traffic, we have compared our results with M-LWDF [63], EXP [54]

rules and [62]. EXP and M-LWDF rules are specifically developed for the downlink

scheduling of delay sensitive multimedia traffic in OFDM-based systems, whereas [62]

is for the uplink scheduling scheme. Since these schemes have limitations and are

not directly comparable to our scheme, we have extracted scheduling rules from

those works and substitute in our algorithm in order to have valid comparison. The

scheduler under M-LWDF rule assigns RB lci(j) to the user (c, i)∗ abiding by the

formula

(c, i)∗ = argmax
(c,i)∈N

gci(j)

ζ̄ci
Dcij.

The scheduler with EXP rule obeys the following rule for RB lci(j)

(c, i)∗ = argmax
(c,i)∈N

bciexp





aciDcij

1 +
√

(1/N)
∑

(c,i) Dcij



 gci(j),

where bci = 1/E[gci] and aci =
6

Dmax
ci

.
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For ensuring guaranteed bitrate, we did not find much work in the literature

except [55]. Therefore, for the homogeneous video streaming setup, we have done

performance comparison with [55] as well as with the MT and PF schemes.

Although [54] is the solution for mixed traffic, they did not consider the traffic

with guaranteed bit rate while evaluating the performance. The most recent work

dealing all types of traffic is [59], and we have taken it as a performance benchmark

while presenting the results of mixed traffic obtained by our scheme.

For the performance metrics, we consider average packet delay, average normalized

throughput, proportion of per RB rate loss on behalf of the service provider, per

RB normalized utilization, total system’s effective rate, fairness in the system. For

measuring fairness over all users in the system, we have used well-known fairness

indicator named as Jain Fairness Index (JFI) [83]. Proportion of per RB rate loss

is the indication of how much proportion of rate is sacrificed from the maximum

one (that could be achieved) while taking the scheduling decision of each RB. On

the other hand, per RB utilization is the measure of RB utilization over the entire

simulation interval. While computing RB utilization, 0 is counted when any RB stays

vacant and contributes to the average per RB utilization. Furthermore, we consider,

the users are spread uniformly between 0.5 km to 0.8 km distance from the base

station.

In the second part of the simulation results, we have studied the performance of

the multiplexed traffic. The simulation scenario is designed in such a way that we see

the strength of our scheduling scheme which can prioritize different classes of traffic

and can reach to an elegant scheduling decision.
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(a) Per user average packet delay comparison be-
tween our scheme and others (infinite buffer).
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(b) Per user average packet delay comparison be-
tween our scheme and others (finite buffer).
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(c) JFI of average packet delay comparison between
our scheme and others.
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(d) Per RB normalized utilization comparison be-
tween our scheme and others.

Figure 6.3: VoIP.
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Figure 6.4: Per RB normalized rate loss comparison between our scheme and other
(VoIP).

6.5.2.1 Homogeneous Traffic (VoIP)

Figure 6.3(a) depicts the average packet delay of VoIP traffic with respect to the

total number of users in the system. First observation from this figure is, with the

increased number of users, the average packet delay is increased for all cases. We

have shown the results of our algorithm for different maximum tolerable rate loss,

i.e., RateMax, 0.5RateMax and 0. As we mentioned before that if maximum tolerable

rate loss is RateMax, it treats all users as if the network operator does not have

problem with any rate loss, this setting treats all users equally. The figure indicates,

for the parameters given in Table 6.5.1, our scheme (with the maximum tolerable

rate loss RateMax) has better performance compared to the scheduler with EXP and

M-LWDF rules. The M-LWDF and EXP rules are specifically designed for the delay

sensitive multimedia network. The formula of the M-LWDF scheduler is based on

the product of the packet HOL delay and PF factor. Hence, the resultant scheduling

policy ensures fairness among the users. The scheduler with EXP rule is more robust
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than the scheduler with M-LWDF rule. This is because the exponential function

grows much faster with its argument. Furthermore, the EXP scheduler also takes the

overall network status into account, because the delay of considered user is somehow

normalized over the sum of experienced delay of all users. Better performance of our

scheme with respect to M-LWDF and EXP rules justifies its efficacy for the usage of

delay sensitive VoIP traffic.16 At low load, [62] performs almost in the similar manner

compared to our algorithm with negligible deviation. However, at high load, the users

with moderately better channel condition have more priority, while the users with

worst channel condition almost starve, because the scheduling rule depends on the

time difference between the current and recent burst. Therefore, within a fixed time

period, the users with good channel condition get scheduled while keeping the users

with worst channel starved. While serving these users, another burst of traffic arrives

for all users and hence the delay based metric is replaced by the same value for all

users including the users with worst channel. Therefore, in the second round, for the

same value of delay based metric, the same set of users with good channel condition

get served which results in starvation for the users with worst channel. If the delay

based metric of [62] would consider the time of first burst instead of recent, it would

perform better at high load. When the maximum tolerable rate loss is 0, our scheme

performs poorly. This is because the scheduler cannot tolerate any rate loss and it

only serves the high rate generating users which causes higher packet delay for other

users. Due to the higher packet delay of the low rate generating users, the resultant

average packet delay of the system gets larger. The performance of our scheduler with

the maximum tolerable rate loss 0.5RateMax has in-between performance of other two

for the similar reason. Instead of using infinite buffer, if we use finite buffer at each

16By adjusting the parameters µ1

ci, µ
2

ci in our scheduler and the parameters aci and bci in the EXP
scheduler, better or comparable performance (with respect to our scheduler) can be achievable by
the scheduler with EXP or M-LWDF rule.

143



Chapter 6. Uplink Scheduling and Resource Allocation for Heterogeneous Traffic Networks

terminal with limited size, we observe packet loss. We define the outage of a system

with VoIP users when its packet loss exceeds 2%. This is because if a user suffers

at least 2% packet loss, it is likely that the packets of that user cannot be decoded.

Therefore, due to the limited buffer, even though the average packet delay of the

system is below the noted limit, QoS is not met for the users in the system because

of more than 2% packet loss. Hence, we see in Figure 6.3(b) that the coverage of

the system with finite buffer is at earlier point compared to that with infinite buffer.

This justification applies for all schedulers.

Our scheduler with the maximum tolerable rate loss RateMax experiences lower

average delay. It implies, the scheduler gives more priority to the users with worse

channel condition compared to the scheduler with M-LWDF or EXP rule. Therefore,

in terms of fairness, our scheduler with the maximum tolerable rate loss RateMax

outperforms the rest others as depicted in Figure 6.3(c). The utility function com-

bined with its parameters of our scheduler is specifically designed to preserve the

fairness across the system while exploiting users’ varying channel quality condition.

With the decrementing maximum tolerable rate loss, we see the decrementing JFI.

This behavior is expected, because the scheduler picks selectively high rate generating

users, and hence the scheme with the maximum tolerable rate loss 0 has the worst

fairness. The metrics, such as percentage of RB utilization and rate loss are the best

for this case and have been illustrated in Figures 6.3(d) and 6.4, respectively. With

the decrementing tolerable rate loss, the scheduler gradually ignores the users with

better channel condition and tries to serve the users whose average delay tends to

deviate from the prescribed bound, and hence we see the decrementing RB utilization

and incrementing rate loss.
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(a) Per user normalized throughput comparison be-
tween our scheme and others.
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(b) JFI of normalized throughput comparison be-
tween our scheme and others.
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(c) JFI of average packet delay comparison between
our scheme and others.
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(d) Per RB normalized rate loss comparison be-
tween our scheme and others.

Figure 6.5: Video streaming.

6.5.2.2 Homogeneous Traffic (Video Streaming)

In order to present results for this case, a simulation setup similar to that used

in the previous subsection has been undertaken. Figure 6.5(a) shows the average

normalized throughput with the increasing total number of users. It is expected

that increased number of users deteriorates per user normalized throughput due to

the limited number of RBs available at each scheduling epoch. In the figure, we

have shown the performance of our scheme with three maximum tolerable rate loss,
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Figure 6.6: Cell throughput comparison between our scheme and others (Video).

i.e., RateMax, 0.5RateMax and 0. Our scheme with the maximum tolerable rate loss

RateMax has the best performance. Because of the fairness measure in terms of per

user average throughput inside the exponential utility function, our scheme ensures

fairness across the users. In [55], the scheduler works in both time and frequency

domains. Time domain task partitions the users based on their throughput being

less and greater than the noted limit. The former list has absolutely higher priority

than the latter one. Moreover, the priority metric for the first list is determined

from blind equal throughput, whereas the metric for the second one is the ratio of

instantaneous wide band channel quality and the past average throughput. From the

sorted priority list, N number of users are passed to the frequency domain scheduler

which applies PF scheme in order to finalize the scheduled users. The PF scheme uses

the product of the instantaneous RB quality and inverse throughput in order to ensure

fairness. This scheduler pre-processes the users while giving priority to the ones with

lower throughput before applying the PF technique on them. Therefore, at low load,

the PF technique and [55] perform almost similarly as the higher priority list selected
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by the time domain scheduler is empty, and hence there is no basic performance

difference between them. However, at high load, the higher priority list [55] gets

bigger and bigger, and consequently it performs better compared to the PF one. It

is unusual to see that the MT scheme has lower per user normalized throughput,

however, there is a intuitive reason behind it. This scheduler gives higher priority to

the users with better channel condition even though those contribute less towards the

overall system throughput, and hence several users with worse channel remain under-

provisioned. Same thing happens to our scheduler with the maximum tolerable rate

loss 0. The higher rate generating users are given priority in the scheduling decision

at the expense of the lower rate generating users, and hence the resultant normalized

average throughput of the system is lower. If we use limited buffer at each user

terminal, we notice even lower coverage for all cases because of the buffer overflow

resulting in packet loss.

Unlike the results discussed in the previous paragraph, we observe better perfor-

mance for the MT scheduler or our scheme with the maximum allowable rate loss

0 in terms of overall cell throughput or percentage of RB utilization. The results

with this respect are given in Figures 6.6 and 6.5(c), respectively. The MT or our

scheme with the maximum tolerable rate loss 0 selects only the users with better

channel condition or the higher rate generating users. In either case, such behavior

of the scheduler increases cell throughput or enhances per RB utilization, however

at the expense of the throughput for the users with worse channel condition or the

low rate generating users. Since [55] keeps busy in serving the low rate generating

users at high load, per RB utilization is the worst for this scheduler. Because we

give priority to the best users at each scheduling epoch, the percentage of rate loss

is 0 for the MT scheme or our scheme with the maximum tolerable rate loss 0 as
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depicted in Figure 6.5(d). Whereas, the scheduling decision of other scheme [55] not

necessarily depends on user channel condition or rate, they check per user’s instant

throughput and relevant constraint. And, hence, the scheduler of this policy suffers

higher rate loss. The fairness in terms of JFI comparison among all schemes is given

in Figure 6.5(b). Because of the exponential nature of the utility function, if any user

goes under the minimum throughput, our scheduler (with the maximum tolerable

rate loss RateMax) is forced to serve that user, and hence ensures fairness across the

users while exploiting their instantaneous channel conditions. Because of the nature

of the utility function, the PF scheme ensures fairness across the system, however

is not as good as our scheme. At low load, the scheduler [55] behaves like the PF

scheme and so thus the fairness. However, at higher load, its time domain scheduler

is almost ignorant of the spectral efficiency, gives priority to the users with lower

throughput, and hence achieves the highest fairness compared to all. Our scheme

does not deviate much from [55] in terms of fairness. With the decreasing maximum

tolerable rate loss, our scheme also suffers from fairness measure because of giving

privilege to the higher rate generating users.

6.5.2.3 Heterogeneous Traffic

In order to prove that our approach can handle multiplexed traffic efficiently, we have

deployed N users splitted equally and uniformly into 4 classes. Moreover, maximum

tolerable rate loss is assumed as RateMax and buffer size in each terminal is considered

as infinite. Figures 6.7 and 6.8 compare the average packet delay of VoIP and audio

streaming users, respectively with that of [59]. In the same figure, we have shown

the results from the homogeneous setup obtained by our scheme. As VoIP has higher

priority than the audio streaming, in the heterogeneous setup, the VoIP users will

always incur lower packet delay comparing with the audio streaming users. Moreover,
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Figure 6.7: Per user average packet delay comparison between homogeneous and
heterogeneous setup (VoIP).
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Figure 6.8: Per user average packet delay comparison between homogeneous and
heterogeneous setup (Audio).
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Figure 6.9: Per user normalized throughput comparison between homogeneous and
heterogeneous setup (Video).
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Figure 6.10: Per user normalized throughput comparison between homogeneous and
heterogeneous setup (FTP).
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the heterogeneous VoIP users always have lower average packet delay than the case

with the homogeneous setup. This is because total users in the multiplexed case is

equally divided among the rest 3 lower priority classes, and hence there are fewer

VoIP users in this case comparing with the single type one. [59] always gives the

highest priority to the VoIP users whenever they have data in the queue no matter

the accumulated delay of the users is much lower than the bounded limit. On the

other hand, the audio streaming users under multiplexed setup not necessarily always

have lower packet delay comparing with that of homogeneous case although there are

some lower priority users along with them. Since the data rate of each audio streaming

user is larger than that of a VoIP user, at low load, when the network is unsaturated,

multiplexed less number of audio streaming users have enough resource to get their

packets transmitted. However, as we increase the load, the number of VoIP users

increases, they may occupy the entire resources of the network, in that case, we will

be able to see higher packet delay for the multiplexed case comparing with the single

class case. Audio streaming is the second highest priority class and the data rate of

the users with this class is much larger than that with VoIP, the scheduler in [59]

apparently serves the users of this type whenever they have packets in the queue no

matter their packet HOL delay is lower or higher than the noted limit. This reason

results in lower average packet delay compared to our scheme. However, when the

network will be saturated with the VoIP users, the audio streaming users will achieve

closer or worse performance compared to our algorithm.

Figures 6.9 and 6.10 depict the average normalized throughput for the video

streaming and FTP users, respectively. Similar to the previous figures, here, we have

shown the results for the homogeneous setup achieved by our scheduler. Since video

streaming is higher priority type, the users of this type incur higher throughput than
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Figure 6.11: Admission region with QoS guarantee comparison between our scheme
and other.

that of FTP. Similar to the audio streaming users, at low load, under multiplexed

case, the video streaming users achieve better performance comparing with the ho-

mogeneous users. In addition, each video streaming user has much higher data rate

comparing with the combined VoIP and audio streaming users. If we increase the

number of users in the network and it goes close to the saturation with the VoIP and

audio streaming users, the video streaming users will start to starve. And, at that

point, we will see the poor performance of the heterogeneous video streaming users.

Same reasoning applies to the FTP users, at low load, we will see better performance

for the heterogeneous case. However, when all resource of the network is consumed

by all higher priority traffic, the performance of the heterogeneous FTP users starts

to deteriorate. Because of the blind provision towards the VoIP and audio streaming

users given by the scheduler [59], the video streaming users perform poorly compared

to our algorithm. For the similar reason, the throughput of FTP users is even worse

comparing with our scheme.
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Figure 6.11 compares the admission region of VoIP and video streaming users

in the system under multiplexed setup with [59]. Since [59] redundantly gives more

provision to the VoIP users, the average per user packet delay designed by them

is lower than that by our scheme as depicted in Figure 6.7. It starves the video

streaming users although the delay of VoIP users is lower than the required limit.

Therefore, from the figure, we observe, although the number of VoIP users with

QoS assurance is equal to our scheme, the number of video streaming users with

guaranteed throughput is lower at increased load.

6.6 Summary of the Chapter

LTE and LTE-Advanced are specifically envisioned for the applications with high data

rate. According to this standard, the spectrum is divided into time-frequency-based

resource units called RBs. Varying emergent applications prompt the development of

heterogeneous traffic networks with diverse QoS requirements. Besides the demands

of end users, resource utilization is an important matter to consider in order to

assist the network operators. In this chapter, we have presented an uplink scheduling

technique for LTE heterogeneous traffic networks which is able to maintain varying

QoS provision of end users while keeping the resource utilization (in RB level) of

service providers in the prescribed range. In order to solve this problem, we have

first formulated the problem considering all LTE standard specific constraints while

capturing QoS factors of the users in a smart utility function. In addition to these,

the formulation consists of a constraint which allows the service provider to keep

granular RB utilization level in some certain range. Having considered the discrete

nature of RB allocation, we have shown the optimal solution structure of the problem

which has high computational complexity. From the guiding principles of the optimal
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solution structure, we have proposed a suboptimal algorithm with polynomial time

complexity. Furthermore, we have evaluated our scheduler in a network which has

three different types of users, i.e., traffic with delay constraint, traffic with minimum

data rate requirement and best effort traffic. The results obtained from extensive

simulation show that the proposed scheme exhibits the tradeoff between the fairness of

end users and the resource utilization of service providers. By showing the simulation

results for both homogeneous and heterogeneous traffic networks in terms of several

performance metrics, we have justified the efficacy and effectiveness of our scheduling

scheme envisioned to be deployed in future LTE systems.
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Conclusion and Future Work

In Section 7.1 of this final chapter, we briefly review our results and highlight the

contributions of this thesis. In Section 7.2, we provide a few possible future works

resultant from the work of this thesis.

7.1 Summary of the Thesis

This thesis is focused on the uplink scheduling and resource allocation of LTE-

Advanced systems that incorporate relay(s) or carry heterogeneous traffic. The main

results of each chapter are summarized as follows.

In Chapter 3, we have proposed a uplink scheduling and resource allocation scheme

for DF relay (with FD functionality) equipped LTE systems. Although there are

many sophisticated advancement on the uplink scheduling in relay aided systems,

basic scheduling scheme is still missing. We fill that gap in the literature. Besides

providing the solution for basic scheduling and resource allocation, the proposed

solutions are adaptive. If the relays are in the bad locations or cannot contribute much

towards maximizing the network capacity, they are recommended to be disabled.

However, due to the implementation complication, the solutions allocate resource for

some relays, which are not useful for the system. This is because the subgradient

search in the solutions can reduce the duality gap of some bad relays. Through

improving the convergence condition of the subgradient search, such types of problems
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can be avoided. Furthermore, although SC-FDMA is the recommended transmission

technique for the LTE uplink, OFDMA is considered for this scheduling scheme.

Perhaps, the idea of designing suboptimal algorithm in Chapter 6 can be used if SC-

FDMA is taken as the transmission technique. The deployed relays in this problem

are of FD functionality, and hence they do not need buffer to store incoming packets.

This makes the deployment of relays cheaper and easier.

We have seen in the problem of Chapter 3 that it is difficult for a relay to decide

which users to serve under the power constraint even when the assignments of RBs

are known. Hence, in Chapter 4, we have proposed a joint sources and relay power

allocation scheme for an AF relayed network. We have chosen to use AF relay here

because of its simplicity. Existing solutions of this problem ignores the direct link

SNR in their problem formulation. Therefore, their schemes are unable to provide

correct solution when the direct link SNR of the sources are better than their relayed

link ones. Noticing this, we put the direct link SNR back in our formulation, and have

solved this using GP-based optimization technique. Having noticed the high com-

putational complexity of the optimal solution, we also have proposed 2 suboptimal

solutions of this problem taking greedy and fair nature of the sources into account.

Through extensive simulation, we have shown that the proposed solutions correctly

allocate power among the sources and relay even when their direct link SNR are

better than their relayed link ones. Moreover, the suboptimal solutions achieve very

close performance of the optimal one.

We have observed the selfless nature of the users in the solution of the problem

in Chapter 4. However, in the real world, the users in the network always want to

earn some benefits while sacrificing their resource. To model such behavior of the

users, we have proposed a game theoretical solution of this problem in Chapter 5.
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Except at the beginning of the game, the nature of the game theoretical solution is

distributed. Therefore, it requires relatively less signaling overhead as it is supposed

to be. Through extensive simulation, we have shown several properties of this solu-

tion. Moreover, we have proved that the proposed solution can achieve comparable

performance with the centralized optimal solution under certain convergence condi-

tion. The cost functions designed for this solution ignored the log term of the rate

functions. The solution would be more accurate if the log term would be incorporated

in the cost functions.

In Chapter 6, we have proposed an uplink scheduling and resource allocation

scheme for heterogeneous traffic networks. To the best of our knowledge, our pro-

posed scheme is complete for such systems in terms of meeting conflicting require-

ments of various traffic and taking all standard specific detailed constraints. Besides,

the conflicting requirements of different users in heterogeneous traffic networks, the

scheme includes a constraint that allows the service provider to keep granular resource

utilization level in some prescribed range. The optimal solution of this problem is

computationally intensive because of the slow subgradient search. Hence, from the

guiding principle of this solution, we have proposed a suboptimal solution with rel-

atively lower complexity. Besides showing the performance improvement achieved

by our scheduling scheme comparing with other existing works, we have shown that

proposed scheme offers a reasonable tradeoff between ensuring fairness to end users

and ensuring effective resource utilization, a consideration of some importance to the

network operators. In the simulation, one of the assumptions is that one user holds

only one type of traffic. However, our scheduling scheme is general enough to handle

the scenario when the users in the network host different types of traffic. Although

multi-cell interference is an important issue to consider in the scheduling solution, we
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have ignored this issue while formulating our scheduling problem.

Although it is apparent that resource allocation in the uplink system can be

obtained in a distributed manner, the RBs in the network are global and belonged

to the network. Hence, the solutions provided for all problems in this thesis are

centralized in nature. Even the game theoretical solution in Chapter 5 is not fully

distributed. Main advantage of a centralized solution is that, theoretically, optimal

solution can be found. However, centralized solution features high computation and

communication overhead, lack of scalability and slow responsiveness. Actual cost of

the centralized solution comes from the signaling network. The centralized entity

requires a reliable signaling network to gather the information of the entire network.

In order to ensure reliable data transmission, the signaling network may need to use

protocols with high overhead, such as TCP/IP.

7.2 Future Work

We have listed a set of future works evolved from the outcome of the research work

in this thesis.

7.2.1 Self Configurable Uplink Scheduling and Resource

Allocation of DF Relayed Systems

One of the assumptions of the problem in Chapter 2 is that the routing information of

the entire network is pre-configured. That means, all users know whom to transmit,

as well as the relays know which users are connected to them and whom to transmit.

Under this setting, it may happen that the users are connected to the bad relays,

whereas there are better relays to route. In such circumstances, the performance
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would be better if the solution schemes would allow the users in selecting helper

relays on the fly. Hence, one of the future works is to design a self configurable

uplink scheduling scheme of such systems.

7.2.2 Joint Multi-Source and Multi-Relay Power Allocation

for AF Relayed Network

In Chapter 3, we have briefly described a joint source and relay power allocation

problem on the assumption that one single source is served by one relay. The solution

we have given is to maximize the sum throughput of the system. Two more variants

of this problem can be

1. Allocate power among the sources and relay in a way that maximizes the min-

imum source SNR.

2. Allocate power among the sources and relay in a way that minimizes the sum

source power.

Furthermore, we can enhance our problem in such a way that instead of single

relay, each source can be assisted by multiple relays. Under this network setup, we

can formulate the power allocation problem. Similar idea has been discussed in [47],

however their problem formulation totally skipped the SNR due to the direct link.

Incorporating that factor, we can reformulate the problem and come up with better

results.

159



Chapter 7. Conclusion and Future Work

7.2.3 Game Theoretical Solution of Joint Sources and Relay

Power Allocation for AF Relayed Network under

Imperfect CSI

One of the assumptions of our work in Chapter 4 is that all entities in the network

obtain perfect CSI through the channel estimation and feedback method. However,

in practice, this assumption is not realistic and the nodes in the network may not

obtain correct CSI. One of the future directions related to this work is to investigate

the impact of imperfect CSI on the network due to the channel fluctuations and

estimation errors. Bayesian game [138] is very appropriate to capture such condition

in the problem.

7.2.4 Uplink Scheduling and Resource Allocation for

Multi-Cell Heterogeneous Traffic Networks

One of the drawbacks in the work of Chapter 5 is that the scheduling scheme has not

taken interference into account from the neighboring cells. However, this is practical

that a cell has many neighboring cells which impose interference on the transmission

of the users especially at the edge of that cell. Furthermore, the standard of LTE

recommends to have several congested small cells which impose interference on the

users of the macro cell. Therefore, one future work in this context is to design an

uplink scheduler for heterogeneous traffic networks taking multi-cell interference into

account.
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Appendix A

Proof of the Properties for I(p)

• Positivity: I(p) > 0. By Property 5.2,
∂E∗

si
(pi)

∂pi
< 0. Moreover, because of

practicality, ci > 0, and according to Lemma 5.1, E∗
si
(pi) ≥ 0. And, following

the definition in Equation 5.16, Ii(pi) ≥ ci > 0. Therefore, in this price update

process, source si, ∀si∈L1
s starts increasing its price from ci.

• Scalability: ∀α > 1, αI(p) > I(αp). Subtracting I(αp) from αI(p) for source

si, we have

αIi(pi)− Ii(αpi) = (α− 1)ci (A.1)

+

[

E∗
si
(pi)

∂E∗
si
(αpi)/∂pi

− αE∗
si
(pi)

∂E∗
si
(pi)/∂pi

]

.

Since α > 1, (α−1)ci > 0. Then, the problem reduces to proving
E∗

si
(αpi)

∂E∗
si
(αpi)/∂pi

>

αE∗
si
(pi)

∂E∗
si
(pi)/∂pi

. Now,

E∗
si
(αpi)

∂E∗
si
(αpi)/∂pi

= −2pi +
2ci
α

+
2σ
√

Bsi

α
√

aE′
ri
Gsi,r

Gr,d

(

αpi − aGsi,d

σ2

)3/2

, (A.2)

173



Appendix A. Proof of the Properties for I(p)

αE∗
si
(pi)

∂E∗
si
(pi)/∂pi

= −2αpi + 2αci +
2ασ

√
Bsi√

aE′
ri
Gsi,r

Gr,d

(

pi − aGsi,d

σ2

)3/2

. (A.3)

For the second part of Equation A.1 being > 0, pi should satisfy pi >
aGsi,d

σ2 (α−1/α)

α−1
,

and pi >
aGsi,d

σ2

1/α− 3√α

1− 3√α
. Or, in other way, pi > x

aGsi,d

σ2 , where x∈R. However, x

grows slowly with the increasing value of α. Since ci >
aGsi,d

σ2 , and pi > ci for

Case 1, the price update function of source si satisfies this property.

• Monotonicity: If p ≥ p′, then I(p) ≥ I(p′). To satisfy this property, it is

sufficient to prove ∂I(p)
∂p

≥ 0. Hence, for source si, we have

∂Ii(pi)

∂pi
= 2

[

1− 3σ
√

Bsi

2
√

aE ′
ri
Gsi,rGr,d

√

pi −
aGsi,d

σ2

]

. (A.4)

For ∂Ii(pi)
∂pi

being ≥ 0, pi should be ≤ aGsi,d

σ2 +
4aE′

ri
Gsi,r

Gr,d

9σ2Bsi

. It is apparent that

upper bound of pi for the monotonicity property is close to pubi in Case 1 of

Lemma 5.1.
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Proof of the Properties for I(λ)

• Positivity: I(λ) ≥ 0. By Property 5.5, ∂Eri
(λ)

∂λ
< 0, ∀si∈L1

s. Furthermore,

setting the cost c as λlb, c > 0. In Equation 5.20, we observe Eri(λ) ≥ 0, ∀si∈L1
s.

And, according to Equation 5.27, I(λ) ≥ c > 0. Therefore, in this price update

process, Network increases price from c.

• Monotonicity: if λ ≥ λ′, I(λ) ≥ I(λ′). To satisfy this property, it is enough to

prove ∂I(λ)
∂λ

≥ 0. So,

I(λ) = c+ 2



λ−
∑

si∈L1
s
Bri

∑

si∈L1
s

√

ηBri
E∗
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Gsi,r
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 , (B.1)

∂I(λ)

∂λ
= 2
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s
Bri

2
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si∈L1
s
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E∗
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Gr,d
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 . (B.2)

For ∂I(λ)
∂λ

≥ 0, it must satisfy that λ ≤ 4
9σ2

(∑
si∈L1

s

√
ηBri

E∗
si
Gsi,r

Gr,d
∑

si∈L1
s
Bri

)2

, the right

hand side of which is close to λub of Lemma 5.2.

• Scalability: For all α ≥ 1, αI(λ) ≥ I(αλ). We have

αI(λ) = αc+ 2αλ− 2α

∑

si∈L1
s
Bri

∑

si∈L1
s

√

ηBri
E∗

si
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175



Appendix B. Proof of the Properties for I(λ)

I(αλ) = c+ 2αλ− 2

∑

si∈L1
s
Bri

∑

si∈L1
s

√

ηBri
E∗

si
Gsi,r

Gr,d

σ2

αλ3/2. (B.4)

Since α > 1, and c is positive, (α − 1)c is always > 0. Furthermore, for the

second part of αI(λ) − I(αλ) being positive, it must satisfy that α3/2 ≥ α,

which is true for all α ≥ 1
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