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Abstract

For continuous-time LTI systems under human control and under shared control, this thesis studies techniques to determine whether or not a given user-interface provides the information required to accomplish a certain task. It is well known that attaining Situation Awareness (SA) is essential to the safe operation of the systems involving human-automation interaction. Hence, through two different approaches, the work in this thesis evaluates and designs user-interfaces based on the satisfaction of SA requirements by the user.

In the first approach, observability-based conditions under which a user-interface provides the user with adequate information to accomplish a given task are identified. The user is considered to be a special type of observer, with capabilities corresponding to different levels of knowledge regarding the input and output derivatives. Through this approach, the “user-observable/user-predictable” subspaces for systems under shared control are defined and formulated. In addition, state estimation is considered to incorporate a processing delay. Hence, the “delay-incorporating user-observable/user-predictable” subspaces are formulated and are compared with the space spanned by the combination of the states which create the task. If the task subspace does not lie in the relevant space, then the user-interface is incorrect, meaning that the user cannot accomplish the desired task with the given user-interface.

In the second approach, to determine the required information to be displayed, a model of attaining SA for the users is proposed. In this model, the user is modeled as an extended delayed functional estimator. Then, the information needed for such an estimator to make correct estimations as well as the desired expansion of the functional of the states to let the user
Abstract

precisely reconstruct and accurately predict the desired task is determined. Additionally, it is considered that in practice, to attain the situation awareness, the estimation of the task states does not necessarily need to be precise but can be bounded within certain margins. Hence, the model of the user attaining SA is also modified as a “bounded-error delayed functional observation/prediction”. Such an observer/predictor has to exist for a system with a given user-interface, otherwise, the safety of the operation may be compromised.
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Notations and Operators

Many notations are introduced in the body of this thesis with their description provided in the respective sections. Following, we provide the main important notations and operators that are used more frequently throughout this document:

\( \mathcal{O}_H \)  User-observable subspace
\( \mathcal{P}_H \)  User-predictable subspace
\( \mathcal{O}^*_H \)  Delay-incorporating user-observable subspace
\( \mathcal{P}^*_H \)  Delay-incorporating user-predictable subspace
### Notations and Operators

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$O_{UI}$</td>
<td>Unknown-input observability subspace</td>
</tr>
<tr>
<td>$O_{H,\tau_1}$</td>
<td>Delayed observable space</td>
</tr>
<tr>
<td>$T$</td>
<td>Task space</td>
</tr>
<tr>
<td>$C$</td>
<td>Controllability subspace</td>
</tr>
<tr>
<td>$O$</td>
<td>Observability subspace</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Available number of derivatives of input</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>Available number of derivatives of output</td>
</tr>
<tr>
<td>$\tau$</td>
<td>Prediction horizon</td>
</tr>
<tr>
<td>$\tau_1$</td>
<td>Processing delay</td>
</tr>
<tr>
<td>$R(.)$</td>
<td>Column space</td>
</tr>
<tr>
<td>$N(.)$</td>
<td>Null space</td>
</tr>
<tr>
<td>$(.)^\perp$</td>
<td>Orthogonal complement</td>
</tr>
<tr>
<td>$\text{rank}(.)$</td>
<td>Rank of a matrix</td>
</tr>
<tr>
<td>$\mathbb{R}$</td>
<td>Real numbers</td>
</tr>
<tr>
<td>$I_N$</td>
<td>$N \times N$ identity matrix</td>
</tr>
<tr>
<td>$\text{diag}{\cdot}$</td>
<td>(Block) Diagonal matrix</td>
</tr>
<tr>
<td>$\oplus$</td>
<td>Subspace summation</td>
</tr>
<tr>
<td>$\cap$</td>
<td>Intersection</td>
</tr>
</tbody>
</table>
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Chapter 1

Introduction

1.1 Motivation

In complex cyber-physical systems, correct human interaction with the system is key for effective operation. Oftentimes, such systems are very large and simple intuition is not enough to determine whether a user-interface, a device through which the human applies a control input and through which the system provides the human with information about the output, displays the required information. Not only the representation of information, but also the information content of the display, play important role in having a good interface. While too much information can overwhelm the user, presenting too little information can result in non-determinism in the user-interface from the user’s point of view [4]. Mathematical tools and methods to determine whether a given user-interface allows accomplishment of a feasible task can help prevent non-determinism and other inconsistencies that could arise through incorrect user-interface design.

Consider an example about 1994 Nagoya Airbus A300 incident [5]. For this flight, an automatic go-around maneuver was inadvertently triggered during a manual approach to landing. While the flight crew applied a pitch-down command to achieve their desired path, automation applied a pitch-up command to reach a reference altitude rapidly. Unaware of the effect of their input, cabin crew continued to descend along the glideslope. The automation adjusted the trimmable horizontal stabilizers (THS) to make the aircraft ascend, while the flight crew acted to counter the automation through the elevators. Meanwhile, the THS gradually moved from $-5.3^\circ$ to $-12.3^\circ$, producing an orientation very close to the nose-up limit. The flight crew eventually disengaged the autopilot and decided to abort the
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landing. A pitch-up command to the elevators, in combination with the THS orientation, generated a stall condition which resulted in a crash \[6\]. Although it might not seem obvious that under given situation, the task of landing was not a safe task, mathematical tools can be developed to help the designers come up with such a conclusion.

Researchers have previously identified potential sources of mode confusion \[7\] in discrete user-interfaces for aircraft flight management systems modeled as discrete-event systems \[4, 8–10\] and as discrete abstractions of hybrid systems \[6, 11\]. Methods based on model-checking evaluate a discrete event system that represents the underlying system dynamics and user-interface for deadlock and other problematic states. Methods based on composition of finite state machines compare the evolution of trajectories in a discrete event system that represents the underlying system, to another discrete event system that maps the states to a known output, essentially providing a simplified representation of the information on the user-interface that evolves according to the system dynamics \[12\]. However, while continuous components of the interface are quite common (e.g., altimeter, speedometer, others), little work has been done on evaluating the correctness of user-interfaces with continuous components that have not been abstracted to discrete states \[4, 13\].

As interfaces and the underlying systems become more complex, information beyond what is contained in the interface may not be accessible. We aim to identify tools that assess the correctness of a user-interface for a given task, an especially relevant problem in systems for which intuition and simulation may not be enough to assure that an interface is effective. While in many systems, such as a human-driven car, the user has access to information beyond what is simply contained in the interface, we focus here solely on information contained in the interface, e.g., a remote operator controlling a fleet of UAVs or a pilot performing a task in high altitude.

Using the mathematical tools that we develop, we can demonstrate that for the aircraft in the above example under shared control, the display did not provide the user with sufficient information to perform the task of landing safely. More importantly, by making further investigations we can show
that even with further information in the display e.g. about the automa-
tion desired trajectory, accomplishing landing is not a safe task to be done
under shared control. So given these results, we can suggest either provid-
ing the user with a predicted information about the process of landing or
disengaging the autopilot during the phase of landing.

1.2 Situation awareness and display design

Despite successful efforts to increase the autonomy of systems and devices
used daily, many systems function under the shared control of the human and
the computer. Indeed many fully automated systems need to be supervised
and monitored by a human operator. Because correct interaction between
the user and the plant is crucial, it is essential for the user to understand
what the system is doing and what it is intending to do in a near future.
For this, the system should provide the required information for the user
to achieve complete Situation Awareness (SA), i.e. to ”keep the operator
tightly coupled to the dynamics of the environment” [14].

Endsley formally defines SA as ”the perception of the elements in the
environment within a volume of time and space, the comprehension of their
meaning and the projection of their status in the near future” [3]. The
schematic framework for SA that was suggested by Endsley in [3] is shown
in Figure 1.1.

From Figure 1.1 and the above definition, three components of SA are
as follows [3, 15]:

- Level 1: Perception. Level 1 of SA is about being aware of the existence
  of the elements in the environment, the dynamics of the system, and
  more. Lack of correct perception can increase the chances of wrong
  understanding about the situation.

- Level 2: Comprehension. Based on the particular goal of the user,
each part of the perceived information in Level 1 can be of certain
importance. Comprehension of information is about integrating and
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Figure 1.1: Model of SA, from [3]. As is shown in the figure, SA which consists of three levels of processing the information is necessary for the user to make correct decisions on the control action.

- synthesizing this information to determine the significance of each portion of the information and to attain further and possibly high level understanding about the environment.
- Level 3: Prediction. The highest stage of SA is projection which is about using all information obtained in Level 1 and 2 to make predictions about the future states of the system and the elements of the environment.

As is clear from Figure 1.1, having SA about the desired task is necessary for the user to be able to make correct decisions and finally to choose the reasonable and safe control action. Therefore, it is of interest to develop techniques to evaluate and determine the minimum information required for the user to achieve SA.

The tools that we develop for analyzing available displays as well as designing better displays are based on the theory of SA. For instance, for the aircraft incident described in Section 1.1, we will later show that the available display of A300 did not provide the pilot with adequate information to achieve SA about the task of landing which finally led to a crash.
1.3 Research objectives

As has already been discussed, it is well-known from the literature that attaining SA is key for the user to have correct interaction with the automation [3, 16]. Not having SA may lead to wrong decision-making and possibly a faulty control action by the operator. Attaining SA necessitates three stages of processing the information, i) perception of the information, ii) comprehension of the information, and iii) projection or prediction of the information [3, 16].

With the purpose of analyzing and modeling the process of attaining SA and its relationship with displayed information, this thesis considers the cases for which the only source of information for the user is the display. Therefore, the display has to be designed to allow the user to perceive, comprehend, and predict the desired information to attain correct SA. More specifically, the display design requires a careful selection and clear presentation of the information for the user to perform those tasks properly.

To achieve the main objective of this thesis which is determining the required displayed information, observability-based conditions under which a user-interface provides the user with adequate information to accomplish a given task are identified. In addition, a model of attaining SA for the users is proposed.

1.4 Related work

Cognitive modeling has long been a topic of interest for human-factors researchers, engineers, clinical psychologists, and scientists in any other field which is creating a link between human behavior and mathematical concepts [17–19]. As opposed to conceptual models which discuss and evaluate the specifications of the system and the interactions between the user and the plant in verbal terms [20], cognitive models use analytical tools and techniques to provide more precise and valid results and predictions of the behavior of such systems [21]. The main difference between a cognitive model and a statistical or a generic mathematical model is that in a cogni-
tive model certain specifications of the human and cognitive parameters are considered to customize the analytical model and to address the behavior of the human.

Although, in general, mostly the statistical based models of human are considered and named as cognitive models [22–24], we also can consider the models of human suggested in other types of papers as cognitive models. For instance, over the past few decades, much work has been done on modeling the human operator as a controller [25–28]. Each of these models includes various parts representing different specifications of the human, such as, neuromuscular term, proprioceptive feedback, and delay and in each paper the results are compared with the real-life results. In more recent papers, uncertainties were also incorporated in the human models [29, 30].

Because SA is essential for the user to properly accomplish a task, it is necessary to either 1) analyze the processing of the information by the user to evaluate whether and/or how the user is capable of attaining SA about the important states of the system or 2) to extend the human model to also include obtaining SA before acting as a controller.

Several researchers have investigated conceptual models of human information processing for attaining SA in various applications [31–33]. However none of these papers quantified this process with a rigorous analytical model.

To our knowledge, the optimal control model (OCM) [34, 35] was the first model to mathematically capture the ability of the user as an estimator in addition to a controller. In general, in the OCM, the user estimates the states of the system and acts on the system based on these estimations. This model states that the human attains delayed noisy information from the display then makes further estimations about the states of the system. The estimator block in the OCM is considered to be a Kalman Filter. A predictor block is also included in this model which simply compensates for the inherent delay of the user. This model had aimed at capturing some limitations of the human, including the time delay, neuro-motor dynamics, and some controller specifications. However, given that the time delay is considered to be canceled out by the predictor and no further effort is made to customize the Kalman filter based on the limitation of the user, the esti-
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information part of this model is more of a mathematical model than a cognitive model.

In addition to the above models, other researchers also modeled the human as an observer-based fault detector with the focus on modeling the decision-making process [36, 37].

1.4.1 Observability and predictability

Observability analysis and observer design are our main tools through this thesis.

The concept of observability was first introduced by Luenberger \[38, 39\] for single and multi-variable systems. Later, through using a geometrical approach based on the controlled and conditioned invariant spaces, Basile and Marro \[40\] could formulate the observability subspace for systems with unknown input.

By taking derivatives from the output equation in

\[
\dot{x} = Ax + Bu \\
y = Cx
\]

where \(\mathcal{R}(.)\) shows the column space and based on definition, we have

**Definition 1.** The least \((A, F)\)-conditioned invariant containing a space \(\mathcal{X}\) is the subspace

\[
\mathcal{J}_m = \mathcal{Y}_{n-1}
\]

where \(\mathcal{Y}_{n-1}\) is defined by a recursive relationship

\[
\mathcal{Y}_0 = \mathcal{X}, \quad \mathcal{Y}_i = \mathcal{X} \oplus A(\mathcal{Y}_{i-1} \cap F), \quad i = 1, \cdots, n - 1.
\]

In Chapters 3 and 4, we draw mainly on control and observability concepts by Kalman \[41\] and Luenberger \[38, 39\], as well as the work by Basile and Marro \[40\] in unknown-input observability to obtain the user-observable subspace – that is, a subspace which is observable to the user with additional limitations.
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1.4.2 Observer and predictor design

In Chapters 5 and 6, we model the user as a functional observer under a set of given assumptions about the actual behavior of the user.

For many applications, such as implementing a control law, monitoring the behavior of an automated system, or for fault detection, one needs to have access to all or a portion of the state space. If the desired portion of the state space is not directly measured, an observer is required to estimate the desired states based on the measured states. Over the past few decades, numerous research papers have been published on observing the states of linear systems. Luenberger initially came up with the ideas of designing full-state observers to estimate all states of a deterministic linear system and reduced-order observers to reconstruct the unmeasured states of a deterministic linear system \[38, 39\]. In many applications, however, there is no need for reconstructing all unmeasured states, since only a specific portion of the state space is important to the users/designers (e.g., for state feedback control). Therefore, to reduce the cost of reconstructing unnecessary states, functional observers were introduced.

Functional observers are a specific type of observers which can reconstruct a desired functional without reconstructing all unmeasured states. The first functional observer, which was capable of reconstructing a scalar linear functional of the states of a linear system, was presented in \[39\]. This technique was followed by other efforts \[42, 43\] and was later extended for observing multi-functionals of LTI systems \[42, 44, 45\].

While designing observers for the reconstruction of linear functionals remains a popular topic, researchers are also interested in investigating methods for reducing the order of the functional observers \[46\] and for evaluating the minimum required order \[47, 48\]. An excellent piece of work \[49\] presents a necessary and sufficient condition for the existence of a “same order functional observer” (i.e., a functional observer with the same order as the desired functional). Later \[50, 51\], and \[52\] extended \[49\] to evaluate the existence of “potentially higher order observers” that can reconstruct the desired functional in cases that the observer in \[49\] does not exist. Another
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approach for assessing the existence of functional observers is the eigenspace analysis [53].

Functional observers are of great importance, not only for systems with known input, but also for systems with unknown input. Researchers have made efforts to design functional observers for systems with unknown input [54–57]. As in his work on systems with known input and no uncertainty [49], in [58] Darouach defined necessary and sufficient conditions for the existence of a “same order functional observer” for systems containing unknown inputs. Further, by modifying [58], more general existence conditions for unknown input functional observers were reported in [59].

Researchers studied the existence of functional observers for the reconstruction of desired functionals for different types of systems, including linear descriptor systems [52, 60], time delay systems [61–65], and two dimensional systems [66]. Also functional observers are designed for the purposes such as fault detection [67, 68]. There are also works on the existence and design of common/simultaneous functional observers [69, 70]. The references mentioned here are only a portion of the vast body of literature on functional observers for linear systems.

In most of the above papers on the existence and design of functional observers, the overall procedure for designing the functional observer for an LTI system is as follows:

- Assume to have a parametrized observer in an LTI form. Based on the availability of the input, the input will be introduced to the dynamics of the observer.

- Formulate the error of estimation to be the difference between the estimated functional and the actual functional of the states.

- Find the dynamics of the error by taking derivative from the estimation error we formulated before.

- Formulating the error dynamics as $\dot{e} = C_1 e + C_2$ where $C_1$ and $C_2$ are functions of the observer matrices.
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- To make the error asymptotically approach zero, $C_1$ should be designed to be stable and $C_2$ have to be zero.

The effect of the availability of the delayed output on the size of the desired functional has also been evaluated [71–73]. A rather comprehensive discussion of functional observers for systems with known and unknown inputs is available in [74].

1.5 Summary of contributions

Chapters 3 through 6 cover techniques for the analysis and syntheses of user interfaces to satisfy the requirements of SA theory.

In Chapter 3, we identify observability-based conditions under which user-interfaces provide the user with information to accomplish a given task, formulated as a subset of the state-space. We introduce the “user-observable subspace” and the “user-predictable subspace” which are subspaces based on observability and predictability requirements of the user and limitations of the user regarding input signals.

The main contribution of Chapter 4 is to modify the results of Chapter 3 by incorporating the delay of estimation. Therefore, the notions of delay-incorporating user-observable and delay-incorporating user-predictable spaces are defined and are formulated in this chapter. The delay that we consider throughout this thesis is the information processing delay of the user. On the other hand, our system of interest is delay free.

In Chapter 5, we model SA with specific consideration of the capabilities of the user. We, thus, evaluate the existence of the novel delayed observers/predictors and then design them. We, also, suggest a technique for determining the required displayed information.

The work in Chapter 6 comes up with an estimator model that makes bounded estimations of the desired states of a deterministic LTI system. Therefore, a novel technique to check the boundedness of the estimation and the prediction errors of a desired functional, with an estimator which dynamics is delayed, is suggested.
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In the appendices, the effect of providing higher derivatives of the input and/or the output signal on the observability subspaces and on the order and the structure of the functional observer is investigated.
Chapter 2

Problem definition

Incorrect human-automation interaction can be due to reasons such as non-deterministic plant behavior or the user having inadequate understanding of the plant dynamics. In addition, inadequate and improper display of information could be hazardous to the safety of the system.

2.1 Problem statement

Consider a user interacting with an automated system through the user-interface. Building a reliable interaction between this user and the automated plant requires providing the user with necessary information about the states of the plant and to set up a proper task for him/her to accomplish. Through processing the available information, the user can achieve situation awareness and then use it to accomplish a desired set of tasks.

Various researchers have examined human information processing [3, 75–77]. Parasuraman et. al. [76] introduced a four-stage model of human information processing which includes information acquisition, information analysis, decision and action selection, and action implementation. According to the situation awareness model of Endsley [3], the user first attains situation awareness. Decision making and action implementation are two stages that follow situation awareness. Sherry’s SGA model of human information processing, which was later used by Sherry et.al. [77] to demonstrate one of the reasons for users’ confusion about the behavior of automation, also consists of attaining information about the situation, re-scheduling the goals, and finally action.

Essentially, three common fundamental stages of human information processing have been pointed out by the above mentioned researchers, including
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i) understanding the situation, ii) decision making, and iii) action implementation. In this work, we focus on the first stage of information processing – that is, understanding the situation. Our main goal here is to evaluate the displayed information and obtain the required information which has to be displayed so that the user can accomplish a desired task.

Analyzing the available information has been discussed in detail by Endsley and it was specifically termed as Situation Awareness (SA) [3]. Attaining SA which necessitates perception, comprehension, and prediction of the information, can be done using working memory or long term memory. As stated by Cowan [78], “long-term memory is a vast store of knowledge and a record of prior events” and the working-memory is the memory which “is used to plan and carry out the behavior”. Other researchers also mentioned that understanding and predicting the required information is vital for having an effective human-automation interaction and that problems with predictability can result in false expectations [7, 79].

Factors such as learning and attention can clearly affect the perception of the information (the first stage of attaining SA). Here, as we make Assumption II presented at the end of this chapter; we focus on the latter two stages of attaining SA to help us evaluate and determine the information content of the display.

Note that insufficient understanding about the situation is not solely due to lack of information in the user-interface, but it can also be the result of having an indeterministic automation or a user who is unfamiliar with system dynamics, e.g., as in category II of Pilot Induced Oscillations (PIO) [80]. In this thesis we particularly consider the case where the user is fully familiar with the deterministic dynamics of the system and our goal is to answer what information has to be presented on the display to achieve the desired task and whether it is displayed.
2.2 A framework for human-automation interaction

So far, various frameworks for analyzing human-automation interaction have been developed. Jamieson and Vicente [81] suggested a feedback loop model in which feeding back important signals to the user could help them identify and localize the source of failure in the elements of the system. Sheridan suggested a set of frameworks for systems with different levels of autonomy [82]. In [83], using a framework for supervisory control, Cummings showed that it is necessary for the user of some systems to act in collaboration with the plant, rather than exclusively acting as a supervisor.

2.2.1 Schematic framework

For this thesis, we consider a delay-free system whose evolution is modeled by an LTI model.

In Figure 2.1, we consider the user to be a function that maps the displayed information to the user input. This mapping involves different stages of information processing. In our framework, we similarly consider the user to first obtain situation awareness, then decide on the required action, and finally act on the system. As mentioned earlier, our focus is on the stage of obtaining situation awareness and our purpose is to evaluate whether or not the task is defined correctly and whether the user has access to the necessary information. We also want to determine what information is required for the user to attain SA.

We consider the user to be highly trained and experienced with the dynamics of the automation. The terms trained, experienced, and novice are frequently used in the literature to define the level of proficiency of the user, however, defining these terms formally and precisely is not an easy task. A comparison between commercial pilots, who always need to have high levels of training and experience, and licensed drivers, who are not required to have high level of proficiency, can clarify the difference between levels of training and experience for users of various systems [31]. Here by the
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![Diagram of a human-automation interaction framework]

Figure 2.1: A simple schematic model of a human controlling a system. The user gets information about the automation from the display and applies control action through the controls.

terms trained and experienced, we specifically mean that the user is capable of perceiving information on the inputs, outputs, and their derivatives. We therefore ignore the information-acquisition delay of the user. The user can then make use of the perceived information to reconstruct and predict important states of the system. Recall that reconstruction (comprehension) and prediction are two stages of attaining situation awareness.

For a fully experienced and trained user with a well-developed mental model about the behavior of the system, comprehension and prediction are achieved using long term memory. This process of pattern-matching which takes place without loading the working memory is almost instantaneous.
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In this thesis, we assume that the only role of the mental model is to provide the user with adequate understanding about the system’s dynamics.

For the purpose of Chapter 3 we ignore the effect of any delay, however, for Chapters 4-6 we assume that the comprehension of the non-measured part of the task functional and also the prediction the task functional have to take place within the working memory which is associated with certain amount of processing delay [84]. By focusing on the processing delay and assuming the perception delay to be negligible, we build our technique on Assumption 7 for Chapters 4-6.

2.2.2 Mathematical framework

In the body of this thesis, we consider the system as a delay-free system whose evolution of the states is modeled by the LTI model

\[
\dot{x}(t) = Ax(t) + Bu_h(t) + Fr_a
\]  

where \(x(t) \in \mathbb{R}^n\) is the state vector. The inputs in (2.1) can be categorized as the known input which is the low-level human input, \(u_h(t) \in \mathbb{R}^{m_h}\), controlled by the user and the input which is the time-invariant reference trajectory, \(r_a \in \mathbb{R}^{m_f}\), tracked by the automation. Here, we consider the reference trajectories to be unknown, unless they are measured in the display. In (2.1), the matrices \(A, B,\) and \(F\) have compatible dimensions. Other than Chapter 3, in all other chapters we also assume that no poles of the system are on the imaginary axis.

Based on our specific application of user-interface design, we assume that each displayed measurement is either a reference trajectory or a combination of the states. Also, the output consists of two sets of measurements

\[
\begin{align*}
y(t) &= Cx(t), \\
y_r(t) &= Dr_a,
\end{align*}
\]  

where \(y \in \mathbb{R}^{p_x}\) is the set of measured combinations of states and \(y_r \in \mathbb{R}^{p_r}\) is the set of measured reference trajectories in the display.

The models of the system used in the appendices are slightly different
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from the main model above. We will present those models in their respective chapters.

2.2.3 Task formulation

Tasks are often specified in terms of conditions that must always be met, or must be eventually met. For example, potential tasks for a remotely driven car could be Always travel under the speed limit, or At some time, stop at the stop sign. Hence we formulate the task as a function $f : \mathbb{R}^l \to \mathbb{R}^s$ with $s$ subtasks, such that

$$F = \{x \mid f(Tx) \geq 0\}, \; T \in \mathbb{R}^{l \times n}$$

with task matrix $T$ comprised of $l$ linear combinations of the state. For Always $F$, the state trajectory must lie in $F$ for all time in order for the task to be successfully completed. For Eventually $F$, when the state enters the set $F$ at some finite time, the task has been successfully completed. For example, for a point-mass car with position $x$ and speed $v$, successful completion of the task Always travel under the speed limit is indicated for states that remain in $F = \{x \mid v_{\text{max}} - v \geq 0\}$ for all time. Successful completion of the task Eventually stop at the stop sign is indicated for states that reach $F = \{x \mid x = x_{\text{stop}} \land v = 0\}$ at some finite time.

Denote the task space $T$ by the row space of $T$, that is, $T = \mathcal{R}(T^T)$.

2.3 Approaches taken in the thesis

In this thesis we perform two types of analysis to determine the correctness of the user interface content. In Chapters 3 and 4 we analyze the correctness of this information via subspace analysis and in Chapters 5 and 6 we come up with a model of the user attaining SA.

2.3.1 Subspace analysis

Degani and Heymann [79], introduced a schematic diagram to define the desired relationship between the elements of system which are the user-model,
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the task, and the user-interface during human-automation interaction. Using their suggested model, they could describe the interrelation between these elements of the system [79]. When user’s capabilities, information from the display, and task requirements are aligned, the correct interaction between the elements of the system is possible. As an extension to their model, we suggest Figure 2.2 which presents the necessary relationship between the elements of the system.

Figure 2.2: The required relationship between the elements of a system. The user have to be provided with information regarding the task in order to accomplish it.

From Figure 2.2 the human-automation interaction is not correct for all tasks unless the task requirements is entirely included in the intersection of user-model and user-interface – that is, to have a correct human-automation interaction, it is necessary for the user-interface to provide the user with information related to any feasible task.

Having developed a framework for shared control systems and having formulated the task physically and mathematically, we are ready to come-up with a mathematical criterion for evaluating the information content of
the display for the system presented in Figure 2.1 to meet the requirements of a task formulated in (2.3). Hence, we should evaluate whether the user has access to the required information to attain situation awareness regarding the task. We therefore impose Assumption 5 presented at the end of this chapter.

### 2.3.2 The modeling technique

To have a successful HAI, both the data-driven (bottom-up) information processing and the goal-directed (top-down) processing for SA are considered to be vital [85, 86]. The emphasis of the goal-driven processing is on paying direct attention to and then processing the most important information related to the goal. Literature reviews on the relationship between attention and working memory have been provided in [87, 88]. In their discussions, [87, 88] brought evidence on how the attention acts to filter out the unnecessary information at both the early stages of perception and the late stage of processing the information in working memory. Overall, one main role of attention during the post perceptual stage of processing information is to reduce or cancel out the distractions while comprehending the target [89].

The adverse effect of irrelevant information on the ability of the user to understand and perform a desired task has been investigated extensively in the literature. Through an experiment performed over two years on a group of elementary students, [90] concluded that “the problem-solving ability is related to the ability of reducing the memory accessibility of non-target and irrelevant information”. Similar comments were made in [91, 92], e.g., lack of the capability of selecting information relevant to the task and suppressing irrelevant information will result in poor performance of the working memory and poor comprehension. It was shown that the ability to suppress irrelevant information declines for elderly adults [93]. It was also mentioned that, for more challenging tasks, during the processing and manipulating of information in the executive working memory, the users will have higher focus on the actual goal and irrelevant task information will have less effect [88].
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The above discussions suggest that it is desirable for a good user (a good problem solver) to concentrate on the target and suppress irrelevant information. Intuitively, a trained and experienced user generally will not perform unnecessary processing of information. Therefore, it is not realistic to assume that the user reconstructs all observable and predictable states to only make use of the desired functional of the states of the system. For instance, let us use an aircraft with eight lateral and longitudinal states as an example. If the desired purpose for the pilot is to keep the angle of attack bounded, intuitively s/he will not aim to reconstruct and predict all other unmeasured states of the system, e.g., the yaw rate is of no interest here. We therefore have Assumption 6 presented in Section 2.4.

Based on Assumption 6 and since we consider the comprehension and prediction of the unmeasured information to be a challenging task that can occupy the executive working memory of the user, we consider the user to behave as a functional estimator in order to process the information. We believe that this model is a reasonable model to start with, although it is simplistic as it cannot capture some common conditions such as mind wandering - that is, the decoupling of information processing from the primary task [94, 95]. The simplified model is in fact addressing perfect users who perceive all information provided in the display and can fully concentrate on what they are asked to do.

The block diagram presented in figure 2.3 contains the model of the system that we deal with and the model of the human that we suggest. The human is modeled as an observer/predictor that acts upon the information provided in the display. In this diagram, the dashed dotted blocks are the important parts of the human model which in this thesis we do not focus on (i.e. the direct effect of mental model as well as the effect of the information from the environment).

As is shown in figure 2.3, we consider the users to have access to the information about input, output, and some of their derivatives. They might also have access to the reference trajectory from the automation. This user is assumed to make delayed estimations of desired functionals of the states of the system, yet the directly measured information and its derivatives are
2.4. List of the assumptions

For the purpose of this thesis and based on the above discussion in the current chapter, we consider the following general assumptions:

**Assumption 1.** The user can perceive all the displayed information.
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**Assumption 2.** The user is provided with no additional information beyond what is on the display.

**Assumption 3.** Depending on the application, the users might have knowledge about the derivatives of their own inputs, up to $\lambda$ derivatives and also have knowledge about the derivatives of the outputs, up to $\gamma$ derivatives.

Regarding the task we assume:

**Assumption 4.** To assure feasibility of the task, let $T \subseteq C$, the controllable subspace of $(2.1)$.

To evaluate the correctness of the displayed information in Chapters 3 and 4 we consider:

**Assumption 5.** In order to accomplish or monitor a desired task, all rows of $Tx$ should be mathematically observable and predictable by the user.

and for Chapters 5 and 6 we assume:

**Assumption 6.** For the purpose of reconstructing the desired functional, the user does not estimate all observable states unless reconstructing all observable states is feasible and necessary for the estimation of the desired functional.

In addition, for Chapters 4 and 6 we also consider:

**Assumption 7.** Comprehension of the directly measured combination of the states of the system does not incorporate delay. However, prediction of all combinations of the states and also comprehension of the non-measured functionals of the states are associated with a delay, $\tau_1$.

**Assumption 8.** Matrix A has no eigenvalues on the imaginary axis.
Chapter 3

Novel observability/predictability subspaces to analyze user-interfaces

In this chapter, we identify basic observability-based conditions under which a user-interface provides the user with adequate information to accomplish a given task, formulated as a subset of the state-space.

We, thus, formulate the user-observable subspace in Section 3.2 and the user-predictable subspace in Section 3.3. We evaluate the mentioned subspaces for the case that the users do not know the reference trajectory, $r_a$, and the case that they know the pattern of changes of the reference trajectory, i.e., the reference trajectory and its derivatives are known.

3.1 Problem formulation

As has been discussed in Section 2.2.2, we model our system as in equation (2.1) such that the evolution of the states is a function of the human low level input and the automation reference trajectory. In this chapter we narrow down our investigations to the cases for which no derivative of the human input is known to the user and the pattern of changes of the output is entirely known by the user, i.e. $\lambda = 0$ and $\gamma = \infty$; this assumption will be relaxed in the next chapters.

In the formalism of Assumption 5, we say that the task should be user-observable and user-predictable, i.e., the user should be able to reconstruct the desired combination of the state of the system at the current and the
next instant in time. Mathematically, in this chapter, we define a state to be user-predictable if and only if the user can reconstruct both the current value of the state and its higher derivatives, up to a pre-specified degree.

For the purpose of formulating the user-observable/predictable spaces, in chapters 3 and 4 we extensively use projection matrices. Hence, it is worthwhile to first introduce the concept of orthogonal projection onto a space through an example.

By definition, the projection matrix, \( P \), onto the subspace \( \mathcal{X} \triangleq \text{span}(X) \) is a symmetric matrix which can be computed as

\[
P = X(X^T X)^{-1} X^T. \tag{3.1}
\]

Let’s consider the space \( \mathcal{V} \) with the basis vector \( v \) such that

\[
v = \begin{bmatrix} 1 & 0 \\ 0 & 0 \\ 0 & 1 \end{bmatrix}
\]

From (3.1), the orthogonal projection onto \( \mathcal{V} \) can be obtained as

\[
P = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 1 \end{bmatrix} \tag{3.2}
\]

and the orthogonal projection of any vector \( u \) on the space \( \mathcal{V} \) is \( P u \).

We can also formulate the projection onto the null space of vector \( v \) by considering \( X = \begin{bmatrix} 0 & 1 & 0 \end{bmatrix} \). In this case the projection matrix will be

\[
P = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0 \end{bmatrix} \tag{3.3}
\]

Now, for a system of form (2.1), if we project the state vector onto the left null space of matrix \( B_h \) – that is, \( \mathcal{N}(B_h^T) \), the result will show the combinations of the states which are not affected by the input \( u(t) \).
Similarly, projection onto $\mathcal{N}(F^T)$ states that the projected vector is free of the effect of $r_a$.

### 3.2 User-observable subspace

Consider system (2.1) and the output equation in 2.2. We first assume that the automation reference trajectory is not shown to the user, i.e. in 2.2 we have $D = 0$.

The first derivative of the output equation is

$$\dot{y} = CAx + CBu_h + CFr_a,$$

with $Bu_h$ is known to the user.

Consider an orthogonal projection matrix $P_{r,1} \in \mathbb{R}^{p \times p}$ onto $\mathcal{N}((CF)^T)$. Hence, this matrix

$$P_{r,1}\dot{y} = P_{r,1}CAx + P_{r,1}CBu_h \quad (3.5)$$

removes the unknown reference trajectory from the first derivative of the output equation. For the special case in which $m \geq p$ and rank$(CF) = p$, $P_{r,1} = 0$.

Now consider an orthogonal projection $P_{h,1} \in \mathbb{R}^{p \times p}$ onto $\mathcal{N}((P_{r,1}CB)^T)$ and an orthogonal projection $P_{r,2} \in \mathbb{R}^{p \times p}$ onto $\mathcal{N}((P_{h,1}P_{r,1}CAB)^T)$. The matrices $P_{h,1}$ and $P_{r,2}$ remove the unknown $\dot{Bu}_h$ and the unknown $Fr_a$ from the second derivative of the output equation respectively, therefore,

$$M_2\ddot{y} = M_2CA^2x + M_2CABu_h \quad (3.6)$$

with $M_i = P_{r,i+1} \prod_{k=i}^{1} P_{h,k}P_{r,k}$ for $i = 2, \cdots, n$.

Continuing in a similar fashion with higher derivatives,

$$M_i\gamma^{(i)} = M_iCA^ix + M_iCA^{(i-1)}Bu_h, \quad (3.7)$$

and the projection matrices are selected such that they remove the unknown
values from the derivatives of output equation. Hence,

\[
\prod_{k=i-1}^{1} (P_{h,k}P_{r,k})CA^{i-2}B = 0 \tag{3.8}
\]

\[
M_iCA^{i-1}F = 0.
\]

Note that the projection matrices are chosen to remove the unknown values from the derivatives of the output equation, hence, depending on the availability of different types of inputs, the analytical expressions of these matrices may change, e.g. in Corollaries 1 and 2.

Combining the output equation, (3.5), (3.6), and (3.7), we obtain

\[
\begin{bmatrix}
  y \\
P_{r,1}\dot{y} \\
M_2\ddot{y} \\
  \vdots \\
M_{n-1}\dddot{y}^{(n)}
\end{bmatrix} = O_px + \begin{bmatrix}
  0 \\
P_{r,1}CB \\
M_1CAB \\
  \vdots \\
M_nCA^{n-1}B
\end{bmatrix} u_h \tag{3.9}
\]

with

\[
O_p = \begin{bmatrix}
  C \\
P_{r,1}CA \\
M_2CA^2 \\
  \vdots \\
M_nCA^n
\end{bmatrix}. \tag{3.10}
\]

**Theorem 1.** Under Assumption 3 for \( \lambda = 0 \) and \( \gamma = \infty \), the user-observable subspace of system (2.1) with an unknown reference trajectory is

\[
O_H \triangleq \mathcal{R}(C^T) \oplus \mathcal{R}((P_{r,1}CA)^T) \oplus \sum_{i=2}^{n-1} \mathcal{R}((M_iCA^i)^T), \tag{3.11}
\]

where \( M_i = P_{r,i+1} \prod_{k=i}^{1} P_{h,k}P_{r,k} \) and the projection matrices can be obtained
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recursively as

\[
P_{r,i} = p(\mathcal{N}(\prod_{k=i-1}^{1} (P_{h,k}P_{r,k})CA^{i-1}F)^T)),
\]

\[
P_{h,i} = p(\mathcal{N}(P_{r,i} \prod_{k=i-1}^{1} (P_{h,k}P_{r,k})CA^{i-1}B)^T)),
\]

\[
P_{r,1} = p(\mathcal{N}((CF)^T)),
\]

\[
P_{h,1} = p(\mathcal{N}(P_{r,1}CB)^T)),
\]

where \( p(\mathcal{M}) \) means the projection onto the space \( \mathcal{M} \).

**Proof.** Given that the only unknown values in (3.9) is the state vector \( x \), the combinations of the state which span the row space of of \( O_p \) can be reconstructed by the user. Hence,

\[
\mathcal{R}(O_p^T) = \mathcal{R}(C^T) \oplus \mathcal{R}((P_{r,1}CA)^T) \oplus \mathcal{R}((M_2CA^2)^T) \oplus \cdots \oplus \mathcal{R}((M_nCA^n)^T).
\]

Equation (3.13) and equivalently the right hand side of (3.11) represent a subspace that can be reconstructed by the user for \( \lambda = 0 \) and \( \gamma = \infty \) – that is, \( O_p \triangleq O_H \). \( \square \)

Note that a user-observable system is a system for which \( O_H = \mathbb{R}^n \).

**Corollary 1.** Under Assumption [3] the user-observable subspace of system (2.1) with a known reference trajectory is

\[
O_H \triangleq \mathcal{R}(C^T) \oplus \sum_{i=1}^{n-1} \mathcal{R}((\prod_{k=i}^{1} P_{h,k}CA^i)^T),
\]

where

\[
P_{h,i} \triangleq p(\mathcal{N}((\prod_{k=i-1}^{1} P_{h,k}CA^{i-1}B)^T)),
\]

\[
P_{h,1} \triangleq p(\mathcal{N}((CB)^T)).
\]
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**Proof.** Similar to the proof of Theorem \[1\], we now consider that \( r_a \) and its derivatives are available, therefore, there is no need for projection matrices to remove the reference trajectory from the derivatives of states equations. □

**Corollary 2.** Under Assumption \[3\] for \( \lambda = 0 \) and \( \gamma = \infty \), the user-observable subspace of

- the human-driven system is

\[
\mathcal{O}_H \triangleq \mathcal{R}(C^T) \oplus \sum_{i=1}^{n-1} \mathcal{R}(P_{h,i}CA_i^T), \quad (3.16)
\]

where

\[
P_{h,i} \triangleq p(N((\prod_{k=1}^{i-1} P_{h,k}CA_k^T)B)^T),
\]

\[
P_{h,1} \triangleq p(N((CB)^T)).
\]

- the systems under reference tracking is equivalent to the observable subspace of those systems.

\[
\mathcal{O}_H \triangleq \mathcal{R}(C^T) \oplus \sum_{i=1}^{n-1} \mathcal{R}(P_{r,i}CA_i^T), \quad (3.18)
\]

where

\[
P_{r,i} \triangleq p(N((\prod_{k=1}^{i-1} P_{r,k}CA_k^T)F)^T),
\]

\[
P_{r,1} \triangleq p(N((CF)^T)).
\]

**Proof.** Consider that for a human-driven system \( F = 0 \). In addition, we assume that the reference trajectory is unknown in the case of monitoring the states of an automated system, but, for reference tracking it is assumed to be known. Hence, the user-observable subspace of different paradigms of human-automation interaction can be easily obtained from (3.11) and (3.14). □
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To obtain the user-predictable space, we define a transformation matrix

\[
S \triangleq \begin{bmatrix}
E_{\mathcal{O}_h}^T \\
E_{\mathcal{O}_h}^\perp^T
\end{bmatrix},
\]

(3.20)

with \( E_{\mathcal{O}_h} \) the basis of the user-observable subspace of (2.1) and \( E_{\mathcal{O}_h}^\perp \) any orthogonal complement of \( E_{\mathcal{O}_h} \). The space \( E_{\mathcal{O}_h} \) and therefore \( E_{\mathcal{O}_h}^\perp \) can be easily obtained from the results of Theorem 1. Using \( \bar{x} \triangleq Sx \) the state vector breaks into user-observable states, \( \bar{x}_{\mathcal{O}_h} \), and user-unobservable states, \( \bar{x}_{\mathcal{U}\mathcal{O}_h} \). The transformed system is

\[
\begin{bmatrix}
\dot{\bar{x}}_{\mathcal{O}_h} \\
\dot{\bar{x}}_{\mathcal{U}\mathcal{O}_h}
\end{bmatrix} = \bar{A} \begin{bmatrix}
\bar{x}_{\mathcal{O}_h} \\
\bar{x}_{\mathcal{U}\mathcal{O}_h}
\end{bmatrix} + \bar{B}u_h + \bar{F}r_a
\]

(3.21)

with \( \bar{A} = SAS^{-1} \), \( \bar{B} = SB \), \( \bar{F} = SF \), \( \bar{C} = CS^{-1} \), and \( \bar{D} = DS^{-1} \).

\[
\bar{A} = \begin{bmatrix}
\bar{A}_g_{\mathcal{O}_h} & \bar{A}_{g12} \\
\bar{A}_{g21} & \bar{A}_{g\mathcal{U}\mathcal{O}_h}
\end{bmatrix},
\]

(3.22)

\[
\bar{F} = \begin{bmatrix}
\bar{B}_g_{\mathcal{O}_h} \\
\bar{B}_{g\mathcal{U}\mathcal{O}_h}
\end{bmatrix}, \bar{B} = \begin{bmatrix}
\bar{B}_{\mathcal{O}_h} \\
\bar{B}_{\mathcal{U}\mathcal{O}_h}
\end{bmatrix}.
\]

From (3.21), the derivatives of the user-observable states can be calculated

\[
E_{\mathcal{O}_h}^T \dot{x} = \begin{bmatrix}
\bar{A}_g_{\mathcal{O}_h} \\
\bar{A}_{g12}
\end{bmatrix} \begin{bmatrix}
\bar{x}_{\mathcal{O}_h} \\
\bar{x}_{\mathcal{U}\mathcal{O}_h}
\end{bmatrix}
+ \bar{B}_{\mathcal{O}_h}^T u_h + E_{\mathcal{O}_h}^T Fr_a
\]

(3.23)

with \( \bar{x}_{\mathcal{U}\mathcal{O}_h} \) and the unknown reference trajectory preventing the user from reconstructing the derivative of user-observable states.

Consider two projection matrices \( P_{x,1} \) and \( P_{r,1} \) with the property to re-
3.3. User-predictable subspace

move the unknown values from (3.23) – that is, \( P_{x,1} \) is orthogonal projection onto \( \mathcal{N}(\tilde{A}g_{1,2}) \) and \( P_{r,1} \) is an orthogonal projection on to \( \mathcal{N}((P_{x,1}E_{\mathcal{O}_H}^T F)^T) \). Hence, from

\[
P_{r,1}P_{x,1}E_{\mathcal{O}_H}^T \dot{x} = P_{r,1}P_{x,1}\tilde{A}\dot{g}_{\mathcal{O}_H}x_{\mathcal{O}_H} + P_{r,1}P_{x,1}\tilde{B}_{\mathcal{O}_H}u_h, \tag{3.24}
\]

the first derivative of the states which spans \( \mathcal{R}((P_{r,1}P_{x,1}E_{\mathcal{O}_H}^T)^T) \) can be reconstructed.

Continue in a similar fashion and take higher derivatives from the state equation. At each stage introduce three projection matrices to remove the unknown values, \( r_a, \dot{x}_{\mathcal{O}_H}, \) and \( \ddot{B}_{\mathcal{O}_H}u_h \). Therefore, with

\[
N_i = \prod_{k=i}^{2}(P_{h,k-1}P_{r,k}P_{x,k})P_{r,1}P_{x,1},
\]

the \( i^{th} \) derivative of state can be obtained from

\[
N_i E_{\mathcal{O}_H}^T x^{(i)} = N_i \tilde{A}g_{\mathcal{O}_H}^i x_{\mathcal{O}_H} + N_i \tilde{A}g_{\mathcal{O}_H}^{i-1} \dot{B}_{\mathcal{O}_H}u_h. \tag{3.25}
\]

**Theorem 2.** For the LTI system (2.1) with an unknown reference trajectory and under Assumption 3 for \( \lambda = 0 \) and \( \gamma = \infty \), the user-predictable subspace is

\[
\mathcal{P}_H \triangleq \bigcap_{i=1}^{n_p-1} \mathcal{R}((N_i E_{\mathcal{O}_H}^T)^T) \tag{3.26}
\]

where \( n_p \) shows the degree of derivatives of the states which need to be available for their predictability, \( N_i = \prod_{k=i}^{2}(P_{h,k-1}P_{r,k}P_{x,k})P_{r,1}P_{x,1}, \) and

\[
\begin{align*}
P_{x,i} &= p(N((N_{i-1}\tilde{A}g_{\mathcal{O}_H}^{i-1}A_{1,2}^T)), \\
P_{r,i} &= p(N((P_{x,i}N_{i-1}\tilde{A}g_{\mathcal{O}_H}^{i-1}E_{\mathcal{O}_H}^T F)^T)), \\
P_{h,i} &= p(N((P_{r,i}P_{x,i}N_{i-1}\tilde{A}g_{\mathcal{O}_H}^{i-1}E_{\mathcal{O}_H}^T B)^T))
\end{align*}
\]
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and

\[
\begin{align*}
P_{x,1} &= p(N(\bar{A}g_{1,2}^T)), \\
P_{r,1} &= p(N((P_{x,1}E_{\mathcal{O}_H}^T F)^T)), \\
N_1 &= P_{r,1}P_{x,1},
\end{align*}
\]

such that $k$ is the highest derivative which should be observable by the user and $p(M)$ means the projection onto the space $\mathcal{M}$.

Proof. From (3.24), the user can reconstruct the derivative of those combinations of states which span $\mathcal{R}(E_{\mathcal{O}_H}P_{x,1}^T P_{r,1}^T)$. Similarly, from (3.25), the user can reconstruct the $i$th derivative of those combinations of states which span $\mathcal{R}(E_{\mathcal{O}_H} N_i^T)$. Therefore, in order to reconstruct higher derivatives of state vector (up to the $k$th derivative), the user predictable subspace can be obtained as equation (3.26) and Theorem 2 is proved. \hfill \square

Note that a user-predictable system is the one that satisfies $\mathcal{P}_H = \mathbb{R}^n$.

Corollary 3. Under Assumptions 3 for $\lambda = 0$ and $\gamma = \infty$, the user-predictable subspace of system (2.1) with a known reference trajectory is

\[
\mathcal{P}_H \triangleq \bigcap_{i=1}^{n_p-1} \mathcal{R}((N_i E_{\mathcal{O}_H}^T)^T)
\]

where $N_i = \prod_{k=i}^{2} (P_{h,k-1}P_{x,k})P_{x,1}$ and

\[
\begin{align*}
P_{x,i} &= p(N((N_{i-1}\bar{A}g_{i-1}^T \bar{A}g_{1,2})^T)), \\
P_{h,i} &= p(N((P_{x,i}N_{i-1}\bar{A}g_{i-1}^T E_{\mathcal{O}_H}^T B)^T))
\end{align*}
\]

and

\[
\begin{align*}
P_{x,1} &= p(N(\bar{A}g_{1,2}^T)), \\
N_1 &= P_{x,1},
\end{align*}
\]

such that $k$ the highest derivative which should be observable by the user.

Proof. The proof is trivial. Consider that when the reference trajectory and its derivatives are all available, there is no need for an orthogonal projection.
matrix to remove them from the derivatives of the output equation.

3.4 Examples

3.4.1 Nagoya A300 Accident, 1994

For the Airbus accident of Section 1.1, we model the aircraft prior to stall as an LTI system under shared control, and aim to determine whether the pilots had access to the required information about the aircraft to assure predictability of the states relevant to the desired task.

Consider the linearized longitudinal dynamics of an aircraft in trimmed level flight, with state $x = [V, \alpha, q, \theta]$ consisting of total velocity $V$, angle of attack $\alpha$, pitch rate $q$ and pitch angle $\theta$ and state matrix

$$A = \begin{bmatrix}
-0.0414 & 10.9259 & 0 & -32.8000 \\
-0.0013 & -0.5017 & 1.0000 & 0 \\
0 & -0.4184 & 0 & 0 \\
0 & 0 & 1.0000 & 0
\end{bmatrix}, \quad (3.32)$$

with the numerical values for stability derivatives taken from data for the Boeing 747 [96]. The equations of the motion of the aircraft from which matrix $A$ is achieved are provided in [97].

In order to achieve and keep a desired altitude, we consider that the automation is following a glide slope which approaches zero, i.e. $C_d = [1 \ 0 \ -1 \ 0]$. Hence, both the pilot and the autopilot were trying to control the flight path angle, one in order to descend and the other one in order to ascend the aircraft. The accident investigation report [5] states that the pilot and the co-pilot expected their control input to override the autopilot control action, which in fact was not a valid expectation, therefore, we consider the reference trajectory to be unknown to the user. In Airbus A300, the pilots control the flight path angle using the elevators,

$$B = \begin{bmatrix}
0 & -0.0305 & -0.4039 & 0
\end{bmatrix}^T \quad (3.33)$$

and the autopilots control it through the angle of the horizontal tail (THS),
3.4. Examples

thus, the automation affects the states through

\[ B_a = \begin{bmatrix} 0 & -0.0636 & -0.8656 & 0 \end{bmatrix}^T, \]

(3.34)

The input \( \delta_e \) and \( \delta_{ih} \) represent elevator deflection and THS deflection respectively. Having \( B_a \) from (3.34), it is straightforward to obtain \( F \).

Velocity, pitch angle, and flight path angle are all available in standard A300-600 pilot displays [98]. Hence, for the augmented system

\[ C = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 1 & 0 & -1 \end{bmatrix}. \]

(3.35)

We define the desired task of the pilot to be descending on the desired glideslope, \( \gamma = \gamma_{des} \). Since \( \gamma = \alpha - \theta \), by (2.3), we obtain

\[ T = \text{span}\left( \begin{bmatrix} 0 & 1 & 0 & -1 \end{bmatrix}^T \right). \]

(3.36)

By applying Theorem [1], we obtain the user-observable subspace \( O_H = \text{span}(e_1, \cdots, e_4) \) which shows that by measuring the mentioned states of the system, the pilot would be able to reconstruct the unknown pitch rate.

We assume that the first two derivatives of user-observable states should be observable in order to achieve a reliable prediction of their values. From (3.26), the user predictable subspace is

\[ \mathcal{P}_H = \text{span}\left( \begin{bmatrix} 1 \\ 0 \\ 0 \\ -0.8251 \end{bmatrix}, \begin{bmatrix} 0 \\ 1 \\ -0.0735 \\ -0.9644 \end{bmatrix} \right). \]

(3.37)

Since \( T \notin \mathcal{P}_H \), our method demonstrates that the modeled user-interface does not provide the necessary information for the user to predict the system’s behavior.

If we assume that the automation’s desired trajectory is known to the user, still the flight path angle and, as a result, the angle of attack will not
be user-predictable. Hence, using our method could be helpful in the early stages of the design of flight management systems by showing the designers that in some specific modes of the flight, flying under shared control, e.g., shared control on the flight-path angle, can be hazardous even for pilots who are aware of the autopilot’s goal.

### 3.4.2 A remotely controlled fleet of UAVs

Several researchers have developed methods for stabilization and control of the formation of a group of UAVs for both continuous-time and discrete-event systems [99–101]. We consider a fleet of two point mass vehicles, flying in a leader-follower formation and following a real-time reference trajectory defined by a remote operator. We model each vehicle as a double integrator,

\[
A_i = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix}, \quad B_i = \begin{bmatrix} 0 \\ 1 \end{bmatrix},
\]

(3.38)

In the leader-follower formation, each vehicle only has access to the information about the position of its leader and the main leader is following a reference trajectory.

We model the formation such that the position of each vehicle is the reference trajectory for its direct follower and the overall trajectory of the formation is the one which is defined by the user to the leader of the formation. Hence,

\[
A = \begin{bmatrix} A_i & 0 \\ B & A_i \end{bmatrix}, \quad B = \begin{bmatrix} B_i^T & 0 \end{bmatrix}^T.
\]

(3.39)

Under Assumption 3 and based on the availability of human reference trajectory we can evaluate the user-observable and the user-predictable subspaces for different measurements from Corollary 2 and 3. Table 3.1 shows how the various measurements can affect the mentioned subspaces.

As opposed to what one might expect, Table 3.1 demonstrates that providing information about the position of the leader does not let the user
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<table>
<thead>
<tr>
<th>Measurement</th>
<th>C</th>
<th>( \mathcal{O}, \mathcal{O}<em>\mathcal{H}, \text{ and } \mathcal{P}</em>\mathcal{H} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Leader position</td>
<td>( e_1^T )</td>
<td>( \text{span}(e_1, e_2) )</td>
</tr>
<tr>
<td>Follower position</td>
<td>( e_3^T )</td>
<td>( \mathbb{R}^3 )</td>
</tr>
</tbody>
</table>

Table 3.1: The observable and predictable subspaces for different measurements of a leader-follower formation

comprehend and predict the position of the follower. Essentially, by measuring the states of the leader the user may only be capable of accomplishing tasks related to the states of the leader. The reason lies behind the fact that in the leader-follower formation the states of the leader are not affected by its follower – that is, changes in the states of the leader are only made by the operator’s command.

The states of the follower are on the other hand affected by the states of its leader. From Table 3.1, in order to accomplish any possible set of tasks in a leader-follower formation, i.e., in order to satisfy the inclusion \( T \subseteq \mathcal{P}_\mathcal{H} \) for all possible sets of tasks, the position of the follower has to be measured in the user interface.

3.5 Discussion and an alternative presentation of the system

In this chapter we modeled the evolution of the system as a function of the low-level human input and the automation’s reference trajectory. An alternative presentation of the system with the relevant analysis is provided in our conference paper [102] in which we consider the states of the system to be a function of low-level inputs from both the user and the automation. In the alternative presentation of the system, we consider the system to be
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A non delayed continuous time LTI system whose evolution is modeled as

\[
\dot{x} = Ax + \begin{bmatrix} B_h & B_a & B_{both} \end{bmatrix} \begin{bmatrix} u_h \\ u_a \\ u_{both} \end{bmatrix}
\]

\[
y = Cx
\]

with \( A \in \mathbb{R}^{n \times n} \), \( B_h \in \mathbb{R}^{n \times m_h} \), \( B_a \in \mathbb{R}^{n \times m_a} \), \( B_{both} \in \mathbb{R}^{n \times m_{both}} \), \( C \in \mathbb{R}^{p \times n} \), state vector \( x(t) \in \mathbb{R}^n \), output \( y(t) \in \mathbb{R}^p \), human input \( u_h(t) \in \mathbb{R}^{m_h} \), automation input \( u_a(t) \in \mathbb{R}^{m_a} \), and merged input \( u_{both}(t) \in \mathbb{R}^{m_{both}} \). We assume \( u_h \), \( u_a \) and \( u_{both} \) to be exhaustive and mutually exclusive inputs to the system, which model the effect of different actuators. In contrast to the standard LTI model \([103]\), the input is categorized in one of three ways: as an input \( u_h \) controlled solely by the user, an input \( u_a \) controlled solely by the automation, or as an input \( u_{both} \) which controlled by both the user and automation. Hence, \( B_h \) models how the human input affects the system, \( B_a \) models how the automation input affects the system, and \( B_{both} \) models how the merged control input, in which commands from the human and the automation are combined in some fashion (not specified here), affects the system. Since the automation input and intent are unknown to the user, we considered \( u_a \), \( u_{both} \), and their derivatives, to be unknown.

Detailed discussion on how we obtained the user-observable and the user-predictable subspaces of such system is provided in \([102]\).

3.6 Summary

This chapter presented necessary conditions for evaluating the information content of a user-interface for an LTI system under shared control. Two subspaces, the user-observable subspace \( O_H \) and the user-predictable subspace \( P_H \), were formulated. The user-predictable subspace is compared to the task subspace. If the task subspace does not lie in the user-predictable subspace, then the user-interface is not correct, meaning that it is not possible for the human to accomplish the desired task with the information provided on the given user interface.
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The results of this chapter are acceptable for the systems in which a small amount of delay in comprehension and prediction of the task vector does not affect the safety of the system. However, for safety-critical systems which have to follow a precise trajectory of the functionals of the states, these results are not precise enough. In addition, here we have assumed that a subsequent value of a functional of the states is known if the current functional and its derivative are known. By relaxing these assumptions, we will be able to modify our tool so that it can be used for the analyses of the displayed information in safety-critical systems. In the next chapter, we modify the above observability and predictability subspaces by considering the perception delay as well as by looking at longer term predictions rather than the instantaneous prediction.
Chapter 4

Novel observability
/predictability subspaces
considering the delay and
long term prediction

In this chapter, for a system of the form (2.1), we modify the results of Chapter 3 by taking into account the processing delay of the estimation and the prediction which we simply ignored in the previous chapter. In addition, in Chapter 3 we assumed that a subsequent value of a functional of the states is known if the current functional and its derivatives are known. Here, we relax this assumption and consider the actual evolution of the states of the system which depends on the current functional, the inputs, and input derivatives. By relaxing these assumptions, we will be able to modify our tool so that it can be used for the analyses of the displayed information in safety-critical systems.

We determine formulas for the delay-incorporating user-observable subspace, and the delay-incorporating user-predictable subspace of shared control systems in Section 4.2 and 4.3 respectively. An example on a remotely driven car is provided in Section 4.4.

4.1 Problem formulation

Under Assumption 5, the user-interface of a safety-critical system under shared control must provide the user with information that results in a delay-
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incorporating user-observable and a delay-incorporating user-predictable subspaces which we define them as below.

**Definition 2.** The delay-incorporating user-observable subspace, \( O^*_H \), is a space which is spanned by the combination of current states, \( x(t) \), which are known to the user at current time, \( t \).

**Definition 3.** The delay-incorporating user-predictable subspace, \( P^*_H \), is a space which is spanned by the combination of upcoming states, \( x(t + \tau) \), which are known to the user at current time, \( t \).

To make this more clear, consider a user who aims to reconstruct a combination of the states \( x(t) \) given \( u_h(t) \) and \( y(t) \). Although this reconstruction might be feasible for the user, due to the processing delay, the desired combination of \( x(t) \) will become available to the user at time \( t + \tau_1 \). For a safety critical system, this late understanding about the states of the system can be unacceptable.

Under Definitions 2 and 3, for system (2.1), we formulate the delay-incorporating user-observable subspace, and the delay-incorporating user-predictable subspace.

From Assumption (7), we can write,

\[
O^*_H = O_{H,y} \oplus O_{H,\tau_1} \tag{4.1}
\]

where \( O^*_H \) is the delay-incorporating user-observable space, \( O_{H,y} \triangleq R(C^T) \) is obtained from the directly measured combinations of the states, \( y(t) = Cx(t) \), and \( O_{H,\tau_1} \) is the delayed observable space which is the space spanned by the non-measured functional of states which can be reconstructed given \( \tau_1 \geq 0 \) delay.

### 4.2 Delay-incorporating user-observable subspace

In this section, we determine the combination of the states at time \( t \), i.e. \( x(t) \), which can be reconstructed by time \( t \). Mathematically, this means
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to obtain what combination of \( x(t) \), can be reconstructed given \( y(t - \tau_1) \), \( u_h(t - \tau_1) \), and some of their derivatives.

Consider the output equation and its \( i^{th} \) derivative for \( i \in \{1, \cdots, \gamma\} \) at time \( t - \tau_1 \),

\[
\begin{align*}
y(t - \tau_1) &= Cx(t - \tau_1), \\
y^{(i)}(t - \tau_1) &= CA^{(i)}x(t - \tau_1) + CA^{i-1}Bu_h(t - \tau_1) + \\
&\quad\cdots + CBu_h^{(i-1)}(t - \tau_1) + CA^{i-1}Fr_a. \quad (4.2)
\end{align*}
\]

putting all the derivatives of the output equation together in a matrix form we obtain

\[
Y_{0;\gamma}(t - \tau_1) = Ox(t - \tau_1) + H_xU_{0;\gamma}(t - \tau_1) + H_r\delta, \quad (4.3)
\]

with

\[
Y_{0;\gamma}(t - \tau_1) \triangleq \begin{bmatrix} y(t - \tau_1) \\
\dot{y}(t - \tau_1) \\
\vdots \\
y^{(\gamma)}(t - \tau_1) \end{bmatrix},
\]

\[
U_{0;\gamma}(t - \tau_1) \triangleq \begin{bmatrix} u_h(t - \tau_1) \\
\dot{u}_h(t - \tau_1) \\
\vdots \\
u_h^{(\gamma)}(t - \tau_1) \end{bmatrix}. \quad (4.4)
\]

In (4.3), \( O \) is the observability matrix and \( H_x \) is the Toeplitz matrix obtained from (4.2), in addition,

\[
H_r \triangleq \begin{bmatrix} 0 \\
CAF \\
\vdots \\
CA^{\gamma-1}F \end{bmatrix}. \quad (4.5)
\]

In equation (4.3), the delayed-states of the system – that is, \( x(t - \tau_1) \), are formulated as a function of the input, output, their derivatives up to the
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\( \gamma \)th derivative, and the reference trajectory at time \( t - \tau_1 \).

From Assumption 31 only \( \lambda \) derivatives of the input is known to the user. Hence, it is not possible to directly obtain \( x(t - \tau_1) \) from (4.3). We, therefore, define \( P_0 = I \) and

\[
P_i = \prod_{j=0}^{\min(i-1,\lambda+1)} P_{i,j} P_{i,r}.
\] (4.6)

If we select \( P_{i,r} \) and \( P_{i,j} \) as follows, pre-multiplication of the \( i \)th derivative of the output equation by \( \prod_{k=0}^{i-1} P_k \) will remove the unknown values from the \( i \)th derivative of output.

- The matrix \( P_{i,r} \) is the projection matrix onto the left null-space of \( D^c(\prod_{k=0}^{i-1} P_k CA^{i-1}F) \), where \( D^c \in \{0, I\} \) is the complement of \( D \) — that is, \( D^c + D = I \) all the time.

- For \( j \leq \lambda, P_{i,j} = I \) and for \( j = \lambda + 1 \) where \( i > j \), \( P_{i,j} \) is the projection onto the left null-space of \( (P_{i,r} \prod_{k=0}^{i-1} P_k CA^{i-j-1}B) \).

Now, consider a matrix

\[
M \triangleq \begin{bmatrix}
P_0 & 0 & 0 & 0 \\
0 & P_1 P_0 & 0 & 0 \\
0 & 0 & \ddots & 0 \\
0 & 0 & 0 & \prod_{i=0}^{\gamma} P_i
\end{bmatrix},
\] (4.7)

and pre-multiply it in (4.3) to eliminates the unknown values of the input derivatives and the reference trajectory. Hence,

\[
MY(t - \tau_1) = MOx(t - \tau_1) + MH x U_{0,\lambda}(t - \tau_1) + MH_r r_a
\] (4.8)

in which the only unknown value is \( x(t - \tau_1) \).
Theorem 3. In a system of form (2.1) and under the Assumption 3, the delay-incorporating user-observable subspace is of the form

$$O^*_H \triangleq \mathcal{R}(C^T) \oplus \mathcal{R}((e^{-A\tau_1})^T(MO)^TP^TP^T),$$

(4.9)

where $M$ is from (4.7) and $P_{\tau_1}$ is from (4.15).

Proof. Since in general the delay is small, we consider $\tau_1^2$ to be negligible, hence,

$$u_h(t) = u_h(t - \tau_1) + \tau_1 \dot{u}_h(t - \tau_1).$$

(4.10)

Note that to make the results more precise, it is straightforward to model the current state as a larger series of previous states and modify the rest of the results as per need.

Under (4.10), the states of a continuous time system (2.1) evolve as

$$x(t) = e^{A\tau_1}x(t - \tau_1) + c,$$

(4.11)

where

$$c = \int_{t-\tau_1}^{t} e^{A(t-T)}[B \ F] \begin{bmatrix} u_h(T) \\ r_a \end{bmatrix} dT.$$

(4.12)

By introducing the variables

$$\theta_0 \triangleq (e^{A\tau_1} - I)A^{-1}B,$$

$$\theta_1 \triangleq ((e^{A\tau_1} - I)A^{-1} - \tau_1 I)A^{-1}B,$$

$$\theta_2 \triangleq (e^{A\tau_1} - I)A^{-1}F.$$  

(4.13)

From (4.10) - (4.13), we can write

$$x(t - \tau_1) = e^{-A\tau_1}x(t) - e^{-A\tau_1} \prod_{k=0}^{1} \theta_k u_h^{(k)}(t - \tau_1) - e^{-A\tau_1} \theta_2 r_a.$$  

(4.14)

We can combine (4.8) and (4.14) to formulate $x(t)$ as a function of the input, output and their derivatives at time $t - \tau_1$. As, new unknown $u_h(t - \tau_1)$...
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\[ \tau_1, \dot{u}_h(t - \tau_1), \text{and } r_a \text{ may arise, we introduce} \]

\[ P_{\tau_1} \triangleq \prod_{k=0}^{1} P_{\tau_1,k} P_{\tau_1,r} \]  \hspace{1cm} (4.15)

where \( P_{\tau_1,0}, P_{\tau_1,1}, \) and \( P_{\tau_1,r} \) are defined as follows.

- The matrix \( P_{\tau_1,r} \) is a projection onto the left null-space of \( D^c(MOe^{-A_{\tau_1}}\theta_1) \).

- For \( j \leq \lambda \), \( P_{\tau_1,j} \) is an identity matrix and it is a projection onto the left null-space of \( (\prod_{k=0}^{j-1} P_{\tau_1,k} P_{\tau_1,r} MOe^{-A_{\tau_1}}\theta_k) \) otherwise.

From (4.14) and (4.15) we can rewrite (4.8) as

\[ P_{\tau_1}MY_{0;\gamma}(t - \tau_1) = P_{\tau_1}MOe^{-A_{\tau_1}}x(t) - C_{\text{known}} \]  \hspace{1cm} (4.16)

where

\[ C_{\text{known}} = P_{\tau_1}e^{-A_{\tau_1}}\theta_0 u_h(t - \tau_1) + P_{\tau_1}e^{-A_{\tau_1}}\theta_1 \dot{u}_h(t - \tau_1) + P_{\tau_1}e^{-A_{\tau_1}}\theta_2 r_a - P_{\tau_1}MH_xU_{0;\lambda}(t) - P_{\tau_1}MH_r r_a. \]  \hspace{1cm} (4.17)

Hence, the combination of \( x(t) \) which spans \( \mathcal{R}(P_{\tau_1}MOe^{-A_{\tau_1}})^T) \) can be reconstructed from \( Y_{0;\gamma}(t - \tau_1) \) and \( U_{0;\lambda}(t - \tau_1) \). Therefore, from (4.1), Theorem (3) is proved.

**Procedure.** The following steps are required to calculate the delay-incorporating user-observable subspace, \( O_{U_2}: \)

- Determine matrices \( O, H_x, \) and \( H_r \) and calculate the value of \( \theta_0-\theta_2 \) from (4.13).

- Obtain \( P_t \) from (4.6) and \( P_{\tau_1} \) from (4.15).

- Determine \( M \) from (4.7).

- Determine the delay-incorporating user-observable subspace from (4.9).
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**Corollary 4.** A delay-incorporating user-observable space is also user-observable.

*Proof.* By definition, the user-observable space is the space which is spanned by the combination of the current states which are known to the user at the current time, for \( \tau_1 = 0 \).

From (4.8), the user-observable subspace can be formulated as

\[
\mathcal{O}_H \triangleq \mathcal{R}((MO)^T). \tag{4.18}
\]

We also have the equation of \( \mathcal{O}_H^* \) from (4.9).

Under Assumption (8), the matrix \( A \) is of full rank, hence

\[
\mathcal{R}(e^{-A\tau_1}^T(MO)^T P_{\tau_1}^T) = \mathcal{R}((MO)^T P_{\tau_1}^T).
\]

In addition, for random matrices \( N \) and \( Q \) of compatible dimensions, we have \( \mathcal{R}(NQ) \subseteq \mathcal{R}(N) \). Hence,

\[
\mathcal{O}_H^* \triangleq \mathcal{R}((e^{-A\tau_1}^T(MO)^T P_{\tau_1}^T)) = \mathcal{R}((MO)^T P_{\tau_1}^T) \subseteq \mathcal{R}((MO)^T), \tag{4.19}
\]

which proves that \( \mathcal{O}_H^* \subseteq \mathcal{O}_H \). \( \square \)

### 4.3 Delay-incorporating user-predictable subspace

From Definition (3), the delay-incorporating user-predictable space is the space which can be spanned at time \( t \) based on the information available on \( x(t + \tau) \). As in Section 4.2 we can write the upcoming states as a function of \( Y_{0,\gamma}(t - \tau_1) \) and \( U_{0,\lambda}(t - \tau_1) \).

**Theorem 4.** In a system of form (2.1) and under the Assumption 3, the delay-incorporating user-predictable subspace is of the form

\[
\mathcal{P}_H^* \triangleq \mathcal{R}((e^{-A(\tau_1 + \tau)}^T(MO)^T P_{\tau_1}^T P_{\tau}^T), \tag{4.20}
\]
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where $P_\tau$ is from (4.24), $P_{\tau_1}$ is from (4.15), and $M$ is from (4.7).

Proof. From (4.16) and

$$x(t) = e^{-A\tau}x(t + \tau) - e^{-A\tau}\sum_{i=0}^{1} \delta_i u_h(t)^{(i)} - e^{-A\tau}\delta_2 r_a$$  (4.21)

where $\tau$ is the required prediction horizon and

$$\delta_0 \triangleq (e^{A\tau} - I)A^{-1}B,$$
$$\delta_1 \triangleq ((e^{A\tau} - I)A^{-1} - \tau I)A^{-1}B, (4.22)$$
$$\delta_2 \triangleq (e^{A\tau} - I)A^{-1}F,$$

we can write

$$P_{\tau_1}MY_0;\gamma(t - \tau_1) = P_{\tau_1}MOe^{-A(\tau_1+\tau)}x(t + \tau) - P_{\tau_1}MOe^{-A\tau}\delta_1 u_h(t - \tau_1) - P_{\tau_1}MOe^{-A\tau}(\delta_2 + \tau_1 \delta_1)u_h(t - \tau_1) - P_{\tau_1}MOe^{-A\tau}\delta_3 r_a - C_{\text{known}}$$  (4.23)

where $C_{\text{known}}$ is from (4.17).

By pre-multiplying (4.23) by

$$P_\tau \triangleq \prod_{k=0}^{1} P_{\tau,j}P_{\tau,r}$$  (4.24)

we can remove all unknown values from it. In (4.24),

- The matrix $P_{\tau,r}$ is a projection onto the left null-space of $D_c(P_{\tau_1}MOe^{-A(\tau_1+\tau)}\delta_2)$.
- For $j \leq \lambda$, $P_{\tau,j}$ is an identity matrix and it is a projection onto the left null-space of $(\prod_{k=0}^{j-1} P_{\tau,j}P_{\tau,r}P_{\tau_1}MOe^{-A(\tau_1+\gamma)}\delta_k)$ otherwise.

Hence, the functional of the upcoming states of the system, $x(t + \tau)$, which span the row space of $P_\tau P_{\tau_1}MOe^{-A(\tau_1+\gamma)}$ can be reconstructed by the user by time $t$.

Procedure. The steps that are required to calculate the delay-incorporating user-predictable subspace, $\mathcal{P}_{\mathcal{H}}^*$ are as follows:
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- Obtain all the required matrices to determine $O^*_H$.
- Calculate $\delta_0 - \delta_2$ from (4.22).
- Obtain $P_\tau$ from (4.24).
- Determine the delay-incorporating user-predictable subspace from (4.20).

\[ \begin{align*}
\text{Corollary 5.} & \quad \text{A delay-incorporating user-predictable space is also delay-incorporating user-observable.} \\
\text{Proof.} & \quad \text{As in the proof in Corollary 4, if is straightforward to show that}\end{align*} \\
& \quad \text{with } A \text{ being a full rank matrix}
\]

\[ \begin{align*}
\mathcal{P}^*_H & \overset{\Delta}{=} \mathcal{R}((e^{-A(\tau + \tau_1)})^T(MO)^TP^{T\tau_1\tau}P^{T\tau}) \\
& = \mathcal{R}((e^{-A\tau_1})^T(MO)^TP^{T\tau_1\tau}) \\
& \subseteq \mathcal{R}((e^{-A\tau_1})^T(MO)^TP^{T\tau_1\tau}),
\end{align*} \]

which proves that $\mathcal{P}^*_H \subseteq O^*_H$.

\[ \begin{align*}
\text{Corollary 6.} & \quad \text{A delay-incorporating user-predictable space is also user-predictable.} \\
\text{Proof.} & \quad \text{Consider } \tau_1 = 0, \text{ hence } P_{\tau_1} = I \text{ and from (4.20), } \mathcal{P}_H \text{ can be formulated as}\end{align*} \\
\[ \begin{align*}
\mathcal{P}_H & \overset{\Delta}{=} \mathcal{R}((e^{-A\tau})^T(MO)^TP^{T\tau}) \\
& \overset{(4.25)}{=} \mathcal{R}((e^{-A\tau})^T(MO)^TP^{T\tau}).
\end{align*} \]

As in Corollary 4 and 5, it is trivial to show that $\mathcal{P}^*_H \subseteq \mathcal{P}_H$.

4.3.1 Validation of the displayed information

In Section 4.1 we stated that for safety-critical systems under human or shared control, the user-interface must provide the user with information...
that results in a delay-incorporating user-observable and a delay-incorporating user-predictable task. Hence, we can introduce the following proposition.

**Proposition 1.** In order for a user to be able to accomplish a desired task in a safety-critical condition for a system of form (2.1) and under the assumptions [7,4] the following inclusion is necessary

\[ T \subseteq \mathcal{P}_H^*, \quad (4.26) \]

where \( \mathcal{P}_H^* \) is the delay-incorporating user-predictable subspace, formulated in (4.20).

### 4.4 Examples

We consider a remotely driven point mass car modeled as a double integrator and stabilized to have poles on \(-2\) and \(-3\). The system matrices are

\[
A = \begin{bmatrix} 0 & 1 \\ -2 & -3 \end{bmatrix}, \quad B = \begin{bmatrix} 0 \\ 1 \end{bmatrix}.
\]

(4.27)

Our goal is to evaluate whether for such a system the displays (which measure the position or the velocity of the car) are effective to accomplish a desired task, when the processing delay is \( \tau_1 = 0.2 \).

We consider two cases, 1) a user who controls the system via a known force with known constant rate – that is, all derivatives of the input are known and 2) a user whose input to the system is complicated and random, thus, has no knowledge about input derivatives – that is, \( \lambda = 0 \). For both cases, we consider \( \gamma = 1 \).

Our desired task is stopping at a stop sign, hence, we can define the task space as \( T = \mathcal{R} \left( \begin{bmatrix} 1 \\ 0 \end{bmatrix}, \begin{bmatrix} 0 \\ 1 \end{bmatrix} \right) \) which spans \( \mathbb{R}^2 \).

#### 4.4.1 delay-incorporating user-observable subspace

It is first required to calculate the delay-incorporating user-observable subspace for different measurements of states available to the user.
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From (4.9), for $\lambda = \infty$, we can obtain $M = I$ and $P_{\tau_1} = I$. Hence,

$$O^*_H|_{\lambda=\infty} = \mathcal{R}(C^T) \oplus \mathcal{R}((e^{-A\tau_1})^T O^T).$$  \hspace{1cm} (4.28)

Also, for $\lambda = 0$, we can obtain $M = I$ therefore,

$$O^*_H|_{\lambda=0} = \mathcal{R}(C^T) \oplus \mathcal{R}((e^{-A\tau_1})^T O^T P_{\tau_1}^T).$$  \hspace{1cm} (4.29)

From (4.28) and (4.29), for either of the two different displays including a GPS with $C = [1 \ 0]$ and a speedometer with $C = [0 \ 1]$, we can show that $O^*_H|_{\lambda=\infty}$ spans $\mathbb{R}^2$.

In addition, when $\lambda = 0$, with either of the measurements in the display we can obtain

$$P_{\tau_1} = \begin{bmatrix} 0.9919 & 0.0899 \\ 0.0899 & 0.0081 \end{bmatrix},$$

hence, $O^*_H|_{\lambda=0} = \mathbb{R}^2$.

The results state that for such a system, regardless of the type of the measurements and the complexity of users’ input, the user can reconstruct both states of the system.

4.4.2 Delay-incorporating user-predictable subspace

For $\tau = 0.1$, we calculate the delayed-incorporates user-predictable subspace of this system for different measurements of states provided in the display.

From (4.20), for $\lambda = \infty$, we can obtain $P_r = I$, hence

$$P^*_H|_{\lambda=\infty} = \mathcal{R}((e^{-A(\tau+\tau_1)})^T O^T)$$  \hspace{1cm} (4.30)

Also, for $\lambda = 0$ and from (4.20)

$$P^*_H|_{\lambda=0} = \mathcal{R}((e^{-A(\tau+\tau_1)})^T O^T P_{\tau_1}^T P_{\tau}^T)$$  \hspace{1cm} (4.31)

From (4.30), we can obtain $P^*_H|_{\lambda=\infty} = \mathbb{R}^2$ with either the GPS or the speedometer.
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When \( \lambda = 0 \), for either of the displays,

\[
P_\tau = \begin{bmatrix} 0.0081 & -0.0899 \\ -0.0899 & 0.9919 \end{bmatrix},
\]

hence, \( P^*_H|_{\lambda=0} = \emptyset \). This states that, with a complicated input, the user can reconstruct no combination of the states \( x(t + \tau) \) at time \( t \).

The results above can help the reader understand Corollary 5 better, as it is clear that in all of the above cases, the delay-incorporating user-predictable space is a subset of the delayed incorporated user-observable space.

We now consider \( \lambda = 0 \) for the case of having no processing delay, \( \tau_1 = 0 \). We thus can obtain the user-predictable subspace to be

\[
P_H = \mathcal{R} \left( \begin{bmatrix} 1.0000 \\ -0.0526 \end{bmatrix} \right)
\]

for either of the displays. Based on Corollary 6, the delay-incorporating user-predictable space is always a subset of the user-predictable space which we also have shown it to be the case in this example.

The result of having no delay shows that not considering the processing delay can result in a larger user-predictable subspace. Overlooking this delay can mislead the designer to misjudge the capability of the user to accomplish a task; i.e., by ignoring the delay, the designer might find the user capable of accomplishing the task, while, due to the existence of the processing delay, the space which is predictable by the user may not include the task space or even is empty. Thus, for safety critical systems, it is not safe to simply ignore this value as it may result in hazardous outcomes.

4.4.3 Task accomplishment

With any of the suggested displays, when \( \lambda = \infty \), both the delay-incorporating user-observable and the delay-incorporating user-predictable spaces span \( \mathbb{R}^2 \).

Hence, \( T \subset P^*_H|_{\lambda=\infty} \). This means, regardless of the displayed information, if the pattern of changes of the user’s input is all clear to the user, it might
be possible for the user to stop at a stop sign.

On the other hand, it is clear that $\mathcal{T} \nsubseteq \mathcal{P}_\mathcal{H} \ast |_{\lambda=0}$ for either of the displays. Hence, under the Assumption 5 for a complicated input to the system, neither the GPS nor the speedometer are effective for a human to control the velocity of the mass. Hence, for such an input, regardless of the type of the measurements, there is always a chance that the user cannot estimate and predict the task precisely.

For this example, although not having a processing delay is helpful in expanding the user predictable space, it still does not help with task accomplishment.

### 4.5 Summary and conclusion

In this chapter, for safety-critical LTI systems, two novel subspaces, the delay-incorporating user-observable subspace, $\mathcal{O}_\mathcal{H}^*$, and the delay-incorporating user-predictable subspace $\mathcal{P}_\mathcal{H}^*$, with possibly longer term predictions, were formulated. As in Chapter 3, these subspaces were compared to the task space for a feasible task. If the task space does not lie in the relevant space, then the user-interface of a safety-critical system is incorrect, meaning that in such a system there exists a possibility that the user cannot accomplish the desired task with the given user-interface.

In the next two chapters, we suggest models for the process of attaining SA by the user. These models let us evaluate the correctness of a given display. For cases with unchanging operating conditions, with the aid of the mentioned models, the information which is required to be included in the display for the safety of the task can also be determined.
Chapter 5

User-interface analysis through modeling the user as an estimator

Having a system as in (2.1), our goal in this chapter is to introduce a detailed model of a human attaining SA.

In Sections 5.2.1 and 5.2.2 we present the existence conditions and the design procedure of an extended delayed functional observer/predictor considered to be the model of attaining SA by the user. We follow by an example on the existence and design of the delayed/non-delayed functional observer/predictor. In section 5.2.3 we suggest a technique to determine the required information to be displayed. Finally, in Section 5.3 we investigate a safety critical application, prediction of the depth of anesthesia during surgery.

5.1 Problem formulation

To model the process of attaining SA by the user, we take into account the users’ limitations and capabilities regarding the information presented to them and estimated by them. The process of attaining SA includes observations as well as predictions by the user. Processing of information generally introduces a delay [104, 106]. Assuming the derivatives of the inputs and the outputs might be available, we design (and evaluate the existence of) a novel estimator for LTI systems generating delayed estimates of the current and upcoming desired functional of states. Since we consider the user to i)
only reconstruct and predict the desired set of states rather than the entire state space, ii) make delayed estimations, and iii) possibly have knowledge of the derivatives of the inputs and outputs, we model the process of attaining SA as an extended delayed functional observation/prediction.

Since, in this chapter, reconstruction and prediction of the desired states of the system are considered to be delayed, we model the user as a delayed observer/predictor for the functional:

\[
    z_0(t + \tau) = Tx(t + \tau), \quad 0 \leq \tau,
\]  

(5.1)

where \( \tau \) defines the prediction horizon. In (5.1), the task matrix \( T \in \mathbb{R}^{l \times n} \) is defined in (2.3).

In some cases, it is not possible to estimate the functional \( z_0(t + \tau) \) directly and it is necessary for the user to also estimate the functional \( Rx(t + \tau) \) such that \( R \in \mathbb{R}^{s \times n} \). We select the rows of \( R \) to be linearly independent from the rows of \( T \). Hence, we introduce the extended functional as

\[
    z(t + \tau) = \begin{bmatrix} T \\ R \end{bmatrix} x(t + \tau),
\]  

(5.2)

where \( R \) is selected such that \( L = [T^T, R^T]^T \) is of full row rank. For cases that \( Tx(t + \tau) \) can be estimated directly, we have \( R = \emptyset \).

We introduce a theorem providing conditions needed for an estimator with human specifications to exist, i.e., the required conditions on the system, the display, and the task so that the user can attain SA toward specific goals. If these conditions are not satisfied for a triplet of dynamics, measurements, and task, then it is not possible for the user to attain SA regarding the specific task through the available information. Possible solutions to such a problem could be i) modifying the content of the display, and/or ii) expanding the task. In some systems, however, none of the above modifications help in attaining SA. This non-existence of the observer/predictor can itself be informative to the system designer, e.g., for making better decisions on how to provide the required information to the user.

The analyses in this chapter are under Assumption 3 for \( \gamma \in \{0, 1\} \) and
\[ \lambda \in \{0, 1\} \]. It is worth mentioning that employing a technique similar to the one in this chapter, it is straightforward to design a non-delayed/delayed functional estimator for \(1 \leq \gamma\) and \(1 \leq \lambda\).

5.2 Methodology

Based on Assumption 3, we introduce the extended output vector and the extended input vector as

\[
Y_{0:\gamma}(t) = \begin{bmatrix} y_1^T(t), \dot{y}_1^T(t), \cdots, y_1^{(\gamma)}T(t) \end{bmatrix}^T,
\]

\[
U_{0:\lambda}(t) = \begin{bmatrix} u_h^T(t), \dot{u}_h^T(t), \cdots, u_h^{(\lambda)}T(t) \end{bmatrix}^T,
\]

(5.3)

hence, as we consider \(\gamma \in \{0, 1\}\) and \(\lambda \in \{0, 1\}\), only two cases for the extended output vector and two cases for the extended input vector may exist. Analytically, the extended output vector can be written as

\[
Y_{0:\gamma}(t) = O_0 x(t) + M_{1,0:0} Y_{0:\gamma}(t) + M_{2,\gamma} r_a,
\]

(5.4)

where for \(\gamma \in \{0, 1\}\), the observability matrix \(O_0 \in \mathbb{R}^{(\gamma+1)p_x \times n}\), a Toeplitz matrix \(M_{1,0:0} \in \mathbb{R}^{(\gamma+1)p_x \times (\gamma+1)p_x}\), and matrices \(M_{2,\gamma} \in \mathbb{R}^{(\gamma+1)p_x \times p_r}\) and \(U_{0:\gamma}(t) \in \mathbb{R}^{(\gamma+1)p_x}\) are defined as follows,

\[
O_0 = C, \quad O_1 = \begin{bmatrix} CT, A^TCT \end{bmatrix}^T
\]

\[
M_{1,0:0} = 0, \quad M_{1,0:1} = \begin{bmatrix} 0 & 0 \\ CB & 0 \end{bmatrix}
\]

\[
M_{2,0} = 0, \quad M_{2,1} = \begin{bmatrix} 0 \\ CF \end{bmatrix}
\]

\[
U_{0:0}(t) = u_h, \quad U_{0:0}(t) = [u_h^T(t), \dot{u}_h^T(t)]^T.
\]

(5.5)

In addition to the inputs, outputs, and their derivatives, we also give the user the ability to incorporate the measured trajectories in estimating the desired states. We therefore aim to model the user as an estimator of the form

\[
\dot{\hat{\omega}}(t) = N_1 \omega(t) + J_1 Y_{0:\gamma}(t) + J_2 y_2(t) + H U_{0:\gamma}(t)
\]

\[
\dot{\hat{z}}(t) = \omega(t - \tau_1) + E Y_{0:\gamma}(t)
\]

(5.6)
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which produces delayed or non-delayed estimates of current or upcoming values of a desired functional of states. In (5.6), \( \omega(t) \in \mathbb{R}^{l+x} \) is the state of the estimator and \( \tau_1 \) is the estimation delay. It is desirable to determine a stable matrix \( N \) and matrices \( J_1, J_2, H, \) and \( E \) with compatible dimensions to make the estimation error asymptotically approach zero. From (5.6), it is clear that we only apply the delay term on the desired state \( s \) which need to be processed and estimated in the working memory – that is, the set of desired states which are not directly available to the user.

Having the estimator (5.6) to estimate the functional (5.2) of the system (2.1), the prediction error is

\[
e(t) = \dot{z}(t) - z(t + \tau) \\
= \omega(t - \tau_1) + EY_0(\gamma) - Lx(t + \tau) \\
= \omega(t - \tau_1) + EO_\gamma x(t) + EM_{1,0_\gamma}U_0(t) + EM_{2,0_\gamma}r_a - Lx(t + \tau)
\]  

(5.7)

with the error dynamics

\[
\dot{e}(t) = N\omega(t - \tau_1) + J_1 O_\gamma x(t - \tau_1) + J_1 M_{1,0_\gamma}U_0(t - \tau_1) + J_1 M_{2,0_\gamma}r_a + J_2 D r_a + HU_0(t - \tau_1) + EO_\gamma Ax(t) + EO_\gamma Bu(t) + EO_\gamma Fr_a + EM_{1,0_\gamma}U_{1,0_\gamma+1}(t - \lambda) - LAx(t + \tau) - LBu(t) - LFr_a.
\]

(5.8)

Note that in (5.8), by setting \( \tau = 0 \) we obtain the error dynamics for the observation and by setting \( \tau > 0 \) we obtain the error dynamics for the prediction.

Since in general the delay and the value of prediction horizon are small, we can write

\[
u_h(t) = u_h(t - \tau_1) + \tau_1 \ddot{u}_h(t - \tau_1),
\]

\[
u_h(t + \tau) = u_h(t - \tau_1) + (\tau + \tau_1) \ddot{u}_h(t - \tau_1) + \tau \tau_1 \dddot{u}(t - \tau_1).
\]

(5.9)

The states of the continuous time system (2.1) evolve as

\[
x(t + \tau) = e^{A_{\tau}} x(t) + c,
\]

\[
x(t) = e^{A_{\tau}} x(t - \tau_1) + c_1.
\]

(5.10)
where
\[ c = \int_t^{t+\tau} e^{A(t+\tau-T)} \begin{bmatrix} B \\ F \end{bmatrix} \begin{bmatrix} u_h(T) \\ r_a \end{bmatrix} \, dT, \]
\[ c_1 = \int_{t-\tau_1}^{t} e^{A(t-T)} \begin{bmatrix} B \\ F \end{bmatrix} \begin{bmatrix} u_h(T) \\ r_a \end{bmatrix} \, dT. \] (5.11)

By introducing the variables
\[
\begin{align*}
\delta_1 & \triangleq (e^{A\tau} - I)A^{-1}B, \\
\delta_2 & \triangleq ((e^{A\tau} - I)A^{-1} - \tau I)A^{-1}B, \\
\delta_3 & \triangleq (e^{A\tau} - I)A^{-1}F, \\
\theta_1 & \triangleq (e^{A\tau_1} - I)A^{-1}B, \\
\theta_2 & \triangleq ((e^{A\tau_1} - I)A^{-1} - \tau_1 I)A^{-1}B, \\
\theta_3 & \triangleq (e^{A\tau_1} - I)A^{-1}F, \\
\eta_1 & \triangleq e^{A(\tau+\tau_1)}, \\
\eta_2 & \triangleq \delta_3 + e^{A\tau}_2, \\
\eta_3 & \triangleq \delta_1 + e^{A\tau}_1, \\
\eta_4 & \triangleq \delta_2 + \tau_1 \delta_1 + e^{A\tau}_2, \\
\eta_5 & \triangleq \tau_1 \delta_2,
\end{align*}
\] (5.12)

and from (5.9) and (5.10), we can write
\[
\begin{align*}
x(t) & = e^{A\tau_1}x(t - \tau_1) + \theta_1 u(t - \tau_1) + \theta_2 \dot{u}(t - \tau_1) + \theta_3 r_a, \\
x(t + \tau) & = \eta_1 x(t - \tau_1) + \eta_2 u(t - \tau_1) + \eta_3 \dot{u}(t - \tau_1) + \eta_4 \ddot{u}(t - \tau_1) + \eta_5 r_a.
\end{align*}
\] (5.13)

Hence, under the assumption that \(\gamma\) and \(\lambda\) are selected from \(\{0, 1\}\), the
error dynamics can be written as

\[
\dot{e}(t) = Ne(t) + (NL\eta_1 - LA\eta_1 + [E J_1 K J_2 H]Q_{1,1})x(t - \tau_1) + \\
(NL\eta_2 - LA\eta_2 + [E J_1 K J_2 H]Q_{1,2} - LF)r_a + \\
(NL\eta_3 - LA\eta_3 + [E J_1 K J_2 H]Q_{1,3} - LB)\dot{u}_h(t - \tau_1) + \\
(NL\eta_4 - LA\eta_4 + [E J_1 K J_2 H]Q_{1,4} - LB(\tau + \tau_1))\ddot{u}_h(t - \tau_1) + \\
(NL\eta_5 - LA\eta_5 + [E J_1 K J_2 H]Q_{1,5} - LB\tau\tau_1)\dddot{u}_h(t - \tau_1),
\]

(5.14)

where \( K \triangleq J_1 - NE \) and \( Q_{1,i} \) are defined in (5.15) for \( i \in \{1, \cdots, 5\} \).

\[
Q_1 \triangleq \begin{bmatrix}
Q_{1,1} & Q_{1,2} & Q_{1,3} & Q_{1,4} & Q_{1,5} \\
O_\gamma Ae^{\tau_1} & O_\gamma (A\theta_3 + F) & O_\gamma (A\theta_1 + B) & O_\gamma (A\theta_2 + \tau_1 B) + M_{1,\gamma} & \tau_1 M_{1,\gamma} \\
O_\gamma (I - e^{\tau_1}) & -O_\gamma \theta_3 & -O_\gamma \theta_1 & -O_\gamma \theta_2 - \tau_1 M_{1,\gamma} & 0 \\
O_\gamma e^{\tau_1} & O_\gamma \theta_3 + M_{1,\gamma} & O_\gamma \theta_1 + M_{1,\gamma} & O_\gamma \theta_2 + \tau_1 M_{1,\gamma} & 0 \\
0 & D & 0 & 0 & 0 \\
0 & 0 & I & 0 & 0 \\
0 & 0 & 0 & \lambda I & 0 \\
\end{bmatrix}
\]

(5.15)

In (5.15), \( M_{1,0} = 0_{p_x \times m_b} \) and \( M_{1,1} = \begin{bmatrix} 0 \\ C B \end{bmatrix} \).

From (5.14), a \( \tau_1 \)-delayed estimator exists and can be designed to estimate the desired functional \( z(t + \tau) \) if and only if there exists a set \( (E, J_1, N, J_2, H) \), where \( H \triangleq [H_a \ H_b] \), with a stable \( N \) to always satisfy

\[
\begin{align*}
NL\eta_1 + [E J_1 K J_2 H]Q_{1,1} &= Q_{2,1}, \\
NL\eta_2 + [E J_1 K J_2 H]Q_{1,2} &= Q_{2,2}, \\
NL\eta_3 + [E J_1 K J_2 H]Q_{1,3} &= Q_{2,3}, \\
NL\eta_4 + [E J_1 K J_2 H]Q_{1,4} &= Q_{2,4}, \\
NL\eta_5 + [E J_1 K J_2 H]Q_{1,5} &= Q_{2,5},
\end{align*}
\]

(5.16)
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with $Q_{2,i}$ are defined in (5.17) for $i \in \{1, \cdots, 5\}$.

$$Q_2 \triangleq \begin{bmatrix} Q_{2,1} & Q_{2,2} & Q_{2,3} & Q_{2,4} & Q_{2,5} \\ L \eta_1 & L(A \eta_2 + F) & L(A \eta_3 + B) & L(A \eta_4 + B(\tau + \tau_1)) & L(A \eta_5 + B \tau \tau_1) \end{bmatrix}$$

(5.17)

In summary, using the above conditions, we can formulate the problem as follows. We seek to:

- evaluate the satisfaction of (5.16) for a desired task $T$, a given delay $\tau_1$, and a given amount of prediction horizon $\tau$ to determine whether it is possible for the user to attain SA regarding the desired task and thus make correct decisions toward its accomplishment.

- obtain the model of the user by solving (5.16) for $N$ and $\begin{bmatrix} E & J_1 & K & J_2 & H \end{bmatrix}$ (which also satisfy $K = J_1 - N E$).

- seek the triplet $(C, D, R)$ (if there exists any), with a minimum cardinality of $(C,D)$, which satisfies conditions in (5.16) to determine the required information to be displayed. Note that, we define the cardinality of $(C,D)$ as $\text{rank}(C) + \text{rank}(D)$.

5.2.1 Existence conditions for an extended functional estimator

For LTI systems under shared-control and assuming availability of the derivatives of the inputs and outputs, we obtain the necessary and sufficient conditions for the existence of a delayed/non-delayed functional observer and predictor.

Recall that we consider a full row rank functional $Lx(t + \tau)$, with $Lx(t + \tau) = \begin{bmatrix} T \\ R \end{bmatrix} x(t + \tau)$, whose components are $Tx(t + \tau)$ and $Rx(t + \tau)$. Therefore reconstructing $Lx(t + \tau)$ is sufficient for the reconstruction of the desired task, $Tx(t + \tau)$. Our goal is to investigate the existence of and then design
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an observer of form (5.6) to reconstruct the functional \( Lx(t + \tau) \). Mathematically this is equivalent to finding a solution for (5.16).

**Lemma 1.** There exists a solution for (5.16) iff the following two conditions are simultaneously satisfied:

- \[
  \begin{bmatrix}
    E & J_1 & K & J_2 & H
  \end{bmatrix}
  T_1 = T_2, 
\]
  \[ (5.18) \]
  where \( T_1 = Q_1 M_E \) and \( T_2 = Q_2 M_E \) and \( M_E \) is from (5.20).

- \[ N = Q_{2,i} H_i - \begin{bmatrix}
    E & J_1 & K & J_2 & H
  \end{bmatrix} Q_{1,i} H_i, \]
  \[ (5.19) \]
  for \( i \in \{1, \cdots, 5\} \).

where \( H_i \) is such that \( L\eta_i H_i = I \), for \( i \in \{1, \cdots, 5\} \).

**Proof.** By selecting \( E_i \)'s to satisfy \( L\eta_i E_i = 0 \) and \( H_i \)'s defined earlier, we can define a full row-rank matrix

\[ S_1 = \begin{bmatrix}
  M_H & M_E
\end{bmatrix}, \]
\[ (5.20) \]

where

\[
M_E = \begin{bmatrix}
  E_1 & 0 & 0 & 0 & 0 \\
  0 & E_2 & 0 & 0 & 0 \\
  0 & 0 & E_3 & 0 & 0 \\
  0 & 0 & 0 & E_4 & 0 \\
  0 & 0 & 0 & 0 & E_5
\end{bmatrix},
\]
\[
M_H = \begin{bmatrix}
  H_1 & 0 & 0 & 0 & 0 \\
  0 & H_2 & 0 & 0 & 0 \\
  0 & 0 & H_3 & 0 & 0 \\
  0 & 0 & 0 & H_4 & 0 \\
  0 & 0 & 0 & 0 & H_5
\end{bmatrix}\]
\[ (5.21) \]

Given that \( S_1 \) is of full row rank, post multiplication of \( S_1 \) in (5.16) will not change the results. As a result of this post multiplication, (5.18) and (5.19) are obtained to be an equivalent expression to (5.16).

In order for a stable solution for (5.16) to exist, a stable matrix \( N \) and matrices \( [E \ J_1 \ K \ J_2 \ H] \) have to exist to satisfy both (5.18) and (5.19).
5.2. Methodology

Clearly, there exists a solution for (5.18) iff \( \text{span}(T_2^T) \subseteq \mathcal{R}(T_1^T) \) – that is,

\[
\text{rank} \begin{bmatrix} T_1 \\ T_2 \end{bmatrix} = \text{rank} \begin{bmatrix} T_1 \end{bmatrix}.
\] (5.22)

**Proposition 2.** The condition (5.18) is satisfied iff

\[
\text{rank}(LHS_1) = \text{rank}(RHS)
\] (5.23)

where

\[
RHS \triangleq \begin{bmatrix} Q_1 \\ L\eta_1 & L\eta_2 & L\eta_3 & L\eta_4 & L\eta_5 \end{bmatrix},
\] (5.24)

and

\[
LHS_1 \triangleq \begin{bmatrix} Q_2 \\ RHS \end{bmatrix}.
\] (5.25)

**Proof.** We can post-multiply \( S_1 \) from (5.20) in (5.24) and (5.25) to obtain

\[
\text{rank}(RHS) = \text{rank}(RHS \times S_1) = \text{rank}(L) + \text{rank}(T_1)
\] (5.26)

and

\[
\text{rank}(LHS_1) = \text{rank}(LHS_1 \times S_1) = \text{rank}(L) + \text{rank} \begin{bmatrix} T_1 \\ T_2 \end{bmatrix}
\] (5.27)

respectively. From (5.26) and (5.27), we can show that \( \text{rank}(RHS) = \text{rank}(LHS_1) \) iff \( \text{rank} \begin{bmatrix} T_1 \\ T_2 \end{bmatrix} = \text{rank} \begin{bmatrix} T_1 \end{bmatrix} \). Thus, (5.23) is the necessary and sufficient condition for the existence of the solution to (5.18).

**Proposition 3.** The condition in (5.19) is satisfied, with a stable \( N \), iff the following conditions are simultaneously satisfied.

1. For all \( s \in \mathbb{C} \),

\[
\text{rank}(LHS_{2,i}) = \text{rank}(RHS)
\] (5.28)

where \( LHS_{2,i} \) is formulated in (5.29). In (5.29), \( M_{E,i,j} \) is a block diagonal portion of \( M_E \), defined in (5.21), which only contains \( E_k \) on
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its diagonal where \( k \in \{1, \cdots, j\} \). In (5.28), \( i \in \{1, \cdots, 5\} \) when \( \tau \neq 0 \) and \( \tau_1 \neq 0 \), \( i = 1 \) when \( \tau = 0 \) and \( \tau_1 = 0 \), and \( i \in \{1, \cdots, 4\} \) when \( \tau = 0 \) and \( \tau_1 \neq 0 \).

\[
\begin{align*}
LHS_{2,1} & \triangleq \begin{bmatrix} sL\eta_1 - LA\eta_1 & -Q_{2,2} & -Q_{2,3} & -Q_{2,4} & -Q_{2,5} \\
                     & Q_1 & -Q_{2,1} & sL\eta_2 - LA\eta_2 & -Q_{2,3} & -Q_{2,4} & -Q_{2,5} & C_{2,1}, \\
                     &            &             & Q_1 & -Q_{2,1} & sL\eta_3 - LA\eta_3 & -Q_{2,4} & -Q_{2,5} & C_{2,2}, \\
                     &            &             &            & Q_1 & -Q_{2,1} & sL\eta_4 - LA\eta_4 & -Q_{2,5} & C_{2,3}, \\
                     &            &             &            &            & -Q_{2,1} & sL\eta_4 - LA\eta_4 & -Q_{2,5} & C_{2,4}, \\
                     &            &             &            &            &            & sL\eta_5 - LA\eta_5 & -Q_{2,5} & C_{2,5}, \\
\end{bmatrix}
\end{align*}
\]

(5.29)

where

\[
\begin{align*}
C_{2,1} & \triangleq \begin{bmatrix} I \\
0 \\
0 \\
M_{E,2:5} \end{bmatrix}, & C_{2,2} & \triangleq \begin{bmatrix} E_1 \\
0 \\
0 \\
0 \\
M_{E,3:5} \end{bmatrix}, \\
C_{2,3} & \triangleq \begin{bmatrix} M_{E,1:2} \\
0 \\
0 \\
0 \\
M_{E,4:5} \end{bmatrix}, & C_{2,4} & \triangleq \begin{bmatrix} M_{E,1:3} \\
0 \\
0 \\
0 \\
0 \\
E_5 \end{bmatrix}, \\
C_{2,5} & \triangleq \begin{bmatrix} M_{E,1:4} \\
0 \\
0 \\
0 \\
I \end{bmatrix}.
\end{align*}
\]

2. When \( \tau_1 \neq 0 \) and/or \( \tau \neq 0 \), there exists a \( Z \) for which \( (\Lambda_1 - Z\Gamma_1) \) has
negative eigenvalues with acceptable magnitude

\[(\Lambda_i - \Lambda) - Z(\Gamma_i - \Gamma_i) = 0\] (5.30)

for \(i \in \{2, \ldots, 5\}\) when \(\tau_1 \neq 0\) and for \(i \in \{2, \ldots, 4\}\) when \(\tau = 0\).

In (5.30), \(\Gamma_i\) and \(\Lambda_i\) are

\[
\Lambda_i = Q_{2,i} H_i - T_2T_1^+Q_{1,i}H_i,
\]

\[
\Gamma_i = (I - T_1T_1^+)Q_{1,i}H_i.
\]

**Proof.** The solution to (5.18) has the form of

\[
\begin{bmatrix}
E & J_1 & K & J_2 & H
\end{bmatrix} = T_2T_1^+ + Z(I - T_1T_1^+) \quad (5.31)
\]

for an arbitrary matrix \(Z\) with compatible dimension.

1. **Proof of (5.28).**

From (5.19) and (5.31), \(N\) can be written as \(N = \Lambda_i - Z\Gamma_i\) where

\[
\Lambda_i = Q_{2,i} H_i - T_2T_1^+Q_{1,i}H_i,
\]

\[
\Gamma_i = (I - T_1T_1^+)Q_{1,i}H_i. \quad (5.32)
\]

The eigenvalues of \(N\) can be placed at any desired values iff rank \(\begin{bmatrix} sI - \Lambda_i & \Gamma_i \end{bmatrix} = l + \chi, \forall s \in \mathbb{C}\).

We first introduce some required matrices to complete the proof. Choose
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full-row rank matrices

\[
S_{a,1} = \begin{bmatrix} H_1 & E_1 & 0 \\ 0 & 0 & I \end{bmatrix},
\]

\[
S_{a,i} = \begin{bmatrix} 0 & I & 0 & 0 \\ H_i & 0 & E_i & 0 \\ 0 & 0 & 0 & I \end{bmatrix}, \text{ for } i \in \{2, 3, 4\}
\]

\[
S_{a,5} = \begin{bmatrix} 0 & 0 & I \\ H_1 & E_1 & 0 \end{bmatrix},
\]

a full column rank matrix

\[
S_b = \begin{bmatrix} I & T_2T_1^+ \\ 0 & (I - T_1T_1^+) \\ 0 & T_1T_1^+ \end{bmatrix},
\]

and a full row rank matrix

\[
S_{c,i} = \begin{bmatrix} I \\ T_1^+Q_{1,i}H_i \\ 0 \end{bmatrix} \text{ for } i \in \{1, \ldots, 5\}.
\]

For each feasible value of \(i\), by first post-multiplying \(S_{a,i}\) in \(LHS_{2,i}\) from (5.29) and then pre-multiplying \(S_b\) and post-multiplying \(S_{c,i}\) in the resulted matrix, the rank does not change and we have

\[
\text{rank}(LHS_{2,i}) = \text{rank}\left[ sI - \Lambda_i \begin{bmatrix} \Gamma_i \end{bmatrix} \right] + \text{rank}[T_1].
\]

Comparing (5.36) and (5.26) and having \(\text{rank}(L) = l + \mathcal{X}\), (5.28) is satisfied iff rank

\[
\begin{bmatrix} sI - \Lambda_i \\ \Gamma_i \end{bmatrix} = l + \mathcal{X}, \forall s \in \mathbb{C}.
\]

2. Proof of (5.30).

In proof of (5.28) we showed that, for each feasible value of \(i\), the eigenvalues of matrix \(N\) can be selected to have a desired values depending
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on a matrix $Z$ if $\text{rank}(LHS_{2,i}) = \text{rank}(RHS)$.

After satisfaction of (5.28), according to $N = \Lambda_i - Z\Gamma_i$, required is a common pair $(N, Z)$ with an stable $N$ which can satisfy the above equation for all feasible values of $i$. Thus, for any feasible pair of $(i, j)$, it is necessary to have $\Lambda_i - Z\Gamma_i = \Lambda_j - Z\Gamma_j$, which is the proof to (5.30).

From Lemma 1 and Propositions 2-3 we can introduce Theorem 5 on the existence of a stable delayed functional estimator to estimate the current and upcoming desired functional of the states of a system of interest.

**Theorem 5.** For a system of the form (2.1), with $\gamma \in \{0, 1\}$ available derivatives of the outputs and $\lambda \in \{0, 1\}$ available derivatives of the inputs, there exists an estimator of the form (5.6) to make

- non-delayed observations, with $\tau_1 = 0$ and $\tau = 0$,
- delayed observations, with $\tau_1 \neq 0$ and $\tau = 0$,
- non-delayed predictions, with $\tau_1 = 0$ and $\tau \neq 0$,
- delayed predictions, with $\tau_1 \neq 0$ and $\tau \neq 0$,

iff, a functional $Rx$ exists to extend the desired task functional; as is defined in (5.2); to satisfy the condition (5.23) in Proposition 2 and conditions (5.28) and (5.30) in Proposition 3 and also to satisfy the following condition:

- When $\tau_1 \neq 0$, there exists a pair $(N, Z)$, with $Z$ satisfying (5.30) and $N$ being a stable matrix, to hold

$$N(T_{a,1} + ZT_{b,1}) = (T_{a,2} - T_{a,3}) + Z(T_{b,2} - T_{b,3}), \quad (5.37)$$

where

$$\begin{bmatrix} T_{a,1} & T_{a,2} & T_{a,3} & T_{a,4} \\ T_{b,1} & T_{b,2} & T_{b,3} & T_{b,4} \end{bmatrix} \triangleq T_2 T_1^+, \quad (5.38)$$

$$\begin{bmatrix} T_{a,1} & T_{a,2} & T_{a,3} & T_{a,4} \\ T_{b,1} & T_{b,2} & T_{b,3} & T_{b,4} \end{bmatrix} \triangleq (I - T_1 T_1^+), \quad (5.38)$$
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and have compatible dimensions ($T_{a4}$ and $T_{b4}$ have $(p_r + (\lambda + 1)B)$ columns, and $T_{a3}$ and $T_{b3}$ have equal number of columns for $i \in \{1, 2, 3\}$).

In (5.38), $T_1 = Q_1 M_E$ and $T_2 = Q_2 M_E$ where $Q_1$ and $Q_2$ are obtained from (5.15) and (5.17). In (5.38), $T_1^+$ is the pseudo-inverse of $T_1$.

Proof. The necessary and sufficient condition for the existence of a delayed/non-delayed estimator of form (5.6) to reconstruct the functional $T x(t + \tau)$ of the system (2.1) is the existence of a matrix $R$ and a stable matrix $N$ to satisfy equations (5.16). This problem can be considered as two subproblems: i) existence of a stable solution for (5.16), and ii) satisfaction of the condition $J_1 = K + NE$.

In the proofs of Propositions 2 and 3, we have already showed that the satisfaction of (5.23) is necessary and sufficient for the existence of solution to (5.18) and that satisfaction of (5.28) and (5.30) are necessary and sufficient for the existence of the solution to (5.19).

In addition to the existence of the solution for (5.18) and (5.19) and also the stability of matrix $N$, it is required to choose $N$ to satisfy $J_1 = K + NE$.

When $\tau_1 = 0$, from (5.12), $\theta_i = 0$ which will result in $Q_{1,2} = 0$. Thus, $J_1$ can be selected arbitrarily and it will be straightforward to obtain $N$ to satisfy $J_1 = K + NE$.

On the other hand, when $\tau_1 \neq 0$, $J_1$ cannot be selected arbitrarily. Therefore, we need to select the pair $(N, Z)$ such that $N$ is stable and $J_1 = K + NE$. Recall that, from (5.31), the selection of $Z$ will affect the values of $[E J_1 K J_2 H]$. Equation (5.37) is obtained by plugging in (5.31) to $J_1 = K + NE$.

\[ \Box \]

5.2.2 Model of the user as an estimator

Assuming the existence of the estimator (5.6) to reconstruct the functional $T x(t + \tau)$ of the system (2.1), we can determine the related estimator matrices $N$, $J_1$, $J_2$, $H$, and $E$ for delayed/non-delayed observation/prediction as follows:
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- To design a non-delayed observer (i.e. for $\tau = 0$ and $\tau_1 = 0$),
  - Find a matrix $R$ to satisfy (5.23) and (5.28), then form the matrix $L$.
  - Choose $H_1$ and $E_1$ such that $LH_1 = I$ and $LE_1 = 0$ respectively.
  - Calculate $\Lambda_1$ and $\Gamma_1$ from (5.32).
  - Choose $Z$ to have a stable $N = \Lambda_1 - Z\Gamma_1$ and obtain $J_2$, $E$, $K$, and $H$ from (5.31).
  - Based on $N$, $E$ and $K$, calculate $J_1$ from $J_1 = K + NE$.

- To design a delayed observer (i.e. for $\tau = 0$ and $\tau_1 \neq 0$),
  - Find matrices $R$, $N$, and $Z$ to simultaneously satisfy (5.23), (5.28), (5.30), and (5.37), then form the matrix $L$.
  - Based on $Z$, obtain $J_1$, $J_2$, $E$, $K$, and $H$ from (5.31).

- To design a non-delayed predictor (i.e. for $\tau \neq 0$ and $\tau_1 = 0$),
  - Find matrices $R$, $N$, and $Z$ to simultaneously satisfy (5.23), (5.28), and (5.30), then form the matrix $L$.
  - Determine $J_2$, $E$, $K$, and $H$ from (5.31).
  - Based on $N$, $E$ and $K$, calculate $J_1$ from $J_1 = K + NE$.

- To design a delayed predictor (i.e. for $\tau \neq 0$ and $\tau_1 \neq 0$),
  - Find matrices $R$, $N$, and $Z$ to simultaneously satisfy (5.23), (5.28), (5.30), and (5.37), then form the matrix $L$.
  - Based on $Z$, obtain $J_1$, $J_2$, $E$, $K$, and $H$ from (5.31).

5.2.3 Example

In this example, we validate our method for designing a delayed/non-delayed observer/predictor to estimate a desired functional. We assume $\gamma = 1$ (i.e., having access to the first derivative of the outputs) and $\lambda = 0$ (i.e., no derivative of the low-level input). Our goal is to evaluate the existence of
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a delayed-observer and a delayed-predictor to reconstruct $T x(t + \tau)$, where $T = \begin{bmatrix} 0 & 1 & 1 \end{bmatrix}^T$ and then design such an estimator.

Consider a system of the form (2.1) with the following system matrices,

$$A = \begin{bmatrix} 0 & 1 & -10 \\ -2 & -3 & -1 \\ 2 & 0 & -2 \end{bmatrix},$$  

$$B = \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix},$$  

$$F = \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix},$$

and $C = I_{3 \times 3}$ – that is, all states are measured. Besides, the reference trajectory is assumed to be available in the user interface, $D = 1$. Given the system dynamics in (5.39), with all states being measured, the system is observable and predictable. However, based on our earlier discussion, the standard observability and predictability of the system is not enough for a human operator to accomplish the desired task. Through the conditions of Theorem 5, we can evaluate whether the human can attain SA about the task $T x$.

For the system (5.39), the conditions in Theorem 5 for the existence of the delayed and non-delayed estimator where $\tau \in \{0, 0.2\}$ and $\tau_1 \in \{0, 0.3\}$ are satisfied. Therefore, based on the technique suggested in Section 5.2.2, we can design delayed/non-delayed observer/predictor for this system to reconstruct $T x(t + \tau)$.

- Non-delayed observer ($\tau = 0$ and $\tau_1 = 0$):

  Using the design procedure suggested in Section 5.2.2, we can design
a non-delayed observer as is illustrated in \((5.40)\).

\[
\begin{bmatrix}
N \\
J_2 \\
H
\end{bmatrix} = \begin{bmatrix}
-4.2204 \\
0.0546 \\
1.2624
\end{bmatrix}, \quad J_1 = \begin{bmatrix}
0.2515 \\
0.2605 \\
1.0778 \\
0.1342 \\
0.3544 \\
-0.0000
\end{bmatrix}^T, \quad K = \begin{bmatrix}
0.2530 \\
0.0139 \\
0.4028 \\
0.5326 \\
0.3564
\end{bmatrix}^T,
\]

\((5.40)\)

Figure 5.1 shows the effectiveness of using the designed observer in tracking the desired functional of the states of system \((5.39)\) while the observer has no delay.

We now use the designed observer (same matrices as above) to predict our desired functional while the actual observer is delayed \((\tau_1 = 0.3\) and \(\tau = 0.2)\). The results are available in Figure 5.2.

From Figure 5.2, it can be seen that the non-delayed observer matrices are not effective for precisely predicting a desired functional while the structure of the actual observer is delayed too. Hence, a new estimator have to be designed to provide us with our desired results.

- Delayed-predictor \((\tau = 0.2\) and \(\tau_1 = 0.3)\):

From the algorithm provided in Section 5.2.2, we can design a delayed predictor for the reconstruction of the functional \(Tx\). The predictor
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Figure 5.1: Non-delayed observation of the desired functional, $T x$, of the states of the system (5.39).

structure is provided in 5.41.

$$
\begin{bmatrix}
N \\
J_2 \\
H
\end{bmatrix}
= 
\begin{bmatrix}
-8.4719 \\
0.1800 \\
1.8711
\end{bmatrix},
\quad
J_1 = 
\begin{bmatrix}
0.6541 \\
0.2090 \\
0.3986 \\
-0.1792 \\
-0.4676 \\
-1.1273
\end{bmatrix}^T,
$$

(5.41)
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Figure 5.2: Using a non-delayed observer matrices for predicting $T x$, while the actual observer has also internal delay.

$$E = \begin{bmatrix} -0.2100 \\ 0.1348 \\ 0.0114 \\ -0.0730 \\ 0.1040 \\ 0.2905 \end{bmatrix}^T, \quad K = \begin{bmatrix} -1.1250 \\ 1.3510 \\ 0.4956 \\ -0.7978 \\ 0.4136 \\ 1.3335 \end{bmatrix}^T.$$

Figure 5.3 illustrates the simulation results of such a predictor. From this figure, it is possible to design a delayed estimator for system (5.39) to predict the desired functional, $T x$, which confirms the results of Theorem 5.

Since the prediction starts when $t \geq \tau$, it will result in the discontinuity observed in Figure 5.3.
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![Delayed prediction and delayed prediction error graphs](image)

Figure 5.3: Delayed prediction of the desired functional, $T_x$, of the states of the system (5.39), with $\tau = 0.2$ and $\tau_1 = 0.3$.

5.2.4 Towards display design

In Section 5.2.1, we assumed the availability of certain measurements of the states and also the automation’s desired trajectory and evaluated whether the human can make delayed/non-delayed estimations based on the available data. We also showed how the user can obtain the desired estimations.

Our main goal in this section is to discuss the stages required for designing a display with minimal cardinality to allow the user to accomplish a desired task. For this purpose, we have to find matrices $C$ and $D$ of minimum rank summation to satisfy the conditions in Theorem 5, which are required for the existence of a delayed predictor as well as a delayed observer (i.e., for prediction, $\tau = \tau_a$ and $\tau_1 = \tau_{1,a}$ with $\tau_a$ the prediction horizon amount and $\tau_{1,a}$ the information processing delay; and for observation, $\tau = 0$ and $\tau_1 = \tau_{1,a}$).

Clearly, desired for most designers is the real-time determination of the
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displayed information such that depending on the operating condition and the task, the display information can be updated. Analytically, our goal is to solve the problem

$$\min_{C,D} \ rank(C) + rank(D)$$

subject to

(5.23) for $\tau = 0$ & $\tau = \tau_a$, (5.42)

(5.28), (5.30), and (5.37).

Remark. Since some measurements might be easier than others for the user to perceive and process, in some cases, the cardinality of the displayed information is not as important as the nature of the displayed information. Hence, in practice, it might be preferable for a designer to investigate several valid designs with low cardinalities and select the most suitable one. In addition, as the rank of matrix $R$ is directly related to the required order of the functional estimator, having this matrix with low rank is also very important. Therefore, the reader may even consider selecting a feasible pair of $(C, D)$ with their corresponding matrix $R$ obtained to be of low or even minimum rank – that is, rather than (5.42), solving an optimization problem with $rank(R)$ being its cost function and the objective function as in (5.42).

Although there are techniques to formulate the rank condition in a convex form, with the sophisticated constraints in (5.42), solving the mentioned problem and designing a display of minimum information for a generic case of online determination of the information is very complicated topic that should be a subject to extensive future research.

On the other hand, for cases where the operating conditions do not change and the task is pre-specified, the real-time determination of the display is not necessary and it is possible to simply design the displayed information in advance and apply it as is during the running of the process. We call this technique the off-line determination of the displayed information. For such simpler cases, it is possible to determine the required displayed information by manipulating the matrices $C$ and $D$ and verifying the satis-
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For our specific application of user-interface design, $C$ represents a set of the measured states and $D$ represents the set of the automation’s desired trajectories available on the user interface. Thus, we can consider the matrices $C$ and $D$ to be diagonal with the elements on the diagonal being zero or one – that is, no linear combinations of states and no linear combinations of the trajectories is presented in the interface. Clearly, if a specific linear combination of the states has a physical meaning to the user, that vector can also be added to the set of feasible measurements (e.g. the flight path angle of an aircraft dynamics which is a linear combination of the states pitch angle and the angle of attack).

Considering the processing delay, our goal is to determine the displayed information with minimum cardinality that lets us observe/predict the task functional. The required steps to determine the correct displayed information are as follows:

- Initialize by considering certain available displayed information, e.g., for initialization we suggest to have $\text{rank}(C) = 1$ and $\text{rank}(D) = 0$.

- For the available display, check the conditions in Theorem [5] (for $\tau_1 = 0$ and $\tau_1 = \tau_1,\phi$).

- If either the delayed functional observer or the delayed functional predictor does not exist, change the display information or iteratively increase the number of the measurements (including the measured states and the measured trajectories) and re-investigate the conditions in Theorem [5].

- Among the valid displays which satisfy all the existence conditions, select those of interest, either for lower rank, or for any application-specific reason which may be important to the designer.

As has already been mentioned, for most of the applications, the suggested method is necessary but not sufficient to design a good display. Hence, in order to design a display that is compatible with any operating condition and task, further research is required.
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As for the users of any system with a human controller or under human supervision/monitoring, attaining SA is indispensable for an anesthetist to maintain the safety of the anesthetized patient. This importance has been investigated by several researchers [31, 107, 108]. In a recent paper, Fioratou et al. [107] discussed SA in the framework of anesthesiology. According to [107], after perceiving the available displayed information and the information from the environment, the anesthetist has to integrate all the available data for the identification of the current and the future desired patient states. The estimation of the current states of the system is important for goal accomplishment and for fault detection. As is mentioned in [107], task prediction is also extremely important for the anesthetist to be proactive rather than just being reactive.

In order to model a patient under anesthesia, understanding the relationship between the dose of the drug and its pharmacological effect is necessary. This model consists of two sub-models, the pharmacokinetic (PK) and the pharmacodynamic (PD) models. The PK model, demonstrates the effect of the administered drug on the drug plasma concentration and the PD model, models the relationship between the drug concentration in the effect site and the observed effect of the drug.

We consider a simplified version of the PKPD model described in [109] and [110] to model the effect of propofol administration on the depth of hypnosis. The PK model in [110] is the well-known 3-compartment model developed in [111] to evaluate the effect of propofol on the drug concentration in different compartments. Pharmacokinetically, a compartment is considered to be a group of tissues which have similar kinetic characteristics. A 3-compartment model has three states, i.e. concentrations in i) the blood and highly perfused tissues (e.g. brain and liver), ii) the muscles and viscera, and iii) fat and bones. The PD model presented in [110] consists of three states, two of which are associated with the dynamics of the monitor. We, however, only consider the effect site concentration of the drug and linearize the Hill equation to obtain the depth of hypnosis based on this state of the
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<table>
<thead>
<tr>
<th>$k_{10}$</th>
<th>$k_{12}$</th>
<th>$k_{13}$</th>
<th>$k_{21}$</th>
<th>$E_{50}$</th>
<th>$\gamma_h$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0524</td>
<td>0.3593</td>
<td>0.0162</td>
<td>0.0892</td>
<td>3.2</td>
<td>4.7</td>
</tr>
</tbody>
</table>

Table 5.1: PKPD coefficient for a 21 years old 100 kg patient

Considering no transport delay, the PKPD model for evaluating the depth of anesthesia is as (2.1) with

$$
A = \begin{bmatrix} A_{pk} & 0 \\ k_d & 0 & -k_d \end{bmatrix},
$$

$$
B = \begin{bmatrix} B_{pk} \\ 0 \end{bmatrix}, \quad F = \begin{bmatrix} 0_{4x1} \end{bmatrix},
$$

where

$$
A_{pk} = \begin{bmatrix} -(k_{10} + k_{12} + k_{13}) & k_{12} & k_{13} \\ k_{21} & -k_{21} & 0 \\ k_{31} & 0 & -k_{31} \end{bmatrix},
$$

$$
B_{pk} = \begin{bmatrix} V_1^{-1} \\ 0 \\ 0 \end{bmatrix}.
$$

In (5.43) and (5.44), $k_{ij}$ and $k_d$ are rate constants and $V_1$ is the volume of the plasma compartment.

The desired task which is controlling the depth of anesthesia can be defined as $T_x = \begin{bmatrix} 0 & 0 & 0 & \gamma_h(4E_{50})^{-1} \end{bmatrix} x$, where $E_{50}$ is the 50% effect concentration and $\gamma_h$ is the cooperativity coefficient. The values that we are using are presented in Table 5.1.

From Theorem 5, no delayed predictor for system (5.43) can reconstruct the desired functional $T_x(t + \tau)$ when the measurement in the display is restricted to the depth of hypnosis, $C = \begin{bmatrix} 0 & 0 & \gamma_h(4E_{50})^{-1} \end{bmatrix}$. However, based on the discussion in Section 5.2.4, it can be seen that for an estimator of the form (5.6) with $\tau_1 = 0.3 sec$ estimation delay, it is necessary and sufficient to measure the blood-plasma drug concentration in addition to the
depth of hypnosis in order to make correct and precise observations and predictions of the desired functional – that is, \( C = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & \gamma h(4EC_{50})^{-1} \end{bmatrix} \).

Hence, from the above analysis we can conclude that it is not possible for the anesthetist to precisely predict the effect of the drug administration on the depth of hypnosis unless they are provided with both the depth of hypnosis and the plasma concentration through the display. Unfortunately, plasma concentration measurement is beyond current state of technology and thus cannot be provided. In practice, open-loop population-based PKPD models are used to estimate and display both \( C_p \) and \( C_e \). However, due to significant inter-patient variability, these estimates come with such large uncertainties that they are not likely to substitute for real measurements, hence hindering the ability of the anesthetist to accurately predict the depth of hypnosis.

## 5.4 Summary and discussion

The focus of this chapter was on mathematical modeling of the process of attaining SA for the user. The user was considered to be a functional observer and a functional predictor whose estimations of the states of the system are delayed. It was also assumed that the user may have knowledge about the derivatives of their own inputs and of the outputs.

For a system that is controlled by the user and that tracks a desired reference trajectory with the aid of a computer, we presented a technique to evaluate whether it is possible to reconstruct and predict (with delay) a desired set of states given a set of displayed measurements. In addition to obtaining the existence conditions for the extended delayed functional observer/predictor with the availability of higher-order derivatives of the inputs and the outputs, we presented a procedure to design such an estimator. We also presented a method to determine the minimum information required to display so that the user can accomplish a desired task.

The work of this chapter focused on precise comprehension and prediction of the task by the user. In most of the systems, however, the users do not require to precisely comprehend and predict the task, but, it is enough,
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yet necessary, for them to make these estimations within a specific bound. That is the inspiration for the next chapter in which the process of attaining SA by the user will be modeled as a bounded-error delayed functional estimator.
In this chapter, for a system modeled in (2.1), we model the process of attaining SA by the user as a bounded-error delayed functional estimator.

In Section 6.2, we will introduce a Theorem and Corollary on the existence of and the type of estimator that we are looking for. In 6.3, we talk about the anesthesia example in detail and use our tool to make some analysis on such systems.

6.1 Problem formulation

In the previous chapter, we investigated the correctness of and then designed the displayed information for safety critical systems in which for attaining SA, the precise comprehension and prediction of the information is necessary for their user. The previous results, however, were too restrictive for the majority of the systems in the real world. In most of the systems, the users do not require to precisely comprehend and predict the task, but, it is enough, yet necessary, for them to make these estimations within a specific bound. Consider a driver trying to maintain the speed of a car within the speed limits. This speed limit prevents the user from exceeding a specific speed while the user should also not drive too slowly. Hence, it is important
for the driver to be capable of keeping the speed within the pre-specified bounds.

To model the user as a bounded-error delayed observer/predictor, we obtain the error dynamics as in Chapter 5. We then evaluate the conditions under which the error remains bounded for all feasible situations.

### 6.2  Bounded-error estimator

Having the error dynamics (5.8), our goal is to design the estimator matrices in (5.6) such that the steady-state error remains bounded for all feasible combinations of the inputs and the initial states.

Under the assumption that $\gamma$ and $\lambda$ are selected from $\{0, 1\}$, the error dynamics can be written as

$$
\dot{e}(t) = Ne(t) + (NL\eta + [E J_1 K J_2 H]Q_1 - Q_2) \begin{bmatrix} x(t - \tau_1) \\ r_a \\ u_a(t - \tau_1) \\ \dot{u}_a(t - \tau_1) \\ \ddot{u}_a(t - \tau_1) \end{bmatrix},
$$

where $\eta = [\eta_1 \eta_2 \eta_3 \eta_4 \eta_5]$, $K \triangleq J_1 - NE$ and for $i \in \{1, \cdots, 5\}$, $Q_{1,i}$ and $Q_{2,i}$ are defined in (5.15) and (5.17) respectively.

We define a matrix $XU \in \mathbb{R}^{n \times i}$ which columns are selected to be all $i$ feasible combinations of states, inputs, and input derivatives of a system, and formulate

$$
C_1 \triangleq \bar{e}_1 + L\eta XU \\
C_2 \triangleq \bar{e}_2 + L\eta XU \\
T_1 \triangleq Q_1 XU \\
T_2 \triangleq Q_2 XU.
$$

with $\bar{e}_1 = \{e_1, e_1, \cdots e_1\}$ and $\bar{e}_2 = \{e_2, e_2, \cdots e_2\}$ have $i$ columns.

**Proposition 4.** For a system of form (2.1) with a given feasible combinations of state-input, $XU$, there exists a bounded error estimator of form
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(5.6) to reconstruct the functional \( z(t + \tau) \) iff there exists a random vector \( V \), a stable \( N \), and a matrix \( Z \), to satisfy

- \( T_2 - NC_2 \leq VT_1 \leq T_2 - NC_1 \). (6.2)

- when \( \tau_1 \neq 0 \),

\[
N(ZT_{a,1} + VT_{b,1}) + Z(T_{a,2} - T_{a,3}) + V(T_{b,2} - T_{b,3}) = 0
\]

(6.3)

where

\[
\begin{bmatrix}
T_{a,1} & T_{a,2} & T_{a,3} & T_{a,4}
\end{bmatrix} \triangleq (I - T_1T_1^+),
\]

\[
\begin{bmatrix}
T_{b,1} & T_{b,2} & T_{b,3} & T_{b,4}
\end{bmatrix} \triangleq T_1T_1^+
\]

and \( T_{a,i} \) and \( T_{b,i} \) are of compatible dimensions.

Proof. We need to find the estimator matrices to always keep the steady state error bounded within the desired values. With the error dynamics provided in (5.8) and since we consider the state-input vector to be constant (a discussion will be provided later in this section) the error evolves as

\[
e(t) = e^{Nt}e(0) + F_r
\]

(6.4)

where the forced response, \( F_r \), is

\[
F_r = (e^{Nt} - I)N^{-1}(NL\eta + [E \ J_1 \ K \ J_2 \ H]Q_1 - Q_2)\begin{bmatrix}
x(t - \tau_1) \\
r_a \\
u_h(t - \tau_1) \\
\ddot{u}_h(t - \tau_1)
\end{bmatrix}
\]

Mathematically, we want the steady-state error to be bounded within pre-specified values \( e_1 \) and \( e_2 \) all the time. Considering that \( N \) will be
6.2. Bounded-error estimator

designed to be stable, the boundedness can be formulated as

\[ Ne_1 \leq (Q_2 - [E J_1 K J_2 H] Q_1 - NL \eta) \begin{bmatrix} x(t - \tau_1) \\ r_a \\ u_h(t - \tau_1) \\ \dot{u}_h(t - \tau_1) \\ \ddot{u}_h(t - \tau_1) \end{bmatrix} \leq Ne_2, \]  

(6.5)

where \( \leq \) shows the element-wise inequality.

From (6.5) we can write

\[ NC_1 \leq C_T \leq NC_2 \]  

(6.6)

where

\[ C_T \triangleq T_2 - [E J_1 K J_2 H] T_1. \]  

(6.7)

• **Proof of (6.2):** As \([E J_1 K J_2 H] T_1 = T_2 - C_T\), the solution exists for \([E J_1 K J_2 H]\) if and only if

\[ rank[T_1] = rank \begin{bmatrix} T_2 - C_T \\ T_1 \end{bmatrix}, \]  

(6.8)

which is equivalent to saying that for the existence of a solution to \([E J_1 K J_2 H]\) it is necessary and sufficient that there exists a \(C_T\) such that \(T_2 - C_T\) be a linear combination of the rows of \(T_1\). Hence, \([E J_1 K J_2 H]\) has infinite number of solutions for arbitrary values of \(V\) where

\[ C_T = T_2 - VT_1. \]  

(6.9)

From (6.6) and (6.9), Condition (6.2) is proved and for the stability of the observer, a stable \(N\) have to exist.
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- **Proof of (6.3):** In addition to satisfaction of (6.2) and stability of matrix $N$, it is required to choose $N$ to satisfy $J_1 \triangleq K + NE$.

When $\tau_1 = 0$, $J_1$ can be selected arbitrarily. However, when $\tau_1 \neq 0$, $J_1$ is not an arbitrary matrix and we need to select the triplet $(N, Z, V)$ such that $N$ is stable and $J_1 = K + NE$. The solution to $[E J_1 K J_2 H]$ is as follows

$$[E J_1 K J_2 H] = (T_2 - C_T)T_1^+ + Z(I - T_1 T_1^+)$$

$$= Z(I - T_1 T_1^+) + V T_1 T_1^+.$$ \hspace{1cm} (6.10)

From (6.10) and the condition $J_1 = K + NE$, (6.3) can be achieved.

The steady-state error of the estimator will be maximized when the forced response of the error is maximum. This happens at a specific combination of $N$, $[E J_1 K J_2 H]$, states, inputs, and input derivatives. The goal here is to keep the maximum steady state error bounded.

**Definition 4.** The direction of $x_{umax}$ – that is, the (input,state) vector that maximizes the error, is that of the singular-vector corresponding to the maximum singular-value of $G$, where $G$ is the input-output transfer matrix of the error dynamics at a desired frequency [112].

From (5.8), we introduce

$$A_e \triangleq N^*$$

$$B_e \triangleq N^* L \eta + [E^* J_1^* K^* J_2^* H^*] Q_1 - Q_2$$

$$C_e \triangleq I,$$ \hspace{1cm} (6.11)

where $N^*$ and $[E^* J_1^* K^* J_2^* H^*]$ are a feasible solution of the estimator matrices. Define $G$ to be the transfer matrix representation of $(A_e, B_e, C_e, 0)$ at a desired frequency. From Definition 4, $x_{umax}$ can be obtained as the singular-vector corresponding to the maximum-singular value of $G$. We can then define the following Theorem.
**Theorem 6.** For a system of form (2.7), if there exists an estimator of form (5.6) to make bounded-error estimations of the current and/or upcoming desired functionals of the states, then the conditions in Proposition 4 are satisfied and for the calculated \( N^* \), \([E^* J_1^* K^* J_2^* H^*] \), and \( xu_{\text{max}} \), a pair \((C_T, Z)\) exist to satisfy the following conditions

1. 

\[
Z(I-T_{1,*}T_{1,*}^+)-C_T T_{1,*}^++T_{2,*}T_{1,*}^+-[E^* J_1^* K^* J_2^* H^*] = 0 \quad (6.12)
\]

2. 

\[
N^* C_{1,*} \leq C_T \leq N^* C_{2,*} \quad (6.13)
\]

In (6.12) and (6.13)

\[
\begin{align*}
C_{1,*} & \triangleq e_1 + L\eta xu_{\text{max}} \\
C_{2,*} & \triangleq e_2 + L\eta xu_{\text{max}} \\
T_{1,*} & \triangleq Q_1 xu_{\text{max}} \\
T_{2,*} & \triangleq Q_2 xu_{\text{max}}.
\end{align*}
\]

**Proof.** As we obtained \( xu_{\text{max}} \) to be the error-maximizing vector of a system with \([E J_1 K J_2 H] = [E^* J_1^* K^* J_2^* H^*]\) and \( N = N^* \), Theorem 6 shows that with the obtained \([E J_1 K J_2 H]\) and \( N \) and with \( xu_{\text{max}} \), still the estimation error can remain bounded (within the pre-specified values).

\[\square\]

Note that satisfaction of (6.12) and (6.13) are not necessary for the existence of the bounded error observer due to the fact that the designed estimator from Proposition 4 is not unique. Hence, if the designed estimator in Proposition 4 does not satisfy the conditions in Theorem 6, still several other estimators may exist which can bound the maximum error of estimation.

The sufficient condition in Theorem 6 will become a necessary and sufficient condition by applying recursion, such that the calculated \( xu_{\text{max}} \) be
added to the vector $XU$ at each stage and a new estimator be designed till all conditions in Theorem 6 are satisfied. The convergence of such a recursion can however remain an open issue. It is, therefore, easier to solve the conditions in the Proposition 4 and Theorem 6 simultaneously to obtain the necessary and sufficient condition.

**Corollary 7.** Having matrix $XU_r$ with columns randomly selected to be feasible (input, state) vectors of the process, there exists a bounded error estimator of form (5.6) to keep the estimation error within the pre-specified bounds if the following conditions are simultaneously satisfied.

- There exists a random vector $V$, a stable $N$, and a matrix $Z$, to satisfy (6.2) and (6.3) for $XU = XU_r$.
- For the corresponding $N^*$, $[E^* J_1^* K^* J_2^* H^*]$, and the bounded $x_{u_{\text{max}}}$, there exists a pair $(C_T, Z_n)$ to satisfy (6.12) and (6.13), for $Z = Z_n$.

### 6.3 Application example

We consider the PKPD model described in Section 5.3, equation 5.43. The matrix $F$ of (2.1) can be designed to make the output follow the reference trajectory.

In (5.43) and (5.44), $k_{ij}$ and $k_d$ are rate constants and $V_1$ is the volume of the plasma compartment.

The desired task which is controlling the depth of anesthesia can be defined as $Tx = \begin{bmatrix} 0 & 0 & 0 & \gamma_h(4EC_{50})^{-1} \end{bmatrix} x$, where $EC_{50}$ is the 50% effect concentration and $\gamma_h$ is the cooperativity coefficient.

In Chapter 5 we could show that by only measuring the depth of hypnosis, it would not be possible for the anesthetist to precisely predict the depth of anesthesia (DOA). This states that the SA cannot be precisely achieved by the anesthetist to perform a task on DOA while only having access to information about DOA. However, adding more information to the user interface could help to attain SA.
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We modify our previous analysis in two directions:

1. In the previous chapter, we investigated the possibility that the anesthetist could estimate the current and future DOA with complete precision. However, intuitively, the anesthetist does not require to precisely reconstruct and predict the task (i.e. reconstruction and prediction of the DOA within acceptable ranges would be sufficient). Hence, we use our new technique for this analysis.

2. In the previous chapter, we assumed the anesthetist knew the precise dynamics of each patient. This, however, does not sound like a reasonable assumption. The internal estimator of the anesthetist can be considered to be formed based on a model of a nominal patient. This nominal model is the understanding of the anesthetist about an average patient in a specific category (e.g. children or adults) and is created from the real responses of various patients. In this chapter, we model the human as an estimator designed based on a nominal system, we then evaluate whether the obtained model can be used to reconstruct and predict the DOA of each patient within the desired bounds.

For the patients with average response to the administered drug, the PKPD coefficients are presented in Table 6.1. The PK parameters are estimated from [1] and the PD values are from [2]. We randomly select two sets of coefficients in Table 6.1 to form the nominal model of an average-patient that the anesthetist knows internally. We then investigate the chances that with such an internal understanding about an average patient, the anesthetist can attain SA regarding the desired task within the acceptable bounds for each patient.
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<table>
<thead>
<tr>
<th>Patient</th>
<th>(k_{10})</th>
<th>(k_{12})</th>
<th>(k_{13})</th>
<th>(k_{21})</th>
<th>(k_{31})</th>
<th>(V_1)</th>
<th>(k_d)</th>
<th>(EC_{50})</th>
<th>(E_0)</th>
<th>(\gamma)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0068</td>
<td>0.0019</td>
<td>0.0007</td>
<td>0.0009</td>
<td>0.0001</td>
<td>20.164</td>
<td>1.15</td>
<td>3.95</td>
<td>93.11</td>
<td>1.74</td>
</tr>
<tr>
<td>2</td>
<td>0.0062</td>
<td>0.0019</td>
<td>0.0007</td>
<td>0.0009</td>
<td>0.0001</td>
<td>11.508</td>
<td>1.34</td>
<td>4.24</td>
<td>92.46</td>
<td>1.90</td>
</tr>
<tr>
<td>3</td>
<td>0.0062</td>
<td>0.0019</td>
<td>0.0007</td>
<td>0.0009</td>
<td>0.0001</td>
<td>10.084</td>
<td>10.71</td>
<td>5.77</td>
<td>91.47</td>
<td>1.56</td>
</tr>
<tr>
<td>4</td>
<td>0.0061</td>
<td>0.0019</td>
<td>0.0007</td>
<td>0.0009</td>
<td>0.0001</td>
<td>12.331</td>
<td>1.12</td>
<td>4.84</td>
<td>91.6</td>
<td>1.55</td>
</tr>
<tr>
<td>5</td>
<td>0.0065</td>
<td>0.0019</td>
<td>0.0007</td>
<td>0.0009</td>
<td>0.0001</td>
<td>28.078</td>
<td>3.84</td>
<td>3.97</td>
<td>92.91</td>
<td>1.62</td>
</tr>
<tr>
<td>6</td>
<td>0.0062</td>
<td>0.0019</td>
<td>0.0007</td>
<td>0.0009</td>
<td>0.0001</td>
<td>10.726</td>
<td>1.89</td>
<td>3.57</td>
<td>94.58</td>
<td>1.57</td>
</tr>
<tr>
<td>7</td>
<td>0.0062</td>
<td>0.0019</td>
<td>0.0007</td>
<td>0.0009</td>
<td>0.0001</td>
<td>10.543</td>
<td>4.55</td>
<td>4.81</td>
<td>92.89</td>
<td>1.55</td>
</tr>
<tr>
<td>8</td>
<td>0.0059</td>
<td>0.0019</td>
<td>0.0007</td>
<td>0.0009</td>
<td>0.0001</td>
<td>26.816</td>
<td>1.46</td>
<td>3.71</td>
<td>91.68</td>
<td>1.75</td>
</tr>
<tr>
<td>9</td>
<td>0.0062</td>
<td>0.0019</td>
<td>0.0007</td>
<td>0.0009</td>
<td>0.0001</td>
<td>11.597</td>
<td>1.16</td>
<td>5.44</td>
<td>90.30</td>
<td>1.52</td>
</tr>
<tr>
<td>10</td>
<td>0.0063</td>
<td>0.0019</td>
<td>0.0007</td>
<td>0.0009</td>
<td>0.0001</td>
<td>22.44</td>
<td>7.41</td>
<td>3.60</td>
<td>91.38</td>
<td>1.82</td>
</tr>
</tbody>
</table>

Table 6.1: Patients’ parameters from [1] and [2]
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For our analysis, we consider two type of measurements which include 1) only the DOA \((\text{rank}(C) = 1 \text{ and } \text{rank}(D) = 0)\), 2) the DOA, the plasma concentration; although measuring the plasma concentration is beyond current state of technology; and the automation’s desired trajectory \((\text{rank}(C) = 2 \text{ and } \text{rank}(D) = 1)\). In addition, we consider three values for the prediction horizon, \(\tau\), to analyze the capability of the anesthetist to perform shorter and longer term predictions.

Our approach is to consider two of the patients as the nominal models – that is, the average-patient model that the anesthetist knows internally. We then investigate the chances that with such an internal understanding about an average patient, the anesthetist can attain SA regarding the desired task within the acceptable bounds for each patient. Note that if the conditions in Corollary 7 are all satisfied, the estimator that gives bounded delayed estimations and predictions of the desired task exists and is not necessarily unique. Hence, among all estimators that may exist based on the nominal model, some may let the anesthetist attain SA about DOA of other patients and some may not. It is, however, not clear which of the many estimators that exist is the closest model to the internal estimator of the anesthetist. We, therefore, perform a statistical analysis to determine the chances that the anesthetist can attain SA about various patients based on different internal estimators.

6.3.1 Results

For each nominal model and each combination of the measurements and \(\tau\), we design fifty estimators; if there exists any; and then evaluate whether the designed estimator is effective to attain SA about other patients.

The results are provided in Tables 6.2 and 6.3. Each table shows the chances (percentage) that the estimators designed based on a given nominal model are effective to make bounded-error estimations for other patients.

As it is expected, the estimators designed to make bounded error estimations for the nominal models 2 and 7 are effective to make correct estimations for Patients 2 and 7 (respectively) all the times.
### Table 6.2: Percentage effectiveness of the estimator designed for nominal model P2 on estimating the task for other patients

<table>
<thead>
<tr>
<th>$\tau$ (sec)</th>
<th>rank(C)</th>
<th>rank(D)</th>
<th>P1</th>
<th>P2</th>
<th>P3</th>
<th>P4</th>
<th>P5</th>
<th>P6</th>
<th>P7</th>
<th>P8</th>
<th>P9</th>
<th>P10</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>1</td>
<td>0</td>
<td>100</td>
<td>100</td>
<td>24</td>
<td>100</td>
<td>62</td>
<td>90</td>
<td>70</td>
<td>98</td>
<td>100</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1</td>
<td>5</td>
<td>100</td>
<td>2.5</td>
<td>52.5</td>
<td>5</td>
<td>70</td>
<td>25</td>
<td>7.5</td>
<td>42.5</td>
<td>7.5</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>0</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1</td>
<td>6</td>
<td>100</td>
<td>6</td>
<td>4</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>6</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>20</td>
<td>1</td>
<td>0</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>100</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

### Table 6.3: Percentage effectiveness of the estimator designed for nominal model P7 on estimating the task for other patients

<table>
<thead>
<tr>
<th>$\tau$ (sec)</th>
<th>rank(C)</th>
<th>rank(D)</th>
<th>P1</th>
<th>P2</th>
<th>P3</th>
<th>P4</th>
<th>P5</th>
<th>P6</th>
<th>P7</th>
<th>P8</th>
<th>P9</th>
<th>P10</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>1</td>
<td>0</td>
<td>94</td>
<td>100</td>
<td>74</td>
<td>98</td>
<td>98</td>
<td>98</td>
<td>100</td>
<td>98</td>
<td>100</td>
<td>56</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>17.5</td>
<td>25</td>
<td>17.5</td>
<td>0</td>
<td>52.5</td>
<td>100</td>
<td>0</td>
<td>25</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>0</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>8</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>100</td>
<td>2</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>20</td>
<td>1</td>
<td>0</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>100</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 6.2: Percentage effectiveness of the estimator designed for nominal model P2 on estimating the task for other patients

Table 6.3: Percentage effectiveness of the estimator designed for nominal model P7 on estimating the task for other patients
6.3. Application example

To discuss the results of Tables 6.2 and 6.3 in detail, we first clarify the difference between the selected values of the prediction horizon, $\tau = 0.5$, $\tau = 5$, and $\tau = 20$. The very short prediction horizon, $\tau = 0.5$, means that predicting a very short step ahead is desired and the explicit prediction of the states is not required for attaining SA. On the other hand, by $\tau = 5$ and $\tau = 20$ we mean that in order to attain situation awareness, the anesthetist is required to make explicit predictions 5 and 20 seconds in advance, respectively.

From the results obtained for $\tau = 0.5$, we can see that the estimator designed based on the nominal internal model of the anesthetist, is not necessarily capable of reconstructing and predicting the task for each individual. However, we need to notice that the possibility of making correct bounded estimations depends on the similarity between the actual and the nominal PKPD models. In addition, it can be seen that when the amount of measured information in the display is increased, it becomes less possible for the anesthetist to make correct estimations on various individuals based on the internal model. This can be due to the fact that by introducing additional measurements the internal estimator of the anesthetist is designed more specifically for the available internal nominal model.

For $\tau = 5$ and $\tau = 20$, when only the DOA is measured in the display, the conditions in Corollary 7 are not all satisfied. So, irrespective of the internal model of the anesthetist, the anesthetist cannot make correct bounded estimations of the task. In other words, it is never possible for the anesthetist to attain SA, even about the patient with the model being that of the internal nominal model. By increasing the information in the display, the internal estimators for the anesthetist can be designed to make correct estimations on the nominal model. For $\tau = 5$, in the majority of the cases, these internal estimators are not capable to let the anesthetist attain SA about other patients. When longer term prediction is required – that is, $\tau = 20$, the anesthetist can only attain SA about the DOA of the patient if s/he knows the precise model of the patient.
6.3.2 Discussion

From the results obtained in Section 6.3.1, regardless of the nominal model, the type of the measurements, or the definition of the prediction for SA, there is always a chance that the anesthetist cannot predict the task states within the desired bounds. Hence, a hazardous situation may occur at some point. The error due to the lack of SA can be as minor as putting the patient in a slightly lighter or deeper anesthesia than what is desired. It can also be very serious with the patient being put in too deep of an anesthesia. Obviously, in real world applications, where the anesthetist has access to further information about the patient through the environment, the chances that s/he cannot control and/or monitor the DOA can be much slimmer than what we have obtained here.

Due to the importance of the concept of SA in the safety of operations, and based on the results that show the existence of the cases that the anesthetist may have lack of SA about the DOA, we need to seek a way that guarantees the existence of SA for the anesthetist all the time. The solution could be providing the anesthetist with SA through a CDSS which presents predicted effect of the anesthetic drug on the patients. Two such systems are Navigator Applications Suite by GE or the SmartPilot View by Drager [113]. It is still an open issue to investigate whether with the existing uncertainties and with the differences between the PKPD models used to build these devices and the actual PKPD values of each patient, the final prediction remains in the safe bound or not.

6.4 Summary and discussion

In this chapter, the user was modeled as a bounded-error delayed functional estimator. For accomplishing a desired task safely, this estimator have to exist to reconstruct and predict a specific functional of the states of the system within pre-specified bounds.

Our method was used to investigate the important problem of safety of an anesthetized patient. Considering the anesthetist to have an internal
nominal understanding about the patients, the chances that the anesthetist will be able to attain SA about the DOA of each patient during surgery was evaluated. We could show that when the available information is restricted to the displayed information, there always exists a possibility that the anesthetist cannot attain SA about the patient’s DOA – that is, the understanding of the anesthetists about the depth of anesthesia of the patient is not necessarily correct. This led us to suggest incorporating automated devices which could provide the current and the predicted values of the DOA directly to the doctor.
Chapter 7

Thesis summary

7.1 Thesis contributions

The contributions in this thesis are twofold. In the body of the thesis, the effectiveness of the displayed information was investigated. In order to maintain the coherency of the techniques provided in the body, a part of the contributions, which is purely analytical, is provided in the appendices.

The body of this thesis considered the problem of evaluating the displayed information and also designing good user-interfaces for LTI systems under human or shared control. The theory of situation awareness states the importance of the comprehension and prediction of certain information before attempting to perform a task. Based on this theory, we considered the user to be a specific type of observer/predictor and evaluated the information which is required for this estimator to make correct estimations of the desired functionals of the states of the system. We introduced two main approaches for making such an evaluation of the displayed information. These approaches are applicable to systems of different orders i.e. small size systems as well as large systems with many states.

The first approach was based on subspace analysis, such that, we evaluated whether the space spanned with the combination of the states which are involved in the task can be observed and predicted by the user. For this purpose we needed to formulate two main spaces, the user-observable and the user-predictable subspaces and then investigate whether the task space is contained in these two subspaces. To determine the user-observable and the user-predictable subspaces, we considered certain limitations for the user. With such limitations, the space which is spanned by the functional of the states whose current and future values can be estimated by the user
7.1. Thesis contributions

differs from the standard observable and predictable subspace.

In the second approach, we modeled the user as a specific type of observer and predictor. To create this model, we also considered certain user’s specifications and limitations, including the information processing delay of the human, having access to higher derivatives of the measured states, and focusing only on the desired task. We first modeled the user as a type of observer whose goal is to make precise estimations and predictions of the task functional. We also modeled the user as an estimator whose estimation error is bounded rather than being precisely zero. Through modeling the user, we could then evaluate the existing user interfaces as well as determining the required information to be included in the display for the cases that off-line design of the displayed information is valid over the entire process.

In addition to the results on the display design, in the Appendices, we achieved some novel analytical results on observability subspaces and observer design. We evaluated the effect of higher derivatives on 1) the observability subspaces and 2) the existence of, order, and the design of functional observers.

The contributions of this thesis can be summarized as follows:

- Formulating the novel user-observable and user-predictable spaces \[102, 114\] (and also the delay-incorporating user-observable and the delay-incorporating user-predictable) and using them to evaluate the correctness of the displayed information \[115\].

- Modeling the user as a specific type of observer and predictor (for both the precise estimation \[116, 117\] and bounded-error estimation \[118\] of the task functional). Then using this model to evaluate the existing display or to design a new display.

- Determining the effect of the availability of higher derivatives of the input and the output on the observability subspace \[119\] and on the existence and order of the functional observer \[120\].
7.2 Possible future directions

Since the presented research topic in this thesis is very novel and not much work has been done on the subject, there are many directions that can be taken to make current results stronger and more suitable for real world applications.

1. **Incorporating nonlinearities as well as uncertainties and noise:**

In this thesis we have evaluated the existing display content and have suggested a design technique for designing the displays for LTI systems with no noise and uncertainty. This assumption of having a non-noisy and deterministic LTI system is, however, too simplistic when it comes to real world applications.

First, throughout the thesis we considered the possible availability of the derivatives of input and output signals under the assumption of having non-noisy input and output signals. However, this assumption have to be relaxed at some point to give us more realistic results. For the case of having noisy signals, the techniques have to be extensively modified since it is not straight forward to deal with the derivatives of the noise.

Besides, consider the PKPD model of the patient we discussed in Sections 5.3 and 6.3. Not only this model is affected by external noise terms such as measurement noise, the system matrices also are not precise and have a degree of uncertainty associated with them. This may affect the obtained results to a great deal such that while we believe that the estimation error remains bounded during the operation, it may grow beyond the acceptable bounds.

In addition to the uncertainties and noises, considering the system to be a LTI is rather simplistic. On one hand, the linearized systems are not the most realistic presentation of each system. On the other hand, in addition to all different sources of noise, the linearization itself introduces more uncertainties to the model.
7.2. Possible future directions

Hence, robust and non-linear analysis of the user as an observer/predictor is required to provide us with a guaranteed or at least a more realistic bound of error of estimation. The main benefit of modeling the user as a specific type of robust observer is that this observer can be designed to be robust to the effect of bounded parametric uncertainties as well as the noise. This is, in fact, how a trained and experienced user would behave.

2. Relaxing some assumptions:

Several assumptions were made in the thesis to help with obtaining the initial model of the user.

For instance, so far, we considered a specific category of systems in which the user-interface was the only source of information for the user. Incorporating the effect of information from the environment on the required information content of the user-interface is an important work which is necessary in order to make our framework more applicable to realistic cases.

In addition we made some fundamental assumptions including the limited role of mental model on simply understanding the dynamics and also non-existence of mind wandering. We believe that at further stages of this project, the mentioned simplifications have to be relaxed to provide us with a more comprehensive framework.

3. Coming up with a rigorous technique to determine the required information to be displayed:

In Chapter 5 we suggested a heuristic algorithm to determine the display content. This algorithm, however, is only valid if the operating conditions and task are non-changing during the entire process. If the operating conditions and/or the desired task change at some point, a real time estimation of the displayed information is necessary. For such a real time determination of information, we require an analytical formulation of an effective display that can be easily updated during
7.2. Possible future directions

the process. In addition, a numerical solution with fast convergence may be helpful to determine the displayed information in real-time.

As has been discussed in Section 5.2.4, a solution to the optimization problem (5.42) gives us an analytical tool to determine the information content of the display. Other techniques may also exist and might be more suitable to determine the required information, either analytically or numerically.

4. Model validation:

Having developed a model for the user attaining SA, it is also required to come up with a technique to validate such a model. The model that we suggested for the human is not unique. In addition, it is obviously not feasible to validate each and every model that could be created. However, it can be a good idea to investigate whether the display is actually rejected when our technique claims that it would be. For instance, a basic experiment could be to ask the users to accomplish a simple task with a rejected display.

Overall, designing a well-developed test for validating the suggested human model is not only important but it is also very challenging.
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Appendix A

On the effect of higher derivatives on the observability subspace

Our main goal in this appendix is to show the effect of providing information about the input, output, and a set of their derivatives on state reconstruction. We, therefore, formulate the observability subspace with up to the $i^{th}$ input derivatives available, and also up to the $j^{th}$ output derivatives available.

In Section A.2, we come up with a formula to analyze the unknown input observability subspace. We then evaluate how the availability of the derivatives of input and output signals may affect the results in Section A.3.

A.1 Problem formulation

Consider a continuous-time LTI system of the form

\[
\begin{align*}
\dot{x}(t) &= Ax(t) + Bw(t) \\
y(t) &= Cx(t),
\end{align*}
\]

(A.1)

with state vector $x(t) \in \mathbb{R}^n$, continuous-time output $y(t) \in \mathbb{R}^p$, and coefficient matrices $A, B,$ and $C$ with compatible dimensions. In Section A.2 we consider $w(t) \in \mathbb{R}^m$ to be a continuous-time unknown input and in Section A.3 $w(t)$ is a known input with derivatives which can be unknown. For simplicity, in the rest of the chapter, we omit the index $(t)$ from $x(t), y(t), w(t),$ and their derivatives.
A.2 Unknown-input observability subspace

In [40] the authors show that the observability subspace of (2.1) (with unknown input) is the least $(A^T, F^\perp)$-conditioned invariant containing $\mathcal{R}(C^T)$ where $\mathcal{F} \triangleq \mathcal{N}(B^T)^\perp$ (i.e. the column space of $B$). In this chapter we evaluate the effect of lacking information about some derivatives of input and output, rather than unknown input, on the observability subspace of the system.

A.2 Unknown-input observability subspace

In a slightly different approach from [40], we re-formulate the unknown-input observability subspace of (2.1) and obtain an equation which is easier to solve and extend. To do so, we introduce the orthogonal projection, $P_1 \in \mathbb{R}^{p \times p}$, onto the left null space of $CB$. With pre-multiplying $P_1$ in the first derivative of the output equation, we obtain

$$P_1 \dot{y} = P_1 (CAx + CBw) = P_1 CAx,$$

which leads to the set of states which can be reconstructed regardless of the values of unknown inputs. Clearly, when $CB$ is of full column rank, $P_1$ is a zero matrix.

Continuing in a similar fashion with higher derivatives, and introducing further projection matrices, $P_k \forall k \in \{2, \ldots, n-1\}$, to remove the input from up to the $k^{th}$ derivative of the output equation (i.e. $P_k$ is a projection upon the space $\mathcal{N}(B^T (A^T)^{k-1} C^T \prod_{i=1}^{k-1} P_k^T)$), we can have

$$\prod_{k=i}^{1} P_k y^{(i)} = \prod_{k=i}^{1} P_k CA^i x,$$

where $\prod_{k=i}^{1} P_k \triangleq P_1 P_{i-1} \cdots P_1$. Putting the output equation and equation
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(A.3) (for \( i \leq (n - 1) \)) together, we have

\[
\begin{bmatrix}
y \\
P_1 \dot{y} \\
P_2 P_1 \ddot{y} \\
\vdots \\
\prod_{k=n-1}^{1} P_k y^{(n-1)}
\end{bmatrix} = O_p x
\]

(A.4)

with

\[
O_p \triangleq \begin{bmatrix}
C \\
P_1 CA \\
P_2 P_1 CA^2 \\
\vdots \\
\prod_{k=n-1}^{1} P_k CA^{n-1}
\end{bmatrix}
\]

(A.5)

Theorem 7. The unknown-input observability subspace of (2.1), which itself is a subset of the observability space of the mentioned system, is a time-invariant space

\[
O_{UI} \triangleq \mathcal{R}(C^T) \oplus \sum_{i=1}^{n-1} \mathcal{R} \left( (A^T)^i C^T \prod_{k=1}^{i} P_k^T \right),
\]

(A.6)

where

\[
P_k = p(N(B^T (A^T)^{k-1} C^T \prod_{i=1}^{k-1} P_i^T))
\]

and \( p(M) \) means the projection onto the space \( M \).

Proof. By definition, \( O_{UI} \) is the largest subspace in which states that span it can be reconstructed without the knowledge of the input and its derivatives. From (A.4), the states which span the row space of \( O_p \) can be reconstructed, irrespective of the unknown inputs. Therefore, the unknown-input observ-
A.2. Unknown-input observability subspace

ability subspace is the row space of \( O_p \),

\[
\mathcal{R}(O_p^T) = \mathcal{R}(C^T) \oplus \mathcal{R}(A^T C^T P_1^T) \oplus \mathcal{R}((A^T)^2 C^T P_1^T P_2^T) \oplus \cdots \oplus \\
\mathcal{R}\left((A^T)^{n-1} C^T \prod_{k=1}^{n-1} P_k^T\right) \\
= \mathcal{R}(C^T) \oplus \sum_{i=1}^{n-1} \mathcal{R}\left((A^T)^i C^T \prod_{k=1}^{i} P_k^T\right).
\]  

(A.7)

Hence, (A.6) is obtained. \( \square \)

Since, for any two matrices \( A \) and \( B \) with compatible dimensions, we have \( \mathcal{R}(AB) = A \mathcal{R}(B) \) and \( \mathcal{R}(AB) \subseteq \mathcal{R}(A) \), and also from \( \prod_{k=i}^{1} P_k C A^{i-1} B = 0 \), we can obtain

\[
\mathcal{R}\left((A^T)^i C^T \prod_{k=1}^{i} P_k^T\right) \subseteq \left[A^T(\mathcal{R}\left((A^T)^{i-1} C^T\right) \cap \mathcal{N}(B^T))\right].
\]  

(A.8)

From (A.7) and (A.8), we have

\[
\mathcal{R}(O_p^T) \subseteq \mathcal{R}(C^T) \oplus A^T(\mathcal{R}(C^T) \cap \mathcal{N}(B^T)) \oplus \\
A^T(\mathcal{R}(A^T C^T) \cap \mathcal{N}(B^T)) \oplus \cdots \oplus \\
A^T(\mathcal{R}((A^T)^{n-2} C^T) \cap \mathcal{N}(B^T)),
\]

therefore,

\[
O_{UI} \subseteq \mathcal{R}(C^T) \oplus A^T \sum_{i=0}^{n-2} (\mathcal{R}((A^T)^i C^T) \cap \mathcal{N}(B^T))
\]

(A.9)

\[
\subseteq \mathcal{R}(C^T) \oplus A^T(O \cap \mathcal{N}(B^T)),
\]

where \( O \) represents the observability subspace of (2.1).

As a result of (A.10), we can provide the following remark.
Remark. For an unknown-input observable system for which $O_{UI} = \mathbb{R}^n$,
\[
\mathcal{R}(C^T) \oplus A^T(\mathcal{O} \cap N(B^T)) = \mathbb{R}^n. \tag{A.11}
\]

A.3 Observability subspace with limited information about the input and output derivatives

In this section we obtain an equation that determines how providing more information about input and output derivatives, affects the respective observability subspace of the system. For this purpose $w(t)$ is considered to be known but with some unknown derivatives.

We first obtain the relationship between two observability subspaces, 1) $O_{i-1}$: The observability subspace with up to the $(i-1)^{th}$ input derivatives available and 2) $O_i$: The observability subspace with up to the $i^{th}$ input derivatives available.

Assume that we have information about input and up to its $(i-1)^{th}$ derivative. So, for the $(i+1)^{th}$ derivative of the output equation and the projection matrix $P_1$, we can show that
\[
P_1 y^{(i+1)} = P_1 C A^{i+1} x + P_1 C A^i B w + \cdots + P_1 C A B w^{(i-1)}. \tag{A.12}
\]

Proceeding with higher derivatives, we pre-multiply each equation with a projection matrix (as in the proof of Theorem 7), then
\[
Y = O_{pd} x + HW, \tag{A.13}
\]
where $H$ is a lower-triangular Toeplitz matrices of compatible size and

$$O_{pd} \triangleq \begin{bmatrix} C & CA & \cdots & P_1 CA^{i+1} & \cdots & \prod_{k=n-1-i}^1 P_k CA^{n-1} \end{bmatrix}^T. \tag{A.14}$$

In (A.13),

$$Y \triangleq \begin{bmatrix} y & \dot{y} & \cdots & P_1 y^{(i+1)} & \cdots & \prod_{k=n-1-i}^1 P_k y^{(n-1)} \end{bmatrix}^T, \tag{A.15}$$

$$W \triangleq \begin{bmatrix} w & \dot{w} & \cdots & w^{(i-1)} \end{bmatrix}^T.$$

The states which span the row-space of $O_{pd}$ can be reconstructed irrespective of unknown values of input derivatives. Hence, with $O_{i-1} = \mathcal{R}(O_{pd}^T)$,

$$O_{i-1} = \mathcal{R}(C^T) \oplus \sum_{j=1}^i \mathcal{R}((A^T)^j C^T) \oplus \sum_{j=i+1}^{n-1} \mathcal{R}((A^T)^j C^T \prod_{k=1}^{n-i} P_k^T). \tag{A.16}$$

**Theorem 8.** For (2.1), the observability subspace with up to the $i$th input derivatives available is

$$O_i = \mathcal{R}(C^T) \oplus A^T O_{i-1},$$

$$O_0 \triangleq \mathcal{R}(C^T) \oplus A^T O_{U1}, \tag{A.17}$$

where $O_0$ is the observability subspace with only 0th input derivative available.

**Proof.** Pre-multiplying $P_1$ in the $(i+2)^{th}$ derivative of the output, eliminates the unknown derivative of input. Taking more derivatives and introducing more projection matrices to remove the unknown values and putting the
results together, we obtain (A.13) with

$$O_{pd} \triangleq \begin{bmatrix}
C \\
CA \\
\vdots \\
P_1CA^{i+2} \\
\vdots \\
\prod_{k=n-2-i} P_kCA^{n-1}
\end{bmatrix}.$$  \hspace{1cm} (A.18)

Therefore

$$O_i = R(C^T) \oplus \sum_{j=1}^{i+1} R((A^T)^jC^T) \oplus \sum_{j=i+2}^{n-1} R((A^T)^jC^T \prod_{k=1}^{n-i} P_k^T)$$

$$= R(C^T) \oplus A^T(R(C^T) \oplus \sum_{j=1}^{i} R((A^T)^jC^T) \oplus \sum_{j=i+1}^{n-1} R((A^T)^jC^T \prod_{k=1}^{n-i} P_k^T))$$

$$= R(C^T) \oplus A^T O_{i-1} \hspace{1cm} (A.19)$$

and note that the 0th derivative case reduces to the result in Theorem 7.

Hence,

$$O_0 \triangleq R(C^T) \oplus A^T O_{UI}. \hspace{1cm} (A.20)$$

\[\square\]

In Figure A.1 we show how providing information about input and its derivatives can affect the observability subspace of the system. Note that the two dimensional representation of subspaces is just a simplification. As has been mathematically shown in Theorem 8 by providing information about the input and its derivatives, a larger part of the state space can be reconstructed. Note that the largest subspace that can be reconstructed is the observability subspace, \(O\), for which all information about input, output,
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Figure A.1: The effect of providing information about input and its derivatives on the observability subspace. We could show that adding information about input and its derivatives can result in larger observability space. The dashed-dotted lines represent containment.

and their derivatives up to the \((n - 1)^{th}\) derivatives is available.

If in addition to limited information about higher input derivatives, the information about output derivatives is also limited, a smaller part of the state space can be reconstructed.

Corollary 8. For \((2.1)\), the observability subspace with up to the \(i^{th}\) input derivatives and up to the \(j^{th}\) output derivatives available, (with \(j > i\), is

\[
\begin{align*}
O_{i,j} &= \mathcal{R}(C^T) \oplus A^T O_{i-1,j} \\
O_{0,j} &\triangleq \mathcal{R}(C^T) \oplus A^T O_{UI,j}, \quad (A.21)
\end{align*}
\]

with
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\[ \mathcal{O}_{UI,j} = \mathcal{R}(C^T) \oplus A^T \sum_{i=0}^{j-1} (\mathcal{R}((A^T)^i C^T) \cap \mathcal{N}(B^T)) . \]

Proof. Having limited information about output derivatives will affect (A.6) by changing the upper margin of the summation. On the other hand, the recursive part of equation (A.17) which shows the effect of providing further information about input derivatives will not be affected. Hence, (A.21) is obtained.

Since the \( i \)th derivative of input will not show up until taking \( (i+1) \) derivatives from the output equation, it is necessary to have \( j > i \). Otherwise, every \( i \) in (A.21) should be replaced by \( (j - 1) \).

Remark. It is straight forward to show that Theorems 7 and 8 and also Corollary 8 will remain the same for a system model (2.1) with both an unknown input (or an input with unknown derivatives) and a known input whose derivatives are entirely known.

A.4 Example

Consider the linearized longitudinal dynamics of a Boeing 747 in trimmed level flight [121], with state \( x = [q, V, \alpha, \theta, h] \) consisting of pitch rate \( q \), airspeed \( V \), angle of attack \( \alpha \), pitch angle \( \theta \), and altitude \( h \). We consider \( u(t) = 0 \) and assume that the user applies the input \( w(t) = \delta_h(t) \) which represents the deflection of the horizontal tail. System matrices are provided in (A.24).

Consider the case in which the measurement is limited to information about the pitch angle, therefore, \( C = [0 \ 0 \ 0 \ 1 \ 0] \). The observable subspace of this system spans \( \mathbb{R}^5 \), hence, all states are observable. From Theorem 7, the unknown-input observable subspace (A.6) is

\[ \mathcal{O}_{UI} = \text{span} (e_1, e_4) . \]  (A.22)
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We now evaluate how having information about the input and its first two derivatives but not having information about the third and forth derivatives of input can affect the observable subspace. So, from (A.17)

\[ \mathcal{O}_0 = \text{span} (e_1, e_3, e_4) \]
\[ \mathcal{O}_1 = \text{span} (e_1, e_3, e_2 - 0.0086e_5, e_4) \]

\[ \text{(A.23)} \]

and \( \mathcal{O}_2 = \mathbb{R}^5 \) spans the entire state-space.

Now consider a case that the information about the derivatives of output is also limited. From (A.21), \( \mathcal{O}_{UL,0} = \mathcal{O}_{U1} \). Since from Corollary 8 it is required to have \( j > i \), the new observable subspace will span \( \mathbb{R}^5 \) for \( j \geq 3 \).

Essentially, when measuring the pitch angle of an aircraft with dynamics provided in (A.24), the first two derivatives of input and the first three derivatives of output are enough to reconstruct the entire state space and higher derivatives of these signals do not provide additional information about the states of the system.
\[ A = \begin{bmatrix}
-6.6926 \times 10^{-1} & -8.6 \times 10^{-6} & -8.856 \times 10^{-1} & 0 & -3.45 \times 10^{-6} \\
-1.6179 \times 10^{-1} & -7.588 \times 10^{-3} & 4.9965 & -9.8 & 4.59 \times 10^{-5} \\
1.0084 & -1.0036 \times 10^{-3} & -6.735 \times 10^{-1} & 0 & 5.9 \times 10^{-6} \\
1 & 0 & 0 & 0 & 0 \\
0 & 0 & -1.338 \times 10^2 & 1.338 \times 10^2 & 0
\end{bmatrix}, \quad (A.24) \]

\[ B = \begin{bmatrix}
-4.5944 \times 10^{-2} & 0 & -1.912 \times 10^{-3} & 0 & 0
\end{bmatrix}^T \]
Appendix B

On the effect of higher derivatives on the existence of and design of functional observers

In this appendix we focus on investigating the effects of availability of the extended input and output signals (i.e., higher derivatives of input and output signals in this chapter) on the existence of a generic functional observer for LTI systems.

In Section B.2, we derive the existence conditions of a generic functional observer of form (B.6) for system (B.1). We provide an estimate of the required order of the functional observer in B.3, and we suggest a design procedure for such an observer in Section B.3.1.

B.1 Problem formulation

The results provided in this chapter are a specific case of those in Chapter 5. Here, we focus specifically on an extension of the model used in [58],

\[
\begin{align*}
\dot{x}(t) &= Ax(t) + Bu(t) + \alpha Fd(t) \\
y(t) &= Cx(t) + G_1 u(t) + \alpha G_2 d(t),
\end{align*}
\]  

(B.1)

where \(x(t) \in \mathbb{R}^n\) is the state vector, \(u(t) \in \mathbb{R}^{m_u}\) is the known input, \(d(t) \in \mathbb{R}^{m_d}\) is the unknown input or the disturbance, \(y(t) \in \mathbb{R}^p\) is the output vector and the matrices \(A, B, F, C, G_1,\) and \(G_2\) have compatible dimensions. In
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(B.1), $\alpha \in \{0, 1\}$, where $\alpha = 0$ for having no unknown inputs and $\alpha = 1$ for having unknown inputs. Instead of introducing the parameter $\alpha$, $F$ can be alternatively considered as being a zero matrix for systems without unknown inputs.

Assuming that we have information about the inputs and the outputs as well as their derivatives, our goal is to evaluate whether or not there exists a functional observer to reconstruct the linear functional

$$z_0(t) = L_0 x(t), \quad z_0(t) \in \mathbb{R}^r,$$

where $L_0 \in \mathbb{R}^{r \times n}$.

To reduce the required order of the functional observer, we introduce the design parameters $\gamma$ and $\lambda$. For the system with $\gamma$ derivatives of outputs available, we redefine the set of outputs as $Y_{0,\gamma} = [y^T(t), \dot{y}^T(t), \cdots, y^{(\gamma)}^T(t)]^T$, thus

$$Y_{0,\gamma}(t) = O_\gamma x(t) + M_{1,0;\gamma} U_{0,\gamma}(t) + \alpha M_{2,0;\gamma} D_{0,\gamma}(t)$$

(B.3)

where $O_\gamma$ is the observability matrix and $M_{1,0;\gamma}$ and $M_{2,0;\gamma}$ are Toeplitz matrices as follows,

$$O_\gamma = [C^T, A^T C^T, \cdots, A^{\gamma} T C^T]^T,$$

$$M_{1,0;\gamma} = \begin{bmatrix}
G_1 & 0 & \cdots & 0 \\
CB & G_1 & \cdots & 0 \\
CAB & CB & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
CA^{\gamma-1}B & CA^{\gamma-2}B & \cdots & G_1
\end{bmatrix},$$

(B.4)

$$M_{2,0;\gamma} = \begin{bmatrix}
G_2 & 0 & \cdots & 0 \\
CF & G_2 & \cdots & 0 \\
CAF & CF & \cdots & G_2 \\
\vdots & \vdots & \ddots & \vdots \\
CA^{\gamma-1}F & CA^{\gamma-2}F & \cdots & G_2
\end{bmatrix},$$

$$U_{0,\gamma}(t) = [u^T(t), \dot{u}^T(t), \cdots, u^{(\gamma)}^T(t)]^T,$$

$$D_{0,\gamma}(t) = [d^T(t), \dot{d}^T(t), \cdots, d^{(\gamma)}^T(t)]^T.$$
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Clearly, for all \( i \in \mathbb{N} \), we have \( M_{1,i;\gamma+i} = M_{1,0;\gamma} \) and \( M_{2,i;\gamma+i} = M_{2,0;\gamma} \). We also can write these matrices in recursive form as

\[
\begin{align*}
M_{1,0;\gamma+1} &= \begin{bmatrix}
G_1 & 0 \\
O_\gamma B & M_{1,0;\gamma}
\end{bmatrix}, \\
M_{2,0;\gamma+1} &= \begin{bmatrix}
G_2 & 0 \\
O_\gamma F & M_{2,0;\gamma}
\end{bmatrix},
\end{align*}
\]

and

\[
\begin{align*}
U_{0;\gamma+1}(t) &= [U_{0;\gamma}(t), u^{(\gamma+1)T}(t)]^T, \\
D_{0;\gamma+1}(t) &= [D_{0;\gamma}(t), d^{(\gamma+1)T}(t)]^T,
\end{align*}
\]

Based on the extended outputs, \( Y_{0;\gamma} \), and the extended inputs, \( U_{0;\lambda} = [u^T(t), \dot{u}^T(t), \ldots, u^{(\lambda)T}(t)]^T \), our goal is to design a functional observer to reconstruct the desired functional, \( z_0(t) \). Therefore the observer dynamics is

\[
\begin{align*}
\dot{w}(t) &= Nw(t) + JY_{0;\gamma} + HU_{0;\lambda}, \\
\dot{z}(t) &= w(t) + EY_{0;\gamma},
\end{align*}
\]

where \( w(t) \in \mathbb{R}^{r+X} \). Note that, designing a stable observer is equivalent to determining matrices \( J, H, E, \) and a stable \( N \) with compatible dimensions.

Similar to what we did in Chapter 5, we also assume that in order to reconstruct the functional \( z_0(t) = L_0x(t) \), it is also necessary to reconstruct the functional \( Rx(t) \) where \( R \in \mathbb{R}^{X \times n} \). Hence, we introduce the extended functional as

\[
z(t) = \begin{bmatrix} L_0 \\ R \end{bmatrix} x(t),
\]

such that \( L^T = [L_0^T, R^T]^T \) is of full row rank. For cases that \( L_0x(t) \) can be reconstructed directly, we have \( R = \emptyset \).
### B.1. Problem formulation

Choosing \( Q \triangleq EO\gamma - L \) and \( K = J - NE \), we have the estimation error

\[
e(t) = \dot{z}(t) - z(t) = w(t) + EY_0;\gamma(t) - Lx(t) \tag{B.8}
\]

with the following dynamics

\[
\dot{e}(t) = Ne(t) + (QA + JO_\gamma - NQ)x(t) + \frac{K}{\lambda}[G_1O_{\gamma-1}B + QB + H_a]u(t) + \\
(KM_a + EM_{1,0;\gamma}U_{0;\gamma+1} + H_bU_{1;\gamma+1} + \alpha(KG_2O_{\gamma-1}F + QF)d(t) + \\
\alpha(KM_b + EM_{2,0;\gamma}D_{1;\gamma+1},
\]

where

\[
M_a \triangleq \begin{bmatrix} 0 & 0_{p \times m_a} \\ M_{1,0;\gamma-1} & 0 \end{bmatrix}, \quad M_b \triangleq \begin{bmatrix} 0 & 0_{p \times m_d} \\ M_{2,0;\gamma-1} & 0 \end{bmatrix}, \tag{B.11}
\]

and

\[
\begin{bmatrix} H_a \\ H_b \end{bmatrix} \triangleq H_{\lambda = 0}, \quad \begin{bmatrix} H_a & H_b \end{bmatrix} \triangleq H_{\lambda > 0}. \tag{B.12}
\]
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By choosing $\beta = \max(\lambda, \gamma + 1)$, we can write

$$
\begin{bmatrix}
M_{1,1} & M_{1,2} \\
M_{2,1} & M_{2,2}
\end{bmatrix} \triangleq M_{1,0;\gamma},
\begin{bmatrix}
M_{1,1} & M_{1,2} \\
M_{2,1} & M_{2,2}
\end{bmatrix} \triangleq M_a,
$$

(B.13)

where $M_{1,2} \in \mathbb{R}^{(\gamma \times p) \times ((\beta - \lambda) \times m_u)}$ and $M_{2,2} \in \mathbb{R}^{(\gamma \times p) \times ((\beta - \lambda) \times m_u)}$. Note that for $\gamma \leq \lambda$, we have $M_{1,1} \triangleq M_{1,0;\gamma}$ and $M_{2,1} \triangleq M_a$. Also, for $\lambda = 0$, $M_{1,2} \triangleq M_{1,0;\gamma}$ and $M_{2,2} \triangleq M_a$.

To have an asymptotically stable observer, from (B.9) and (B.13), the matrix $N$ has to be stable and we need to satisfy

$$
EO_{\gamma}A + KO_{\gamma} = LA - NL,
$$

$$
\alpha(EO_{\gamma}F + K \begin{bmatrix}G_2 \\ O_{\gamma^{-1}}F\end{bmatrix}) = \alpha LF,
$$

$$
\alpha(EM_{2,0;\gamma} + KM_b) = 0,
$$

and

$$
EO_{\gamma}B + K \begin{bmatrix}G_1 \\ O_{\gamma^{-1}}B\end{bmatrix} + H_a = LB,
$$

$$
EM_{1,1} + KM_{2,1} + H_b = 0, \quad \lambda > 0.
$$

(B.15)

In addition to (B.14) and (B.15), for $\gamma > \lambda$, we also need to satisfy

$$
EM_{1,2} + KM_{2,2} = 0.
$$

(B.16)

In summary, to design a stable functional observer of form (B.6) for the reconstruction of the functional $z_0(t)$ in system (B.1), we do the following two steps:

1. We evaluate the existence of such a functional observer by checking whether there exists a stable matrix $N$ to satisfy (B.14), (B.15), and (B.16).

2. After estimating the required order of the observer, we design the functional observer by determining the observer matrices to satisfy
It is worth mentioning that the process of taking derivatives from the input and the output signals can amplify the high frequency components which is undesirable. To reduce the adverse effect of these noisy components of the extended signals, low-pass filtering might be needed. As our focus here is on non-noisy systems and non-noisy derivatives of the signals, determining an appropriate filtering technique is out of the scope of the current chapter (e.g., in our main application of human-automation interaction, we assume that the user is capable of evaluating the rate of change of the available signals).

B.2 Existence conditions of a functional observer

For LTI systems with known and/or unknown inputs and with available derivatives of inputs and outputs, we obtain the necessary and sufficient conditions for the existence of a functional observer.

Recall that we have considered having a full row rank functional \( Lx(t) \), with \( Lx(t) = \begin{bmatrix} L_0 \\ R \end{bmatrix} x(t) \), whose components are \( L_0x(t) \) and \( Rx(t) \). Therefore reconstructing \( Lx(t) \) results in the reconstruction of \( L_0x(t) \).

With a similar approach to that used in [58], we can write (B.14) and (B.16) as

\[
\begin{bmatrix}
E & K \\
\end{bmatrix} T_1 = T_2,
\]

where

\[
T_1 = \begin{bmatrix}
O_\gamma A E_1 & \alpha O_\gamma F & \alpha M_{2,0:}\gamma & M_{1,2} \\
O_\gamma E_1 & \alpha M_{2,\gamma} & M_{2,2} \\
\end{bmatrix}
\]

and

\[
T_2 = \begin{bmatrix}
L A E_1 & \alpha LF & 0 & 0 \\
\end{bmatrix},
\]
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with $E_1$ being selected so that $LE_1 = 0$.

Considering (B.17), this equation has a solution if and only if $\text{span}(T_2^T) \subseteq \mathcal{R}(T_1^T)$ or equivalently

$$\text{rank} \begin{bmatrix} T_2 \\ T_1 \end{bmatrix} = \text{rank}[T_1].$$  \hspace{1cm} (B.18)

**Theorem 9.** An observer with order $(r+X)$ exists to reconstruct the functional $z_0 = L_0x(t)$ of the system (B.1) (with $\gamma$ and $\lambda$ being the design parameters) iff there exists a matrix $R \in \mathbb{R}^{X \times n}$ for which

- $\text{rank}(LHS_1) = \text{rank}(RHS)$  \hspace{1cm} (B.19)

- For all $s \in \mathbb{C}$,
  $$\text{rank}(LHS_2) = \text{rank}(RHS)$$  \hspace{1cm} (B.20)

where

$$LHS_1 \triangleq \begin{bmatrix} L_0A & \alpha L_0F & 0 & 0 \\ RA & \alpha RF & 0 & 0 \\ O_\gamma A & \alpha O_\gamma F & \alpha M_{2,0;\gamma} & M_{1,2} \\ O_\gamma & \alpha \begin{bmatrix} G_2 \\ O_{\gamma-1} F \end{bmatrix} & \alpha M_b & M_{2,2} \\ L_0 & 0 & 0 \\ R & 0 & 0 & 0 \end{bmatrix},$$  \hspace{1cm} (B.21)

$$LHS_2 \triangleq \begin{bmatrix} sL_0 - L_0A & -\alpha L_0F & 0 & 0 \\ sR - RA & -\alpha RF & 0 & 0 \\ O_\gamma A & \alpha O_\gamma F & \alpha M_{2,0;\gamma} & M_{1,2} \\ O_\gamma & \alpha \begin{bmatrix} G_2 \\ O_{\gamma-1} F \end{bmatrix} & \alpha M_b & M_{2,2} \end{bmatrix},$$  \hspace{1cm} (B.22)
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\[
\begin{bmatrix}
O_\gamma A & \alpha O_\gamma F & \alpha M_{2,0;\gamma} & M_{1,2} \\
O_\gamma & \alpha & G_2 & \alpha M_b & M_{2,2} \\
L_0 & 0 & 0 & 0 \\
R & 0 & 0 & 0
\end{bmatrix}
\]

\( \text{RHS} \triangleq \) \hspace{1cm} (B.23)

Proof. • Proof of (B.19).

By selecting \( H_1 \) to satisfy \( LH_1 = I \) and post multiplying the full row rank matrix

\[
S_1 = \begin{bmatrix}
H_1 & E_1 & 0 & 0 & 0 \\
0 & 0 & I & 0 & 0 \\
0 & 0 & 0 & I & 0 \\
0 & 0 & 0 & 0 & I
\end{bmatrix}
\]

in (B.21) and (B.23), we can show that satisfaction of (B.19) for a matrix \( R \) of rank \( \mathcal{X} \) is equivalent to satisfaction of (B.18) and guarantees existence of solution for (B.14) and (B.16).

• Proof of (B.20).

Assume that condition (B.19) is satisfied, then

\[
\begin{bmatrix}
E & K
\end{bmatrix} = T_2T_1^+ + Z(I - T_1T_1^+) \tag{B.24}
\]

are the solutions of (B.17) for arbitrary matrix \( Z \) with compatible dimensions. Note that when \( (I - T_1T_1^+) = 0 \), matrices \( E \) and \( K \) are not affected by \( Z \) and can be uniquely obtained as \( \begin{bmatrix} E & K \end{bmatrix} = T_2T_1^+ \).

It is also required to satisfy the stability of the observer (B.6). We can rewrite the first equation in (B.14) as follows:

\[
N = LAH_1 - \begin{bmatrix} E & K \end{bmatrix} \begin{bmatrix} O_\gamma A \\ O_\gamma \end{bmatrix} H_1. \tag{B.25}
\]
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From (B.24) and (B.25), we can have $N = \Lambda - Z\Gamma$ where

$$\Lambda = LAH_1 - T_2T_1^+ \begin{bmatrix} O_{\gamma}A \\ O_{\gamma} \end{bmatrix} H_1,$$

$$\Gamma = (I - T_1T_1^+) \begin{bmatrix} O_{\gamma}A \\ O_{\gamma} \end{bmatrix} H_1. \tag{B.26}$$

Clearly the eigenvalues of $N$ can be placed at any desired values iff

$$\text{rank} \begin{bmatrix} sI - \Lambda \\ \Gamma \end{bmatrix} = r + X, \ \forall s \in \mathbb{C}.$$  

By post-multiplying $S_1$ in (B.22), we have

$$\begin{bmatrix} sI - LAH_1 & -T_2 \\ O_{\gamma}AH_1 & T_1 \\ O_{\gamma}H_1 & \end{bmatrix}. \tag{B.27}$$

Now choose a $S_2$ with full column rank

$$S_2 = \begin{bmatrix} I & T_2T_1^+ \\ 0 & (I - T_1T_1^+) \\ 0 & T_1T_1^+ \end{bmatrix}. \tag{B.28}$$

and a $S_3$ with full row rank

$$S_3 = \begin{bmatrix} I & 0 \\ -T_1^+ & \begin{bmatrix} O_{\gamma}A \\ O_{\gamma} \end{bmatrix} H_1 & I \end{bmatrix}. \tag{B.29}$$

By pre-multiplying $S_2$ and post-multiplying $S_3$ in (B.27), the rank
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does not change and we can finally obtain $\text{rank}(LHS_2) \equiv \Psi_1$ to be

$$\begin{bmatrix}
sL_0 - L_0A & -\alpha L_0F & 0 & 0 \\
sR - RA & -\alpha RF & 0 & 0 \\
o_\gamma A & \alpha O_\gamma F & \alpha M_{2,0,\gamma} & M_{1,2} \\
o_\gamma & \alpha \begin{bmatrix} G_2 \\ O_{\gamma-1}F \end{bmatrix} & \alpha M_b & M_{2,2}
\end{bmatrix}, \quad (B.30)$$

where

$$\Psi_1 \equiv \text{rank} \left[ \begin{bmatrix} sI - \Lambda \\ \Gamma \end{bmatrix} + \text{rank}(T_1) \right]. \quad (B.31)$$

Similar to the proof of (B.19), if we post-multiply $S_1$ in (B.23), we can show that its rank is

$$\begin{bmatrix}
o_\gamma A & \alpha O_\gamma F & \alpha M_{2,0,\gamma} & M_{1,2} \\
o_\gamma & \alpha \begin{bmatrix} G_2 \\ O_{\gamma-1}F \end{bmatrix} & \alpha M_b & M_{2,2} \\
L_0 & 0 & 0 & 0 \\
R & 0 & 0 & 0
\end{bmatrix} = \Psi_2, \quad (B.32)$$

where

$$\Psi_2 \equiv r + \mathcal{X} + \text{rank}(T_1). \quad (B.33)$$

From (B.30) and (B.32) we have $\text{rank} \left[ \begin{bmatrix} sI - \Lambda \\ \Gamma \end{bmatrix} = r + \mathcal{X} \text{ iff } (B.20)$ is satisfied.

\[ \square \]

We can show that the results of Theorems in [49] and [58] can be easily obtained from Theorem [9] by having $\alpha = 0$ and $\alpha = 1$ respectively, with $\gamma = 0$ and $\lambda = 0$. 
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Theorem 9 requires finding a matrix $R$ with a low rank (with unknown number of rows) which satisfies (B.19) and (B.20) simultaneously. The matrix $R$ of lowest rank can be determined through an iterative algorithm, as presented in Algorithm 1.

**Algorithm 1 Determining matrix $R$**

1: if (B.19) and (B.20) are satisfied with $R = \bar{0}$ then
2: $R = \bar{0}$
3: else
4: Define
5: $\mathcal{R} = \{e_i|i \in \{1, ..., n\} \land \text{span}(e_i) \notin \text{span}(L_0^T)\}$
6: and $j = 1$.
7: $R_j = \{v|\text{span}(v) \subseteq \text{span}(\mathcal{R}) \land \text{rank}(v) = j\}$.
8: Obtain $R$ such that
9: $(L_0, R) = \{(L_0, w)|w \in R_j \land (L_0, w) \text{ satisfy } (B.19) \& (B.20)\}$.
10: if $R = \emptyset$ and $j < n$ then
11: $j = j + 1$
12: go to 5
13: end if
14: end if

As computing $R$ for systems of high order can be numerically hard, we suggest a sufficient (but not necessary) condition in Proposition 5 below for the existence of a functional observer for system (B.1) which does not depend on the unknown matrix $R$.

To obtain Proposition 5, we first explain a few notations and terms. We have $\begin{bmatrix} Y_1 & Y_2 \end{bmatrix}$, with $Y_1$ having $n$ columns, to be the transpose of the basis of $\mathcal{N}\left(\begin{bmatrix} F \\ O_{\gamma}F \end{bmatrix}^T\right)$.

We calculate $Y_N$ and $Y_M$ such that the rows of $[Y_N|Y_M]$ are selected from
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the rows of \([Y_1|Y_2]\) and

\[
\begin{align*}
\text{span}(Y_N^T) & \subseteq \mathcal{N}
\left(\begin{bmatrix} L_0 \\ PO_\gamma \end{bmatrix}\right), \\
\text{span}(Y_M^T) & \subseteq \mathcal{N}(\begin{bmatrix} \alpha M_2,0,: \gamma M_1,2 \end{bmatrix}^T),
\end{align*}
\tag{B.34}
\]

where \(P = P_2P_1\). Matrices \(P_1\) and \(P_2\) are projection matrices onto the left null space of \(M_{1,0,:}\) and \(\alpha P_1M_{2,0,:}\) respectively. Note that \(PY_{0,:}(t) = PO_\gamma x(t)\) is the combination of outputs with no dependency on the inputs.

Also we choose \(M\) such that

\[
\text{span}(M^T) \subseteq \mathcal{N}(\begin{bmatrix} \alpha M_{2,0,:} \\ M_{1,2} \end{bmatrix}^T)
\]

and to satisfy

\[
\alpha(L_0F + MO_\gamma F) = 0. \tag{B.35}
\]

We choose \(R = KY_N\), where \(K\) is an identity matrix with compatible dimension. Equation (B.34) shows that rows of \(R\) are selected to be linearly independent from the functional \(L_0x(t)\) and from \(PO_\gamma\) – that is, the available states which have no dependency on inputs. From (B.35), the rank of (B.21) can be written as

\[
\text{rank}(LHS_1) = \text{rank}
\begin{bmatrix}
L_0A + MO_\gamma A \\
KY_N A + KY_M O_\gamma A \\
O_\gamma A \\
O_\gamma \\
L_0 \\
KY_N
\end{bmatrix}
\begin{bmatrix}
0 \\
T \\
0
\end{bmatrix}
\tag{B.36}
\]
where

\[
T = \begin{bmatrix}
\alpha O_\gamma F & \alpha M_{2,0-\gamma} & M_{1,2} \\
\alpha G_2 & \alpha M_b & M_{2,2}
\end{bmatrix}.
\]  

(B.37)

We choose \( v = [v_1 \ v_2]^T \) to be a full row rank matrix such that \( v_1 T \) has full row rank equal to the rank of \( T \) and \( v_2 T = 0 \) (e.g. \( v_1 = T^+ \) where \( T^+ \) is the pseudo-inverse of matrix \( T \) and \( \text{span}(v_2) = N(T^T) \)). Hence, from (B.36),

\[
\text{rank}(LHS_1) = \text{rank}
\begin{bmatrix}
\begin{array}{c}
v_1 \\
v_2
\end{array}
\begin{bmatrix}
O_\gamma A \\
O_\gamma
\end{bmatrix}
\end{bmatrix}
\begin{bmatrix}
v_1 T \\
L_0 A + MO_\gamma A \\
KY_N A + KY_M O_\gamma A \\
L_0 \\
KY_N
\end{bmatrix}
\]

= \( q_1 + \text{rank}(T) \),

(B.38)

where

\[
q_1 = \text{rank}
\begin{bmatrix}
v_2 \\
L_0 A + MO_\gamma A \\
KY_N A + KY_M O_\gamma A \\
L_0 \\
KY_N
\end{bmatrix}.
\]  

(B.39)
B.2. Existence conditions of a functional observer

Having similar \( v_1 \) and \( v_2 \), for (B.23) we have

\[
\begin{bmatrix}
  v_1 & [O_\gamma A] & v_1 T \\
  v_2 & [O_\gamma A] & 0 \\
  & [L_0] & 0 \\
  & [KY_N] & 0 \\
\end{bmatrix}
\]

\[
\text{rank}(\text{RHS}) = \text{rank}
\begin{bmatrix}
  v_1 & [O_\gamma A] & v_1 T \\
  v_2 & [O_\gamma A] & 0 \\
\end{bmatrix}
= q_2 + \text{rank}(T), \quad (B.40)
\]

where

\[
q_2 = \text{rank}
\begin{bmatrix}
  v_2 & [O_\gamma A] \\
  & [L_0] \\
  & [KY_N] \\
\end{bmatrix}, \quad (B.41)
\]

**Proposition 5.** For system (B.1), a functional observer of form (B.6) exists to reconstruct the functional \( L_0 x(t) \) if

- **Condition 1:**

\[
\begin{bmatrix}
  L_0 A + MO_\gamma A \\
  Y_N A + Y_M O_\gamma A \\
\end{bmatrix}
\]

\[
\begin{bmatrix}
  v_2 & [O_\gamma A] \\
  & [L_0] \\
  & [Y_N] \\
\end{bmatrix}
\]

\[
= \text{rank}
\begin{bmatrix}
  v_2 & [O_\gamma A] \\
  & [L_0] \\
  & [Y_N] \\
\end{bmatrix}, \quad (B.42)
\]
• Condition 2: For all \( s \in \mathbb{C} \),

\[
\begin{bmatrix}
    v_2 \\
    \frac{O_\gamma A}{O_\gamma}
\end{bmatrix}
\begin{bmatrix}
    L_0(sI - A) - MO_\gamma A \\
    Y_N(sI - A) - Y_M O_\gamma A
\end{bmatrix}
= \text{rank} \begin{bmatrix}
    v_2 \\
    \frac{O_\gamma A}{O_\gamma}
\end{bmatrix}
= \text{rank} \begin{bmatrix}
    v_2 \\
    \frac{O_\gamma A}{Y_N}
\end{bmatrix}.
\]

(B.43)

with \( v_1, v_2, P, M, Y_N, \) and \( Y_M \) already defined.

Proof. • Proof of (B.42).

Earlier we have proved (B.19). We have also shown that for \( R = KY_N \), equation (B.38) is an equivalent to the rank of (B.21) and equation (B.40) is equivalent to the rank of (B.23). Hence, for the above \( R \), (B.19) and the condition \( q_1 = q_2 \) are equivalent.

Through proof with contrapositive, we now assume that there exists no \( K \) such that (B.19) can be satisfied when \( R = KY_N \), therefore, \( q_1 \neq q_2 |_{K=K} \). However, we can clearly see that for \( K = I \), \( q_1 = q_2 \). Thus, there exists a matrix \( R \), not exclusively \( R = Y_N \), that satisfies (B.19) if (B.42) is satisfied.

• Proof of (B.43).

The rank of (B.22) can be written as

\[
\begin{bmatrix}
    v_1 \begin{bmatrix}
    O_\gamma A \\
    O_\gamma
    \end{bmatrix} \\
    v_2 \begin{bmatrix}
    O_\gamma A \\
    O_\gamma
    \end{bmatrix} \\
    L_0(sI - A) - MO_\gamma A \\
    KY_N(sI - A) - KY_M O_\gamma A
\end{bmatrix}
\begin{bmatrix}
    v_1 T \\
    0
\end{bmatrix},
\]

(B.44)
hence,

\[ \text{rank}(LHS_2) = q_3 + \text{rank}(T), \quad \forall s \in \mathcal{C}, \]  

\[ \text{(B.45)} \]

where

\[ q_3 = \text{rank} \begin{bmatrix} v_2 \left[ \begin{array}{c} O \gamma A \\ O \gamma \\ L_0(sI-A) - MO \gamma A \\ KY_N(sI-A) - KY_M O \gamma A \end{array} \right] \end{bmatrix}. \]  

\[ \text{(B.46)} \]

We have already obtained (B.23) to be equal to (B.40). Hence, from (B.40) and (B.45), finding a matrix \( R \) to satisfy (B.20) is equivalent to finding a \( K \) for which \( (q_3 = q_2) \) for all \( s \in \mathcal{C} \). Satisfaction of (B.43) is essentially equivalent to having \( (q_3 = q_2)|_{K=I} \) for all \( s \in \mathcal{C} \).

From both parts of the proof, we can show that (B.42) and (B.43) are sufficient for the existence of a functional observer (B.6) to reconstruct \( L_0 x(t) \) in system (B.1).

\[ \square \]

Remark. Note that, if \( Y_N \) is a zero matrix, there exists no linearly independent combinations of the states of the system to be added to \( L_0 \). Therefore, the existence problem of a state reconstructor is reduced to existence of a reconstructor with the same order as the desired functional \( z_0(t) \).

\[ \square \]

### B.3 Estimating the order of the functional observer

It is clear that the rank of (B.23) is always smaller than or equal to the rank of (B.21), i.e., \( q_2 \leq q_1 \) for all \( K \). To estimate the required order of the unknown-input functional observer, we first need to determine a matrix \( K_a \) such that, for \( K = K_a \), the rank of (B.23) is equal to \( q_1|_{K=K_a} + \text{rank}(T) \), where \( q_1|_{K=K_a} + \text{rank}(T) \) is the rank of (B.21) for \( K = K_a \). Equivalently,
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from \((B.41)\) and the desired condition \(q_1 = q_2\), we need to find a matrix \(K_a\) such that

\[
\text{rank} \begin{bmatrix} v_2 \begin{bmatrix} O_\gamma A \\ O_\gamma \\ L_0 \\ K_a Y_N \end{bmatrix} \end{bmatrix} = q_1 |_{K=K_a}.
\]  
\[(B.47)\]

In order to simplify \((B.47)\), we choose \(K_a\) such that

\[
Y_N^T R(K_a^T) \subseteq \mathcal{N}(v_2 \begin{bmatrix} O_\gamma A \\ O_\gamma \end{bmatrix}).
\]  
\[(B.48)\]

Thus, we have

\[
\mathcal{X}_a \triangleq \text{rank}(K_a Y_N) \\
= q_1 |_{K=K_a} + \text{rank}(T) - \text{rank}(v_2 \begin{bmatrix} O_\gamma A \\ O_\gamma \end{bmatrix}).
\]  
\[(B.49)\]

As \(q_1 \leq q \triangleq (q_1 |_{K=I})\), to satisfy \(q_1 = q_2\), we need to have \(K_a \in \mathbb{R}^{X_a \times n_{Y_N}}\), where \(n_{Y_N}\) is the number of rows of \(Y_N\), such that

\[
\mathcal{X}_a \leq q + \text{rank}(T) - \text{rank}(v_2 \begin{bmatrix} O_\gamma A \\ O_\gamma \end{bmatrix}).
\]  
\[(B.50)\]

Equation \((B.50)\) provides an upper bound for the number of rows to be added to the desired functional so that the extended functional satisfies \((B.19)\).

On the other hand, if we find a matrix \(K_a\) for which \(R = K_a Y_N\) satisfies \(q_1 = q_2\), we still need to satisfy \(q_2 = q_3\). For this purpose, we need to have a matrix \(K_b \in \mathbb{R}^{X_b \times n}\) where

\[
\mathcal{X}_b \triangleq q_2 |_{K=K_a,b} + \text{rank}(T) - \min_{s \in \text{eig } \Lambda} (\text{rank}(C_p)) \\
\leq q + \text{rank}(T) - \min_{s \in \text{eig } \Lambda} (\text{rank}(C_p)),
\]  
\[(B.51)\]
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where

$$K_{a,b} = 
\begin{bmatrix}
K_a \\
K_b
\end{bmatrix}
$$

(B.52)

and

$$C_p = 
\begin{bmatrix}
sL_0 - L_0 A & \alpha L_0 F & 0 & 0 \\
sK_a Y_N - K_a Y_N A & \alpha K_a Y_N F & 0 & 0 \\
O_\gamma A & \alpha O_\gamma F & \alpha M_{2,0:2} & M_{1,2} \\
O_\gamma & \alpha \begin{bmatrix}
G_2 \\
O_{\gamma-1} F
\end{bmatrix} & \alpha M_b & M_{2,2}
\end{bmatrix}
$$

(B.53)

To estimate the minimum order of the unknown-input functional observer, required for the reconstruction of $L_0 x(t)$, we suggest the following steps:

1. From (B.50), obtain $X_a$ and define $L_1$ to be a set of all feasible ($L_1 \triangleq K_a Y_N \in \mathbb{R}^{(r+X_a) \times n}$ whose corresponding $K_a$'s satisfy $q_1 = q_2$.

2. Find

$$M_m = \max_{L_1 \subseteq \mathbb{L}_1} \left( \min_{s \in \sigma(A)} \text{rank}(C_p) \right)
$$

and denote the corresponding optimal solution as $L_m$.

3. The required order of the observer is therefore

$$X = X_a + X_m,
$$

(B.55)

with $X_m \leq q + \text{rank}(T) - M_m$.

4. The functional to be reconstructed is

$$L = 
\begin{bmatrix}
L_m \\
K_m Y_N
\end{bmatrix},
$$

(B.56)
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with \( K_m \in \mathbb{R}^{X_m \times \text{rows of } Y_N} \) being selected so that \( K = \begin{bmatrix} K_a \\ K_m \end{bmatrix} \) satisfies \( q_1 = q_3 \).

We can now introduce Proposition 6 as an alternative of Theorem 9 in subspace form.

**Proposition 6.** An observer with order \((r + \mathcal{X})\) exists to reconstruct \( L_0 x(t) \) in (B.1) (with \( \gamma \) and \( \lambda \) being the design parameters) iff

- a matrix \( K_a \) exists to satisfy

\[
r_1^T \mathcal{R}(K_1^T) \cap \mathcal{N}(P_c) = r_L^T \mathcal{R}(K_1^T) \cap \mathcal{N}(P_c) \tag{B.57}
\]

where

\[
K_1 = \begin{bmatrix} I & 0 \\ 0 & K_2 \end{bmatrix}, \quad K_a \in \mathbb{R}^{X_a \times n} \tag{B.58}
\]

and

- for all \( s \in \mathbb{C} \), a matrix \( K_b \) exists to satisfy

\[
r_2^T \mathcal{R}(K_2^T) \cap \mathcal{N}(P_c) = r_L^T \mathcal{R}(K_2^T) \cap \mathcal{N}(P_c), \tag{B.59}
\]

where

\[
K_2 = \begin{bmatrix} K_1 & 0 \\ 0 & K_b \end{bmatrix}, \quad K_b \in \mathbb{R}^{X_b \times n}, \tag{B.60}
\]
and

\[
\begin{align*}
    r_1 &= \begin{bmatrix}
        L_0 A + MO_\gamma A \\
        Y_N A + Y_M O_\gamma A
    \end{bmatrix}, \\
    r_2 &= \begin{bmatrix}
        L_0 (sI - A) + MO_\gamma A \\
        Y_N (sI - A) + Y_M O_\gamma A
    \end{bmatrix}, \\
    r_L &= \begin{bmatrix}
        L_0 \\
        Y_N
    \end{bmatrix}, \\
    P_c &= v_2 \begin{bmatrix}
        O_\gamma A \\
        O_\gamma
    \end{bmatrix}.
\end{align*}
\]

Proof. We first consider \( R = K_a Y_N \) and obtain \( K_a \) to satisfy \( q_1 = q_2 \), from (B.39) and (B.41). Then, we modify \( R = \begin{bmatrix} K_a^T & K_b^T \end{bmatrix}^T \) to also satisfy the other condition – that is, \( q_1 = q_3 \), from (B.39) and (B.46). The rest of the proof is straightforward, therefore, the details are omitted.

B.3.1 Design procedure of the functional observer (B.6)

Considering the system (B.1) and the observer (B.6), we can determine the related observer matrices \( N, J, H, \) and \( E \) as follows:

- Estimate \( L \) from (B.56).
- Choose \( H_1 \) and \( E_1 \) such that \( LH_1 = I \) and \( LE_1 = 0 \) respectively.
- Calculate \( \Lambda \) and \( \Gamma \) from (B.26).
- Choose \( Z \) to result in a stable \( N = \Lambda - Z\Gamma \) and obtain \( E \) and \( K \) from (B.24).
- Based on \( N \), \( E \), and \( K \), calculate \( J \) from \( J = K - NE \).
- Calculate \( H \) from (B.15).
We consider two examples. In the first example, we use the proposed method to evaluate the existence condition and then design a “0-th derivative available” functional observer for a third-order system. In the second example, we show how the order of a functional observer (designed for the reconstruction of a common functional) decreases when higher derivatives of the input and/or the output signals are available. We then discuss a real-world application of such a functional observer.

### B.4.1 Example 1

Consider a third order continuous-time system with the following dynamics,

\[
A = \begin{bmatrix}
1 & 1 & 0 \\
1 & 1 & 0 \\
0 & 1 & 1 \\
\end{bmatrix}, \quad F = \begin{bmatrix}
0 \\
0 \\
1 \\
\end{bmatrix},
\]

\[
C = \begin{bmatrix}
1 & 0 & 0 \\
\end{bmatrix}, \quad L_0 = \begin{bmatrix}
0 & 1 & 0 \\
\end{bmatrix},
\] (B.61)

and assume that the system has an unknown input (i.e. \(\alpha = 1\)) and no information about the derivatives of the inputs and outputs is available – that is, \(\gamma = 0\) and \(\lambda = 0\). Hence, \(M_{1,0;\gamma}\), \(M_{2,0;\gamma}\) are zero matrices, \(P\) is an identity matrix, and \(O_\gamma = C\).

For the above system, Theorem 1 in \[58\] is satisfied. While with

\[
\begin{bmatrix}
CA & CF \\
C & 0 \\
L_0 & 0 \\
Y_1 & 0 \\
\end{bmatrix} = rank \begin{bmatrix}
1 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
\end{bmatrix} = 2,
\] (B.62)

since, \(n + rank(CF) = 3\), the first Theorem in \[59\] (i.e. Theorem 4.6) is not satisfied. Therefore, based on \[59\], there does not exist a functional observer for this system to reconstruct \(L_0x(t)\).

However, based on Proposition \[5\] and with having \(Y_Nx(t)\) to be an empty
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set, we can show that there exists an unknown-input functional observer with order 1 that can reconstruct $L_0 x(t)$.

According to Section B.3.1 we can obtain $\Lambda = -0.5$ and $\Gamma = \begin{bmatrix} 0.5 \\ 0.5 \end{bmatrix}$.

Hence, choosing $Z = [6, 1]$ will result in a 1st-order observer

\[
\dot{w} = -4w - 8y + u, \\
\hat{z} = w + 3y.
\]  

(B.63)

Note that the matrix $Z$ is not unique.

Figure B.1: The error of estimating the functional $z_0(t)$ of (B.62) with the observer (B.63)
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Figure [B.1] presents the performance of the designed unknown-input functional observer in reconstructing the desired functional, $L_0x(t)$. It is clear that the designed first-order observer (B.63) is capable of estimating $L_0x(t)$ with zero steady-state error.

B.4.2 Example 2

As in [59], we consider the unstable continuous-time unknown-input system, $\alpha = 1$, with dynamics provided in (B.64).

\[
A = \begin{bmatrix}
-0.0226 & -36.617 & -18.897 & -32.09 & 3.2509 & -0.7626 \\
0.0001 & -1.8997 & 0.9831 & -0.0007 & -0.1708 & -0.005 \\
0.0123 & 11.72 & -2.6316 & 0.0009 & -31.604 & 22.396 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -30 & 0 \\
0 & 0 & 0 & 0 & 0 & -30
\end{bmatrix},
\]

\[
B = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 30 \\
0 & 0 & 0 & 0 & 30 & 0
\end{bmatrix}^T, \quad F = \begin{bmatrix}
0 & 0 & 0 & 1 & -1
\end{bmatrix}^T
\]

The output of the system is

\[
C = \begin{bmatrix}
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0
\end{bmatrix}
\]

and the goal is to reconstruct the functional $L_0x = \begin{bmatrix} 0 & 1 & 1 & 1 & 1 \end{bmatrix}x(t)$. Fernando et.al. [59] showed that there exists a third order observer to reconstruct the desired functional of the states of the mentioned system. Our goal is to investigate whether having a observer with access to the derivatives of the input and output signals can be helpful to reduce the required order of the observer. We, hence, consider an observer with access to the first derivative of the output with $\gamma = 1$ and $\lambda = 0$. 
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To check the conditions in Proposition 5, we obtain

\[
Y_N = \begin{bmatrix} 1 & 0 & 0 & 0 & 0.0006 & -0.0006 \end{bmatrix},
\]
\[
Y_M = \begin{bmatrix} 0 & 0 & 0 & 0 \end{bmatrix},
\]
\[
M = \begin{bmatrix} 0 & 0 & 11.3766 & 0 \end{bmatrix},
\]
\[
v_2 = \begin{bmatrix} e_1^T & e_2^T & e_4^T & e_5^T & e_6^T & e_7^T & e_8^T \end{bmatrix}^T.
\] (B.66)

It can be seen that the conditions in Proposition 5 are satisfied. The right hand side and the left hand side of (B.42) are both of rank 6. Besides, (B.43) is not rank deficient for \(s\) being selected to be the eigenvalues of \(\Lambda_{|L=L_0}\). Hence, there exists a functional observer with access to the first derivative of the output to reconstruct \(L_0x(t)\) for this system.

On the other hand, it is straightforward to show that Theorem 9 is not satisfied for \(R = \emptyset\), as (B.20) is rank deficient for \(s\) being selected to be the eigenvalues of \(\Lambda_{|L=L_0}\). Hence, having information about derivatives of outputs, still the desired functional cannot be estimated directly.

To obtain the required order of the functional observer, from (B.50), we obtain \(X_a = 2\) (i.e., at most two additional rows are needed to satisfy (B.19)). However, with \(Y_N\) having only one row, the only extension to the desired functional can be \(L = \begin{bmatrix} L_0 \\ Y_N \end{bmatrix}\) and we can show that for the extended functional, conditions in Theorem 9 are satisfied. Hence, a second order functional observer with access to the first derivative of the output exists to reconstruct the functional \(L_0x(t)\) of the system (B.64).

Using the design procedure provided in B.3.1, we can design a stable functional observer with poles being placed at \(-3\) and \(-1\). We therefore
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Estimation error of \( L_0x(t) \)

Estimation error of \( Rx(t) \)

Figure B.2: The error of estimating the functionals of system (B.64) with the observer (B.67)

Having the above observer, the error dynamics in equation (B.9) are

\[
N = \begin{bmatrix} -4.2103 & 0.0125 \\ -311.9616 & 0.2103 \end{bmatrix},
\]

\[
E = \begin{bmatrix} -0.0061 & -0.0029 & -0.0114 & 0.0111 \\ -2.1213 & 2.2491 & -0.0000 & 0.0130 \end{bmatrix} \times 10^3,
\]

\[
J = \begin{bmatrix} 0.0320 & 0.0445 & 0.0418 & -0.0496 \\ -6.4680 & 1.6618 & 1.4284 & -1.2149 \end{bmatrix} \times 10^3,
\]

\[
H = \begin{bmatrix} -28.3051 & 28.3051 \\ 0.0167 & -0.0167 \end{bmatrix}.
\]
modeled. Figures B.2 shows that the estimation error of the desired functional, $L_0x(t)$, and the estimation error of $Rx|_{R=Y}\kappa$ asymptotically approach zero, hence, the observer makes correct estimations.
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