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Abstract

Silicon is the most ubiquitous material in the electronics industry, and is now expected to revolutionize photonics. In just over ten years, silicon photonics has become a key technology for photonic integrated circuits. By taking advantage of silicon-on-insulator (SOI) wafers and the existing complementary metal-oxide semiconductor (CMOS) fabrication infrastructure, silicon photonic chips are now being delivered with low cost and rapidly increasing functionality.

This thesis presents the integration of a fundamental optical device - Bragg grating - into SOI waveguides. Various types of waveguides and grating structures have been investigated. All designs are fabricated using CMOS foundry services. We have also explored various applications using the fabricated devices.

From the beginning, we focused on strip waveguide uniform gratings, as these are the most simple to design and fabricate. We have studied many design variations, supported by experimental results. In parallel, we have provided insight into practical issues and challenges involved with the design, fabrication, and measurement, such as the lithography effects, thermal sensitivity, and wafer-scale nonuniformity. We then introduce phase-shifted gratings that can achieve very high quality factors and be employed in various applications. We have also demonstrated sampled gratings and the Vernier effect in strip waveguides.

To obtain narrow-band gratings, we propose the use of a rib waveguide. We also propose a multi-period grating concept by taking advantage of the multiple sidewalls of the rib waveguide, to increases the design flexibility for custom optical filters. The wafer-scale data shows that rib waveguide gratings have better performance uniformity than strip waveguide gratings, and that the wafer thickness variation is critical. Additionally, we have demonstrated very compact Bragg
gratings using a spiral rib waveguide.

Finally, we demonstrate slot waveguide Bragg gratings and resonators, which has great potential for sensing, modulation, and nonlinear optics. We have also developed a novel biosensor using a slot waveguide phase-shifted grating that has a high sensitivity, a high quality factor, a low limit of detection, and can interrogate specific biomolecular interactions.
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Chapter 1

Introduction

Silicon photonics has great potential to bringing together two technological areas that have transformed the last century – electronics and photonics, and is gaining tremendous momentum in both academia and industry. The Bragg grating is a fundamental component in various optical devices and has applications in areas as diverse as communications, lasers, and sensors. In this thesis, we will present the integration of Bragg gratings in silicon photonic waveguides, using a wide variety of waveguide geometries and grating profiles, and explore their applications.

1.1 Silicon Photonics

Silicon photonics is currently one of the most active disciplines within the field of optics and photonics [2-4]. Over the past decade, the silicon photonics community has made spectacular progress in developing a wide variety of photonic devices on silicon. Recently, the move to commercial products, as well as large-scale system integration, has just begun. In this section, we will briefly discuss the motivations and applications for silicon photonics, and then give a short overview of the state of the art and some challenges in this area.

1.1.1 Motivation and Application

Integration is a major driving force behind today’s rapid development of silicon photonics. It allows photonic devices to be made cheaply and in large quantities
using standard semiconductor fabrication techniques, and offers the possibility of integration with electronic circuits to provide increased functionality. It is well known that silicon wafers have the lowest cost (per unit area) and the highest crystal quality of any semiconductor materials [3]. In the mature microelectronics industry, it is able to fabricate millions of transistors in a single integrated circuit (IC), and offer them at such a low price that they have become ubiquitous in our daily lives. There is no doubt that, the integration of a large number of photonic functions onto a single chip can bring similar advantages to photonics as what silicon integration has done for electronics: compactness, dramatic cost reductions, enhanced performance, large-scale system with increased functionality, etc. But then the question is: which material or platform is appropriate for such integration? Silicon is definitely the most successful material for electronics, but is it a good choice for photonics?

Currently, the photonics market is shared by several material systems, including compound semiconductors such as indium phosphide (InP) and gallium arsenide (GaAs), elementary semiconductors such as silicon (Si) and germanium (Ge), silica and rare-earth-doped glasses, lithium niobate (LiNbO$_3$), and polymers [5]. Each material is selected for particular applications and devices. On the system level, it is common to find more than one of these materials used in different components. A typical example is the optical fiber communication system, where almost all of the above materials are used (e.g., InP for lasers, silica for fibres, LiNbO$_3$ for modulators, erbium-doped glass for optical amplifiers, Si for control circuits made with CMOS, InGaAs/Ge for detectors, etc). This makes the device manufacturing industry fragmented, and more importantly, the discrete photonic components are packaged separately, which eventually results in very high packaging cost, low yield, and large size of the final product.

Silicon is optically transparent at key wavelengths (1310 nm and 1550 nm) used for telecommunications, so it could be used to create waveguides and other passive devices. An ideal platform for creating waveguides is silicon-on-insulator (SOI), which consists of a top (active) silicon layer supported by a buried oxide layer with a bottom silicon substrate. The strong optical confinement offered by the high refractive index contrast between Si ($n = 3.48$) and air ($n = 1$) or SiO$_2$ ($n = 1.44$) makes it possible to shrink the waveguide cross section to submicron
levels. For example, 500 nm in width and 220 nm in height are typical dimensions for an SOI strip waveguide that can support single-mode operation. In contrast, a single-mode optical fibre for telecommunication wavelengths (1.55 µm) usually has a core diameter of about 8 µm. The strong optical confinement also allows for very tight bends (bend radius can be on the order of a few microns) and functional waveguide elements of ten to a few hundred microns. Therefore, large-scale integration of many functional elements on a single chip is within reach. Currently, the number of components integrated on silicon photonic chips is still very small (Sun et al. reported 4096 in [6]), but there is no doubt that this number, as well as the circuit complexity, will be increasing rapidly in the next few years.

Another key value of using silicon for photonics is to make most, and ideally all, of the devices using the existing fabrication facilities used to build advanced electronic chips. In the microelectronics industry, integrated circuit production facilities are expensive to build and maintain, but the foundry model separates the operation of the fabrication plant (also known as “fab”) from the design: fabless companies avoid costs by not owning such facilities and concentrate on the design, while pure-play foundries focus on fabricating ICs for other companies and keeping their fabs at full utilization. This CMOS fabrication infrastructure opens the door for commercialization and large-scale production of silicon photonic ICs [7]. The recent development of multi-project-wafer (MPW) services [8, 9] has already made advanced CMOS-compatible processes [10, 11] widely available to the community at modest cost, and will help promote the growth of fabless photonic companies. Note that “CMOS-compatibility” means photonic devices can be fabricated using CMOS process tools (e.g., lithography and etching) and materials (e.g., silicon), however, it does not mean using the tools and materials in exactly the same way as for traditional CMOS. There is wide agreement in the silicon photonics community that a device fabricated in a commercial CMOS fab (e.g., 200 mm or 300 mm pilot line) is supposed to be “CMOS-compatible”.

In terms of applications, a lot of research effort has been focused on short-reach optical interconnects, such as data centres and high-performance computing. In this digital age, data explosion is happening at every level from scalable cloud computing centres to new powerful consumer devices. In order to meet the demand for rapidly increasing data transfer rate, the widespread adoption of optical
interconnects is inevitable, owing to their inherent advantages over their electrical counterparts in terms of bandwidth, distance, and power consumption [12]. Silicon photonics is one of the leading candidate technologies for optical interconnects [13], due to its unique combination of low fabrication costs, performance enhancements resulting from electronic–photonic integration, and CMOS compatibility. Apart from data communications, there are many other applications being explored, including biosensors [14, 15], gas sensors [16], optomechanics [17, 18], quantum optics [19–22] nonlinear optics [23], mid-infrared optics [24], integrated microwave photonics [25–27], coherent communications [28], and so on.

1.1.2 State of the Art and Challenges

To date, all of the essential components to build an optical interconnect on silicon [29] – including lasers [5], modulators [13], detectors [30], waveguides [31], and various passive components [32] – have already been demonstrated. Silicon waveguides, the earliest to attract the attention of researchers [33], have been studied extensively over the past two decades. There are a number of waveguide geometries that have been developed in silicon. The most common are strip waveguides, rib waveguides, and slot waveguides, as illustrated in Figure 1.1.

![Figure 1.1: Common waveguide geometries in silicon-on-insulator.](image)

Waveguides often have small cross sections for single-mode operation and are often used to build compact and efficient devices. However, the strong optical confinement comes with some drawbacks: relatively low fabrication tolerance and high...
scattering loss due to sidewall roughness. Typical reported propagation losses for strip waveguides are currently in the 2–3 dB/cm range using commercial processes [8, 9]. Rib waveguides have larger cross sections and the propagation loss can be effectively reduced (e.g. 0.27 dB/cm [34, 35]) because of the reduced overlap between the optical mode and the waveguide sidewalls. However, sharp bends are no longer possible due to the much weaker optical confinement. Therefore, a good solution is to use rib waveguides for long-distance straight connections and to use strip waveguides for where bends are needed. While the optical mode is already tightly confined in strip waveguides, the mode size can be further reduced by using a slot waveguide. A typical slot waveguide consists of two arms of silicon separated by a narrow trench filled with a lower index material [36]. The electric field is highly concentrated in the slot due to the dielectric discontinuity. This property allows for much stronger interactions between the optical mode and the surrounding materials. Therefore, slot waveguides are very promising for sensing applications [16], as well as electro-optical modulators [37], and nonlinear optics [38]. The connection between these different types of waveguides can be realized using tapers [35, 39].

A silicon laser – arguably the most important active photonic device among all – is actually the most challenging to realize [40]. Currently, due to the lack of an efficient on-chip light source, most silicon photonic chips couple light from an external laser using edge [41] or grating couplers [42–44]. Although the coupling efficiency has been significantly improved, the potential of an on-chip laser source is invaluable. Traditional semiconductor lasers use direct bandgap compound semiconductors, such as GaAs or InP. As an indirect bandgap material, silicon is not naturally capable of efficient photon emission. However, due to the intense interest in silicon photonics, a number of breakthroughs have been accomplished in the past decade [5]. Successful examples of realizing lasers on silicon include: silicon Raman lasers [45], germanium-on-silicon lasers [46] with bandgap engineering techniques, and hybrid silicon lasers [47] in which the silicon is bonded to compound semiconductors (such as InP). The last approach is of great interest, because it can combine the superior gain characteristics of compound semiconductors with the superior passive waveguide characteristics of silicon. As a result, many structures for hybrid silicon lasers have been demonstrated: Fabry-Perot (FP) lasers [48], dis-
tributed feedback (DFB) lasers [49], distributed Bragg reflector (DBR) lasers [50], sampled gratings DBR (SGDBR) lasers [51], microring [52] and microdisk lasers [53]. In many of these hybrid lasers, specifically DBR, DFB, and SGDBR lasers, Bragg gratings are used as the basic elements to select only one cavity mode to lase. However, the incompatibility of III-V materials with standard CMOS process is still an open issue.

Another crucial device is the silicon optical modulator, which has also been improved dramatically in recent years [13]. When applying an electric field to a material, electro-optic effects occur: a change in the refractive index is known as electro-refraction (e.g., the Pockels effect and the Kerr effect), whereas a change in the absorption coefficient is known as electro-absorption (e.g., the Franz–Keldysh effect and the quantum-confined Stark effect). However, these traditional effects are very weak in pure silicon at wavelengths of 1.3 – 1.55 \( \mu \text{m} \) [54]. The most common method to achieve modulation in silicon so far has been to exploit the plasma dispersion effect, where a change in free carrier density results in a change in the refractive index. The control of free carrier density can be achieved through mechanisms such as carrier injection, accumulation or depletion [13]. The refractive index change can be converted to intensity modulation by using a Mach–Zehnder interferometer (MZI) in which the refractive index change is used to shift the relative phase of two propagating waves such that they interfere either constructively or destructively [55], or using a resonant structure in which the resonant condition is controlled by the refractive index [56]. Several figures of merit are usually used to characterize a modulator, including modulation speed (bandwidth) and depth (extinction ratio), optical bandwidth, insertion loss, area efficiency (footprint) and power consumption. Ideally, silicon optical modulators will need to have high modulation speed and extinction ratio, large optical bandwidth, small footprints, low insertion loss and ultra-low power consumption. They must also be CMOS-compatible. However, these requirements often contradict each other, and therefore an innovative engineering solution is necessary to achieve an optimal trade-off [13]. In general, MZI-based modulators have a large working spectrum (>20 nm) [57], whereas typical resonator-based modulators can only work within \(~0.1 \text{ nm} \) [58]. However, the use of resonant structures has demonstrated more advantages over MZI, including much smaller footprint, much lower modulation voltage and power...
consumption, lower insertion loss, higher extinction ratio with comparable modulation speed [59, 60], etc. In addition to conventional resonant structures such as micro-rings and micro-disks, Bragg gratings can also be used to form microcavities, and therefore, can join in the development of silicon modulators.

Again, due to its inherently large bandgap, silicon itself is not efficient for photon detection at wavelengths of 1.3 – 1.55 µm. Currently, most research on integrated photodetectors (PD) is focused on using Ge as the absorption material, due to its much higher absorption coefficient and its CMOS-compatibility. Waveguide-coupled Ge photodetectors are of particularly interest as they enable direct integration with silicon waveguides, and they also have better performance than normal-incidence photodetectors. As the state of the art, a responsivity of 0.95 A/W at 1550 nm with 36 GHz 3-dB bandwidth has been demonstrated [61].

Another exciting trend in silicon photonics is the transition from device development to system-level integration. Although device improvement will continue to be important, it is expected that over the next few years, the number of system designers will grow much faster than that of device engineers [62]. A typical system example is an on-chip wavelength division multiplexing (WDM) architecture [63]. Intel, the world’s largest semiconductor chip maker, has demonstrated a 50G silicon photonics link in 2011, which has hybrid silicon lasers, modulators, multiplexers, demultiplexers, and photodetectors all integrated on chip [64].

Silicon photonics is also beginning to be a significant industry in its own right [62]. Electronics giants such as Intel, IBM, Samsung, Oracle, Cisco, and many others have been very active in the development of this technology. Luxtera, a fabless startup founded in 2001, is one of the earliest on the commercialization path. They have shipped a million 10G active optical cables enabled by silicon photonics [65], and are now moving towards 100G. Teraxion, a Canadian optical component company, has been developing silicon photonic coherent receivers in the past few years and reported the smallest integrated receiver in the industry for coherent detection [28]. There are a number of other startups, not only in the communication sector, but also in other sectors, such as Genalyte that makes silicon photonic biosensor chips [66].

There are many challenges still remaining to be addressed. To name a few, silicon photonic devices are very sensitive to temperature variations on the chip, due
to the large thermo-optic coefficient of silicon. Owing to the electronic-photonic integration, it is possible to integrate thermal feedback mechanisms, but the system complexity and power consumption will definitely be higher. The polarization independence is also an important issue for many applications. In terms of fabrication, although the fabrication facilities are the same as for CMOS electronics, this does not mean that the processes are exactly the same; on the contrary, the process flows for fabricating electronic-photonic integrated circuits are very different from those of electronics alone. Such processes are complicated and expensive to develop, and significant effort will be required to keep them stable [7]. Moreover, yield management will be critical in the near future.

1.2 Bragg Gratings

In the simplest configuration, a Bragg grating is a structure with periodic modulation of the effective refractive index \((n_{\text{eff}})\) in the propagation direction of the optical mode, as shown in Figure 1.2. This modulation is commonly achieved by varying the refractive index (e.g., alternating material) or the physical dimensions of the waveguide. At each boundary, a reflection of the travelling light occurs, and the relative phase of the reflected signal is determined by the grating period and the wavelength. The repeated modulation of the effective index results in multiple and distributed reflections. The reflected signals only interfere constructively in a narrow band around one particular wavelength, namely the Bragg wavelength. Within this range, light is strongly reflected. At other wavelengths, the multiple

\[
\begin{align*}
\text{Figure 1.2:} & \quad \text{Longitudinal effective index profile of a uniform grating} \\
& \quad (z \text{ is the propagation direction, } \Lambda \text{ is the grating period, } n_{\text{eff}1} \text{ is the low effective refractive index and } n_{\text{eff}2} \text{ is the high effective refractive index).}
\end{align*}
\]
reflections interfere destructively and cancel each other out, and as a result, light is transmitted through the grating. Figure 1.3 shows the typical spectral response of a uniform Bragg grating. The Bragg wavelength is given as:

$$\lambda_B = 2\Lambda n_{eff}$$

(1.1)

where $\Lambda$ is the grating period, and $n_{eff}$ is the effective index of the structure without the grating. Based on coupled-mode theory [67], the effect of the periodic structure is to couple forward-going and backward-going waves in the grating. We can write the electric field as a sum of forward ($S$) and backward ($R$) propagating waves:

$$E(z) = R(z)\exp(-j\beta_0 z) + S(z)\exp(-j\beta_0 z)$$

(1.2)

where $\beta_0$ is the Bragg propagation constant:

$$\beta_0 = \frac{2\pi}{\lambda_B} n_{eff}$$

(1.3)
Following the derivation in [67], we obtain the coupled-mode equations:

\[
\frac{dR}{dz} + j\Delta\beta R = -j\kappa S \quad (1.4)
\]

\[
\frac{dS}{dz} - j\Delta\beta S = j\kappa R \quad (1.5)
\]

Here, \(\kappa\) is often defined as the coupling coefficient of the grating and can be interpreted as the amount of reflection per unit length. For a stepwise effective index variation as shown in Figure 1.2 (\(\Delta n = n_{eff2} - n_{eff1}\)), the reflection at each interface can be written as \(\Delta n/2n_{eff}\) according to the Fresnel equations. Each grating period contributes two reflections, therefore the coupling coefficient is:

\[
\kappa = \frac{2}{2n_{eff}} \frac{\Delta n}{\lambda_B} = \frac{2\Delta n}{\lambda_B} \quad (1.6)
\]

For a sinusoidal effective index variation \(n(z) = n_{eff} + \Delta n/2 \cdot \cos(2\beta_0 z)\), the coupling coefficient is reduced by a factor of \(\pi/4\) [67]:

\[
\kappa = \frac{\pi\Delta n}{2\lambda_B} \quad (1.7)
\]

Similarly, for other effective index variations, we can take the Fourier expansions: \(n(z) = n_{eff} + \sum_i \Delta n_i/2 \cdot \cos(i \cdot 2\beta_0 z)\), and the coupling coefficient can be derived from the first-order Fourier component: \(\kappa = \pi\Delta n_1/(2\lambda_B)\). For example, the coupling coefficient of a triangular grating is reduced by a factor of \(2/\pi\) compared to the square case (Eq. 1.6):

\[
\kappa = \frac{4\Delta n}{\pi\lambda_B} \quad (1.8)
\]

The solutions of the coupled-mode equations are given in [67] with details. The reflection coefficient for a uniform grating with a length of \(L\) can be described by:

\[
r = \frac{-i\kappa \sinh(\gamma L)}{\gamma \cosh(\gamma L) + i\Delta\beta \sinh(\gamma L)} \quad (1.9)
\]
with
\[ \gamma^2 = \kappa^2 - \Delta \beta^2 \]  
(1.10)

Here, \( \Delta \beta \) is the propagation constant deviation from the Bragg wavelength:
\[ \Delta \beta = \beta - \beta_0 = \frac{2\pi n_{\text{eff}}(\lambda)}{\lambda} - \frac{2\pi n_{\text{eff}}(\lambda_B)}{\lambda_B} \approx -\frac{2\pi n_g}{\lambda_B^2} \Delta \lambda \]  
(1.11)

with \( \Delta \beta \ll \beta_0 \). In this expression, the wavelength dependence of the effective index is considered, hence the group index \( n_g \) appears:
\[ n_g = n_{\text{eff}} - \lambda \frac{dn_{\text{eff}}}{d\lambda} \]  
(1.12)

For the case where \( \Delta \beta = 0 \), Eq. 1.9 is written as \( r = -i \tanh(\kappa L) \), therefore, the peak power reflectivity at the Bragg wavelength is:
\[ R_{\text{peak}} = \tanh^2(\kappa L) \]  
(1.13)

and the reflection has a \( \pi/2 \) phase at the Bragg wavelength.

The bandwidth is another critical figure of merit for Bragg gratings. There are several definitions of bandwidth, however, the most easily identifiable one is the bandwidth between the first nulls around the main reflection peak. Using Eq. 1.9 and Eq. 1.10, we can easily obtain the condition for zero reflectivity:
\[ -\gamma^2 = \Delta \beta^2 - \kappa^2 = \left( \frac{M\pi}{L} \right)^2, \quad M = 1, 2, 3, \ldots \]  
(1.14)

Next, we will explain this in a relatively intuitive manner. Using the coupled-mode equations (Eq. 1.4 and Eq. 1.5), we can also write the forward propagation wave as:
\[ \frac{d^2 S}{dz^2} + (\Delta \beta^2 - \kappa^2) S = 0 \]  
(1.15)

When \( \Delta \beta \) is smaller than \( \kappa \), i.e., the wavelength is very close to the Bragg wavelength, we can see that \( S \) resembles a wave with exponentially decaying amplitude. This is easy to understand because the light is strongly reflected. As the wavelength
gets closer to the Bragg wavelength (i.e., $\Delta \beta$ becomes smaller), the decay will be faster because the reflection becomes stronger (i.e., the interference is more constructive). This also means that the penetration depth becomes shorter for smaller $\Delta \beta$. When $\Delta \beta$ is larger than $\kappa$, i.e., the wavelength is outside of the main reflection band, $S$ resembles a wave with a propagation constant of $\sqrt{\Delta \beta^2 - \kappa^2}$. In this case, the boundaries of the grating will act like abrupt interfaces, thus forming a FP-like cavity. The nulls in the reflection spectrum are analogous to the FP resonances ($L \sqrt{\Delta \beta^2 - \kappa^2} = M \pi$). At these wavelengths, light is transmitted through the cavity, thus resulting in zero reflectivity. Using $M = 1$, the bandwidth between the first nulls around the main reflection peak can be determined by [67]:

$$\Delta \lambda = \frac{\lambda_B^2}{\pi n_g} \sqrt{\kappa^2 + (\pi/L)^2}$$

(1.16)

From Eq. [1.16], we can see that the bandwidth is determined by both $\kappa$ and $L$. However, for sufficient long gratings ($\pi L \ll \kappa$), the bandwidth is primarily determined by $\kappa$ (i.e., the grating index contrast). Note that this bandwidth is larger than the 3-dB bandwidth, which is also often used for the characterization of Bragg gratings. It should also be noted that, for the sake of simplicity, the analysis above assumes that the grating is lossless. However, losses can be accounted for by replacing $\Delta \beta$ by $\Delta \beta - j \alpha_0$ in Eq. [1.10], where $\alpha_0$ is the loss coefficient for the field (the loss coefficient for the intensity is $2 \alpha_0$).

### 1.3 Silicon Photonic Bragg Gratings

Recent advances in silicon photonics have led to the integration of Bragg gratings on the SOI platform, with the first demonstration in 2001 by Murphy et al. [68]. Generally, an integrated Bragg grating is formed in a waveguide with physical corrugations that lead to the modulation of the effective refractive index in the waveguide. This is in contrast to the manufacture of fiber Bragg gratings (FBG), where the fiber is photosensitive and exposed to intense ultraviolet (UV) light so that the material refractive index is modulated in the fiber core. Other than using physical corrugations, there are a few other approaches to make gratings in silicon, such as amorphous silicon gratings [69], ion implanted Bragg gratings [70] [71], [71],
carrier-induced gratings with a p-i-n junction [72]; however, these approaches are much less common and are beyond the scope of this discussion.

1.3.1 Objectives

Integrated Bragg gratings will be an essential building block for silicon photonics. Although the research in this area has been making steady progress in recent years, much more effort is still needed to improve the grating performance, especially when using CMOS fabrication techniques. Furthermore, there are many potential devices and applications to be explored.

First, the demonstration of integrated Bragg gratings has been mostly based on SOI rib waveguides with large cross sections [68, 73–75]. However, the current trend in silicon photonic circuits requires smaller devices for improved cost efficiency. Therefore, we will focus on the integration of Bragg gratings in silicon waveguides with small cross sections, particularly at the submicron level.

As mentioned earlier, strip waveguides are usually submicron. A small perturbation on the sidewalls can cause a considerable grating coupling coefficient, thus resulting in a large bandwidth. The bandwidths reported by others are generally on the orders of a few tens of nanometers [76, 77]. Tan et al. have demonstrated smaller bandwidths on the orders of a few nanometers, but the grating structures are more complicated, such as using weakly coupled pillars outside of the waveguide [78], or using two coupled waveguides [79, 80]. For many applications such as WDM, even narrower bandwidths (e.g., <100 GHz or 0.8 nm) are required. Simard et al. have demonstrated strip waveguide gratings with 3-dB bandwidths smaller than 50 GHz, however, it was achieved at the expense of using a multimode waveguide (1200 nm wide) and a third-order grating [81]. Therefore, one of our objectives is to design narrow-band first-order gratings without sacrificing single-mode operation.

Often, uniform gratings exhibit large side-lobes in their reflection spectra, as shown in Fig. 1.3. It is well known that apodization can help with side-lobe suppression (“apodization” refers to gradually increasing and then decreasing the grating coupling coefficient along the waveguide), which makes the gratings nonuniform. Actually, most gratings in practical applications are nonuniform [82]. There-
fore, we will investigate various nonuniform grating structures and study their applications.

![Image of silicon photonic chip and a Canadian dime](image)

**Figure 1.4**: A typical silicon photonic chip and a Canadian dime.

In terms of fabrication, electron beam (e-beam) lithography was typically used for the fabrication of SOI Bragg gratings. Although e-beam lithography can make very small features, it is unsuitable for commercial applications [31]. In this thesis, we will explore the possibilities of using CMOS-compatible processes, particularly using MPW services. Unless stated otherwise, all devices in this thesis were fabricated at IMEC, Belgium, using their relatively mature silicon photonic technology with 193 nm deep UV lithography [8]. Figure 1.4 shows one of our silicon photonic chips fabricated at IMEC, compared with a Canadian dime (the smallest Canadian coin in size). This chip has thousands of devices designed by more than 20 students from across Canada. The dimension of the chip is 12.73 mm $\times$ 12.95 mm, whereas the diameter of the dime is 18.03 mm [83].
Another major objective of this thesis is to provide insight into practical issues and challenges involved with the design, fabrication, and characterization.

1.3.2 Thesis Organization

This reminder of this thesis is organized into three main chapters, each focusing on a specific waveguide geometry, and a concluding chapter.

In Chapter 2, we focus on strip waveguide Bragg gratings. We will start with the fundamentals: mode profile and simple uniform gratings. Technical details about the design, layout, and measurement are also given in this chapter. We also present a number of design variations. The lithographic effects and a prediction model are then discussed. The thermal sensitivity and the wafer-scale nonuniformity are also investigated. Finally, we will discuss phase-shifted gratings in strip waveguides and their various applications.

In Chapter 3, we focus on rib waveguide Bragg gratings. Again, we will start with the fundamentals: mode profile and simple uniform gratings. We will then present apodized gratings to reduce the side-lobes. We also demonstrate two advanced grating structures: multi-period gratings and spiral gratings. Finally, we will present the thermal sensitivity and the wafer-scale nonuniformity.

In Chapter 4, we focus on slot waveguide Bragg gratings. We demonstrate the design, fabrication, and characterization of both uniform and phase-shifted gratings. We investigate a number of design variations for both types of device. We also show a novel silicon photonic biosensor using a slot waveguide phase-shifted grating.

Finally, the main conclusions and the future work are described in Chapter 5.
Chapter 2

Strip Waveguide Bragg Gratings

In this chapter, we will discuss the simplest type of integrated Bragg grating: a strip waveguide Bragg grating. It is simple because the grating and the waveguide can be defined in a single lithography step. We will briefly discuss the fundamentals of strip waveguides, and then describe how a uniform grating is designed, fabricated, and characterized. We will explore many design variations, such as the corrugation width and the grating period. An important issue with the CMOS fabrication process is that the fabricated corrugations are always rounded due to the lithographic effects; therefore, we propose a prediction model to take into account the lithographic distortions in the design-fabrication-test flow. We also present the thermal sensitivity and the wafer-scale nonuniformity of strip waveguide gratings, which are very important for practical applications. We will also discuss phase-shifted gratings and give a few examples of applications. Finally, we experimentally demonstrate sampled gratings and the Vernier effect.

2.1 Strip Waveguide

The strip waveguide is one of the most common types of silicon photonic waveguides, as illustrated in Figure 2.1. It is basically a thin strip of silicon on top of the buried oxide layer. The buried oxide layer needs to be thick enough to isolate the waveguide from the bottom silicon substrate. Specifically, in Figure 2.1 the thickness of the top silicon layer is only 220 nm, while the buried oxide layer is 2 µm.
thick. Note that this is a popular SOI wafer currently used for silicon photonics, particularly in CMOS foundries, and we will use it throughout the thesis. In general, there are two options for the top cladding material: air and SiO$_2$. However, it can be other low index materials. For example, in biosensing applications, the waveguide is usually immersed in water, which has a refractive index between air and SiO$_2$ ($n \approx 1.33$).

The strip width ($W$) is the only dimension to be designed. In general, a single-mode waveguide is preferred for Bragg grating designs. In this thesis, we use a commercial tool, Lumerical MODE Solutions, for all the mode calculations [84]. Figure 2.2 shows the simulated mode profiles for 500 nm strip waveguides: (a) and (b) are with air cladding, (c) and (d) are with oxide cladding. In a rectangular waveguide, there are two families of modes, the transverse electric (TE) modes and the transverse magnetic (TM) modes. TE means the electric field is parallel to the substrate, while TM means the electric field is perpendicular to the substrate. In a more precise manner, the modes in Figure 2.2 are TE-like (or quasi-TE) and TM-like (or quasi-TM) modes, depending on whether they are mostly polarized in the $x$ or $y$ direction. The main field components of the TE-like modes are $E_x$ and $H_y$, while those of the TM-like modes are $E_y$ and $H_x$. For simplicity, however, we will use “TE” and “TM” hereafter. Due to the high index contrast between the silicon and the cladding material, the fundamental TE modes are strongly confined.
Fig. 2.2: Simulated electric field of the fundamental modes in 500 nm strip waveguides: (a) TE mode with air cladding, (b) TM mode with air cladding, (c) TE mode with oxide cladding, and (d) TM mode with oxide cladding.

in the silicon core, as shown in Fig. 2.2(a) and (c). The TM modes, however, have relatively low intensities inside the silicon but much higher intensities outside of the top and bottom interfaces. We also see that, in Fig. 2.2(b), the intensity distribution above and below silicon is asymmetric, due to the fact that the buried oxide has a higher refractive index than the top air cladding. When the cladding is oxide, the mode profile becomes symmetric, as shown in Fig. 2.2(d).

For air cladding, to obtain a single TE mode operation at 1550 nm, the waveguide width is usually larger than 300 nm to support a fundamental mode but smaller than 600 nm to avoid higher-order modes [85]. Again, note that in this regime, the waveguide supports one TE-like mode, as well as one TM-like mode. In this thesis, however, we only focus on TE mode operation. For oxide cladding, the maximum waveguide width to suppress the second TE mode is about 450 nm, smaller than that for air cladding.

The propagation loss of a silicon waveguide is mainly the scattering loss due to the waveguide roughness. The roughness of the sidewalls arises from the lithog-
raphy and etching process, and generally, is higher than the roughness of the top and bottom interfaces. From Figure 2.2(a) and (c), we also see that the TE modes have considerable evanescent field around the sidewalls. Therefore, the propagation loss of TE modes is dominated by the sidewall roughness. At 1550 nm, typical propagation losses of strip waveguides are in the 2–3 dB/cm range [8, 9]. Thermal oxidation is a technique to smooth the sidewalls and thus reduce the waveguide loss, but it could be detrimental to sidewall gratings.

Figure 2.3 shows the scanning electron beam (SEM) image of a fabricated strip waveguide. It can be seen that the cross section is not perfectly rectangular and that the sidewalls have a small angle (typically 10°). Such geometric imperfections will slightly affect the mode profile and the effective index of the waveguide, and consequently, affect the Bragg gratings on the waveguide.

Figure 2.3: SEM image of a 500 nm strip waveguide. The waveguide was milled using a focused ion beam (FIB) to expose the cross section.
A main advantage of strip waveguide is that it enables very tight and low-loss bends. There are several loss mechanisms in bends, but the major one is the mode-mismatch loss in strip waveguides [86]. The bending loss depends on the bending radius, increasing sharply for smaller bends. For a 450×220 nm strip waveguide fabricated at IMEC, the bending loss is 0.071 dB, 0.02 dB, and 0.009 dB per 90° bend for a bending radius of 1 µm, 3 µm, and 5 µm respectively [32]. In this thesis, we will use bends larger than 3 µm so that the bending losses are negligible.

2.2 Uniform Gratings

In this section, we will present the design of uniform Bragg gratings in strip waveguides. We will discuss several design variations. Many details about the layout and measurement are also given.

2.2.1 Design

Figure 2.4 shows the schematic of a uniform grating in a strip waveguide using rectangular sidewall corrugations. The corrugation on each sidewall has a width of $\Delta W$ and comprises recessed and protruding portions ($\pm \Delta W/2$). We chose this configuration rather than the recessed-only or protruding-only configuration, because for varying corrugation widths, the average effective index is approximately constant so that the Bragg wavelength will not shift dramatically.

Figure 2.4: Schematic of a uniform strip waveguide grating.

Figure 2.5 shows a typical design flow for a uniform Bragg grating. Usually, we start the design by first choosing a waveguide width. As discussed in Section 2.1, we prefer a single-TE mode waveguide, and this requires a submicron waveguide width (i.e., <600 nm with air cladding, and <450 nm with oxide cladding). How-
Figure 2.5: Typical design flow for a uniform Bragg grating: 1) choose a certain waveguide cross section, 2) calculate the mode profile and effective refractive index, then calculate the grating period based on the Bragg condition, 3) calculate the coupling coefficient for a particular bandwidth (assuming the grating is sufficiently long and a high reflectivity is needed), 4) calculate the corrugation width with the assistance of mode simulation and lithography simulation, 5) calculate the grating length.

Figure 2.6: Simulated electric field of the second TE mode in a 500 nm strip waveguide with oxide cladding. The majority of the electric field is on the sidewalls, resulting in a much lower effective index and a much higher propagation loss than the fundamental TE mode.
ever, this criterion can be relaxed a bit. For example, in the case of a 500 nm waveguide with oxide cladding, the confinement of the second TE mode is very weak, as shown Figure 2.6. The majority of the electric field is on the sidewalls, thus resulting in a much lower effective index (1.49) than the fundamental TE mode (2.45), as well as a much higher propagation loss. Therefore, in practice, this second TE mode can be neglected in a Bragg grating design.

Once the waveguide width is determined, the effective index of the fundamental TE mode is known from the mode calculation, then the grating period can be calculated using the Bragg condition (i.e., Eq. 1.1). The next parameter to be considered is the corrugation width, which determines the coupling coefficient and the stop bandwidth. Note that the lithography effect should also be taken into account, as will be discussed later. The last parameter to be considered is the grating length, or the number of grating periods \( N \), which determines the peak reflectivity.

### 2.2.2 Layout

When the design parameters are ready, the next step is to create the mask layout, generally in a file format called GDSII, which is the de facto industry standard for IC fabrication. To generate a GDSII file, there are many commercial electronic design automation (EDA) software and free GDSII utilities. Here we list a few tools that are used in the work of this thesis:

- **KLayout**: an excellent and free GDS viewer that also provides basic editing capabilities [87].

- **dw-2000**: an integrated environment that includes a full-featured layout editor and a comprehensive design rule checker (DRC). It also allows for the use of a technology package (e.g., CMC-IMEC SOI Technology Package) [88].

- **Mentor Graphics Pyxis Layout**: a full-custom IC design platform that supports an extensive set of functions, especially the AMPLE scripting language, process design kit (PDK), automatic routing (IRoute), schematic driven layout (SDL), and integration with other Mentor Graphics tools such as Calibre nmDRC and Calibre nmLVS [89].
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In a GDSII layout, a careful design hierarchy is very important. Typically, the full chip consists of many building block cells replicated and placed in higher level cells. The proper use of cells can greatly minimize the data volume and reduce the time of generating, reading, and editing. This is particularly true for the design of Bragg gratings. For example, to generate a uniform grating, the most efficient approach is to make one grating period as a cell, and then make an array of this cell as a higher-level cell. All the three tools mentioned above support hierarchical operations, but Pyxis Layout is most powerful.

In practice, there are many design constraints, depending on the fabrication process. The first requirement is that the vertices of all objects must also conform to a discrete grid (e.g., 1 nm or 5 nm). For a Bragg grating design, this requires that the grating period is an integer number of grid points. Ideally, the final layout should not violate any design rules before submitted to the foundry, such as the minimum feature sizes (e.g., width, spacing, enclosure) and density rules. This is sometimes a huge obstacle to the design of Bragg gratings. For example, all the sidewall corrugations could be detected as violations to the minimum feature size rule. Yet, it is often possible to waive such DRC errors, as they have little impact on the process yield. However, the density rules are always mandatory because they may affect the yield of other customers on the chip. In order to meet the target density rules, most modern processes need addition of dummy tiles to the layout to ensure the density is consistent (for various reasons such as planarization).

Figure 2.7 shows the schematic of two layout configurations. Each configuration consists of one input port and two output ports (transmission and reflection). Each port is an integrated waveguide-to-fiber grating coupler (GC) designed for TE polarization [42, 43, 90]. We use a Y-branch splitter to collect the reflected light. The first configuration uses two individual fibers, one for input, and the other for transmission or reflection, while the second configuration uses a fiber array (PLC Connections PM fiber array with 127 μm pitch, 4 or 8 channels). Although the first configuration may provide more flexibility to the layout, the second configuration has more advantages. First, it allows for the simultaneous measurement of both transmission and reflection. Second, it is easier and faster to perform automatic alignment. Third, the coupling efficiency is more stable.
Figure 2.7: Schematic diagram of the device layout (not to scale): (a) individual fiber configuration, (b) fiber array configuration.

Figure 2.8 shows an approach to design a space-efficient layout using the fiber array configuration. On the right side are Bragg grating devices with many design variations. The routing waveguides run between the GCs, with a 4 µm center-to-center waveguide spacing, which is sufficient to avoid cross-talk between adjacent waveguides. Note that this routing block is generated using scripts in Pyxis Layout and can be re-used for similar designs.

2.2.3 Fabrication

Figure 2.9 shows the top view SEM image of a fabricated strip waveguide grating. Again, the device was fabricated at IMEC using 193 nm DUV lithography (ASML PAS5500/1100 ArF scanner) and inductively coupled plasma (ICP) reactive-ion etching (RIE) dry etching. Clearly, we can see that the gratings actually fabricated are severely rounded, resembling sinusoidal shapes. This is due to the smoothing effect of the lithography and will reduce the grating coupling coefficient. We will further discuss this effect in Section 2.3.
Figure 2.8: An approach to increase the device packing efficiency using the fiber array configuration. The grating devices are located in the bundle on the right side, and the routing waveguides run between the grating couplers.

Figure 2.10 and Figure 2.11 show the SEM images of a Y-branch and a GC, respectively. The small square boxes in Figure 2.11 were the result of tiling, which are necessary to meet the density rules as mentioned above. Figure 2.12 shows a microscope image of a compact layout example using the approach in Figure 2.8.

2.2.4 Measurement

The measurement setup typically consists of a tunable laser source, optical power sensors, fibers, and stages. Depending on the layout configuration, the fibers can be either two individual fibers, or a multi-channel fiber array. Figure 2.13 shows a setup using individual fibers, each of which is motor-controlled; and the software records the received power in real time [91, 92].

We also have an advanced setup using a multi-channel fiber array. Figure 2.14 shows the block diagram of the overall setup. The chip is placed on an automated micro-positioning stage while the fiber array is fixed during the measurement. The
Figure 2.9: Top view SEM image of a fabricated strip waveguide grating with design parameters: $W = 500 \text{ nm}$, $\Delta W = 80 \text{ nm}$. Note that the rectangular corrugations we used in the design were rounded due to the lithography.

Figure 2.10: Tilted view SEM image of a fabricated Y-branch as illustrated in Figure 2.7(a).
Figure 2.11: Top view SEM image of a fabricated grating coupler (GC). The layout of the GC was illustrated in Figure 2.8, and the square tiles were added around the GC to meet the density rule.

Figure 2.12: Part of a fabricated chip showing the compact routing approach illustrated in Figure 2.8.
measurement is fully automated, i.e., the software loads a file that contains the coordinates of all the GCs, automatically moves the stage to align a particular set of GCs with the fiber array, performs the wavelength sweep, records the data, and proceeds with the next device. The alignment usually takes less than a minute. The time to complete the wavelength sweeping depends on the wavelength range, resolution, sweeping speed of the tunable laser, number of scans, etc. In this thesis, we used a high-end tunable laser (Agilent 81600B opt. 201) that has a wide tuning range (1460 nm – 1640 nm), high wavelength accuracy, and high sweep speeds. For the simultaneous measurement of transmission and reflection, we used a dual-channel optical power sensor (Agilent 81635A). For a full-range sweep using a 0.01 nm resolution, the average measurement time (including the alignment) was about 2.5 minutes per device. With recent software and hardware updates, this setup can now work at about 0.6 minute per device [93]. The minimum resolution of the spectral measurements is 0.1 pm. As shown in Figure 2.15, the setup also has an RF probe that is used for the electrical testing of active devices such as modulators and detectors. A full view of the actual setup is shown in Figure 2.16.

The RF probe is connected to the network analyzer (Agilent PNA E8361A) to perform high-speed measurement of S-parameters. As shown in Figure 2.15.
the copper plate under the chip can be thermally controlled; the red and black cables are connected to the temperature controller (SRS LDC501, see part 3 in Figure 2.16). Most of the measurement, however, was performed at room temperature, unless stated otherwise. A camera is affixed to the microscope, and Figure 2.17 shows a captured image during measurement. The multiple channels are clearly seen in the fiber array and are well aligned with the GCs on the chip.

We should point out that the tunable laser (Agilent 81600B) has two outputs: one with a high output power and the other with a low source spontaneous emission.
Figure 2.15: An advanced measurement setup using a fiber array.
1. Fiber array  
2. Micro probe holder  
3. TEC controller  
4. Photodiode  
5. Microscope  
6. Bias Tee  
7. Vector network analyzer  
8. Source measure unit  
9. Camera  
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11. Stage motion controller  
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13. Optical filter

**Figure 2.16:** Full view of the advanced measurement setup.
(SSE). Bragg grating devices generally exhibit high extinction ratios. Therefore, it is necessary to choose the low SSE output of the tunable laser, which offers a high signal-to-SSE ratio and the large dynamic range needed to completely characterize the devices [94]. Figure 2.18(a) shows the measured transmission, using the low SSE option, of a straight waveguide without gratings, and a grating device with the following design parameters: $W = 500$ nm, $\Delta W = 80$ nm, $\Lambda = 325$ nm, and $N = 3000$. Note that overall envelope arises from the intrinsic response of the grating couplers [90]. When using the high power option, the stop band of the grating is cut off at around -51 dB, as shown in Figure 2.18(b). It is also surprising that the power slightly decreases versus the wavelength within the stop band, which is contrary to the response of the straight waveguide. Figure 2.18(c) also shows that for the same straight waveguide, the spectra using the two options are substantially different at the short wavelength range. This is because the laser power was set at 0 dBm but the maximum power of the low SSE output is actually less than 0 dBm.
Figure 2.18: Measured transmission spectra of a straight waveguide (WG) and a Bragg grating using: (a) the low SSE option, and (b) the high power option. Comparison between the low SSE option and the high power option for: (c) the spectra of the straight waveguide, and (d) the normalized response of the grating by subtracting the spectra of the straight waveguide. Note that the laser output power was set to be 0 dBm (i.e., 1 mW).

At the short wavelength range, as shown in Table 2.1, the intrinsic response of the grating device is obtained by subtracting the response of the straight waveguide from the measured raw response of the grating, as shown in Figure 2.18(d). We can see that the extinction ratio is limited to only 20 dB by the high power option, whereas the low SSE option shows an extinction ratio of about 40 dB and many small details become uncovered.

Tunable lasers equipped with low SSE outputs are usually expensive. In case they are not available, changing the sweeping settings can help optimize the dy-
Table 2.1: Maximum output power (continuous power during sweep) of Agilent 81600B Option 201 [1].

<table>
<thead>
<tr>
<th>Output 1 (low SSE)</th>
<th>Output 2 (high power)</th>
</tr>
</thead>
<tbody>
<tr>
<td>≥ +3 dBm peak (typical)</td>
<td>≥ +9 dBm peak (typical)</td>
</tr>
<tr>
<td>≥ +2 dBm peak (1520 nm to 1610 nm)</td>
<td>≥ +8 dBm peak (1520 nm to 1610 nm)</td>
</tr>
<tr>
<td>≥ −2 dBm peak (1475 nm to 1625 nm)</td>
<td>≥ +4 dBm peak (1475 nm to 1625 nm)</td>
</tr>
<tr>
<td>≥ −7 dBm peak (1455 nm to 1640 nm)</td>
<td>≥ −1 dBm peak (1455 nm to 1640 nm)</td>
</tr>
</tbody>
</table>

Dynamic range of the measurement. Figure 2.19 shows the measured spectra using the high power option of the tunable laser under 4 different sweeping conditions. First, the laser output power was set at 0 dBm. We performed the wavelength sweep using two methods: (1) a full-range continuous sweep and (2) a segmented sweep that consists of 10 segments. We can see that there is little difference between these two measurements. Then we set the laser output power at 10 dBm and re-run the wavelength sweep using the two methods. We observe that the measured power is indeed higher but not as much as 10 dB. This is due to the fact that the maximum output power of the laser is actually 9 dBm and is wavelength dependent, as shown in Table 2.1. For the segmented sweep, we can see that the power is increased by 9 dB around 1550 nm but less than 4 dB at 1470 nm, which agrees with the laser specifications in Table 2.1. For the continuous sweep, the spectrum discontinuity disappears but at the expense of reduced power, because the laser power is almost kept constant at the starting point of the sweep. Finally, the stop band is always cut off at around -51 dB, confirming that the dynamic range is limited by the laser noise. In short, if the integrity of the broad band response is important (e.g., the overall response of the grating coupler), users should choose an output power that can be reached all over the sweep range (in the above case, the setting is 0 dBm). However, if the narrow band dynamic range is more critical (e.g., to reveal the features at the bottom of the stop band of the gratings), one could use the highest output power (in the above case, the setting is 10 dBm).
2.2.5 Design Variations

In this section, we discuss a number of variations that are fundamental to a uniform grating design.

2.2.5.1 Grating Period

Based on the Bragg condition (i.e., Eq. [1.1]), we expect that the Bragg wavelength would increase with increasing grating period. This was observed experimentally. Figure 2.20 shows the measured transmission spectra for three gratings with different periods: 320 nm, 325 nm, and 330 nm. The increment in the Bragg wavelength is about 12.6 nm. Note that there is a common, but inaccurate, formula to calculate the wavelength shift: $\Delta\lambda = (\Delta\Lambda/\Lambda)\lambda$, which gives a $\Delta\lambda$ of larger than 23 nm in
Figure 2.20: Measured transmission spectra for gratings with different grating periods, showing the red shift with increasing grating period. Fixed parameters: air cladding, $W = 500$ nm, $\Delta W = 20$ nm, $N = 1000$.

In this case, however, this formula misses the fact that $n_{\text{eff}}$ is wavelength dependent, and therefore, the group index should be taken into account somehow. Here is a more accurate approximation:

$$\frac{d\lambda}{d\Lambda} = \frac{\lambda}{\Lambda} \cdot \frac{n_{\text{eff}}}{n_g} = \frac{\lambda^2}{2\Lambda^2 n_g}$$

(2.1)

which essentially adds another factor of $n_{\text{eff}}/n_g$ so that the dispersion effect is taken into account. For a regular strip waveguide, $n_{\text{eff}}$ is usually smaller than $n_g$ (for this particular waveguide: $n_g = 4.36$). Based on Eq. [1.12] this indicates that $n_{\text{eff}}$ decreases as wavelength increases. Figure 2.21 shows the measured Bragg wavelength as a function of the grating period. The linear curve fitting shows that $d\lambda/d\Lambda$ is 2.53, which closely matches with the calculated value of 2.515 using Eq. [2.1].
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Figure 2.21: Bragg wavelength extracted from Figure 2.20 versus grating period. The slope of the linear curve fit is 2.53, which is in good agreement with the calculation using Eq. 2.1.

2.2.5.2 Corrugation Width

The corrugation width determines the coupling coefficient (κ) and thus the bandwidth of a grating. Figure 2.22 shows the measured transmission spectra for various corrugation sizes from 10 nm to 160 nm on a 500 nm waveguide with air cladding. The bandwidth is plotted versus the corrugation width in Figure 2.23, showing an approximately linear relationship with a slope of about 0.18.

2.2.5.3 Waveguide Width

The coupling coefficient (κ) depends not only on the corrugation width but also on the waveguide width. Figure 2.24 shows the measured transmission spectra of two devices that have the same corrugation width but different waveguide width, one is 500 nm and the other is 450 nm. We can see that the bandwidth is larger on the narrower waveguide, because the interaction between the sidewall corrugation and the optical mode becomes stronger. As can be seen in Figure 2.25, the field intensity around the sidewall of the 450 nm waveguide is stronger than that of the
Figure 2.22: Measured transmission spectra for various corrugation widths, showing the bandwidth increases with increasing corrugation width. Fixed parameters: air cladding, $W = 500$ nm, $\Lambda = 325$ nm, and $N = 3000$.

Figure 2.23: Measured bandwidth versus corrugation widths on 500 nm strip waveguide with air cladding. The data points for 10 nm, 40 nm, 80 nm, and 160 nm corrugations correspond to the spectra in Figure 2.22. The linear fit shows that the coupling coefficient (i.e., grating index contrast) is approximately proportional to the corrugation width.
Figure 2.24: Measured transmission spectra for gratings with 20 nm corrugation on a 500 nm waveguide and on a 450 nm waveguide. Fixed parameters: air cladding, $\Delta W = 20$ nm and $N = 1000$. The period for the 500 nm waveguide and the 450 nm waveguide is 325 nm and 340 nm, respectively.

500 nm waveguide.

Figure 2.26 plots the bandwidth versus the corrugation width for gratings on the two waveguides. Again, we see that the bandwidths are larger on the 450 nm waveguide. Also, the linear relationship remains for the 450 nm waveguide, with a larger slope of about 0.25.

2.2.5.4 Cladding

All results in the previous three sections are for devices with air cladding. In this section, we will present more results of devices with oxide cladding. Figure 2.27 shows the spectra for two devices that have exactly the same parameters except for the cladding. We see that the device with oxide cladding has a longer Bragg wavelength due to the increased effective index; meanwhile, its bandwidth is smaller because the index contrast is reduced.

Figure 2.28 shows the measured bandwidth as a function of the corrugation width for oxide-cladding devices, compared with air-cladding devices. The slope for oxide cladding is about 0.12, which is 1.5 times smaller than that for air cladding.
Figure 2.25: Simulated electric field of the fundamental TE mode in a 500 nm (top) and a 450 nm (bottom) strip waveguide, both with air cladding. The field intensity around the sidewall of the 450 nm waveguide is stronger than that of the 500 nm waveguide.

Figure 2.26: Measured bandwidth as a function of corrugation width on 500 nm (blue) and 450 nm (red) strip waveguides with air cladding. The gratings on narrower waveguide show larger bandwidths and a larger slope in the linear fit, due to increased modal overlap with the sidewalls.
Figure 2.27: Measured transmission spectra for gratings with air cladding (blue) and with oxide cladding (green). For the oxide-clad device, the wavelength is longer due to the larger average effective index and the bandwidth is smaller due to the reduced index contrast. Fixed parameters: $W=500$ nm, $\Delta W=160$ nm, $\Lambda=325$ nm, $N=3000$.

Figure 2.28: Measured bandwidth as a function of corrugation width on 500 nm strip waveguide with air cladding (blue) and with oxide cladding (green). The gratings with oxide cladding show smaller bandwidths and a smaller slope in the linear fit, due to the reduced index contrast.
2.2.5.5 Length

The propagation loss is an important figure-of-merit for a grating waveguide. It not only leads to the insertion loss in the transmission but also limits the maximum reflectivity. As will be discussed in Section 2.6, the propagation loss is also critical for grating cavities. To extract the propagation loss using the cutback method, we designed gratings with various lengths. As shown in Figure 2.29, we do observe a slight decrease of power in the out-of-band transmission when the grating number is increased from 3000 to 15000. However, the decrease is very small (comparable to the alignment error of the measurement) and the noise becomes more significant. Therefore, it is difficult to obtain an accurate propagation loss value from these data. At a rough estimate, the propagation loss is within the range of 2.5–4.5 dB/cm, comparable to that of a straight waveguide without gratings. We also observe that the propagation loss is independent of the corrugation width (at least for the range that we used: 10 nm to 80 nm).

Figure 2.29: Measured out-of-band transmission spectra for gratings with various corrugation widths and lengths. Fixed parameters: air cladding, \( W = 500 \text{ nm} \), \( \Lambda = 325 \text{ nm} \). The propagation loss is within the range of 2.5–4.5 dB/cm and is independent of the corrugation width.
Theoretically, as the length is increased, the bandwidth should not increase, and actually, the bandwidth may decrease if the coupling is very weak, see Eq. [1.16]. On the contrary, we experimentally observe that the stop band gets broader when the grating gets longer, as shown in Figure 2.30 and Figure 2.31.

![Graph showing bandwidth broadening effect][1]

**Figure 2.30:** Measured transmission spectra of gratings with 20 nm corrugation width for various lengths, showing bandwidth broadening effect with increasing $N$ and wavelength variations due to fabrication variations. Fixed parameters: air cladding, $W = 500$ nm, $\Lambda = 325$ nm.

For example, as shown in Figure 2.30, when $N$ is 1000, the transmission spectrum is very clean and resembles an ideal grating response. When $N$ is 3000, the stop band begins to have some irregular ripples while the bandwidth is approximately the same. When $N$ is 9000 and above, the noises become significant and the bandwidth becomes larger. This is primarily due to the top Si thickness variations (i.e., the strip thickness varies along the waveguide so that the effective index fluctuate). For simplicity, we consider Si only as the top Si layer later on. Also worth mentioning is that the Bragg wavelength is shifting, again due to the Si thickness variations. Note that for each $N$, the devices are packed together, whereas for different $N$, the devices are placed far apart. Presumably, the Si thickness variation

---

[1]: http://example.com/graph.png
Figure 2.31: Measured transmission spectra of gratings with (a) 10 nm and (b) 80 nm corrugation width for various lengths, showing similar trends as Figure 2.30. Fixed parameters: air cladding, $W = 500$ nm, $\Lambda = 325$ nm.
is small within a small area, therefore, the Bragg wavelength shifts in a similar manner from N=3000 to N=15000 in Figure 2.30 and Figure 2.31. Keep in mind that the Si thickness variation is random though, as will be further discussed in Section 3.5. The blue shift in Figure 2.30 and Figure 2.31 is just a special case.

2.2.5.6 Shape

So far, we have only discussed gratings that use rectangular corrugations. In addition, we have also designed gratings with trapezoidal and triangular corrugations, as illustrated in Figure 2.32 [95]. As discussed in Section 1.2, the coupling coefficient can be obtained from the first-order Fourier component of the grating profile. Therefore, for the same corrugation width, we can obtain the following relationships:

\[
\kappa_{Tra} = \kappa_{Rec} \cdot \frac{2\sqrt{2}}{\pi} \quad \text{(2.2)}
\]

\[
\kappa_{Tri} = \kappa_{Rec} \cdot \frac{2}{\pi} \quad \text{(2.3)}
\]

Figure 2.33 shows the measured bandwidth for the three shapes. The ratio between the slopes of the three curves is 1:0.88:0.66, which agrees very well with the above analysis. However, for the sake of simplicity, we will keep using rectangular corrugations in the reminder of this thesis.
Figure 2.33: Measured bandwidth as a function of corrugation width for different shapes. Fixed parameters: oxide cladding, \( W = 500 \text{ nm}, \Lambda = 320 \text{ nm}, N = 2000 \). The bandwidth and the slope of the linear fit become smaller as the shape goes from rectangular to trapezoidal to triangular, due to the reduced Fourier component and coupling coefficient.

2.3 Lithography Effects

Due to the high refractive index contrast, most silicon photonic devices are highly sensitive to dimensional variations and require high-resolution fabrication processes. As previously mentioned, electron-beam lithography has been used extensively for fabrication in research, but it is unsuitable for commercial applications. Alternatively, DUV lithography, especially at 193 nm [96], has been proven to be capable of making high-quality photonic devices in silicon, and, more importantly, it is CMOS-compatible and can be used for high-volume production. However, with DUV lithography, it is difficult to optimize the illumination settings.
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for various types of patterns simultaneously, e.g., the settings that are optimized for isolated structures such as photonic wires are usually not ideal for dense structures such as photonic crystals [96]. Moreover, researchers are developing devices with feature sizes that are even smaller than the resolution limit. In particular, integrated waveguide Bragg gratings suffer from serious lithographic distortions. Therefore, it is important to include the effects of the fabrication process in the design flow so that they are properly accounted for [97]. Image distortions that happen during fabrication of electronic circuits in CMOS advanced processes are routinely corrected, but such corrections may not be compatible with the significantly different and more diverse structures that are encountered in silicon photonics circuits.

In this section, we propose a model to predict the fabrication imperfections of silicon photonic devices during the lithography process. After lithography simulation, we simulate the spectral responses of the virtually fabricated grating devices, and we obtain good matching between the simulation and experimental results.

First, we chose a device to calibrate the lithography model so that the post-lithography simulation fit the experimental data. Then, the model is fixed for all other devices. Here, the device used for calibration is a 500 nm strip waveguide grating designed with 40 nm rectangular corrugations (named as device A). To implement the lithography simulation, we use a commercial tool that has been widely used in the microelectronics industry – Mentor Graphics Calibre [89]. For the optical system, we use a conventional circular illumination source. The numerical aperture (NA) and the partial coherence factor (σ) are the key parameters that determine the corrugation distortions; we use NA = 0.6 and σ = 0.6 in our simulations. Note that these parameters were not provided by the foundry, but were estimated so that the post-lithography simulation fit the experimental data for device A and were then fixed for all other devices. Also, these parameters are within the range defined by the stepper’s technical specifications. Figure 2.34 shows the simulation results for device A. We can see that the corrugations are greatly smoothed, and their effective amplitudes are also reduced.

After lithography simulation, we simulate the spectral responses of the virtually fabricated grating devices using a three-dimensional (3D) finite-difference time-domain (FDTD) method [84], and then compare them with the original design as well as the measurement results of the devices actually fabricated. Figure 2.35
Figure 2.34: Lithography simulation for device A: (a) original design, (b) simulation result. Shows the transmission spectra for device A. It can be seen that the original design has a bandwidth of about 23 nm, in contrast, the post-litho simulation shows a much narrower bandwidth of about 8 nm. Note that the thickness of the waveguide
was slightly reduced by a few nanometers in the simulation in order to match the Bragg wavelength, which has little effect on the bandwidth. The amplitude mismatch between the measurement and post-litho simulation is partially due to the calibration errors (e.g., the ripples in Figure 2.19).

Figure 2.36 plots the simulated and measured bandwidths versus the designed corrugation widths. Again, the post-litho simulation agrees very well with the measurement, whereas the mismatch between the original design and the measurement is very large. As a rule of thumb, the actual bandwidth is about 3x smaller than the original design value.

**Figure 2.36:** Bandwidth versus corrugation width on 500 nm strip waveguides with air cladding. The post-litho simulation agrees well with the measurement result, while the original designs show bandwidths of about three times larger.

This technique can be applied to many other silicon photonic devices, especially ones that are sensitive to lithographic distortions. For example, Figure 2.37 shows the simulation result for a photonic crystal cavity. We can see that the simulated bulk holes are smaller than the designed ones, therefore, a bias should be applied to the bulk holes in the mask to obtain the desired hole sizes. Due to the
optical proximity effect, the edge holes are smaller than the bulk holes [96], and the displacement of the two cavity side holes introduces extra distortions. Therefore, differential bias needs to be applied to the holes next to the cavity, and this cannot be easily done without lithography simulations.

![Figure 2.37: Lithography simulation for a photonic crystal cavity with three missing holes in the centre. XOR: Boolean operation of XOR (exclusive or) between the original and simulated layouts. The two cavity side holes (H1 and H2) are displaced in order to achieve a high Q-factor.](image)

We believe that this work is an important step in the direction of design-for-manufacturing in the field of silicon photonics. Note that this work only considers the optical model (the light incident on the photoresist) [98]. There are, of course, many other physical effects that need to be accounted for, e.g., the photoresist model, the etching process, and the Si thickness variations. Fortunately, the development of silicon photonic fabrication can benefit greatly from the vast library of knowledge that already exists in the microelectronics industry, as well as the continued advancements. Specifically, we believe that this model could be improved by using test patterns in EDA tools such as Mentor Graphics Calibre [89].
2.4 Thermal Sensitivity

Most silicon photonic devices are highly sensitive to temperature variations on the chip, due to the large thermo-optic coefficient of silicon. In this section, we study the thermal sensitivity of strip waveguide gratings. As previously shown in Figure 2.15 and Figure 2.16, the silicon chip can be thermally controlled using the temperature controller.

![Transmission Spectra](image)

Figure 2.38: Measured transmission spectra of a strip waveguide grating at different temperatures, showing the red shift with increasing temperature. The design parameters are: air cladding, $W = 500$ nm, $\Delta W = 20$ nm, $\Lambda = 330$ nm, and $N = 1000$.

By taking the derivative of Eq. 1.1 with respect to temperature, we obtain:

$$\frac{d\lambda}{dT} = \frac{\lambda}{n_g} \frac{dn_{eff}}{dT} = \frac{\lambda}{n_g} \frac{dn_{eff}}{dn} \frac{dn}{dT} \quad (2.4)$$
Figure 2.39: Bragg wavelength versus temperature corresponding to the measured spectra in Figure 2.38, showing a thermal sensitivity of about 84 pm/°C.

where the thermo-optic coefficient in silicon is [99]:

\[
\frac{dn}{dT} = (1.86 \pm 0.08) \times 10^{-4} / K
\]  

Using Eq. 2.4, the simulated thermo-optic dependence of the Bragg wavelength is about 80 pm/°C, in good agreement with the measurement result.

2.5 Wafer-Scale Performance

One of the major issues with silicon photonics is that most devices are sensitive to dimensional variations, including waveguide width variations caused during the lithography process as well as thickness variations of the top silicon layer caused during the manufacturing of the SOI wafer. These variations can be present either at the device scale (1–100 µm), chip scale (1–20 mm) or wafer scale (150 mm–300 mm). Typically, local variations at the device or chip scale (1 nm) are much smaller than the global variations found across a full wafer (10 nm) [100]. To make
waveguides more robust to dimensional variations, one can increase the waveguide dimensions or use the less confined TM-polarization, however, both approaches require much larger bending radius. Post-fabrication trimming is a technique to compensate the fabrication variations [101], but at the expense of increased fabrication complexity and costs. Alternatively, active components (e.g., thermal tuning) can be used for accurate compensation, however, this approach leads to higher power consumption and increased circuit complexity. Therefore, it is still necessary to improve the uniformity of passive devices to a practical level. Selvaraja et al. demonstrated the nonuniformity of ring resonators, Mach–Zehnder interferometers, and arrayed waveguide gratings, showing a nonuniformity in the spectral response of <0.6 nm within a chip and <2 nm between chips [100]. Zortman et al. used microdisk resonators to extract thickness and width variations from the resonant wavelength deviations, which were within 0.85 nm on a single die and 8 nm across the wafer [102].

In this section, we present the wafer-scale nonuniformity of our strip waveguide grating devices. As a part of a multi-project run, the grating devices are replicated on two 200 mm wafers, one with air cladding (Wafer A) and the other with oxide cladding (Wafer B). Each wafer contains many chips (or dies) arranged in columns and rows, as shown in Figure 2.40. The size of a chip is 12.73×12.95 mm².

There are two etch processes in the fabrication. The first etch is a 70 nm partial (shallow) etch for fiber grating couplers and rib waveguides. The second etch is a 220 nm full etch for strip waveguides, photonic crystals, etc. For the deep etch process, the exposure dose across the wafer is increased from left to right for research purposes [96]. This results in a reduction in width for strip waveguides (and an increase in hole size for photonic crystals) from column -4 to column 2; therefore, this is an intentional fabrication variation. As will be discussed in the next Chapter about rib waveguide gratings, the exposure dose for the partial etch is fixed, so the shallow-etched structures are supposed to be on target everywhere across the wafer.

To evaluate the device nonuniformity across the wafer, we chose a grating sample with the following design parameters: $W = 500$ nm, $\Delta W = 20$ nm, $\Lambda = 330$ nm, and $N = 1000$. Figure 2.41, Figure 2.42, and Figure 2.43 show the performance nonuniformity on Wafer A and Wafer B, respectively.
Figure 2.40: Wafer map (available chips are listed in the legend).

We can observe the following:

- **Wavelength:** The wavelength variation is remarkably large, i.e., >30 nm on both wafers. The average wavelength on Wafer B is about 11 nm larger than that on Wafer A, due to the higher index of the cladding. Moreover, the two wafers show a similar trend that the wavelength decreases from left to right columns. This agrees with the intentional exposure dose variation, i.e., the waveguide width decreases and thus the effective index becomes smaller.

- **Bandwidth:** The bandwidth variation is also noteworthy. On Wafer A, the average bandwidth is about 4.24 nm and the variation is about 1.17 nm. On Wafer B, the average bandwidth gets smaller to 2.92 nm, due to the weaker index contrast as discussed in Section 2.2.5.4, and the variation also gets smaller to 0.33 nm. Moreover, the two wafers show a similar trend that the bandwidth increases from left to right columns. This also agrees with the intentional exposure dose variation, i.e., the waveguide width decreases and thus the coupling becomes stronger as discussed in Section 2.2.5.3.
Figure 2.41: Performance nonuniformity of the strip waveguide grating on Wafer A.
Figure 2.42: Performance nonuniformity of the strip waveguide grating on Wafer B.
Figure 2.43: Performance nonuniformity of the strip waveguide grating as a function of the column number. Each error bar is symmetric and the length is two standard deviations (within each column). The general trend of the decrease in wavelength and the increase in bandwidth is due to the intentional increase in exposure dose from left to right columns.
In addition to the intentional waveguide width variations, the Si thickness variations also play a key role in the overall uniformity. For example, the devices in the same column also show random wavelength variations that cannot be predicted. We will discuss Si thickness variations in more detail in Chapter 3.

2.6 Phase-shifted Gratings

2.6.1 Basics

We know that a uniform grating has a stop band around the Bragg wavelength in the transmission spectrum. If a phase shift is introduced in the middle of the gratings, as illustrated in Figure 2.44, a narrow resonant transmission window will appear within the stop band, as shown in Figure 2.45. This structure can also be viewed as an FP cavity – the etalon is as thin as the phase shift, and the front grating section and the rear grating section act as mirrors of the FP etalon [103]. Figure 2.46 shows a fabricated strip waveguide phase-shifted grating. This grating can be used as a simple band-pass transmission filter, or in semiconductor lasers to enable single frequency operation [67]. The transmission window has a very narrow Lorentzian line shape. The position and the size of the phase shift determine the center wavelength and the sharpness of transmission window. In general, the phase shift is placed in the exact center so that the resonance peak is the sharpest, and the length of the phase shift is equal to a grating period so that there is always
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Figure 2.44: Schematic of a phase-shifted strip waveguide grating.

one resonance peak around the center of the stop band.

If the length of the phase shift is very long (e.g., 500\,\Lambda), it is possible to generate multiple resonance peaks within the stop band, as shown in Figure 2.47. Again, this can be interpreted as a Fabry-Perot (FP) cavity, where the two grating sections act as wavelength-selective mirrors separated by the phase shift. There are many longitudinal modes in the FP cavity, but only those within the reflection band are supported. As the cavity length is increased, the mode spacing becomes narrower, so the number of supported modes increases [104].

To evaluate the sharpness of the resonance peak, we introduce an important parameter: quality (Q) factor. In the context of resonators, Q factor is defined as
Figure 2.46: Top view SEM image of a fabricated strip waveguide phase-shifted grating. Design parameters: $W = 500$ nm, $\Delta W = 80$ nm, $\Lambda = 320$ nm. Note that the phase shift in the central region can be identified by measuring the spacing between the grating grooves. Here, the spacing with the phase shift is 480 nm, corresponding to 1.5 times the grating period (320 nm).

$2\pi$ times the ratio of the stored energy to the energy dissipated per oscillation cycle:

$$Q = 2\pi f_0 \times \frac{\varepsilon}{d\varepsilon/dt} = \omega_0 \tau_p$$  \hspace{1cm} (2.6)

where $f_0$ is the resonant frequency, $\varepsilon$ is the stored energy, $\omega_0$ is the angular frequency, and $\tau_p$ is the photon lifetime. For high values of $Q$, the following definition
Figure 2.47: Transmission spectra for phase-shifted gratings with different phase-shift length. Multiple resonance peaks occur for long cavity length due to the reduced free spectral range.

is also mathematically accurate and commonly used:

$$Q = \frac{f_0}{\Delta f} = \frac{\lambda_0}{\Delta \lambda}$$  \hspace{1cm} (2.7)

where $\Delta f$ and $\Delta \lambda$ are the full width at half maximum (FWHM) frequency and bandwidth of the resonance, respectively.

For a phase-shifted Bragg grating (and in fact for all optical resonators in general), the Q factor is determined by two loss mechanisms: coupling loss and waveguide loss [105]. The coupling loss depends on the grating length and the grating coupling coefficient, both of which can be adjusted through design. The waveguide loss, by contrast, is inherent in the fabrication and it arises primarily from the waveguide roughness. Again, we can interpret a phase-shifted grating as an FP cavity, and the photon lifetime is given by:

$$\tau_p = \frac{ng}{c(\alpha + \alpha_m)}$$  \hspace{1cm} (2.8)
where $\alpha$ is the waveguide propagation loss, and $\alpha_m$ is the distributed mirror loss:

$$\alpha_m = \frac{\ln \sqrt{R_1 R_2}}{L}$$  \hspace{1cm} (2.9)

where $R_1$ and $R_2$ are the mirror reflectivities, and $L$ is the cavity length. Note that both $\alpha$ and $\alpha_m$ here are in units of $m^{-1}$. When $R_1$ and $R_2$ approach unity (corresponding to large $\kappa L$ of the two grating sections), the photon lifetime is limited by the waveguide propagation loss, and we can rewrite Eq. 2.6 to obtain the intrinsic Q factor [14]:

$$Q_I = \frac{\omega_0 \tau_p}{c \cdot \alpha_{[m^{-1}]]} = \frac{2\pi \cdot n_g \cdot 4.34}{\lambda \cdot 100 \cdot \alpha_{[dB/cm]}}$$  \hspace{1cm} (2.10)

As discussed in Section 2.2.5.5, the loss values for strip waveguide gratings are in the range of 2.5–4.5 dB/cm. Assuming that the loss is 4 dB/cm and $n_g = 4.36$ (simulated value for a 500 nm waveguide with air cladding), the calculated $Q_I$ is about $1.9 \times 10^5$ at 1550 nm. As will be shown in the next section, this value is comparable to the maximum Q value that we have observed experimentally.

2.6.2 Design Variations

This section describes how the transmission spectra varies with respect to various grating parameters.

The effects of variations in grating length and corrugation width are shown in Figure 2.48 and Figure 2.49 respectively. In Figure 2.48, as $N$ is increased from 125 to 250, the stop band becomes deeper. This is because more light is reflected back as the grating becomes longer, i.e., higher reflectivity or larger $R_1$ and $R_2$ (see Eq. 1.13). More importantly, the resonant peak becomes sharper and the Q factor increases from 1900 to $3 \times 10^4$. This is also due to the increasing $R_1$ and $R_2$. From Eq. 2.9 and Eq. 2.8 we can see that the distributed mirror loss decreases, thus resulting in a longer photon lifetime and a higher Q factor. When $N$ is fixed at 200 and the corrugation width is increased from 40 nm to 80 nm, the stop band becomes broader and deeper, as shown in Figure 2.49. This is easy to understand if we recall our discussion in Section 1.2. Specifically, larger corrugation results in larger $\kappa$, thus leading to higher reflectivity and broader bandwidth. We also see that the
Figure 2.48: Transmission spectra for phase-shifted gratings with different $N$. Fixed parameters: oxide cladding, $W = 500$ nm, $\Delta W = 60$ nm, $\Lambda = 320$ nm. As $N$ is increased, the stop band becomes deeper due to the increasing reflectivity, and the resonant peak becomes sharper due to the reduced coupling loss and higher Q factor.

Figure 2.49: Transmission spectra for phase-shifted gratings with different $\Delta W$. Fixed parameters: oxide cladding, $W = 500$ nm, $N = 200$, $\Lambda = 320$ nm. As $\Delta W$ is increased, the stop band becomes wider and deeper due to the increasing coupling coefficient, and the resonant peak becomes sharper due to the reduced coupling loss and higher Q factor.
resonant peak becomes sharper and the Q factor increases from 3000 to $3.3 \times 10^4$. Again, this is due to the higher reflectivity, similar to the case in Figure 2.48.

Figure 2.50 shows the contour plot of the Q factor as a function of $N$ and $\Delta W$. The top and right boundaries of the contour plot are also plotted in Figure 2.51.

![Contour plot of Q factor](image)

**Figure 2.50:** Contour plot of the Q factor as a function of $\Delta W$ and $N$. Fixed parameters: oxide cladding, $W = 500$ nm, $\Lambda = 320$ nm. The Q factor increases towards the top-right corner of the contour, i.e., large $N$ and/or $\Delta W$ (essentially a high mirror reflectivity).

Obviously, to obtain a high Q factor, one would use a large $N$ and/or $\Delta W$ (essentially a higher mirror reflectivity). However, it is important to note again that the Q factor will be ultimately limited by the waveguide loss. Here, we give another set of data to show this limitation in Figure 2.52. When $N$ is 150, the transmittivity of resonance peak is very high. As $N$ is increased beyond 150, the peak amplitude dramatically decreases. When $N$ is 300, the resonance is buried into the noises and is hardly seen. This can be interpreted as increasing the mirror reflectivity ($R$, intensity reflectivity) of an FP cavity. For a loss-less FP cavity ($\alpha = 0$), the maximum transmission is unity [103]. However, if we include loss or gain, the
peak transmission is no longer unity. Let the intensity loss (or gain) per pass be \( G \), defined as \( G = \frac{I_{\text{output}}}{I_{\text{input}}} \), the maximum transmission can be written \[ T_{\text{max}} = \frac{(1 - R)^2 G}{(1 - GR)^2} \] (2.11)
assuming that the FP cavity is symmetric, i.e., identical mirrors (analogous to a standard phase-shifted grating). In the case of loss, \( G \) is less than 1, so \( T_{\text{max}} \) is less than unity. When \( R \) approaches unity, \( T_{\text{max}} \) dramatically decreases, though \( Q \) still increases, as shown in Figure [2.53]. Note that this is also analogous to the case of reducing the coupling coefficient in a ring resonator, where the peak amplitude in the drop port becomes smaller and the extinction ratio in the through port also becomes smaller.

By measuring many devices with different parameters, we have observed a minimum FWHM linewidth of about 8 pm (i.e., 1 GHz), as shown in Figure [2.54]. This results in a maximum Q factor of \( 1.9 \times 10^5 \), which matches with the previous calculation in Section [2.6.1] using Eq. [2.10].

It is also important to note that when the Q factor is very high, the measured res-
Figure 2.52: Transmission spectra (unnormalized) for phase-shifted gratings with different $N$. Fixed parameters: air cladding, $W = 500$ nm, $\Delta W = 60$ nm, and $\Lambda = 330$ nm. The peak amplitude drops significantly after $N=200$, as it goes beyond the critical coupling condition.

The resonance peak is power-dependant, as shown in Figure 2.55. When the input power is -10 dBm, the resonance has an almost ideal symmetric Lorentzian shape with a 3-dB linewidth of 20 pm (corresponding to a Q factor of about $7.6 \times 10^4$). However, when the input power is 0 dBm, the shape of the resonance is skewed to the right. This is because the high Q factor and the small modal volume result in high energy intensities and thus strong light-matter interaction. In this particular case, the power that actually enters into the device is about -6 dBm (0.25 mW), which can be regarded as a threshold for nonlinearities. The nonlinear optical effects include the Kerr effect that changes the refractive index and two-photon absorption (TPA) that generates free carriers and causes subsequent free-carrier dispersion (FCD) and free-carrier absorption (FCA). The heat generated from two-photon absorption
Figure 2.53: Maximum transmission and Q factor of an FP cavity as a function of $R$. Simulation parameters: $\alpha = 3$ dB/cm, $L = 100$ µm, $G = 0.9931$. The maximum transmission decreases dramatically after the critical coupling condition, when the coupling loss equals the waveguide loss: $R = \sqrt{G} = 0.9965$.

Figure 2.54: Maximum Q factor experimentally observed. Design parameters: air cladding, $W = 500$ nm, $\Delta W = 40$ nm, $N = 300$, and $\Lambda = 330$ nm.
Figure 2.55: Measured transmission spectra (raw) of a high-Q phase-shifted grating at various input power levels. At 0 dBm input power, the resonance becomes asymmetric and the peak wavelength is skewed to the right.

and free-carrier absorption also raises the temperature and causes additional refractive index change by the thermo-optic effect. All these nonlinear effects combine and can lead to bi-stability or self-pulsation phenomena in high-Q silicon photonic cavities [106, 107]. Taking all these effects into account, the steady-state characteristic equation for a two-port system (including phase-shifted gratings) can be found [107]:

\[
\frac{\omega_0'}{2Q_C}|s_1|^2 = |a|^2(\omega - \omega_0')^2 + \frac{|a|^2}{4} \left( \frac{\omega_0'}{Q_I} + \frac{\omega_0'}{Q_C} + \frac{\beta_{TPA}c^2}{n^2V_{TPA}} |a|^2 \right) \\
+ \frac{\epsilon^3}{n^2\omega^2\varepsilon_0} \left( \frac{\beta_{TPA}c^2}{n^2V_{TPA}2\hbar\omega V_{FC}} |a|^4 \tau_{recon} \right) \left( \frac{1}{m_e^*\mu_e} + \frac{1}{m_h^*\mu_h} \right)^2
\]

(2.12)

where \(a\) is the normalized cavity field amplitude (\(|a|^2\) equals the cavity energy), \(s_1\) is the input waveguide field amplitude (\(|s_1|^2\) equals the input power), \(Q_I\) is the intrinsic quality factor as defined by Eq. 2.10, \(Q_C\) is the coupling quality factor (i.e., replacing the waveguide loss by the distributed mirror loss in Eq. 2.10), \(\beta_{TPA}\) is the TPA coefficient, \(V_{TPA}\) is the cavity volume for TPA, \(V_{FC}\) is the cavity volume for free carriers, and \(\tau_{recon}\) is the carrier recombination time. \(m_e^*\) and \(m_h^*\) are the
effective masses of electrons and holes, respectively. $\mu_e$ and $\mu_h$ are the carrier mobilities of electrons and holes, respectively. The constants $c$, $e$, $\varepsilon_0$, and $\hbar$ are the speed of light in vacuum, the elementary charge, the vacuum permittivity, and the reduced Planck constant, respectively. The cavity resonance wavelength including nonlinear effects can be given as [107]:

$$\lambda' = \frac{2\pi c}{\omega_0'} = \lambda_0 - \frac{\lambda_0 e^2}{2n_0n\omega^2\varepsilon_0} \left( \frac{\beta_{TPAC}^2}{n^2V_{TPA}2\hbar\omega V_{FC}} \frac{1}{m_e^*} + \frac{1}{m_h^*} \right)$$

$$+ \frac{\lambda_0 \partial n}{n_0 \partial T} |a|^2 R_T \left[ \frac{\beta_{TPAC}^2}{n^2V_{TPA}} |a|^2 \right] + \frac{e^3}{n^2\omega^2\varepsilon_0} \left( \frac{\beta_{TPAC}^2}{n^2V_{TPA}2\hbar\omega V_{FC}} \right)$$

$$\times \left( \frac{1}{m_e^*\mu_e} + \frac{1}{m_h^*\mu_h} \right) + \frac{\lambda_0 n_2c}{n_0nV_{Kerr}} |a|^2$$  \hspace{1cm} (2.13)

where $\lambda_0$ is the resonant wavelength in the linear regime, $\partial n/\partial T$ is the thermal-optic coefficient, $R_T$ is the thermal resistance, $n_2$ is the Kerr coefficient, and $V_{Kerr}$ is the cavity volume for Kerr effect, which is equal to that for TPA.

In Eq. 2.12, we can observe that the second term on the right-hand side causes the asymmetry of the resonance spectrum at high input powers. On the right-hand side of Eq. 2.13, the second term corresponds to the FCD-induced blue shift, the third term corresponds to the thermal-optic red shift, and the last term corresponds to the Kerr effect. At room temperature, the thermal-optic effect dominates the bistability in high-Q silicon photonic cavities [107], therefore, we observed the red shift of the resonant wavelength in Figure 2.55(b).

In summary, high-Q phase-shifted gratings are potential for use in nonlinear optics. On the other hand, to avoid such nonlinearities and to remain in the linear regime, it is important to perform the measurement with low enough power.
2.6.3 Applications

Phase-shifted Bragg gratings have various applications, such as biosensing [15, 105], microwave photonics [27, 108], and ultrafast optical signal processing [109]. In this section, we present an example of using a strip waveguide phase-shifted grating for biosensing.

Integrated waveguide Bragg gratings are promising candidates for sensing applications, including biosensors and gas sensors. In this section, we demonstrate its capability as a biosensor but the theory applies to gas sensors as well. For a bulk refractive index (RI) change, \( \Delta n_{\text{fluid}} \), the Bragg wavelength shift \( \Delta \lambda_B \) can be described by:

\[
\frac{\Delta \lambda_B}{\lambda_B} = \frac{\Delta n_{\text{fluid}}}{n_g} \frac{\partial n_{\text{eff}}}{\partial n_{\text{fluid}}} (2.14)
\]

The sensitivity is the slope of wavelength shift versus bulk refractive index change:

\[
S = \frac{\Delta \lambda_B}{\Delta n_{\text{fluid}}} = \frac{\lambda_B}{n_g} \frac{\partial n_{\text{eff}}}{\partial n_{\text{fluid}}} (2.15)
\]

and its unit is nm/RIU (refractive index unit). The limit of detection (LOD) is the minimum detectable refractive index change and there are usually two definitions: 1) change in index corresponding to one resonator linewidth, and 2) a system detection limit corresponding to the index change for a standard deviation in the measurement noise. The first definition describes the intrinsic device performance and thus is also known as intrinsic LOD:

\[
\Delta n_{\text{min}} = \frac{\lambda_B}{QS} (2.16)
\]

Note that there are many other definitions in the literature, especially from the biological perspectives; however, we only focus on the optical properties in this work.

Figure 2.56 shows the measurement setup for biosensing. Aqueous solutions
Figure 2.56: Measurement setup for biosensing. Reagents were introduced to the sensor using a reversibly bonded PDMS flow cell and Chemyx Nexus 3000 Syringe Pump at 10 µL/min. Note that the input/output grating couplers are placed far away from the sensor on the chip.

of NaCl were prepared in concentrations of 62.5 mM, 125 mM, 250 mM, 1 M, and 2 M. The refractive indices were measured using a refractometer. The Bragg grating sensors were exposed to the solutions at a flow rate of 10 µL/min. Figure 2.57 shows the experimental results of the sensitivity analysis of a strip waveguide phase-shifted grating with the following design parameters: \( W = 500 \text{ nm}, \Delta W = 40 \text{ nm}, \Lambda = 320 \text{ nm}, \text{ and } N =300. \) A sensitivity of 58.52 nm/RIU is measured, which is close to the simulated value of about 55 nm/RIU. The quality factor (Q) of this device is measured to be 27600, which leads to an intrinsic LOD of about \( 9.3 \times 10^{-4} \) RIU. As will be discussed in Chapter 4, we have also designed a biosensor using phase-shifted gratings in slot waveguides, which shows an improved in-
Figure 2.57: Top: transmission spectra for various concentrations of NaCl (note: $1 \text{ M}=1 \text{ mol/L}=1000 \text{ mol/m}^3$). Bottom: peak wavelength shift versus bulk refractive index, showing a sensitivity of 58.52 nm/RIU.
trinsic LOD of about $3 \times 10^{-4}$ RIU.

### 2.7 Sampled Gratings

In this section, we present another important grating structure called sampled gratings. A sampled grating is formed by applying a sampling function to a conventional uniform grating so that the grating elements are removed in a periodic fashion, as illustrated in Figure 2.58. The grating burst length is $Z_1$, and the sampling period is $Z_0$. The reflectivity of this structure can be obtained from the coupled-mode theory, which predicts that every spatial Fourier component of the dielectric perturbation contributes a peak to the reflection spectrum [110]. The multiplication of the sampling function and the uniform grating function in the spatial domain will be translated into the convolution of the single Fourier component of the uniform grating at the Bragg wavelength with the comb of Fourier components in the sampling function. Therefore, it leads to a reflection spectrum with periodic maxima [111]. Figure 2.59 shows the measured spectral responses of two sampled gratings on strip waveguides, where periodic maxima were clearly observed. The spacing between reflection peaks can be approximated by [111]:

$$\lambda_{\text{spacing}} \approx \frac{\lambda_B^2}{2n_g Z_0} \quad (2.17)$$

---

Figure 2.59: Measured transmission and reflection spectra of two sampled gratings. Design parameters: air cladding, $W = 500$ nm, $\Delta W = 20$ nm, $Z_1 = 6.4 \, \mu$m. Each device includes 20 sampling periods (i.e., total length is 20 $Z_0$). The peak spacing for $Z_0/Z_1 = 4$ is 1.5 times larger than that for $Z_0/Z_1 = 6$, in agreement with Eq. 2.17.
This can be confirmed by comparing the spectra of the two devices in Figure 2.59, i.e., the peak spacing for \( Z_0/Z_1 = 4 \) is 1.5 times larger than that for \( Z_0/Z_1 = 6 \).

These comb-like spectra can be deployed in tunable lasers to achieve a wide tuning range through the Vernier effect \[111\]. They can also be used for multi-channel add/drop multiplexers and dispersion compensations. Figure 2.60 shows a layout example for achieving Vernier effect using two slightly mismatched sampled gratings. The measurement results are shown in Figure 2.61, where only the reflection peaks at 1530 nm are well aligned.

The suppression ratio of the side peaks is about 10 dB; however, this can be further improved by active tuning and/or optimizing the grating design such as using apodization to reduce the sidelobes. By adding active tuning components (e.g., thermal heaters) to each of the sampled gratings, the peak alignment can be adjusted. Specifically, a small index change in one sampled grating relative to the other can cause adjacent reflection maxima to come into alignment, thus shifting the final selected wavelength by a large amount \[111\]. This is similar to the principle of Vernier scale, i.e., a small shift in one arm can cause a substantial change in the alignment of the marks. For tunable lasers based on Vernier effect, lasing occurs at the pair of maxima that are aligned.

**Figure 2.60:** Layout for the Vernier effect using two sampled gratings with slightly mismatched sampling periods.
Figure 2.61: Measured reflection spectra of two individual sampled gratings (top) and the Vernier effect (bottom). The only major peak for the Vernier effect occurs where the peaks of individual sampled gratings are well aligned (at 1530 nm).
2.8 Summary

In this chapter, we have studied Bragg gratings in standard single-mode strip waveguides working at TE polarization. We predict that this family of devices will find many applications because it only requires a single etch (and is clearly more robust than slot waveguides, which will be discussed in Chapter 4). The bandwidth has been demonstrated as large as 30 nm (e.g., using 160 nm corrugations on a 500 nm strip waveguide with air cladding) and could be even larger by using larger corrugations or narrower waveguides. The strong coupling strength is particularly useful for designing high-Q phase-shifted gratings, as we have discussed in Section 2.6.

However, it is more challenging to design narrow-band gratings in strip waveguides. We have demonstrated bandwidths of about 1 nm using 10 nm corrugations (see Figure 2.33), but this is much smaller than the typical minimum feature size (also called critical dimension) of the current fabrication processes and is even approaching the limit of the grid size (e.g., 5 nm for the processes used in this thesis). Simard et al. have demonstrated strip waveguide gratings with bandwidths smaller than 1 nm, however, it was achieved at the expense of using a multi-mode waveguide (1200 nm wide) and a third-order grating (860 nm period).

Another critical issue is the fabrication nonuniformity – the effective index of a strip waveguide is sensitive to both width and thickness of the waveguide. Therefore, very good fabrication quality is needed. Specifically, the Si thickness uniformity of the wafer, as well as the linewidth uniformity of the fabrication process, has to be precisely controlled.
Chapter 3

Rib Waveguide Bragg Gratings

In the last chapter, we have discussed many grating structures using strip waveguides. It is clear that strip waveguide Bragg gratings have relatively large bandwidths (e.g., >1 nm even for a 10 nm corrugation width). However, numerous applications require narrow bandwidths, such as in wavelength-division multiplexing (WDM) systems. Also, our wafer-scale test has shown that strip waveguide gratings are very sensitive to fabrication variations. An alternative is to use rib waveguides, which typically have larger cross-sections and can reduce the fabrication challenges. In this chapter, we will demonstrate several types of narrow-band Bragg gratings using rib waveguides. We first discuss the basics of rib waveguides, and then demonstrate simple uniform gratings using rib waveguides. We also propose a multi-period Bragg grating concept using rib waveguides. The sidewalls of the rib and the slab are corrugated using different periods, resulting in multiple Bragg wavelengths that are controlled separately. We then present the thermal sensitivity and the wafer-scale nonuniformity of rib waveguide gratings. Finally, we demonstrate rib waveguide Bragg gratings using a spiral geometry, which is to our knowledge the most compact Bragg grating filter to date.

\[\text{Parts of Section 3.1 and Section 3.2 have been published: X. Wang, W. Shi, H. Yun, S. Grist, N. A. F. Jaeger, and L. Chrostowski, "Narrow-band waveguide Bragg gratings on SOI wafers with CMOS compatible fabrication process," Optics Express, vol. 20, no. 14, pp. 15547-15558, 2012.}\]
3.1 Rib Waveguide

The rib waveguide (also known as ridge waveguide) is another important waveguide geometry used in silicon photonics. In fact, the first demonstration of silicon photonic Bragg gratings uses a rib waveguide [68]. In general, it refers to a waveguide that consists of an infinite slab with a strip superimposed onto it. The waveguide geometry is often designed to be single mode [33]. However, a nominally single-mode rib waveguide can have higher-order leaky modes, which can cause unwanted dips in the transmission spectrum on the shorter wavelength side of the fundamental Bragg wavelength. To separate these leaky modes away from the fundamental mode, it is necessary to shrink the waveguide dimensions [68]. This is a general trend in silicon photonics as well, because small waveguide dimensions are desired for small bending radius and high integration density. However, most integrated Bragg gratings were demonstrated in bulky rib waveguides (e.g., up to a few microns [68, 73, 74, 112]) until our recent work in [113].

Figure 3.1 shows the cross section of the rib waveguide that we used for the grating design. It differs from the commonly used rib geometry, which usually has an infinite slab. In contrast, the finite slab strengthens the mode confinement and thus allows for relatively tighter bends. Again, the silicon thickness is 220 nm, and the shallow etch depth is 70 nm. The rib width ($W_{rib}$) is 500 nm, and the slab

![Figure 3.1: Schematic of the rib waveguide cross section (not to scale): $W_{rib} = 500$ nm, and $W_{slab} = 1$ μm.](image)
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width \((W_{slab})\) is 1 \(\mu m\). As shown in Figure 3.2, most light is confined under the rib.

![Figure 3.2: Simulated electric field of the fundamental TE mode in the rib waveguide with air cladding. The field intensity is low around the sidewalls, allowing for weak perturbations to the mode using relatively large sidewall corrugations.](image)

The overlap between the electrical field with the sidewalls is very low around both the rib and slab sidewalls. This overlap reduction makes it possible to introduce weaker effective index perturbations compared to the strip waveguide gratings, thus allowing for smaller coupling coefficients and narrower bandwidths. Additionally, the waveguide propagation loss is also reduced. Figure 3.3 shows the cross-section of a fabricated rib waveguide.

### 3.2 Uniform Gratings

#### 3.2.1 Design and Fabrication

There are several configurations to make gratings on rib waveguides. The grating corrugations can be on the top surface [68, 74], or on the sidewalls, where the sidewalls can be corrugated either on the rib [73] or on the slab [114]. The top-surface-corrugated configuration usually has a fixed etch depth, therefore, it is difficult to adjust the grating coupling coefficient. In contrast, the sidewall-corrugated configuration is much more flexible. The grating coupling coefficient can be easily controlled by varying the corrugation width, which is essential for complex grating structures, such as apodized gratings that can suppress reflection side lobes [114].
Therefore, we use the latter configuration in our work. The gratings are realized by introducing periodic sidewall corrugations either on the rib or slab. Figure 3.4 shows the SEM images of two fabricated devices. The grating period $\Lambda$ is designed to be 290 nm, with a duty cycle of 50%, and the number of grating period $N$ is 2000. Note that we used square corrugations in the layout, but again, the gratings actually fabricated are rounded due to the lithography effects, as we already discussed in Chapter 2.

As mentioned in Chapter 1 and Chapter 2, strip waveguides typically exhibit much less bending loss than rib waveguides, therefore we use strip waveguides for routing. A double-layer linear taper was designed for the transition between the strip and rib waveguides, as shown in Figure 3.5. The taper is 30 $\mu$m long to ensure that the transition loss is negligible [34].
Figure 3.4: Top view SEM images of fabricated rib waveguide gratings designed with 60 nm corrugations on the rib (left) and 80 nm corrugations on the slab (right).

Figure 3.5: Top view SEM image of the transition from the strip waveguide to the rib waveguide grating using a linear taper.

3.2.2 Measurement Results

Figure 3.6 and Figure 3.7 show the measured spectral responses of two rib waveguide gratings with oxide cladding. The corrugations are designed on the slab, and the corrugation width is 80 nm and 100 nm, respectively. For both devices, only one dip exists in the transmission spectrum in a wide wavelength range, as can be seen in Figure 3.6. This indicates that the higher-order leaky modes are far away from the fundamental mode and thus can be ignored.
Figure 3.6: Measured transmission responses of two rib waveguide gratings with corrugations on the slab, each showing only one dip in a wide wavelength range without higher-order leaky modes.

More importantly, Figure 3.7 shows that the first-null bandwidth is only about 1.12 nm for $\Delta W_{slab} = 80$ nm and 1.19 nm for $\Delta W_{slab} = 100$ nm. The 3-dB bandwidths are 0.74 nm and 0.86 nm, respectively. Based on the curve fitting in Figure 3.7, we obtain that the coupling coefficient $\kappa$ is $2.52 \times 10^3$ m$^{-1}$ for $\Delta W_{slab} = 80$ nm, and is $3.25 \times 10^3$ m$^{-1}$ for $\Delta W_{slab} = 100$ nm. The ratio between these two $\kappa$ is 1:1.29, comparable to the corrugation size ratio (1:1.25). This confirms that $\kappa$ is approximately proportional to the corrugation size. However, we should recall that the bandwidth is determined not only by $\kappa$ but also the grating length $L$ (see
Figure 3.7: Zoomed-in view of Figure 3.6 around the Bragg wavelength. The dots are the measured values, and the solid curves are the fits using the analytical expression in Eq. 1.9. As expected, the grating with larger corrugations shows a slightly larger bandwidth and a higher reflectivity.
Eq. 1.16, especially for a small $\kappa$. In this case, the term $\pi/L$ in the square root of Eq. 1.16 equals $5.42 \times 10^3$ m$^{-1}$, which is actually larger than the two $\kappa$ values above. This explains that the first-null bandwidth does not increase proportionally to the corrugation size, i.e., the bandwidth ratio is only 1:1.06. Also, as expected, the larger $\kappa$ for $\Delta W_{\text{slab}} = 100$ nm causes a higher extinction ratio in the transmission and a larger peak amplitude in the reflection.

If we apply the same corrugation widths on a 500 nm strip waveguide, the first-null bandwidths are definitely much larger ($\geq 10$ nm, see Figure 2.28). To obtain a similar bandwidth around 1 nm using strip waveguides, the corrugation width has to be 10 nm or even smaller, which can pose severe fabrication challenges.

Figure 3.8 shows the comparison of the coupling coefficients using different grating structures. The coupling coefficient was extracted by curve-fitting the measured spectral response using Eq. 1.9, as shown in Figure 3.7. We can see that

![Figure 3.8](image-url)

**Figure 3.8:** Extracted coupling coefficient versus designed corrugation width for various grating structures on a chip with oxide cladding. The strip waveguide is 500 nm wide and has the largest coupling coefficient, while the grating-on-slab configuration has the smallest coupling coefficient.
the green curve is well above the other two curves, i.e., strip waveguide gratings usually have very large $\kappa$ and bandwidths. For the same corrugation width, the corrugation-on-slab configuration results in a smaller $\kappa$ than the corrugation-on-rib configuration. This can be attributed to the fact that the optical field distribution at the slab sidewalls is weaker than at the rib sidewalls, as shown in Figure 3.2. The smallest $\kappa$ we obtained in Figure 3.8 is about $1 \times 10^3$ m$^{-1}$, corresponding to $\Delta W_{\text{slab}} = 30$ nm. If we take this value into Eq. 1.16 and assume the grating is long enough, the first-null bandwidth is expected to be about 0.2 nm.

3.3 Multi-period Gratings

Simple uniform grating structures only have one Bragg reflection band. However, optical filters with flexible spectral responses are of great interest for many applications. For example, in the last chapter we have demonstrated sampled gratings with a comb-like reflection spectrum, and phase-shifted gratings with a high-Q resonance within the stop-band of the transmission spectrum. For applications that require custom spectral responses, it might be necessary to cascade a number of grating sections with different periods. However, the performance of cascaded Bragg gratings is sensitive to the Si thickness variation and the nonuniformity of the fabrication process.

In this section, we demonstrate a multi-period Bragg grating concept, by taking advantage of the multiple sidewalls of the rib waveguide. The sidewalls of the rib and the slab are corrugated using different periods, resulting in two or more Bragg wavelengths that are controlled separately. This approach not only increases the design flexibility for custom optical filters but also reduces the device size and fabrication errors.

3.3.1 Dual-Period Grating

Figure 3.9 illustrates the design of a dual-period Bragg grating using the rib waveguide. The grating periods on the rib and on the slab are $\Lambda_1 = 290$ nm and $\Lambda_2 =$

---

Figure 3.9: Schematic diagram of a dual-period rib waveguide grating (not to scale). Design parameters: $\Lambda_1 = 290$ nm, $\Lambda_2 = 295$ nm, $\Delta W_{\text{rib}} = 80$ nm, $\Delta W_{\text{slab}} = 100$ nm, and the grating length is 580 $\mu$m.

295 nm, respectively. In order to obtain similar coupling coefficients for the two gratings, the corrugation widths on the rib and on the slab are designed to be $\Delta W_{\text{rib}} = 80$ nm and $\Delta W_{\text{slab}} = 100$ nm, respectively. The grating length is 580 $\mu$m, including 2000 periods on the rib and 1966 periods on the slab.

Figure 3.10(a) shows the measured raw transmission spectrum of a fabricated device within a wide wavelength range. We can clearly observe two sharp dips at $\lambda_1$ and $\lambda_2$, corresponding to $\Lambda_1$ and $\Lambda_2$, respectively. The normalized response is shown in Figure 3.10(b). It can be seen that both dips show an extinction ratio of more than 14 dB, as well as a 3-dB bandwidth of about 1 nm. The spacing between the two dips is 17.63 nm. We also show that the experimental result matches very well with the simulations results, as shown in Figure 3.11. We expect that the two dips can be manipulated separately by adjusting the grating period. The bandwidth can also be tailored by choosing an appropriate corrugation size.

3.3.2 Four-Period Grating

This multi-period concept can be further extended. Figure 3.12 illustrates the design of a 4-period Bragg grating using the rib waveguide. Instead of using symmetric corrugations on the rib or slab layer, we use asymmetric corrugations to increase the number of gratings. The grating periods are $\Lambda_1 = 285$ nm and $\Lambda_2 = 290$ nm, $\Lambda_3 = 295$ nm and $\Lambda_4 = 300$ nm, respectively. The corrugation widths on the rib and on the slab are still $\Delta W_{\text{rib}} = 80$ nm (for $\Lambda_2$ and $\Lambda_3$) and $\Delta W_{\text{slab}} = 100$ nm (for $\Lambda_1$ and $\Lambda_4$), respectively. The grating length is still 580 $\mu$m, including 2035$\Lambda_2$, 2000$\Lambda_2$, 1966$\Lambda_3$, and 1933$\Lambda_4$. 
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Figure 3.10: (a) Measured (unnormalized) transmission spectrum of the dual-period grating: $\lambda_1$ and $\lambda_2$ correspond to $\Lambda_1$ and $\Lambda_2$, respectively. (b) Normalized response around the two Bragg wavelengths.
Figure 3.11: Dual-period grating: simulation vs. measurement. In the top graph, the solid blue curve shows the simulated effective index of the fundamental TE mode; the green and red dashed curves correspond to the effective indices that are needed using $\Lambda_1$ and $\Lambda_2$, respectively; thus, the intersection points correspond to the two Bragg wavelengths.

Figure 3.12: Schematic diagram of the 4-period rib waveguide grating (not to scale). Design parameters: $\Lambda_1 = 285$ nm, $\Lambda_2 = 290$ nm, $\Lambda_3 = 295$ nm, $\Lambda_4 = 300$ nm, $\Delta W_{rib} = 80$ nm, $\Delta W_{slab} = 100$ nm, and the grating length is 580 $\mu$m.
Figure 3.13: Measured spectral responses of a 4-period grating. $\lambda_1$, $\lambda_2$, $\lambda_3$, and $\lambda_4$ correspond to $\Lambda_1$, $\Lambda_2$, $\Lambda_3$, and $\Lambda_4$, respectively.

Figure 3.13 shows the measured spectral responses of a fabricated device. We can clearly observe four Bragg wavelengths, each corresponding to one grating period. Note that the extinction ratios of the four notches are lower than those in Figure 3.10 because the coupling coefficients are reduced by half. In summary, this multi-period grating concept increases the design flexibility and allows for more custom optical functions.

### 3.4 Thermal Sensitivity

In this section, we use the dual-period grating discussed in the Section 3.3.1 to study the thermal sensitivity of rib waveguide gratings. Figure 3.14 shows how the Bragg wavelengths shift with temperatures. Clearly, both Bragg wavelengths are red-shifted as the temperature is increased. As shown in Figure 3.15, the thermal sensitivities of the two Bragg wavelengths are approximately the same: about 85 pm/°C. These values are also very close to the measured thermal sensitivity of strip waveguide gratings in Section 2.4, i.e., 84.4 pm/°C.
Figure 3.14: Bragg wavelength shift of a dual-period rib waveguide grating at different temperatures: (a) plot around $\lambda_2$, (b) plot around $\lambda_1$. 
Figure 3.15: Bragg wavelengths versus temperature corresponding to the spectra in Figure 3.14, showing thermal sensitivities of about 85 pm/°C.

3.5 Wafer-Scale Performance

Next, we will study the wafer-scale performance of rib waveguide gratings, again using the dual-period grating device discussed in the Section [3.3.1]. We use the same wafers that we used for strip waveguide gratings in the last chapter (recall in Section 2.5 that Wafer A has air cladding and Wafer B has oxide cladding). We may also recall that the exposure dose for the deep etch is increased from left to right across the wafer, so the slab width should decrease from column -4 to column 2. On the other hand, the exposure dose for the partial etch is fixed, so the shallow-etched rib is supposed to be on target everywhere across the wafer. From Figures 3.16 to Figure 3.20, we have the following important observations:

Wavelength

- The wavelength variations are much smaller than that for the strip waveguide grating, i.e., 6–8 nm vs. >30 nm.
- The wavelength variations are random, whereas for the strip waveguide grat-
ing, the two wafers show a clear trend that the wavelength decreases from left to right columns (see Figures 2.41 to 2.43). This is because the rib waveguide is much less sensitive to the slab width than the strip waveguide to the waveguide width. Therefore, the Si thickness variation, which is random, is the dominant source of variation for rib waveguide gratings, despite of the large and intentional slab width variations induced by the exposure dose sweep.

- $\lambda_1$ and $\lambda_2$ show almost the same variations. This is expected because the two wavelengths come from the same waveguide and thus are subject to the same waveguide variations. This is also reflected by the spacing between $\lambda_1$ and $\lambda_2$, namely, the spacing variation is only about 0.2 nm on both wafers.

- The average values of $\lambda_1$ and $\lambda_2$ on Wafer B is about 4 nm larger than those on Wafer A, due to the higher index of the cladding.

**Bandwidth**

- For $\Delta \lambda_2$, both wafers show a similar trend that the bandwidth increases from left to right columns. This agrees with the intentional exposure dose variation, i.e., the slab width decreases and thus the coupling becomes stronger.

- For $\Delta \lambda_1$, the variations are smaller and more random than that for $\Delta \lambda_2$.

Table 3.1 lists the wafer-scale statistics of the measurement data. The general conclusion is that rib waveguide gratings have better uniformity than strip waveguide gratings. Another finding is that the Bragg wavelength variation of rib waveguide gratings is mainly caused by the Si thickness variations. Hence improving the SOI thickness uniformity is very important. It is fortunate that wafer manufacturers are always improving the uniformity over time, driven by the CMOS industry that is now developing 14 nm technologies. In the silicon photonics area, the state-of-the-art foundry process can achieve tight within-wafer silicon thickness variation of $3\sigma < 2.5$ nm [8]. Hopefully, within the next few years, the wafer specifications can be further improved to meet the strict requirement of silicon photonic devices in a cost-effective way.
Figure 3.16: Wavelength nonuniformity of the dual-period grating on Wafer A.
Figure 3.17: Bandwidth nonuniformity of the dual-period grating on Wafer A.
Figure 3.18: Wavelength nonuniformity of the dual-period grating on Wafer B.
Figure 3.19: Bandwidth nonuniformity of the dual-period grating on Wafer B.
Figure 3.20: Performance nonuniformity of the dual-period grating as a function the column number. Each error bar is symmetric and the length is two standard deviations (within each column). All variations are random except the bandwidth variations for $\Delta \lambda_2$, which show that the bandwidth increases from left to right columns due to the intentional exposure dose variation.
<table>
<thead>
<tr>
<th>Device</th>
<th>Parameter</th>
<th>Wafer A (air cladding)</th>
<th>Wafer B (oxide cladding)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>Range</td>
<td>Standard Deviation</td>
</tr>
<tr>
<td>Strip WBG</td>
<td>λ</td>
<td>1523.52 nm</td>
<td>31.90 nm</td>
</tr>
<tr>
<td></td>
<td>Δλ</td>
<td>4.24 nm</td>
<td>1.17 nm</td>
</tr>
<tr>
<td>Rib WBG</td>
<td>λ1</td>
<td>1515.91 nm</td>
<td>6.73 nm</td>
</tr>
<tr>
<td></td>
<td>λ2</td>
<td>1533.18 nm</td>
<td>6.91 nm</td>
</tr>
<tr>
<td></td>
<td>λ2-λ1</td>
<td>17.26 nm</td>
<td>0.18 nm</td>
</tr>
<tr>
<td></td>
<td>Δλ1</td>
<td>1.12 nm</td>
<td>0.06 nm</td>
</tr>
<tr>
<td></td>
<td>Δλ2</td>
<td>1.48 nm</td>
<td>0.25 nm</td>
</tr>
</tbody>
</table>

Table 3.1: Statistics of strip and rib waveguide Bragg gratings (WBG).

3.6 Spiral Gratings

We have shown that rib waveguide gratings can achieve narrow bandwidths. Since the perturbations are very weak, a very long length is required to obtain a high reflectivity. However, this is often not desired from the layout perspective because the high aspect ratio makes it difficult to integrate them efficiently in photonic integrated circuits. More importantly, the performance of long Bragg gratings is more likely to be affected by the Si thickness variations, as we already discussed in Section 2.2.5.5. If the fabrication is done using electron beam lithography, long Bragg gratings may also suffer from stitching errors due to the limited writing field. Therefore, it is important to pack long Bragg gratings in a small area.

Recently, Zamek et al. [115] demonstrated Bragg gratings based on a curved strip waveguide with weakly coupled pillars, showing a length of 920 μm within an area of 190 μm×114 μm and a stop bandwidth of 1.7 nm. The packing efficiency, defined as \( \frac{L}{\sqrt{A}} \) where \( L \) is the length and \( A \) is the area, is about 6.2 [115]. To further improve the packing efficiency, spiral geometries can be used [116, 117].

3Parts of Section 3.6 have been published: X. Wang, H. Yun, and L. Chrowtowski, “Integrated Bragg gratings in spiral waveguides,” in CLEO 2013, San Jose, CA, June 2013, paper CTh4F.8.
Simard et al. demonstrated third-order Bragg gratings in multimode strip waveguides, showing a length of 2 mm within an area of $200 \mu m \times 190 \mu m$, attaining packing efficiency of about 10.2 \[116\].

In this section, we demonstrate first-order Bragg gratings in a single-mode rib waveguide using a spiral geometry. Our results show not only a significantly improved packing efficiency of about 21.8, but also a very narrow bandwidth of 0.26 nm.

### 3.6.1 Design

The rib waveguide is the same as in the last few sections, and we chose to use the rib sidewalls for the construction of gratings. As illustrated in Figure 3.21, the gratings are designed on the rib using sidewall corrugations. On each side of the rib, the corrugation width is designed to be 50 nm. The period of the first-order grating is kept constant at 290.9 nm in the whole spiral.

Figure 3.21 shows the top view of the spiral grating design. The spiral consists of a series of half circles with different diameters ($D$), while the radius of curvature is kept constant within each half circle. As shown in Figure 3.22(b), the diameters of the two smallest half circles ($D_{\text{min}}$) in the centre, i.e., the S-shape, are 20 nm. The spacing between two adjacent half circles, or the spiral pitch ($P$), is 5 nm to ensure low crosstalk. Note that this value is quite conservative and could be reduced (e.g., to 3 nm) to further improve the space
efficiency. Therefore, the diameters of the half circles except for the S-shape start
from 45 \( \mu m \) and increment with a step of 5 \( \mu m \). The length and area of the spiral
is determined by the largest half circle, and, as shown in Figure 3.22(a), the largest
half circle is the outmost one on the right, with clockwise light propagation. Ex-
cluding this largest half circle and the S-shape, the spiral can be divided equally
into left and right, each with \( N \) half circles. The diameter of the largest half circle
can then be described as:

\[
D_{max} = 2D_{min} + (2N_R + 1)P
\] (3.1)

and the total length of the spiral grating is:

\[
L = \frac{\pi}{2} \left[ 4(N_R + 1)D_{min} + (2N_R^2 + 2N_R + 1)P \right]
\] (3.2)

In this work, we present two proof-of-concept designs, one with \( N_R = 5 \), \( D_{max} = 95 \mu m \), \( L = 1.233 \) mm, and the other with \( N_R = 10 \), \( D_{max} = 145 \mu m \), \( L = 3.118 \) mm.

In the spiral, the variation of the bending radius potentially causes two issues:
the variation in the effective index and the mode mismatch loss. First, we simulate
the effective index of the waveguide as a function of bending radius (\( R \)), as shown
in Figure 3.23. We can see that for \( R \) larger than 22.5 \( \mu m \), the effective index
variation is very small (\(<1.2\times10^{-4}\)) and thus is negligible. However, from \( R = 22.5 \mu m \) to \( R = 10 \mu m \), the effective index is increased by about \( 1.8\times10^{-3} \), which

![Figure 3.22: Optical microscope images of the fabricated device with \( N=10 \). (a) Whole layout. (b) Enlarged image of center region of the spiral.](image)

In this work, we present two proof-of-concept designs, one with \( N_R = 5 \), \( D_{max} = 95 \mu m \), \( L = 1.233 \) mm, and the other with \( N_R = 10 \), \( D_{max} = 145 \mu m \), \( L = 3.118 \) mm.

In the spiral, the variation of the bending radius potentially causes two issues:
the variation in the effective index and the mode mismatch loss. First, we simulate
the effective index of the waveguide as a function of bending radius (\( R \)), as shown
in Figure 3.23. We can see that for \( R \) larger than 22.5 \( \mu m \), the effective index
variation is very small (\(<1.2\times10^{-4}\)) and thus is negligible. However, from \( R = 22.5 \mu m \) to \( R = 10 \mu m \), the effective index is increased by about \( 1.8\times10^{-3} \), which
is obviously undesirable for a perfectly uniform grating. To improve upon this in future, one can consider slightly decreasing the grating period in the S-shape to compensate for the higher effective index. Alternatively, one may increase the bending radius of the S-shape while keeping the grating period constant, and reduce the spiral pitch to maintain the packing efficiency. The second approach also has an advantage of reducing the mode mismatch loss at the centre point of the S-shape, as will be discussed below. Table 3.2 lists the mode mismatch losses at different places in the spiral. At the centre point of the S-shape, the change in bending orientation causes a remarkable mode mismatch loss, which is about 0.13 dB for $R=10 \mu m$. This is clearly the dominant source of mode mismatch loss in the spiral, as the second largest one is only about 0.01 dB (at the ending points of the S-shape), and the third largest one is already negligible (at the connection points between $R=22.5 \mu m$ and $R=25 \mu m$). If the $R$ of the S-shape is increased to 15 $\mu m$, the mode mismatch loss is reduced to about 0.06 dB, and effective index variation is also reduced to $5.8 \times 10^{-4}$, as shown in Figure 3.23.
Table 3.2: Mode mismatch loss between two bent waveguides (WG).

<table>
<thead>
<tr>
<th>WG A</th>
<th>WG B</th>
<th>Loss (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>R = 10 μm</td>
<td>R = 10 μm*</td>
<td>0.1336</td>
</tr>
<tr>
<td>R = 10 μm</td>
<td>R = 22.5 μm</td>
<td>0.0102</td>
</tr>
<tr>
<td>R = 22.5 μm</td>
<td>R = 25 μm</td>
<td>6.6157×10⁻⁵</td>
</tr>
</tbody>
</table>

*indicates bending in the opposite direction.

3.6.2 Results and Discussion

Figure 3.24 shows the SEM image of the fabricated gratings. Figure 3.25 shows the measured transmission spectra of the two fabricated devices. We can see that there is only one sharp dip in each curve within a wide wavelength range (120 nm), indicating single-mode operation. Additionally, the envelopes of the two curves overlap very well, which means that the longer device does not introduce much excess loss, thus indicating that the propagation loss of the spiral waveguide grating is low. As shown in Figure 3.25(b), the shorter device shows an extinction ratio of about 6.5 dB and a 3-dB bandwidth of 0.28 nm. For the longer device, the extinction ratio increases to about 23 dB since more light is reflected, while the
3-dB bandwidth is slightly reduced to 0.26 nm. The reduction in the first-null band- 
width is more distinguishable, i.e., from 0.6 nm for \( N = 5 \) to 0.32 nm for \( N = 10 \), 
which agrees with the theories for Bragg gratings with weak index modulations (see Eq. 1.16). We also observe a slight Bragg wavelength shift of about 0.35 nm 
between the two devices, which is most likely due to the Si thickness variations. In 
terms of footprint, the longer device occupies an area of 141 \( \mu \text{m} \times 146 \mu \text{m} \), which 
is smaller than previously reported Bragg gratings in curved waveguides [115] and 
spiral waveguides [116]. The length, in contrast, is much longer, and shows a
greatly improved packing efficiency of 21.8. Again, we expect that the packing efficiency can be further improved by reducing the spiral pitch (e.g. to 3 µm).

In summary, we have experimentally demonstrated integrated first-order Bragg gratings in silicon spiral waveguides using a CMOS-compatible fabrication process. The devices exhibit high packing efficiencies as well as very narrow bandwidths. Compared with long straight waveguide gratings, the spiral shape is more desirable for large-scale integrated photonic circuits; meanwhile, it can reduce the effects of Si thickness variations on the grating performance. Further work will include the optimization of the S-shape to reduce the mode mismatch loss and effective index perturbations.

3.7 Summary

In this chapter, we have studied Bragg gratings in rib waveguides. This family of devices is especially useful for narrow-band applications, such as WDM filters. Although this particular rib geometry has a finite slab and requires two etches, it is also possible to design gratings with similar performance based on the more commonly used rib geometry and using only one etch (i.e., with infinite slab and corrugations on the rib). The coupling coefficient has been demonstrated as low as about $1 \times 10^3$ m$^{-1}$, which corresponds to a bandwidth of only 0.2 nm.

The multi-period grating structure is very useful for making custom optical functions, with the additional benefits of reducing the device size and the effects of fabrication nonuniformity. We find that our rib waveguide gratings have much better uniformity than strip waveguide gratings, and that the Si thickness variation is the only major cause of the wavelength variation. We also show that the spiral grating is not only favourable for the real estate on chip but also has the potential to minimize the effects of the Si thickness variation.
Chapter 4

Slot Waveguide Bragg Gratings

Optical sensing is one of the promising applications for silicon photonic Bragg gratings [15,77]. The sensitivity is determined by the overlap between the electric field and the surrounding medium [14,15]. In Section 2.6.3, we have demonstrated a biosensor using a strip waveguide phase-shifted grating. Since the electric field is concentrated in the silicon, only weak evanescent field tails are available for the sensing, resulting in a low sensitivity of only about 58 nm/RIU. To improve the sensitivity, we propose to use slot waveguides for Bragg gratings. Unlike strip or rib waveguides, slot waveguides are very sensitive to the RI change of the cladding because the electric field is concentrated in the low-index slot region. In this Chapter, we will present a comprehensive study on slot waveguide Bragg gratings, including both uniform and phase-shifted gratings. We will investigate a number of design variations for both types of device. We also demonstrate a biosensor using a slot waveguide phase-shifted grating. Experimental results show a high bulk sensitivity of 340 nm/RIU and a high Q factor of about $1.5 \times 10^4$, which together results in an intrinsic LOD of only $3 \times 10^{-4}$ RIU. Finally, we demonstrate its capability of interrogating specific biomolecular interactions.

4.1 Slot Waveguide

Slot waveguide was first proposed by Almeida et al. in 2004 [36]. The large dielectric discontinuity at the high-index-contrast interfaces lead to a very strong optical confinement in the slot, which is promising for sensing and nonlinear optics. Figure 4.1 illustrates the cross section of a slot waveguide. It consists of two silicon arms separated by a low-index slot region. The geometric parameters include the arm width ($W_{\text{arm}}$) and the slot width ($W_{\text{slot}}$), both of which are defined by the lithography, and the waveguide height ($H$), which is fixed at 220 nm. The cladding material can be air, water, glass, or other low-index materials. In Section 4.2 and Section 4.3, we will use silicon oxide as the cladding material. In Section 4.4, the cladding material is the analyte to be measured. Figure 4.2 shows the simulated TE mode profile of a slot waveguide with oxide cladding. It can be clearly seen that the electric field is strongly confined inside the slot region. There are also weak evanescent fields decaying on the outer sides of the waveguide, which slightly add to the light-matter interaction, and, as will be discussed below, can also be used for the construction of Bragg gratings. The SEM image of the cross section of a fabricated slot waveguide is shown in Figure 4.3.

![Figure 4.1: Schematic of a slot waveguide cross section (not to scale).](image-url)
Figure 4.2: Simulated electric field of the fundamental TE mode in a slot waveguide with the following design parameters: oxide cladding, $W_{arm} = 270$ nm, and $W_{slot} = 150$ nm. The field intensity is strongly confined inside the slot region.

Figure 4.3: SEM image of the focused ion beam (FIB) milled cross section of a fabricated device (the small hole in the centre was due to the incomplete coating of platinum deposited to protect the waveguides during the FIB milling). Design parameters: $W_{arm} = 270$ nm, and $W_{slot} = 150$ nm.
4.2 Uniform Gratings

In this section, we present the design of uniform Bragg gratings in slot waveguides. A number of design variations will be discussed. Experimental results show high extinction ratios of 40 dB and bandwidths ranging from 2 nm to more than 20 nm.

4.2.1 Design and Fabrication

The gratings are formed with periodic sidewall corrugations either on the inside or the outside of the slot waveguide, as shown in Figure 4.4. Both configurations can modulate the effective index of the optical mode. Here, we present our designs of uniform gratings in two different waveguides (WG1 and WG2) with various corrugation widths ($\Delta W_{\text{in}}$ or $\Delta W_{\text{out}}$). Table 4.1 lists all of our design variations. All

![Figure 4.4: Schematic diagrams (not to scale) of the slot waveguide Bragg gratings with corrugations (a) inside and (b) outside.](image)

<table>
<thead>
<tr>
<th>WG #</th>
<th>$W_{\text{slot}}$</th>
<th>$W_{\text{arm}}$</th>
<th>$n_{\text{eff}}$</th>
<th>$\Lambda$</th>
<th>$\Delta W_{\text{in}}$</th>
<th>$\Delta W_{\text{out}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>150 nm</td>
<td>270 nm</td>
<td>1.85</td>
<td>420 nm</td>
<td>10, 20 nm</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0</td>
<td>10, 20, 30, 40 nm</td>
</tr>
<tr>
<td>2</td>
<td>200 nm</td>
<td>270 nm</td>
<td>1.80</td>
<td>430 nm</td>
<td>10, 20, 30, 40 nm</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0</td>
<td>10, 20, 30, 40 nm</td>
</tr>
</tbody>
</table>

Table 4.1: Design variations for uniform slot waveguide Bragg gratings.
devices have 1000 grating periods. The effective index \( n_{\text{eff}} \) of each waveguide was calculated at 1550 nm. The grating period \( \Lambda \) was chosen to obtain a Bragg wavelength close to 1550 nm while being compatible with the foundry design rules.

Figure 4.5 shows the top view SEM images of two fabricated devices. Again, we used square sidewall corrugations in the mask layout, as illustrated in Figure 4.4. However, as is clearly seen in Figure 4.5, the fabricated corrugations were rounded and resemble sinusoidal shapes due to lithographic effects.

![Figure 4.5: Top view SEM images of the fabricated slot waveguide Bragg gratings: (a) corrugation inside for \( W_{\text{slot}} = 150 \text{ nm}, W_{\text{arm}} = 270 \text{ nm}, \) and \( \Delta W_{in} = 20 \text{ nm} \). (b) corrugations outside for \( W_{\text{slot}} = 150 \text{ nm}, W_{\text{arm}} = 270 \text{ nm}, \) and \( \Delta W_{out} = 40 \text{ nm} \).]

In order to minimize the total footprint and bending losses, we use 500 nm wide strip waveguides for the routing, as well as for the Y-branch design. The coupling between the strip and slot waveguides is realized through mode converters [118]. As shown in Figure 4.6, one arm of the slot waveguide expands linearly in the coupling region and eventually becomes the strip waveguide. The other arm is slightly tilted in the coupling region, with its width and distance from the first arm unchanged; then after the coupling region, it bends away and tails off. The coupling length is 5 \( \mu \text{m} \) to ensure that the coupling loss is negligible [118–120]. Figure 4.7 shows the SEM image of a fabricated strip-to-slot mode converter.
Figure 4.6: Schematic of the strip-to-slot mode converter (not to scale).

Figure 4.7: SEM image of a strip-to-slot mode converter as illustrated in Figure 4.6
4.2.2 Measurement Results

Figure 4.8 shows the measured raw spectral responses of a uniform grating. The transmission spectrum shows a deep notch with an extinction ratio greater than 40 dB. The centre wavelength is about 1550 nm, in good agreement with the design value. Accordingly, a peak is seen in the reflection spectrum. The peak power is about 3 dB below the transmission level, corresponding to the extra loss of the Y-branch. The Y-branch also has weak parasitic back-reflection due to the abrupt waveguide discontinuity, which limits the noise floor of the reflection spectrum.

![Graph of transmission and reflection spectra](image)

**Figure 4.8:** Measured raw spectra of a uniform grating designed on WG1 with $\Delta W_{\text{out}} = 10$ nm, showing a deep notch with an extinction ratio greater than 40 dB at about 1550 nm.

Figure 4.9 shows the measured transmission spectra for the devices based on WG1. The spectra were normalized by using a straight waveguide as a reference to subtract the insertion loss, i.e., the envelope of the transmission spectrum in Figure 4.8. We can see that all the devices exhibit high extinction ratios of about 40 dB. As the corrugation width is increased, the stop-band becomes broader due to the increased grating coupling coefficient.

The bandwidths for all design variations are also plotted versus corrugation width in Figure 4.10. We can see that the bandwidth ranges from 2 nm to more than 20 nm. The green curve is well above the other three curves, and the device using
Figure 4.9: Measured transmission spectra of the uniform gratings designed on WG1. (a) corrugations inside, (b) corrugations outside. For both configurations, the stop-band becomes broader with increasing corrugation width.

Figure 4.10: Measured bandwidth versus designed corrugation width on WG1 and WG2. WG1 with inside corrugations shows the largest bandwidth due to the strongest perturbation.
WG1 with 20 nm inside corrugations have the largest grating coupling coefficient. An intuitive explanation is that the optical field is strongly confined in the slot, as shown in Figure 4.2, and a small corrugation can have a large impact on the field. Increasing the slot width reduces the optical confinement in the slot, and, therefore, the effect of a particular corrugation inside the slot of WG2 is smaller than it is in WG1, which is why the red curve is below the green curve. When the corrugations are placed on the outside of the slot waveguide, in both WG1 and WG2, the bandwidths are narrower and very similar to each other, due to the fact that the evanescent field tails are relatively weak.

4.3 Phase-Shifted Gratings

In this section, we will discuss phase-shifted gratings in slot waveguides. Experimental results show Q factors up to $3 \times 10^4$. This is higher than all reported values for slot waveguide ring resonators, which usually suffer from large bending losses and mode mismatch losses.

4.3.1 Design and Fabrication

Figure 4.11(a) shows the schematic of a phase-shifted Bragg grating using corrugations on the outside of the slot waveguide. The length of the phase shift is equal to one grating period. On each side of the phase shift, there are $N$ grating periods that function as a distributed Bragg reflector (DBR). The principle of operation is the same as in strip waveguide, as discussed in Section 2.6, i.e., a cavity is created by the phase shift and a resonant peak will appear at the centre of the stop-band of the transmission spectrum. The only difference is that the optical mode is concentrated in the slot region. Figure 4.11(b) shows a top view SEM image of a fabricated device, with the phase shift highlighted in the dashed box.

In order to better understand this structure, we also performed 3D-FDTD simulations. Figure 4.11(c) shows a simulated transmission spectrum featuring a sharp resonant peak at the centre of the stop-band. Figure 4.12 shows the electric field distributions for the on-resonance state and an off-resonance state. Again, we can see that the electric field is strongly confined in the slot region, whether the wavelength is on- or off-resonance. In Figure 4.12(a), the wavelength is 1543 nm, lo-
Figure 4.11: Phase-shifted Bragg gratings with corrugations on the outside of the slot waveguide: (a) schematic diagram (not to scale), (b) SEM image showing the phase shift region of a fabricated device, (c) transmission spectrum simulated by FDTD with the following geometric parameters: WG1, $\Delta W_{out} = 40$ nm, and $N = 50$.

cated in the left valley of the stop-band in Figure 4.11(c). The incoming light is mostly reflected back by the first DBR mirror on the left. As the wavelength shifts to the resonant peak at 1550 nm, the cavity starts to resonate and light is concentrated around the phase shift, as shown in Figure 4.12(b).

As discussed in Section 2.6, we have known that the intrinsic $Q$ factor of a phase-shifted grating is limited by the waveguide loss (see Eq. 2.10). Compared with conventional low-loss waveguides on silicon (i.e., strip and rib waveguides), slot waveguides exhibit relatively high losses. Typical reported loss values for slot waveguides are on the order of 10 dB/cm [119, 121, 122]. Assuming that the loss is 10 dB/cm and $n_g = 3.35$ (simulated value for WG1 in Table 4.1), the calculated $Q_I$ is about $5.89 \times 10^4$ at 1550 nm. If this resonator is critically coupled [14], the total $Q$ is reduced by a factor of two and becomes about $2.95 \times 10^4$. As will be further discussed in next section, these approximations give values comparable to
Figure 4.12: Electric field distributions for light incident from the left at (a) 1543 nm and (b) 1550 nm. The simulation parameters are the same as in Figure 4.11(c). The field was recorded at the middle of the silicon waveguide in the vertical direction (i.e., corresponding to the plane of y=110 nm in Figure 4.2).

the maximum Q values that we have observed experimentally.

4.3.2 Measurement Results

We designed a number of phase-shifted gratings based on WG1 and WG2 (see Table 4.1), using both inside-corrugation and outside-corrugation configurations. For each configuration, we used the largest corrugation width listed in Table 4.1 in order to obtain the largest grating coupling coefficient. Figure 4.13 shows the measured raw spectral responses of a phase-shifted grating. A sharp resonant peak is clearly seen at the centre of the stop-band in the transmission spectrum and, accordingly, a deep notch appears in the reflection spectrum.

We varied the length of the gratings to study its impact on the Q factor. Figure 4.14(a) shows a set of transmission spectra for devices based on WG1 with
Figure 4.13: Measured raw spectra of a phase-shifted grating designed on WG1 with $\Delta W_{out} = 40$ nm and $N = 300$.

Figure 4.14: (a) Measured transmission spectra for phase-shifted gratings designed on WG1 with $\Delta W_{out} = 40$ nm and various lengths, (b) Q factor as a function of $N$. 
\( \Delta W_{\text{out}} = 40 \text{ nm} \) and for various lengths. As \( N \) is increased from 200 to 500, the stop-band becomes deeper because more light is reflected back. Also, the resonant peak becomes sharper and the Q factor increases from 800 to \( 1.55 \times 10^4 \), although the peak amplitude slightly decreases. The Q factor is also plotted as a function of \( N \) for all design variations in Figure 4.14(b). We can see that the green curve is well above the other three curves, which verifies that WG1 with \( \Delta W_{\text{in}} = 20 \text{ nm} \) has the largest grating coupling coefficient. However, when \( N \) exceeds 200, the cavity becomes over coupled and the amplitude of the resonant peak drops dramatically so that it cannot be observed. The blue and black curves are on the bottom and overlap with each other, which verifies that WG1 and WG2 with \( \Delta W_{\text{out}} = 40 \text{ nm} \) have small, and similar, grating coupling coefficients. Finally, the red curve is in between the other three, again in agreement with the result in Figure 4.10, and shows the maximum Q factor of about \( 3 \times 10^4 \) at \( N = 500 \). This is the highest Q factor reported for slot waveguide resonators. This is also very close to the calculated Q factor under critical coupling condition, assuming that the wavelength propagation loss is 10 dB/cm. Recently, a few approaches have been reported to reduce the loss figures for slot waveguides [119, 123, 124]. For example, Spott et al. reported the lowest loss of 2 dB/cm by using asymmetric slot structures, but at the expense of reduced optical confinement and a relatively complicated fabrication process [124]. However, we expect that further improvements in the lithography and etching processes will reduce the loss of slot waveguides and lead to better performance for slot waveguide Bragg gratings.

### 4.4 Biosensing Applications

In this section, we present a novel silicon photonic biosensor using a phase-shifted Bragg grating in a slot waveguide. We experimentally demonstrate a high sensitivity of 340 nm/RIU measured in salt solutions and a high quality factor of \( 1.5 \times 10^4 \) (in an aqueous medium), enabling a low LOD of \( 3 \times 10^{-4} \) RIU. We also demonstrate the device’s ability to interrogate specific biomolecular interactions, resulting

---

in the first of its kind label-free biosensor.

4.4.1 Silicon Photonic Biosensors

Silicon photonic biosensors have demonstrated great potential for label-free on-chip detection of biomolecules [14, 125]. Various optical structures [126, 127], such as microring [128–132] and microdisk resonators [14, 133], Bragg gratings [77, 134], and photonic crystals [135], have been developed on the SOI platform for biological sensing applications. Nearly all of these sensors are based on measuring the RI change of the surrounding environment, which allows for real-time and direct detection of molecular interactions near the sensor surface. We know that the sensitivity is determined by the overlap between the electric field and the analyte. In many silicon photonic sensors (e.g., strip-waveguide-based ring resonators and Bragg gratings, disk resonators, conventional photonic crystals), the majority of the electric field is confined in the high-index material (i.e., silicon), thus it is difficult to interact with the analyte efficiently and the sensitivity is low. For example, in Section 2.6.3, we have demonstrated a strip waveguide grating sensor with a high Q factor of 27600, but the sensitivity is only 58 nm/RIU, which leads to an intrinsic LOD of $9.3 \times 10^{-4}$ RIU, similar to that of a strip waveguide ring resonator (e.g., $1.1 \times 10^{-3}$ RIU in [128]).

To enhance the sensitivity, an effective solution is to use slot waveguide structures [36]. In slot waveguides, the electric field is concentrated inside the low-index slot, leading to an increased field overlap with the analyte and hence a higher sensitivity. A slot waveguide ring resonator was first developed for biosensing applications by Barrios et al. [136] on a Si$_3$N$_4$–SiO$_2$ platform, showing a bulk sensitivity of 212 nm/RIU. This structure has also been demonstrated on the SOI platform by Claes et al. [137], showing a higher sensitivity of 298 nm/RIU, as well as a much smaller footprint due to the high index contrast of the material system.

We also know that the LOD is another important parameter to evaluate the sensor performance. For single-resonator silicon photonic sensors, the LOD depends not only on the sensitivity but also on the Q factor and the system noise [14]. For the purpose of comparing different single-resonator sensors (neglecting the measurement system noise), the intrinsic LOD is defined as the RI change correspond-
ing to one resonance linewidth, which is inversely proportional to the sensitivity and the Q factor (see Eq. 2.16). Therefore, it is necessary to have both high sensitivity and high Q factor to minimize the intrinsic LOD. The afore-mentioned slot waveguide ring resonators have shown high sensitivities, however, their Q factors are typically very low, which is primarily limited by the high bending loss, mode mismatch loss, and scattering loss due to waveguide roughness [137]. Although Baehr-Jones et al. [121] demonstrated slot ring resonators with exceptionally high Q values (>20000 in air) in 2005, they pointed out that there are significant challenges in the design and fabrication. Thus, their record Q values have not been reproduced since then, and in fact, other reported Q values since then are much lower (e.g., Barrios et al. reported Q=330 [136] and Claes et al. reported Q=1800 [137], both in water). Moreover, in general, ring resonators have limited free spectral ranges (FSR) and demanding tolerance on the structural geometry (e.g., in order to achieve a high extinction ratio, the critical coupling condition must be satisfied, which requires a strict control of the coupling region). Recently, another structure called a slotted photonic crystal [138, 139] has gained attention in this field due to its small modal volume and greatly enhanced light-matter interaction. However, it presents additional design and fabrication challenges.

As already demonstrated in the previous sections, slot waveguide Bragg gratings and resonators do not suffer from the high bending losses and mode mismatch losses of slot waveguide ring resonators. Therefore, a much higher Q factor can be achieved with slot waveguide phase-shifted gratings. By combining the high sensitivity of the slot with the high Q factor of the phase-shifted grating, we experimentally obtained an intrinsic LOD of $3 \times 10^{-4}$ RIU at 1550 nm. To our knowledge, this is the best experimental result for slot-based biosensors. Additional advantages of this sensor include simple optical design, a high extinction ratio, a small footprint, a large range for RI change (owing to single-mode operation), rapid integration with microfluidic channels, and compatibility with commercial CMOS fabrication technology. Commercial CMOS compatibility is particularly important for producing high-volume, low-cost, and possibly disposable sensor chips by leveraging the economies of scale of the CMOS foundry process. To evaluate the performance of this sensor, the silicon chip is integrated with a reversibly bonded polydimethylsiloxane (PDMS) microfluidic chip. We observe that the experimen-
tal performance of the sensor is in excellent agreement with numerical simulations. The performance of the biosensor in a modified biological sandwich assay is also presented.

4.4.2 Design and Fabrication

Figure 4.15 shows the schematic diagram of the sensor. The design parameters are as follows: $W_{\text{arm}} = 270$ nm, $W_{\text{slot}} = 150$ nm, $\Delta W_{\text{out}} = 40$ nm, $\Lambda = 440$ nm, and $N = 150$. The simulated Bragg wavelength is around 1530 nm when the cladding is water ($n = 1.33$). The total length of this sensor is about 132 $\mu$m. The footprint, however, is very small because the sensor is just a waveguide that is less than 1 $\mu$m wide, with a total area smaller than 132 $\mu$m$^2$. An SEM image of the fabricated device is shown in Figure 4.16.

The microfluidic channels were fabricated using PDMS soft lithography [140]. Briefly, SU-8 photoresist (MicroChem) was spin cast onto standard silicon wafers to a thickness of approximately 80 $\mu$m, then patterned using UV exposure through a transparency mask containing the microfluidic channel designs. After resist de-
development PDMS prepolymer and curing agent (Sylgard), mixed at a ratio of 10:1, were cast onto the mold and cured. The PDMS was then demolded and the individual microfluidic chips were diced and their inlet and outlet holes bored. Fluidic connections were made using friction fit fluid dispensing tips (EFD) interfaced with standard silastic tubing and connected to a syringe pump (Chemyx Nexus 3000). NaCl solutions of varying concentrations (in deionized water) were used for the refractive index sensitivity calibration of the sensor. For these experiments, the syringe pump was used to deliver deionized water, 62.5 mM, 125 mM, 250 mM, and 500 mM solutions through the microfluidic channels atop the sensors, interrupting flow briefly between reagent changes. The refractive indices of these solutions were measured using a digital refractometer (Reichert AR200).

4.4.3 Experiments and Discussion

Figure 4.17 shows the measured transmission spectrum of the sensor immersed in deionized water. As expected, a sharp resonance peak appears at the centre of the
stop band. The FWHM linewidth of this resonance is about 0.1 nm, corresponding to a Q factor of about $1.5 \times 10^4$. This “in-water” Q factor is much higher than those of the reported slot waveguide ring resonators [136, 137] and the slotted photonic crystal cavities [138]. Also of interest is that the resonance peak exhibits a large extinction ratio of larger than 20 dB, which is rarely seen in other slot-based biosensors such as ring resonators.

### Bulk Sensitivity

Figure 4.18(a) shows the measured transmission spectra of the sensor covered with different NaCl concentrations. For each concentration, we measured the optical spectra multiple times (every $\sim$1.5 minutes) to verify the reliability and repeatability. The peak wavelength shift during the six steps is also shown in Figure 4.18(b). Since the refractive indices of the salt solutions are already known, we plot the peak wavelength shift as a function of the refractive index in Figure 4.19. We clearly observe that the experimental result agrees well with the simulation result. The sensitivity ($S$) is about 340 nm/RIU, which is higher than those of the reported slot waveguide ring resonators [136, 137, 141-143].

![Graph showing measured transmission spectrum with Q factor of $1.5 \times 10^4$.](image)
Figure 4.18: Measurement results for various NaCl concentrations: (a) transmission spectra for all the measurements, (b) peak wavelength shift during the salt steps. Each color represents a NaCl concentration. Steps 1 and 6 correspond to 0 mM, and Steps 2 to 5 correspond to 62.5 mM, 125 mM, 250 mM, and 500 mM solutions, respectively.
Figure 4.19: Measured and simulated peak wavelength shift as a function of the refractive index of the salt solution. For the experimental data, the symmetric error bars are two standard deviation units in length.

Based on the Q factor ($1.5 \times 10^4$) and the sensitivity (340 nm/RIU), the intrinsic LOD is about $3 \times 10^{-4}$. This intrinsic LOD is, to date, the best experimental result for slot-based biosensors.

**Biosensing**

To demonstrate the biosensing capability, we conducted a modified sandwich assay involving well-characterized biomolecules with high binding affinities. The results, together with the accompanying reagent sequencing, are shown in Figure 4.20(a) and (b) respectively. Reagents were delivered to the sensor at 10 µL/min via reversibly-bonding PDMS microfluidics, briefly pausing flow to switch reagents. To limit the effects of thermal drift, the optical stage was thermally controlled to 30°C, thereby negating minor perturbations in the ambient temperature of the room. Optical scans of the resonant peaks were taken every 45 seconds and a signal baseline was established using phosphate buffered saline (PBS) for 20 minutes prior to sequencing other reagents. Lorentzian fitting of the optical spectra was used to determine the resonance wavelength.

To orient the capture antibody on the sensor surface, Protein-A (1 mg/mL)
Figure 4.20: Biosensing experimental results: (a) depicts the resonance wavelength shifts as the experiment progressed while (b) illustrates reagent sequencing corresponding to regions [A-E] in (a). Region A = Protein-A (1 mg/mL), B = anti-streptavidin (SA) (125 µg/mL), C = Bovine Serum Albumen (BSA) (2 mg/mL), D = streptavidin (SA) (1.8 µM), E = Biotin-BSA (2.5 mg/mL). Introduction of reagent in each region was followed by a PBS-wash, as shown by the short, black-dashed line mid-way through each region.
was passively adsorbed to its surface [144] followed by a PBS wash to remove un-bound or loosely bound protein as shown in region [A] of Figure [4.20](a) and (b). Next, the capture antibody, anti-Streptavidin (antiSA, 125 µg/mL), was introduced to functionalize the sensor’s surface. Upon adsorption, the 160 kDa protein results in a 2 nm resonant wavelength shift, as can be clearly seen in region [B]. To ensure our biological interactions were specific, the functionalized sensor was challenged with bovine serum albumin (BSA, 2 mg/mL), as shown in Region [C]. After a PBS wash, the signal drops towards the pre-BSA baseline, as expected. We hypothesize that the slight residual BSA is the result of incomplete rinsing by PBS or by permanent adsorption of BSA to the sensor surface resulting from incomplete coverage of the first Protein-A monolayer [145]. Next, we introduced the target analyte, Streptavidin (SA, 1.8 µM), resulting in irreversible binding to antiSA even after the PBS rinse, as shown in region [D]. Finally, to illustrate a secondary amplification step, capture of biotinylated BSA (b-BSA, 2.5 mg/mL) to the immobilized SA is shown in region [E]. To validate that the wavelength shifts are as expected, we performed a quantitative analysis on the first protein monolayer based on observations by Coen et al. [145]. They determined coverage of the first monolayer on the waveguide surface to be 10-50% and that the successful immobilization of an IgG’s Fc domain to a Protein-A receptor occurred on the second or third add layer. This presents a challenge in quantifying an exact number of bound molecules, especially for subsequent steps where molecules have multiple binding domains that may or may not be occupied. In addition, Claes et. al. discovered that biomolecules do not completely adhere and bind within the slot [137], creating additional uncertainty for an accurate analysis. Using Lumerical MODE solver, we modelled a 1 nm thick monolayer of Protein-A (42 kDa with a RI = 1.48 [146]) assuming: (1) moderate packing density on the waveguide surface due to steric hindrances, (2) limited diffusion into the slot, and (3) a sparse 3 nm film representing the second add layer. The simulated wavelength shift is twice the experimentally observed value, indicating 50% surface coverage with a 1 nm film. Based on the relative size and molecular weights of the subsequent molecules [147, 148], the resulting proportional wavelength shifts are also as expected. This simple assay demonstrates the specific and selective biosensing capability of our novel sensor and its potential for use in clinically relevant diagnostic settings.
Future work will include the integration of this sensor in architectures that allow for multiplexing and reference sensors, ultimately enabling more sophisticated label-free assays. In addition, surface functionalization strategies and chemistries we recently published in [149] will be explored to demonstrate its capability as a medical diagnostic sensor for use in complex media like saliva, serum, and whole blood.

4.5 Summary

The integration of Bragg gratings in slot waveguides offers many new possibilities. It combines the superior sensing ability of slot waveguides with the flexibility in the design of the spectral response of Bragg gratings. The uniform gratings show high extinction ratios of 40 dB and bandwidths ranging from 2 nm to more than 20 nm. The phase-shifted gratings show Q factors up to $3 \times 10^4$, much higher than most reported values for slot waveguide ring resonators. This family of devices also has great potential for optical modulation, nonlinear optics and optical signal processing.
Chapter 5

Conclusion and Future Work

5.1 Conclusion

In this thesis, we have studied silicon photonic waveguide Bragg gratings. Three types of waveguides – strip, rib, and slot waveguides – have been investigated, each as a dedicated chapter. In each chapter, we presented the design and experimental results of various grating devices. We have also demonstrated a number of applications using our grating devices. The major contributions of this research include:

1. Towards CMOS-compatible silicon photonics. Most of the early work on integrated waveguide Bragg gratings relies on e-beam lithography fabrication. Though attractive for prototyping, e-beam lithography has one fatal drawback – low throughput, e.g., it could literally take hours to write only one wafer, preventing it from real productions. In this thesis, all of the silicon chips were fabricated using commercial CMOS fabrication facilities, paving the way for the future development and commercialization of silicon photonic Bragg gratings.

2. A comprehensive study of uniform Bragg gratings in strip waveguides. We have investigated almost all possible design variations, including grating period, corrugation width, waveguide width, cladding material, grating length, and corrugation shape. The experimental results for most design variations
agree with theoretical analysis and/or simulation results. However, we should emphasize the results for grating length variations. We have observed that the propagation losses of 500 nm strip waveguide gratings are within the range of 2.5–4.5 dB/cm, independent of the corrugation width. To our knowledge, this is the first report on the propagation loss of silicon photonic Bragg gratings. More interestingly, we have observed that as the grating length is increased beyond a certain value, the bandwidth becomes broader, which is primarily due to Si thickness variations.

3. Lithography effects. We have demonstrated a model to predict the fabrication imperfections of silicon photonic devices during the lithography process. This model has been validated for silicon photonic Bragg gratings by comparing the simulation results of the virtually fabricated gratings and the experimental results.

4. Technical achievements:

(a) Layout. We have discussed a number of practical techniques from the layout point of view, such as using design hierarchy in the GDSII file, generating cells using scripts in Pyxis Layout, using Y-branch to characterize the reflection port, two common layout configurations – individual fibers vs. fiber array, and a compact layout approach to increase the space-efficiency on the chip.

(b) Characterization. We have shown the importance of using a tunable laser with low SSE to characterize grating devices with high extinction ratios. In the absence of such a tunable laser source, we should optimize the sweeping settings to obtain the largest dynamic range.

5. Phase-shifted gratings in strip waveguides.

(a) A comprehensive study of phase-shifted gratings in strip waveguides. We have discussed the basics of phase-shifted gratings, such as the structure, physical interpretation from the cavity point of view, the Q factor and the waveguide loss limitations. We have also investigated
several important design variations, including grating length and corrugation width. A maximum Q factor of $1.9 \times 10^5$ has been experimentally demonstrated. Optical nonlinearity has also been observed for high-Q phase-shifted gratings.

(b) Application in biosensing. We have demonstrated a biosensor using a strip waveguide phase-shifted grating, showing a sensitivity of about 58 nm/RIU and a Q factor of 27600, which leads to an intrinsic LOD of about $9.3 \times 10^{-4}$ RIU.

(c) Application in microwave photonics and ultrafast optical signal processing [27, 108, 109].

6. Sampled grating and the Vernier effect. We have demonstrated sampled gratings, as well as the Vernier effect using two slightly-mismatched sampled gratings, for the first time on the silicon photonics platform. They can be used in tunable lasers to achieve a wide tuning range.

7. Narrow-band uniform Bragg gratings in rib waveguides. We have studied sidewall corrugations either on the rib or on the slab. Experimental results show that for the same corrugation width, the corrugation-on-slab configuration results in a smaller $\kappa$ than the corrugation-on-rib configuration. The smallest $\kappa$ we have obtained is about $1 \times 10^3$ m$^{-1}$, corresponding to a bandwidth of about 0.2 nm.

8. Multi-period gratings. We have demonstrated a multi-period grating concept, by taking advantage of the multiple sidewalls of the rib waveguide. The sidewalls of the rib and the slab are corrugated using different periods, resulting in two or more Bragg wavelengths that are controlled separately. This approach not only increases the design flexibility for custom optical filters but also reduces the device size and fabrication errors.

9. Thermal sensitivity. We have studied the thermal sensitivities of strip and rib waveguide Bragg gratings, both showing that the Bragg wavelength increases with temperature by about 84 pm/°C.
10. Wafer-scale performance. We have studied the wafer-scale nonuniformity of strip and rib waveguide gratings. The general conclusion is that rib waveguide gratings have better uniformity than strip waveguide gratings. Another finding is that the Bragg wavelength variation of rib waveguide gratings is primarily caused by the Si thickness variations. Hence improving the SOI thickness uniformity is very important.

11. Spiral gratings. We have demonstrated compact first-order Bragg gratings using a spiral rib waveguide. Our results show not only a significantly improved packing efficiency of about 21.8, but also a very narrow 3-dB bandwidth of 0.26 nm.


(a) We have demonstrated both uniform and phase-shifted gratings in slot waveguides. The gratings are formed with periodic sidewall corrugations either on the inside or the outside of the slot waveguide. Experimental results show bandwidths ranging from 2 nm to more than 20 nm for uniform gratings, and Q factors up to $3 \times 10^4$ for phase-shifted gratings.

(b) Application in biosensing. We have demonstrated a novel biosensor using a slot waveguide phase-shifted grating. Experimental results show a sensitivity of about 340 nm/RIU and a Q factor of $1.5 \times 10^4$, enabling an intrinsic LOD of about $3 \times 10^{-4}$ RIU (lowest intrinsic LOD for slot-based biosensors). We have also demonstrated the device’s ability to interrogate specific biomolecular interactions.

5.2 Future Work

- Apodized grating. As we have seen, uniform gratings often have large side-lobes in their reflection spectra. To reduce the level of the side-lobes, apodization should be used, i.e., varying the amplitude of the index modulation along the length of the grating. Fortunately, apodization is a mature technique that has been widely used for fiber Bragg gratings and there are various apodization profiles [82, 150]. However, we should point out that to characterize
the reflection of apodized gratings, the Y–branch we used in this thesis is not appropriate because it has weak parasitic back-reflection due to the abrupt waveguide discontinuity, which limits the noise floor of the reflection spectrum. To solve this problem, directional couplers or adiabatic couplers could possibly be used [151].

- TM gratings. In this thesis, we have only focused on Bragg gratings operating at TE polarization. Alternatively, we could design Bragg gratings at TM polarization, which has a few advantages. First, the TM mode has very low intensities around the waveguide sidewalls, therefore, the propagation loss is lower than that of the TE mode. This also allows for smaller coupling coefficients and is useful for narrow-band gratings. Moreover, the effective index of the TM mode is much smaller than that of the TE mode, which means that the grating period has to be increased (by a factor of about 1.5) and thus reducing the fabrication challenge.

- Active grating devices. Since the grating devices are sensitive to dimensional variations, it is necessary to develop tunable grating devices with accurate control, e.g., using thermal heating or p-i-n structures. It is also interesting to design high-speed modulators using p-n junctions, as illustrated in Figure 5.1.

- More applications. In this thesis, we have demonstrated a number of applications, however, we think that they represent just the tip of the iceberg. We expect that silicon photonic Bragg gratings will find more applications in silicon lasers [50], WDM systems, biosensors, microwave photonics, and optical signal processing.

- Last but not the least, real products! There are still many challenges that must be overcome before large-scale production can occur. Nonetheless, we expect that the silicon photonics community will keep making progress towards the commercialization of silicon photonic chips. Specifically for silicon photonic Bragg gratings, considerable effort will need to be given to improving the fabrication process, e.g., using immersion lithography, better wafer uniformity, and yield control.
Figure 5.1: A proposed active grating device – high-speed modulator based on a p-n junction: (a) mask layout and (b) schematic of the cross section of the p-n junction.
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