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Abstract

Acute myeloid leukemia (AML) is a high grade malignancy of non-lymphoid cells of the hematopoietic system. AML is a heterogeneous disease, and numerous attempts have been made to risk-stratify AML so that appropriate treatment can be offered. Single cell analysis methods could provide insights into the biology of AML leading to risk-stratified and functionally tailored treatments and hence improved outcomes. Recent advances in flow cytometry allow the simultaneous measurement of up to 17 antibody markers per cell for up to millions of cells, and it is performed routinely during AML clinical workup. However, despite vast amounts of flow cytometry data being gathered, comprehensive, objective and automated studies of this data have not been undertaken. Another method, strand-seq, elucidates template strand inheritance in single cells, with a range of potential applications, none of which had been automated when this thesis work commenced. I have developed bioinformatic methods enabling research into AML using both these types of data.

I present flowBin, a method for faithfully recombining multitube flow cytometry data. I present flowType-DP, a new version of flowType, able to process flow cytometry and other single cell data having more than 12 markers (including flowBin output). I demonstrate the application of flowBin to AML data, for digitally isolating abnormal cells, and classifying AML patients. I also use flowBin in conjunction with flowType to find cell types associated with clinically relevant gene mutations in AML.

I present BAIT, a software package for accurately detecting sister chromatid exchanges in strand-seq data. I present functionality to place unbridged contigs in late-build genomes into their correct location, and have, with collaborators, published the corrected locations of more than half the unplaced contigs in the current build of the mouse genome. I present contiBAIT, a software package for assembling early-build genomes which consist entirely of unanchored, unbridged contigs. ContiBAIT has the potential to dramatically improve the quality of many model organism genomes at low cost.

These developments enable rapid, automated, objective and reproducible deep profiling of AML flow cytometry data, subclonal cell analysis of AML cytogenetics, and improvements to model organisms used in AML research.
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Chapter 1

Introduction and Problem Statement

Acute myeloid leukemia (AML) is a disease with very poor prognosis. Focused research over the past decades has produced significant advances in both prognostic prediction and the understanding of the biology of AML, but little improvement in patient outcomes. New tools and methods are needed to further understand this disease, and from that understanding to develop new and more effective treatments tailored to the risk and biology of individual patients’ diseases. In particular, single cell techniques for investigating the clonal and somatic structure of the disease have the potential to increase understanding of the functions of driver mutations, the acquisition of drug resistance, frequency of relapse, relapse-free survival and overall survival. However, appropriate bioinformatic tools are needed to process the large amounts of data these techniques generate.

One potential source of new insight into AML lies in the untapped potential of flow cytometry data. Flow cytometry provides single cell immunophenotypic information for thousands to millions of cells from a single sample [7, 8]. It is performed routinely as part of leukemia clinical diagnosis. However, the analysis used by pathologists is typically manual and low-throughput, focusing only on known patterns. Nevertheless, vast amounts of data are stored in the process, which could be used for deeper retrospective analysis. Chapter 2 provides more detail about flow cytometry as it is applied to leukemia, and about existing bioinformatics methods which can be used for analyzing flow cytometry data.
1.1 Problem Statement

Another single cell technology with applications to AML research is strand-seq, which allows for determination of single cell template strand inheritance patterns. This information can be used for a range of purposes, from detected genomic rearrangements to assembling genomes. More detail about the strand-seq method and the need for automated analysis tools to complement it may be found in Chapter 2.

1.1 Problem Statement

The problem which this thesis attempted to solve can be summarized:

*Although the high-throughput methods of flow cytometry and strand-seq have produced large quantities of data that may facilitate life-saving research into AML treatment, the bioinformatics tools to analyze this data have been limited. Prior to this thesis work, tools for recombining the multitube flow cytometry data typical in AML diagnosis were few and produced imputation errors, while existing downstream methods were poorly suited for the high dimensionality of the resulting data. Tools for automatically analysing strand-seq were non-existent.*

1.2 Solutions

Chapter 4 describes a pipeline I developed which combines multi-tube flow cytometry data in a way which minimizes spurious marker combinations, and enables data mining on retrospective multitube flow cytometry data. Chapter 3 describes enhancements I made, in collaboration with Nima Aghaeepour and Adrin Jalali, to the flowType algorithm which enable it to be used on high-dimensional data, such as that produced by flowBin. Chapter 5 details analyses I have performed using flowBin and in some cases flowType, on AML flow cytometry data, and the biological results those have produced.

Chapter 6 describes contributions which I made to BAIT, a software package developed by myself and Mark Hills for automated analysis of strand-Seq data, especially for the purposes of detecting sister chromatic exchanges and placing unmapped contigs.
1.2. Solutions

in late-build genomes. Chapter 7 details contiBAIT, a subsequent package which uses strand-seq to assemble early-build genomes from unbridged contigs.

Lastly, Chapter 8 summarizes the contributions I have made, and suggests future work.
Chapter 2

Background

2.1 Flow Cytometry Bioinformatics

2.1.1 Flow Cytometry Data

Flow cytometers operate by hydrodynamically focusing suspended cells so that they separate from each other within a fluid stream. The stream is interrogated by one or more lasers, and the resulting fluorescent and scattered light is detected by photomultipliers. By using optical filters, particular fluorophores on or within the cells can be quantified by peaks in their emission spectra. These may be endogenous fluorophores such as chlorophyll or transgenic green fluorescent protein, or they may be fluorophores covalently bonded to detection molecules such as antibodies for detecting proteins, or hybridization probes for detecting DNA or RNA.

The ability to quantify these has led to flow cytometry being used in a wide range of applications, including but not limited to:

- Monitoring of CD4 count in HIV[9]
- Diagnosis of various cancers[10] [11]
- Analysis of aquatic microbiomes [12]
- Sperm sorting [13]
- Measuring telomere length[14]
2.1. Flow Cytometry Bioinformatics

Figure 2.1: Schematic diagram of a flow cytometer, showing focusing of the fluid sheath, laser, optics (in simplified form, omitting focusing), photomultiplier tubes (PMTs), analogue-to-digital converter, and analysis workstation.

Until the early 2000s, flow cytometry could only measure a few fluorescent markers at a time. Through the late 1990s into the mid-2000s, however, rapid development of new fluorophores resulted in modern instruments capable of quantifying up to 18 markers per cell [15]. More recently, the new technology of mass cytometry replaces fluorophores with rare earth elements detected by time of flight mass spectrometry, achieving the ability to measure the expression of 34 or more markers [16]. At the same time, microfluidic real-time polymerase chain reaction (qPCR) methods are providing a flow cytometry-like method of quantifying 48 or more RNA molecules per cell [17]. The rapid increase in the dimensionality of flow cytometry data, coupled with the development of high-throughput robotic platforms capable of assaying hundreds to thousands of samples automatically has created a need for improved computational analysis methods [15].
2.1. Flow Cytometry Bioinformatics

Figure 2.2: An example pipeline for analysis of FCM data and some of the Bioconductor packages relevant to each step.

### 2.1.2 Steps in Computational Flow Cytometry Data Analysis

The process of moving from primary FCM data to disease diagnosis and biomarker discovery involves four major steps:

1. Data pre-processing (including compensation, transformation and normalization)

2. Cell population identification (a.k.a. gating)

3. Cell population matching for cross sample comparison

4. Relating cell populations to external variables (diagnosis and discovery)
2.1.3 Data Pre-processing

Prior to analysis, flow cytometry data must typically undergo pre-processing to remove artifacts and poor quality data, and to be transformed onto an optimal scale for identifying cell populations of interest. Below are various steps in a typical flow cytometry preprocessing pipeline.

Compensation

When more than one fluorochrome is used with the same laser, their emission spectra frequently overlap. Each particular fluorochrome is typically measured using a bandpass optical filter set to a narrow band at or near the fluorochrome’s emission intensity peak. The result is that the reading for any given fluorochrome is actually the sum of that fluorochrome’s peak emission intensity, and the intensity of all other fluorochromes’ spectra where they overlap with that frequency band. This overlap is termed spillover, and the process of removing spillover from flow cytometry data is called compensation [18].

Compensation is typically accomplished by running a series of representative samples each stained for only one fluorochrome, to give measurements of the contribution of each fluorochrome to each channel [18]. The total signal to remove from each channel can be computed by solving a system of linear equations based on this data to produce a spillover matrix, which when inverted and multiplied with the raw data from the cytometer produces the compensated data [18, 19]. The processes of computing the spillover matrix, or applying a precomputed spillover matrix to compensate flow cytometry data, are standard features of flow cytometry software [20].

Transformation

Cell populations detected by flow cytometry are often described as having approximately log-normal expression [21]. As such, they have traditionally been transformed to a logarithmic scale. In early cytometers, this was often accomplished even before data
acquisition by use of a log amplifier. On modern instruments, data is usually stored in linear form, and transformed digitally prior to analysis.

However, compensated flow cytometry data frequently contains negative values due to compensation, and cell populations do occur which have low means and normal distributions [22]. Logarithmic transformations cannot properly handle negative values, and poorly display normally distributed cell types [22, 23]. Alternative transformations which address this issue include the log-linear hybrid transformations Logicle [24] and Hyperlog [25], as well as the hyperbolic arcsine and the Box-Cox [26].

A comparison of commonly used transformations concluded that the biexponential and Box-Cox transformations, when optimally parameterized, provided the clearest visualization and least variance of cell populations across samples [23]. However, a later comparison of the flowTrans package used in that comparison indicated that it did not parameterize the Logicle transformation in a manner consistent with other implementations, potentially calling those results into question [27]. Based on these results, either the Box-Cox transformation, or Logicle, when correctly parameterised, are likely to be best choice for transformation.

Quality Control

Particularly in larger flow cytometry data sets, quality control and assessment are important tasks. However, neither the software provided by instrument manufacturers nor most commonly used analysis suites provide such functionality [28]. One solution is to visualize summary statistics, such as the empirical distribution functions of single dimensions of technical or biological replicates to ensure they are the similar [28]. For more rigor, the Kolmogorov–Smirnov test can be used to determine if individual samples deviate from the norm [28]. The Grubbs’ test for outliers may be used to detect samples deviating from the group.

A method for quality control in higher-dimensional space is to use probability binning with bins fit to the whole data set pooled together [29]. Then the standard deviation of
the number of cells falling in the bins within each sample can be taken as a measure of multidimensional similarity, with samples that are closer to the norm having a smaller standard deviation [29]. With this method, higher standard deviation can indicate outliers, although this is a relative measure as the absolute value depends partly on the number of bins.

With all of these methods, the cross-sample variation is being measured. However, this is the combination of technical variations introduced by the instruments and handling, and actual biological information that is desired to be measured. Disambiguating the technical and the biological contributions to between-sample variation can be a difficult to impossible task [30].

Normalization

Particularly in multi-centre studies, technical variation can make biologically equivalent populations of cells difficult to match across samples. Normalization methods to remove technical variance, frequently derived from image registration techniques, are thus a critical step in many flow cytometry analyses. Single-marker normalization can be performed using landmark registration, in which peaks in a kernel density estimate of each sample are identified and aligned across samples [30].

2.1.4 Identifying Cell Populations

The complexity of raw flow cytometry data (dozens of measurements for thousands to millions of cells) makes answering questions directly using statistical tests or supervised learning difficult. Thus, a critical step in the analysis of flow cytometric data is to reduce this complexity to something more tractable while establishing common features across samples. This usually involves identifying multidimensional regions that contain functionally and phenotypically homogeneous groups of cells [32]. There are a variety of methods by which this can be achieved, detailed below.
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Figure 2.3: Comparison of consensus of eight independent manual gates (polygons) and automated gates (colored dots). The consensus of the manual gates and the algorithms were produced using the CLUE package [31] Figure ©Nature Publishing Group 2013 [5], re-used under the terms of the CC-BY 3.0 license.
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**Gating**

The data generated by flow-cytometers can be plotted in one or two dimensions to produce a histogram or scatter plot. The regions on these plots can be sequentially separated, based on fluorescence intensity, by creating a series of subset extractions, termed "gates". In datasets with a low number of dimensions and limited cross-sample technical and biological variability (e.g., clinical laboratories), manual analysis of specific cell populations can produce effective and reproducible results. However, exploratory analysis of a large number of cell populations in a high-dimensional dataset is not feasible [33]. In addition, manual analysis in less controlled settings (e.g., cross-laboratory studies) can increase the overall error rate of the study [34, 35]. However, despite the considerable advances in computational analysis, manual gating remains the main solution for the identification of cell populations.

**Gating Guided by Dimensionality Reduction**

The number of scatter plots that need to be investigated increases with the square of the number of markers measured (or faster since some markers need to be investigated several times for each group of cells to resolve high-dimensional differences between cell types that appear to be similar in most markers) [37]. To address this issue, principal component analysis has been used to summarize the high-dimensional datasets using a combination of markers that maximizes the variance of all data points [38]. However, PCA is a linear method and is not able to preserve complex and non-linear relationships. More recently, two dimensional minimum spanning tree layouts have been used to guide the manual gating process. Density-based down-sampling and clustering was used to better represent rare populations and control the time and memory complexity of the minimum spanning tree construction process [39]. More sophisticated dimension reduction algorithms are yet to be investigated.
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Figure 2.4: Cell populations in a high-dimensional mass-cytometry dataset manually gated after dimension reduction using 2D layout for a minimum spanning tree. Figure reproduced from the data provided in [36]
Automated Gating

Developing computational tools for identification of cell populations has been an area of active research only since 2008. Many individual clustering approaches have recently been developed, including model-based algorithms (e.g., flowClust [26] and FLAME [40]), density based algorithms (e.g., FLOCK [41] and SWIFT, graph-based approaches (e.g., SamSPECTRAL [42]) and most recently, hybrids of several approaches (flowMeans [43] and flowPeaks [44]). These algorithms are different in terms of memory and time complexity, their software requirements, their ability to automatically determine the required number of cell populations, and their sensitivity and specificity. The FlowCAP project, with active participation from most academic groups with research efforts in the area, is providing a way to objectively cross-compare state-of-the-art automated analysis approaches [5].

Probability Binning Methods

Where most automated gating methods attempt to identify coherent cell populations, probability binning is primarily a method for surveying the distribution of cells within a sample, which can also be used for gating. In probability binning, flow cytometry data is split into quantiles on a univariate basis [45]. The locations of the quantiles can then be used to test for differences between samples (in the variables not being split) using the chi-squared test [45].

This was later extended into multiple dimensions in the form of frequency difference gating, a binary space partitioning technique where data is iteratively partitioned along the median [46]. These partitions (or bins) are fit to a control sample. Then the proportion of cells falling within each bin in test samples can be compared to the control sample by the chi squared test.

Finally, cytometric fingerprinting uses a variant of frequency difference gating to set bins and measure for a series of samples how many cells fall within each bin [29]. These bins can be used as gates and used for subsequent analysis similarly to automated gating.
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Figure 2.5: An example of frequency difference gating, created using the flowFP Bioconductor package. The dots represent individual events in an FCS file. The rectangles represent the bins.
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methods.

Combinatorial Gating

High-dimensional clustering algorithms can perform well for identifying larger cell populations, but tend to perform more poorly at identifying rare cell types [5]. The full complexity of high-dimensional data can be large – where there are $M$ dimensions and each is divided into positive and negative, there may be as many as $2^M$ disjoint populations. Methods for deciding on the number of clusters tend to predict much smaller numbers, resulting in the merging of many of the smaller clusters together. Matching these small cell populations across multiple samples is even more challenging, and has few solutions [47].

An alternative to high-dimensional clustering is to identify cell populations using one marker at a time and then combine them to produce higher dimensional clusters. This functionality was first implemented in the commercial software, FlowJo [48]. The flowType algorithm builds on this framework by allowing the exclusion of the markers [3]. This enables the development of statistical tools (e.g., RchyOptimyx) that can investigate the importance of each marker and exclude high-dimensional redundancies. [4].

2.1.5 Diagnosis and Discovery

After identification of the cell population of interest, cross-sample analysis can identify phenotypical or functional variations that are correlated with an external variable (e.g., a clinical outcome). These studies can be partitioned into two main groups of Diagnosis and Discovery.

Diagnosis

In these studies, the goal usually is to diagnose a disease (or a sub-class of a disease) using variations in one or more cell populations. For example, one can use multidimensional clustering to identify a set of clusters, match them across all samples, and then use
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**Figure 2.6:** Overview of the flowType/RchyOptimyx pipeline for identification of correlates of protection against HIV: First, tens of thousands of cell populations are identified by combining one dimensional partitions (panel one). The cell populations are then analyzed using a statistical test (and bonferroni’s method for multiple testing correction) to identify those correlated with the survival information. The third panel shows a complete gating hierarchy describing all possible strategies for gating that cell population. This graph can be mined to identify the “best” gating strategy (i.e., the one in which the most important markers appear earlier). These hierarchies for all selected phenotypes are demonstrated in panel 4. In panel 5, these hierarchies are merged into a single graph that summarized the entire dataset and demonstrates the trade-off between the number of markers involved in each phenotype and the significance of the correlation with the clinical outcome (e.g., as measured by the Kaplan–Meier estimator in panel 6). Figure reproduced in part from [3] and [4], both of which are in the public domain.
supervised learning to construct a classifier for prediction of the classes of interest (e.g., this approach can be used to improve the accuracy of the classification of specific lymphoma subtypes [49]). Alternatively, all the cells from the entire cohort can be pooled into a single multidimensional space for clustering before classification.[50] This approach is particularly suitable for datasets with a high amount of biological variation (in which cross-sample matching is challenging) but requires technical variations to be carefully controlled [51].

**Discovery**

In a discovery setting, the goal is to identify and describe cell populations correlated with an external variable. Similar to the diagnosis use-case, cluster matching in high-dimensional space can be used for exploratory analysis. However, this approach produces cell populations which can be difficult to visualise due to their high dimensionality, and also difficult to characteristically immunophenotype (for example if their shape includes twists and folds in higher-dimensional space).[50, 52] Finally, combinatorial gating approaches have been particularly successful in exploratory analysis of FCM data. Simplified Presentation of Incredibly Complex Evaluations (SPICE) is a software package that can use the gating functionality of FlowJo to statistically evaluate a wide range of different cell populations and visualize those that are correlated with the external outcome. flowType and RchyOptimyx (as discussed above) expand this technique by adding the ability of exploring the impact of independent markers on the overall correlation with the external outcome. This enables the removal of unnecessary markers and provides a simple visualization of all identified cell types. In a recent analysis of a large (n=466) cohort of HIV+ patients, this pipeline identified three correlates of protection against HIV, only one of which had been previously identified through extensive manual analysis of the same dataset [5].
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AML is a cancer of white blood cells involving the blood and bone marrow [53]. It is a highly heterogeneous disease, with several dozen recognised subtypes [54]. AML is relatively rare in the general population, with a prevalence of 3.8 cases per 100,000. However, it is more common among adults over 65 (17.9 per 100,000) [55], and has a very poor outlook, with median survival ranging from 7 – 12 months [55]. Standard therapies, including chemotherapy and allogeneic bone marrow transplantation, are harsh and often poorly tolerated due to the advanced age of AML sufferers.

Over the past decade, risk stratification has greatly improved, enabling greater support of higher-risk patients and more informed patient decision making regarding trade-offs between therapy risks and benefits. Much of this improvement has resulted from the recognition, in the late 1990s, that several karyotypic abnormalities are recurrent in AML, which confer either favourable or dismal prognoses [56]. Using cytogenetic risk factor, patients are now typically divided into three risk categories – favourable (5-year OS: 45%–85%), intermediate (5-year OS: 20%–40%) and adverse (5-year OS: 5% – 20%) [57]. Initially, these categories were based solely on cytogenetics, with all normal-karyotype patients being placed in the intermediate risk category. However, since the mid-2000s, molecular genetic markers have been added, helping to place some Normal karyotype (NK) patients in the favourable category [57, 58].

These refinements in risk stratification have slightly improved treatment outcomes, mainly through more targeted supportive care [57]. However, it is clear that stratification could be further improved. Furthermore, therapies could be enhanced, both in terms of their specificity for subtypes of AML and in their general ability to cure the disease [57]. Deep exploration of the biology of AML through high-throughput screens and accompanying bioinformatic data mining is underway towards this end.
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Table 2.1: Clinical features and risk stratification of AML. Reproduced from [57]. ©2013 Elsevier, re-used by permission.

<table>
<thead>
<tr>
<th>Prognostic category</th>
<th>Favorable risk (5 yr OS: 45%-80%)</th>
<th>Intermediate risk (5 yr OS: 20%-40%)</th>
<th>Adverse risk (5 yr OS: 5%-20%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Aberration</td>
<td>Frequency (%)</td>
<td>Aberration</td>
</tr>
<tr>
<td>t(15;17)</td>
<td>7-12</td>
<td></td>
<td>NK with FLT3-ITD</td>
</tr>
<tr>
<td>t(8;21)</td>
<td>5-8</td>
<td></td>
<td>NK with NPM1&lt;sup&gt;mut&lt;/sup&gt; &amp; no FLT3-ITD</td>
</tr>
<tr>
<td>inv(16)</td>
<td>5-8</td>
<td></td>
<td>t(9;11)</td>
</tr>
<tr>
<td>NK with NPM&lt;sup&gt;mut&lt;/sup&gt; &amp; no FLT3-ITD</td>
<td>18-25</td>
<td>Other cytogenetic abnormalities not included elsewhere</td>
<td>5-8</td>
</tr>
<tr>
<td>NK with trisomic CEBPA&lt;sup&gt;mut&lt;/sup&gt;</td>
<td>6-12</td>
<td></td>
<td>-5/-5q-</td>
</tr>
<tr>
<td></td>
<td>Standard induction cytotoxic therapy (&quot;3-7&quot;), followed by postremission therapy with high dose cytarabine</td>
<td>Standard induction cytotoxic therapy (&quot;3-7&quot;), followed by postremission consolidation</td>
<td>Standard induction cytotoxic therapy (&quot;3-7&quot;), although dismal outcome with chemotherapy alone</td>
</tr>
<tr>
<td>Current therapies ATRA as a differentiating agent with anthracycline based chemotherapy in t(15;17)</td>
<td>Allogeneic HSCT should be considered as main modality of consolidation, especially in patients with FLT3-ITD</td>
<td>Allogeneic HSCT should be offered in clinical remission 1</td>
<td>Consider use of investigational and novel agents</td>
</tr>
</tbody>
</table>

2.2.1 Leukemia Subtypes and Heterogeneity

The first systematic classification of leukemias was the French-American-British (FAB) system [59], which classed acute leukemias based on their cellular morphology. The FAB system identified three classes of acute lymphoblastic leukemia and seven classes of AML [59]. Over the next two decades, immunophenotyping of surface and intracellular markers by immunohistochemistry and flow cytometry became a routine addition to morphological studies [60, 61]. Immunophenotyping could distinguish between AML and ALL in cases without morphological differentiation [60], with up to 98% accuracy [61] and could also provide insight into the process of hematopoiesis, which leukemias are believed to be a perturbation of [60, 61]. Purely immunological classifications were then proposed [62], and with the inclusion of cytogenetic information, the third World Health Organization (WHO) Classification of Tumours of Haematopoietic and Lymphoid tissues [63] was created. This was followed in 2008 by the fourth WHO classification [54], which additionally incorporated molecular genetic markers.

The two molecular genetic markers included in the WHO 2008 are mutations in the nucleophosmin (NPM1) and CCAAT/enhancer binding protein-alpha (CEBPA) genes,
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Table 2.2: Recurrent non-karyotypic genetic aberrations in AML, including unmutated but overexpressed genes and miRNAs. Reproduced from [57]. © 2013 Elsevier, re-used by permission.

<table>
<thead>
<tr>
<th>Genes</th>
<th>Frequency (in NK-AML) and comments</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Signalling</strong></td>
<td></td>
</tr>
<tr>
<td>FLT3-ITD</td>
<td>20%-25% (28%-35%); High blast count; Poor prognosis especially in cases with high mutant to WT allelic ratio</td>
</tr>
<tr>
<td>FLT3-TKD</td>
<td>5%-7% (10%-14%); Prognostic impact remains controversial</td>
</tr>
<tr>
<td>NRAS</td>
<td>10% (9%-14%); Enriched in CBF AML; Prognosis unknown</td>
</tr>
<tr>
<td>C-KIT</td>
<td>&lt;5% (&lt;5%); 25-30% in CBF leukaemia</td>
</tr>
<tr>
<td>PTEN</td>
<td>&lt;2% (2%); Prognosis unknown</td>
</tr>
<tr>
<td><strong>Transcription factors (TF)</strong></td>
<td></td>
</tr>
<tr>
<td>NPM1</td>
<td>25%-30% (40%-65%); M4 blast morphology lacks CD34 expression; Hox gene upregulation; Favorable prognosis in the presence of FLT3&lt;sup&gt;WT&lt;/sup&gt;; Female preponderance</td>
</tr>
<tr>
<td>CEBPA</td>
<td>5%-10% (10%-19%); Favorable prognosis if biallelic mutation</td>
</tr>
<tr>
<td>RUNX1</td>
<td>5%-13% (6-25%); Enriched in trisomy 13 and FAB M0; Poor prognosis</td>
</tr>
<tr>
<td>WT1</td>
<td>10% (10%-13%); Associated with M0 FAB type; Poor prognosis</td>
</tr>
<tr>
<td>TP53</td>
<td>2%-4% (&lt;2%); Predominantly in CK-AML; Very poor prognosis</td>
</tr>
<tr>
<td><strong>Epigenetic modifiers</strong></td>
<td></td>
</tr>
<tr>
<td>DNMT3A</td>
<td>20%-25% (32%-35%); Heterozygous R882 mutations account for 40%-60% of mutations; Poor prognosis in NK-AML</td>
</tr>
<tr>
<td>IDH1/IDH2</td>
<td>12%-22% (25%-30%); Mutant IDH1 &amp; 2 are mutually exclusive; IDH1 mutations enriched in patients with NPM1&lt;sup&gt;mut&lt;/sup&gt;; IDH1 is localized in cytoplasm and peroxisomes</td>
</tr>
<tr>
<td>TET2</td>
<td>7%-15% (15%-23%); Mutually exclusive to IDH1/2 mutations; More prevalent in secondary AML especially MPN</td>
</tr>
<tr>
<td>ASXL1</td>
<td>3% (3%-5%); Poor prognosis</td>
</tr>
<tr>
<td>EZH2</td>
<td>&lt;2% (&lt;1%); Enriched in MDS/MPN; Prognosis unknown</td>
</tr>
<tr>
<td>MLL-PTD</td>
<td>&lt;2% (2%-5%); Enriched in trisomy 11</td>
</tr>
<tr>
<td><strong>Overexpressed</strong></td>
<td></td>
</tr>
<tr>
<td>EVI-1</td>
<td>Deregulated in inv(3)(q21q26); Poor prognosis</td>
</tr>
<tr>
<td>MN1</td>
<td>Poor response to chemotherapy; Correlated with NPM&lt;sup&gt;WT&lt;/sup&gt; and high BAALC expression</td>
</tr>
<tr>
<td>BAALC</td>
<td>High expression in NK and +8; Poor prognosis</td>
</tr>
<tr>
<td>ERG</td>
<td>Poor prognosis in CK and NK AML</td>
</tr>
<tr>
<td>miR-181</td>
<td>Increased in FAB M1/M2, CEBPA&lt;sup&gt;mut&lt;/sup&gt;; Favorable prognosis</td>
</tr>
</tbody>
</table>
both of which confer favourable prognosis [54, 64–68]. However, additional markers are known, including internal tandem duplications in the Fms-like tyrosine kinase 3 (FLT3) gene, which are associated with poor prognosis [69]. Later studies have tended to show that NPM1 alone is insufficient to predict a significant difference in prognosis, and that it is only the combination of FLT3-ITD with wild-type NPM1 which has prognostic value [58]. Furthermore, the individual genetic markers found in these studies have typically been relatively frequently-occurring (see Table 2.2), yet have not fully accounted for the diversity of AML.

This has led more recently to high-throughput sequencing studies. The first AML genome was published in 2008 [70], and the first multi-patient sequencing effort was published a year later [71]. Since then, the cancer genome atlas (TCGA) sequencing effort has published a landscape paper, containing the genomes, transcriptomes, miRNA and DNA-methylation for a cohort of 200 AML patients [72]. Some of the results of these and other recent efforts are summarised in Table 2.2.

### 2.2.2 Flow Cytometry Immunophenotyping

AML is routinely diagnosed by the use of flow cytometry to determine the presence or absence of specific antigens present on single cells (their immunophenotype) [73]. Today, flow cytometry immunophenotyping is a critical step in the process of clinical decision making about leukemias [54, 73, 74]. It can be used to identify the lineage and maturity of cells, detect abnormal cells, document the phenotype of abnormal cell populations, diagnose a specific disease entity (or suggest further testing to do so), and provide information that may be of prognostic value [73] Although its use is somewhat restricted by cost [73], it is employed widely in most cases where other factors suggest a diagnosis of leukemia.[74] The ability of the technique to sensitively characterise leukemias may, in conjunction with omics methods, lead to personalized treatment regimens.[75] Table 2.3. lists some of the more important surface and intracellular proteins detected by flow cytometry, along with their specific utility. Figure 2.7 illustrates how commonly used
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**Figure 2.7:** Hematopoietic markers detected by flow cytometry for leukemia diagnosis. Figure adapted from work ©Mikael Häggström, re-used under the terms of the CC-BY-SA 3.0 license.

Immunophenotypic markers correspond to normal hematopoiesis.

### 2.2.3 Multitube Flow Cytometry Data

The number of markers typically assayed in leukemia diagnosis exceeds the number of markers which commonly in-use instruments can measure. For example, one standard panel recommends assaying 32 markers on 8-colour instruments [76]. To achieve this, standard practice is to aliquot samples into multiple tubes, with common markers in each [74, 76]. This is illustrated in Fig 2.8. In leukemia diagnosis, CD45 is typically included in each tube and used to identify leukemic blast cells manually in a scatterplot of CD45 vs side scattered light (SSC) [73, 77–79]. An example of the manual gating out of blast cells in the CD45 and SSC dimensions is illustrated in Fig 2.9.

In most cases leukemic blasts fall within the same region of the scatter plot (SSC$^{\text{low}}$CD45$^{\text{dim}}$), as shown in Fig 2.10a. However, there are many exceptions, as shown in Fig 2.10b.
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**Table 2.3:** Markers commonly assayed in leukemia diagnosis significance, after [73]. All are measured on the cell surface unless otherwise indicated by the prefix “intra” for parameters measured intracellularly.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Normal staining</th>
<th>Clinical utility</th>
</tr>
</thead>
<tbody>
<tr>
<td>CD2</td>
<td>T and NK cells</td>
<td>Indicator of T or NK lineage, but sometimes expressed in AML</td>
</tr>
<tr>
<td>CD3</td>
<td>Mature T cells</td>
<td>Indicates T lineage, but may be aberrantly lost</td>
</tr>
<tr>
<td>CD4</td>
<td>T cell subset, monocytes</td>
<td>Classification of mature T neoplasms</td>
</tr>
<tr>
<td>CD7</td>
<td>T and NK cells</td>
<td>Indicates T lineage, but may be aberrantly lost</td>
</tr>
<tr>
<td>CD10</td>
<td>Immature T/B cells, subset of mature T/B, neutrophils</td>
<td>Frequently present in ALL</td>
</tr>
<tr>
<td>CD13</td>
<td>Myeloid and monocytic cells</td>
<td>May be aberrantly expressed in B-ALL, AML, MDS</td>
</tr>
<tr>
<td>CD14</td>
<td>Monocytes</td>
<td>Indicates monocytic differentiation, but not a sensitive marker of immature monocytes</td>
</tr>
<tr>
<td>CD19</td>
<td>All B cells</td>
<td>Indicates B lineage. Usually absent in plasma cell neoplasms.</td>
</tr>
<tr>
<td>CD20</td>
<td>Mature B cells, some T cells</td>
<td>Supports B cell lineage</td>
</tr>
<tr>
<td>CD33</td>
<td>Myeloid and monocytic cells</td>
<td>May be aberrantly expressed in B-ALL, AML, MDS</td>
</tr>
<tr>
<td>CD34</td>
<td>B, T precursors and myeloblasts (not mature cells)</td>
<td>Indicates leukemic blasts</td>
</tr>
<tr>
<td>CD56</td>
<td>NK and NK-like T cells</td>
<td>Indicator of NK differentiation, but may be present in AML</td>
</tr>
<tr>
<td>CD61</td>
<td>Megakaryocytes and platelets</td>
<td>Megakaryocyte differentiation</td>
</tr>
<tr>
<td>CD64</td>
<td>Monocytes and intermediate neutrophilic precursors</td>
<td>Identification of monocytic differentiation, but may be aberrantly expressed in AML</td>
</tr>
<tr>
<td>CD117</td>
<td>Immature neutrophils and mast cells</td>
<td>Identification of myeloblasts, but may be expressed by more mature cells</td>
</tr>
<tr>
<td>HLA-DR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>intraCD3</td>
<td>All mature and immature T cells</td>
<td>Indicator of T or NK lineage</td>
</tr>
<tr>
<td>intraCD22</td>
<td>Cytoplasmic in early B cells, surface in mature</td>
<td>Indicates B lineage; intensity often differs between subtypes of B neoplasms</td>
</tr>
<tr>
<td>intraCD79a</td>
<td>B and T precursors</td>
<td>Indicates ALL, but also found in some AML</td>
</tr>
<tr>
<td>intraMPO</td>
<td>Neutrophilic and monocytic cells</td>
<td>Indicator of myeloid differentiation</td>
</tr>
</tbody>
</table>
Figure 2.8: Multitube flow cytometry data on a four-colour flow cytometer. This figure shows how a sample is aliquoted into multiple tubes, each containing CD45 and a combination of three markers unique to each tube. In this example, the first tube contains negative controls, while subsequent tubes contain markers of interest.
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Figure 2.9: Manual analysis of multtube flow data for leukemia immunophenotyping. Blast cells are identified by the pathologist based on their CD45 (typically dim) and side scatter (typically low). The first tube is usually stained with negative control markers in the channels besides CD45, and this staining is used to set a threshold distinguishing positive from negative marker expression. In the subsequent tubes, this threshold is used to compute the proportion of cells which express each marker. Figure from Dr. Bakul Dalal, VGH Hematopathology. Used by permission.
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Figure 2.10: Gating leukemic blasts in CD45/SSC: ideal vs reality. For many patients, identifying blasts is relatively simple, and a generic gating net can be used (a). However, exceptions such as those shown in (b) are common. Gating blasts in these cases requires more elaborate analysis and deeper knowledge, and would be challenging to automate. Gating net from Dr. Bakul Dalal, VGH Hematopathology. Used by permission.

While automating blast identification and immunophenotyping would be desirable, the movement of both the blasts and other cell populations in some cases would confound attempts to do so. A more realistic approach to automated analysis of leukemia data would be to combine tubes from each patient together without knowledge of the cell types within, and then compare that data across patients.

2.2.4 Bioinformatic Approaches for Combining Multitube Data

To exploit multitube flow cytometry data computationally, a method has been developed for combining multiple aliquots based upon the location of cells in the common parameters. This uses k-nearest neighbours (k-NN) to match cells closest to each other in the common
parameters, and combine their expression in other dimensions [80]. However, as others have shown [81], and I show later in this thesis, populations defined in terms of population markers are frequently made up of a mixture of cell types, and k-NN consequently tends to produce spurious combinations of markers. This makes the merged output from k-NN poorly suited for applying the deep profiling techniques, such as flowType and SPADE, as it tends to skew the counts of cell types. One proposed solution to this is to constrain the nearest-neighbours mapping with clustering incorporating domain knowledge [81]. However, this latter method requires that all cell types expected to be present be pre-specified in order to parameterise the clustering step. So, although well suited to diagnostic pipelines where the goal is to quantify known cell types, it is poorly suited for discovery of new cell types. There remains a need for a multitube combination method for FCM data that produces conservative, non-imputed data suitable for deep profiling.

2.2.5 Surveying the Immunophenotypic Landscape of Leukemia

Despite several broad and comprehensive studies of AML in terms of its genome, transcriptome, miRNA, and methylation status, only one study has performed a comprehensive bioinformatic analysis of AML immunophenotypes, and no studies have incorporated this with other data. That single study examining cell subtypes in AML was carried out on a small cohort (ten normal and four leukemic), and only for one single four-colour flow cytometry panel (containing CD13, CD33, CD45 and CD34) [82]. The existence of a method for accurately analysing multitube flow cytometry data (as is often available both retrospectively and prospectively in AML diagnosis) would enable such surveying of the immunophenotypic landscape of AML. In Chapter 4, I present flowBin, a method I developed for combining multitube flow cytometry data, and in Chapter 5 I detail several analyses I performed using flowBin on retrospective multitube flow cytometry data from AML patients.
2.3 Strand-seq

Strand-seq is a method for directional, low-coverage sequencing of DNA template strands in single cells [83]. In strand-seq, cells are cultured for one cycle of cell division in the presence of bromodeoxyuridine (BrdU). BrdU is a synthetic nucleotide which substitutes for thymidine in the newly synthesised DNA strands of the daughter cells. Single cells are then sorted into separate plate wells, where their DNA is extracted and fragmented by micrococcal nuclease digestion. Forked adapters are ligated to each double stranded fragment, enabling polymerase chain reaction (PCR) replication from either direction. The adapters used for each cell contain a unique 6-nucleotide index sequence, allowing multiple cells to be sequenced together and later deconvoluted. Prior to PCR, the BrdU-incorporating strand is nicked at BrdU sites by exposure to ultraviolet light and Hoechst 33258. During PCR, only the unfragmented template strand is amplified for subsequent Illumina sequencing. The directionality of the short reads thus corresponds to the template strand inherited by the daughter cell.

The resulting sequence and directionality data can then be aligned back to the reference genome for the organism. The read counts in each direction can be visualised as a histogram along each chromosome (Fig 2.11d). For autosomes, since there are two physical chromosomes per reference sequence, the template strand state can only be inferred for both chromosomes at once, as being one of: WW, WC or CC. Visually inspecting the read count histograms can indicate this state (see Fig 2.11d).

2.3.1 Detection of Sister Chromatid Exchange Events

Strand-seq was developed to test the silent-sister hypothesis (SSH) [85] and immortal strand hypothesis (ISH) [86], which propose that template strand segregation during mitosis may be asymmetrical in some cell types, for functional reasons. SSH proposed that this might be a determinant of stem cell fate, while ISH proposed that this might be for the purposes of maintaining a non-copied (and higher integrity) template strand in stem cells. As such, the goal of strand-seq was to test whether strand inheritance
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Figure 2.11: Overview of strand-seq protocol. Figure reproduced from [84] (©2013 Elsevier), parts of which were reproduced from [83] (©2012 Nature Publishing Group). Re-used by permission of both copyright holders.
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during cell division was random or segregated [84].

While strand-seq has yet to confirm either hypothesis, early results indicated that it had other applications, most notably sensitive detection of sister chromatid exchanges (SCEs) [83]. SCEs are exchanges of genetic material between identical sister chromatids. They occur as a result of double stranded breaks being repaired during homologous recombination [87]. SCEs occur spontaneously at an average rate of approximately 10 per mitosis in normal human cells [87]. Elevated rates of SCE is an indicator of genomic instability, and is an important diagnostic test for Bloom’s Syndrome [88].

SCEs show up in strand-seq data as marked discontinuities in the strand inheritance state for a particular chromosome pair, allowing them to be detected at a resolution approaching the read depth of the strand-seq (Fig 2.11d) [83]. Detecting SCEs in this way can reach a resolution of the order of kilobases, several orders of magnitude finer than previous techniques [83].

2.3.2 Applications of Strand-seq to Leukemia

Genomic instability is heavily interrelated with cancer [89], and has been shown to be a useful prognostic marker in some cancers [90–92]. However, detection of genomic instability depends on either gene expression signatures [92] or breakpoint detection [90, 91]. Gene expression signatures are an indirect measurement, while breakpoints are late indicators, occurring only after DNA repair mechanisms have been overwhelmed. By contrast, rates of sister chromatid exchange are a direct measure of genomic instability, before misrepaired breaks occur. As such, strand-seq, as a low-cost, direct measure of genomic instability, could be useful for the diagnosis and staging of cancers generally, and leukemia more specifically.

Furthermore, although it has been established for more than two decades that tumours are primarily monoclonal in origin [93], interest has arisen in recent years in unravelling the subsequent clonal diversification and evolution [94, 95]. Understanding cancer clonal evolution is likely to shed light on clinically catastrophic clonally-driven
processes like metastasis and chemotherapy resistance, and lead to better therapies to overcome these [96]. One facet of this evolutionary process is the acquisition and loss of genomic rearrangements. These are currently detected by fluorescence in-situ hybridisation (FISH), using cDNA probes specific for known rearrangements [97]. While FISH is able to detect rearrangements in single cells, results require visual inspection of sample micrographs by expert pathologists, and are thus labour-intensive and potentially subjective. Strand-seq has the potential to enable the rapid and non-subjective identification of genomic rearrangements, including those not yet characterised, on a single-cell basis [83]. This could be a powerful, low-cost tool for elucidating the clonal structure of cancers generally, and leukemias specifically.

2.3.3 Automated Analysis of Strand-seq Data

In the original strand-seq study, all analysis was performed manually by visual inspection of read count histograms [83]. This was a limiting factor in the usefulness of the technology Chapter 6 described my efforts, in collaboration with Mark Hills, to develop software tools to automate these processes, as well as later work we undertook to develop tools to use strand-seq for assembly of early build genomes.
Chapter 3

Enhanced FlowType for High-Dimensional Single Cell Data

3.1 Introduction

Flow cytometry has undergone a “chromatic explosion” over the past decade and can now measure 17 markers at once for each of hundreds of thousands of individual cells [15]. Since then, mass cytometry has enabled measurement of 30–45 markers per cell [98], while single-cell multiplexed RT-qPCR can measure 50–96 mRNAs per cell [17]. The growth in high-throughput single-cell data continues to outpace development of corresponding bioinformatics techniques [15]. To answer this challenge, flowType [3] and RchyOptimyx [4] were developed. FlowType uses partitioning of cells, either manually or by clustering, into positive or negative for each marker to enumerate all cell types in a sample. RchyOptimyx measures the importance of these cell types by correlating their abundance to external outcomes, such as disease state or patient survival, and distills the identified phenotypes to their simplest possible form. These packages have been used to identify several novel cell populations correlated with HIV outcome [3]. More recently, this pipeline has been used to evaluate standardised immunological panels [99], to optimise lymphoma diagnosis [100], and to analyse a range of other clinical data (unpublished).

However, the higher dimensionality of data produced by mass cytometry generates
3.2 Methodology

Our primary challenge was to enable flowType to generate a number of cell types tractable on most common workstations as well as nodes in compute clusters (e.g., those with 4–12GB of RAM). To this end, we developed a new version of flowType, which I hereafter denote as flowType dynamic programming (flowType-DP), to distinguish it from the old version, which I denote as flowType brute force (flowType-BF).

3.2.1 Dynamic Programming Implementation

To improve computation time, flowType-DP uses a dynamic programming approach, which exploits the fact that cell types can be arranged into a hierarchy, and membership of any given cell type over $n$ markers is equal to the intersection of one of its parent types (over $n-1$ markers) with a single-marker cell type. FlowType-DP first enumerates all cell types involving only 1 marker by simple partitioning and then iterates over $2, \ldots, k$ markers, computing all cell types for each level $n$ by set intersections between corresponding cell types in levels $n-1$ and 1.

For example, membership of the cell type CD45++CD117+CD34− is computed as
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follows:

\[
\{\text{CD}45^{++} \text{CD}117^{+} \text{CD}34^{-}\}
=\{\text{CD}45^{++} \text{CD}117^{+}\} \cap \{\text{CD}34^{-}\}
=\{\text{CD}45^{++}\} \cap \{\text{CD}117^{+}\} \cap \{\text{CD}34^{-}\}
\]

For added speed, the core flowType-DP functionality was implemented in C++. To optimise the calculation of set intersection, the set of cells belonging to each cell type was represented using a bit string, with one bit per cell. The Boost library dynamic bitset class was used to store these bit strings. This allowed set intersection to be computed using a bitwise AND operator, which translates to a single machine instruction.

3.2.2 Breadth-First Strategy

FlowType-BF completely enumerates all cell types over all \([1, \ldots, m]\) markers. As noted in the introduction, this can easily result in an intractable number of cell types. Furthermore, it is common with flowType that the most significant cell types are made up of far fewer markers than the full number available. For example, in the original flowType paper, despite 11 markers having been used, the cell types most significantly correlated with survival were defined over 2, 3 and 7 markers, respectively. FlowType-DP thus enables a user to use a breadth-first strategy of enumerating all cell types defined over a subset of \(k \leq m\) markers only.

FlowType-DP provides a memory use estimation function, to assist users in finding a \(k\) that fits within the limits of their hardware. The number of cell types \(N\) for a given cutoff \(k\) can be computed using a dynamic programming algorithm. Where \(N_k\) denotes
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the number of cell types involving \(i\) markers, in a dataset with \(m\) total markers:

\[
N_1 = m \quad (3.1)
\]
\[
N_2 = N_1 \times N_1 \quad (3.2)
\]
\[
N_i = N_{i-1} \times N_{i-2} \quad (3.3)
\]

For a given \(k\), flowType recursively computes \(N_{1\ldots k}\), and then computes \(N\) and the total memory required \(M_P\) (in bytes):

\[
N = \sum_{i=1}^{N_i} \quad (3.4)
\]
\[
M_P = m \times N \quad (3.5)
\]

To count the memory needed to store the bit string representation \((M_B)\), \(\max(N_i)\) is found, and multiplied by the size of one bit string, as follows (where \(n\) is the number of cells):

\[
M_B = \frac{\max(N_i) \times n}{8} \quad (3.6)
\]

The final memory estimate in bytes is taken as the sum of these two numbers \((M_P + M_B)\).

3.2.3 Partitioning into Multiple Expression Levels

To allow partitioning into levels other than positive and negative, a string representation is used for cell types. The string has one integer character for every marker, denoting the partition, or zero if the marker is not used. Values \(1, \ldots, n\) denote partitions \(1\) to \(n\). For example, if the set of markers were \{CD3, CD45, CD13, CD117, CD34\} the cell type \(\text{CD45}^{++}\text{CD117}^{+}\text{CD34}^{-}\) would be represented by 03021. RchyOptimyx uses a dynamic programing algorithm for efficiently constructing \(k\)-shortest paths [101]. RchyOptimyx’
3.3 Evaluation

3.3.1 Performance

FlowType-DP was evaluated against flowType-BF on a 10-marker dataset available from Flow Repository (ID FR-FCM-ZZZK) [3]. FlowType-DP showed a substantial speedup over flowType-BF, which increases exponentially with the number of cells and markers. For example, at $10^6$ cells and 10 markers, flowType-DP is 14 times faster (see Fig. 3.1). Comparison on larger datasets was not possible, due to the limitations of flowType-BF.

3.3.2 Memory Limits

I also computed the limits for $k$ on a hypothetical machine with 12GB of RAM for samples representative of mass cytometry (Fig. 3.2a) and polychromatic flow cytometry (Fig. 3.2b), both of which would be intractable for flowType-BF. FlowType and RchyOptimyx are now able, within the memory of a common workstation (12GB), to analyze 34-marker

Figure 3.1: Run time comparison of flowType-DP to flowType-BF in terms of number of cells (a) and number of markers (b). Figure is my own work,[2] ©2014 Oxford University Press, used by permission.

graph construction component was modified to be able to handle more than one partition per marker.
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data.

3.3.3 Example Case: Multiple Expression Levels

Finally, to demonstrate the importance of several partitions per marker, I applied flowType and RchyOptimyx to an acute myeloid leukemia sample from Flow Repository (ID FR-FCM-ZZYA) (Fig. 3.3). CD34 is a stem-cell marker typically expressed on AML blast cells. These blasts are also known to have dimly positive CD45 expression and low SSC [102]. By partitioning CD45 and SSC into four and three partitions, and naively running flowType and RchyOptimyx to search for CD34-enriched cell types, I was able to find that the SSC\textsubscript{low}-CD45\textsubscript{dim} cell type had a high proportion of CD34\textsuperscript{+} cells, as expected. This would not have been possible with only two partitions for each of CD45 and SSC.

![Figure 3.2: Possible thresholds for marker combinations using flowType-DP for typical mass cytometry data (a) and polychromatic flow cytometry data (b). Figure is my own work.©2014 Oxford University Press, used by permission.](image-url)
In this chapter I have presented a new, enhanced version of flowType, capable of processing very high dimensional data available from current methods. This new flowType is also substantially faster than the previous version due to being implemented in C++ and optimised using a dynamic programming algorithm. Most importantly, flowType-DP allowed me to use flowType in conjunction with flowBin, the method I describe in Chapter 4. In Chapter 5, I detail two studies in which I applied flowBin and flowType-DP, where flowType-BF would not have been feasible.

One minor disadvantage compared to the flowType-BF is a slight increase in memory usage by the dynamic programming algorithm for storage of the phenotypes. However, this is only an issue on lower-dimensional data, since flowType-BF is incapable of handling higher-dimensional data at all. Another potential but necessary disadvantage of flowType-DP is that it no longer finds all possible cell types on larger data sets (since this would be intractable).
Chapter 4

FlowBin: Deep Profiling of Multitube Flow Cytometry Data

4.1 Introduction

Often in flow cytometry immunophenotyping, the number of proteins needing to be assayed exceeds the number that the cytometer available can measure in a single run. Furthermore, it is often desirable to use negative controls (either unstained or isotype) to counteract technical variation across samples [34]. As a solution to this problem, standard practice is to aliquot a sample into multiple tubes, each of which is run with a disjoint subset of the total panel of proteins. Typically, some of the channels in each tube are taken up by stains which are kept the same across tubes, in order to aid in identifying cell types of interest. This process is common for modern clinical diagnostic flow cytometry data, especially when immunophenotyping leukemias where the standard method is to include the pan-leukocyte marker (CD45) in each tube, and use this in combination with right-angle scattered light (SSC) to identify leukemic blasts in each tube separately [79]. For example, the current standard for leukemia diagnosis established by the EuroFlow consortium recommends an eight-colour multitube panel of overlapping reagents [76].

Without some means of combining tubes together, existing techniques for deep profiling can only be applied serially to each tube in a multitube flow cytometry assay, which results in a substantial loss in depth. This can be illustrated with an example: consider an assay with six tubes containing six markers each, with two of those markers
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overlapping (being present) in every tube. The complete number of distinct markers will be \(2 + 4 \times 6 = 26\). When examining a binary division of each marker into positive and negative expression, the total number of possible cell types present is \(3^{26} \approx 2.5 \times 10^{12}\) [3]. However, working one tube at a time, only \(3^6\) cell types can be elucidated in each tube, for a total of \(3^6 \times 6 = 4374\). For this example, serial analysis can only explore approximately one hundred millionth of the complexity of the phenotype space.

Per-cell k-NN merging of tubes attempts to address this. This method is founded on making the assumption that a cell in one tube is identical to its nearest neighbour in another tube in terms of the common population markers [80]. The expression vectors of all the nearest neighbours across tubes are merged, creating a single, high-colour matrix of cellular expression. k-NN merging has proven effective as part of classification pipelines [38, 76, 103].

However, as others have shown [81], and I show later in this chapter, populations defined in terms of population markers are frequently made up of a mixture of cell types, and k-NN consequently tends to produce spurious combinations of markers. This makes the merged output from k-NN poorly suited for applying the deep profiling techniques, such as flowType and SPADE, as it tends to skew the counts of cell types. One proposed solution to this is to constrain the nearest-neighbours mapping with clustering incorporating domain knowledge [81]. However, this latter method requires that all cell types expected to be present be pre-specified in order to parameterize the clustering step. So, although well suited to diagnostic pipelines where the goal is to quantify known cell types, it is poorly suited for discovery of new cell types. There remains a need for a multitube combination method for flow cytometry data that produces conservative, non-imputed data suitable for deep profiling. In this chapter, I describe flowBin, a free, open source R/Bioconductor package that I developed to fulfil this need.
4.2 Design and Implementation

FlowBin is designed to accept multiple FCM assays from the same multitube assay and combine these into a complete matrix of measurements for all the markers. To this end, flowBin consists of four stages: 1) normalization, 2) binning, 3) bin matching across tubes, and 4) expression measurement. These are illustrated in Figure 4.1, and in detail hereafter.

Figure 4.1: Overview of the flowBin pipeline, applied to one multitube sample. 1) Flow cytometry data from individual aliquot tubes is quantile normalized in terms of the common population markers present in every tube. 2) The tubes are then binned in terms of these population markers, using either K-means or flowFP. 3) The bins from the first tube are mapped to the other tubes (by nearest-neighbour mapping for K-means bins, or directly for flowFP bins). 4) The expression of each bin in terms of each phenotyping marker (those markers differing across tubes) is measured. This may be done by taking median fluorescent intensity, normalized median fluorescent intensity, or proportion of cells exceeding the 98th percentile of a negative control. The final result is a high-dimensional matrix containing expression levels for each bin in terms of each unique marker.
4.2.1 Population Marker Normalization

A consideration in combining multitube flow cytometry is that variations between staining patterns across the aliquots need to be minimized [80]. In opposition to this are a host of sources of technical variation, ranging from slight differences in sample handling and preparation to instrument drift between runs. Although great pains are taken by operators to reduce these, small variations may still exist. To counteract this, I included a feature in flowBin to quantile normalize population markers.

Since tubes contain physical samples drawn from a common population, their true distributions in terms of population markers are expected to be identical, and any deviations to represent technical variation. Quantile normalization transforms two samples so that they have identical distributions, and has been used extensively in gene expression analysis [104]. FlowBin uses quantile normalization to bring similar cells into good registration, using the quantile normalization implementation from the Limma Bioconductor package [105]. The Limma implementation is capable of normalising in the presence of missing values, and hence can normalize data where the number of cells per tube varies.

4.2.2 Binning of Population Markers

In order to bin cells in terms of the overlapping markers present in all tubes, flowBin provides two methods: K-means clustering and probability binning. K-means clustering with a high value for K and nearest-neighbour joining has been used successfully in the past for identifying cell populations in flow cytometry data [43]. Probability binning is a binary space partitioning method for flow cytometry data in which each partitioning step maintains equal probability density within both partitions created [45]. Probability binning has been developed for use as a “micro-gating” algorithm in the form of the flowFP Bioconductor package [29]. Either method is typically used to partition the cells in a sample into bins containing enough cells to be able to extract average expression values; in our examples we chose this to be around 200 cells per bin.
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4.2.3 Bin Matching Across Tubes

To enable expression to be combined accurately across tubes, the bins must be spatially as close to identical as possible in each tube. This is easier for flowFP, since the partitions have linear edges, which can easily be mapped directly to individual tubes. K-means, by contrast, produces approximately spherical clusters, with more difficult to describe boundaries. Rather than attempt to extract the boundaries of K-means clusters, flowBin draws on the idea of nearest-neighbour mapping, except that bin labels are mapped, rather than cellular identity. FlowBin K-means clusters the first tube in the set, and then for each subsequent tube, labels each cell according to the label of the closest cell in the first tube. Once all the cells in each tube have been assigned to cross-tube bins, flowBin moves on to calculating the expression of each bin in terms of the tube-specific expression markers.

4.2.4 Expression Measurement

FlowBin provides two methods for determining expression in each bin, modelled on common practice by flow cytometry analysts. Firstly, normalized median fluorescent intensity (MFI) can be computed (by subtracting the untransformed MFI in terms of negative control from that of the expression marker). Secondly, a threshold may be set at the 98th percentile of the negative control, and the proportion of cells exceeding that threshold in the expression marker channel reported, as is common practice in many studies [106–108].

4.2.5 Downstream Analysis

The final output of flowBin is a high-dimensional matrix of expression values for each bin (Fig. 4.1). This can provide a useful overview of the makeup of a sample, for example by plotting a heatmap of bin expression values. However, far greater utility comes in the downstream analysis methods that this enables. FlowBin output can be treated as though it were FCM data with a relatively low number of events but a high number of
-markers. Then, methods for deep profiling, such as flowType and RchyOptimyx, can be applied.

4.3 Methods

4.3.1 Validation of Quantile Normalization

To validate flowBin’s quantile normalization, I used an acute myeloid leukemia (AML) data set (Flow Repository:FR-FCM-ZZYA) [5]. This data set consists of 359 samples, with 8 tubes each, with 6 markers assayed in each tube. Every tube had an assay for CD45 as well as forward- and side-scattered light. flowBin’s normalization was evaluated by applying it to each of these markers.

4.3.2 Comparison of Binning Methods

To aid users in choosing between the two binning methods flowBin provides, I compared them on a representative sample from the same AML data set as for the quantile normalization (Flow Repository:FR-FCM-ZZY). Figure 4.3 shows both the general form of the bins, and the distribution of cells across bins for comparison.

4.3.3 Comparison to Per-cell Nearest-neighbours

To compare flowBin to the per-cell nearest-neighbour merging of Pedreira et al., I created a small, synthetic example using real data containing peripheral blood mononuclear cells stained for CD3, CD4 and CD8. For the source data, I used data from the United States Military HIV Natural History Study (FlowRepository:FR-FCM-ZZZK). I first removed doublets, debris, dead cells and monocytes, as per [3], leaving only CD14− live cells. I then created two artificial tubes by randomly sampling two sets of 5,000 cells from the original sample.
4.3.4 Validation on Simulated Multitube Data from Polychromatic Flow Cytometry

To assess the abilities and limitations of flowBin, I again took data from the United States Military HIV Natural History Study (FlowRepository:FR-FCM-ZZZK). I preprocessed the data as per [3], screening out debris, doublets and non-viable cells, then finally gating for CD3+ cells (T cells). Patients with fewer than 3,000 events remaining were removed, leaving 426 patients, with 12 fluorescent and two scatter channels.

To create simulated tubes, I chose CD3, CD4 and CD8 to use as common markers, then divided the remaining nine among three tubes. I divided the events for each patient randomly into three, and discarded all the markers for each that were not to be included in that tube. A summary of all the markers present in each tube is shown in Table 4.1.

I then ran flowBin on each patient’s three tubes, using FSC, SSC, CD3, CD4 and CD8 as binning markers, with 128 bins and flowFP as the binning method. I ran flowType on the flowBin output (excluding CD3), and carried out survival analysis (Cox-PH and the logrank test) on the the flowType data as per [3]. I also ran flowType and the subsequent survival analysis on the original, full-colour flow cytometry data, again as per [3].

I compared the cell counts of individual cell types between the true counts from the flowType run on the original high-colour data, and the flowType run on the flowBin data, in terms of their Pearson correlation. I also compared the P-values of the logrank test for each cell type.

4.4 Results

4.4.1 Validation of Quantile Normalization

Figure 4.2 shows the results of applying quantile normalization to a single sample, in one, two and three dimensions. In a single dimension, all tubes are made to have identical cumulative distribution functions. This is as expected for quantile normalization. To ensure that the quantile normalization was improving the higher-dimensional registration
Table 4.1: Markers in simulated multitube data. The data was split into three tubes, each containing CD3, CD4 and CD8 in addition to FSC and SSC. The remaining nine markers were distributed across the tubes, three per tube.

<table>
<thead>
<tr>
<th>Marker Type</th>
<th>Tube 1</th>
<th>Tube 2</th>
<th>Tube 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Common (scatter)</td>
<td>FSC</td>
<td>FSC</td>
<td>FSC</td>
</tr>
<tr>
<td>Common (scatter)</td>
<td>SSC</td>
<td>SSC</td>
<td>SSC</td>
</tr>
<tr>
<td>Common (fluorescent)</td>
<td>CD3</td>
<td>CD3</td>
<td>CD3</td>
</tr>
<tr>
<td>Common (fluorescent)</td>
<td>CD4</td>
<td>CD4</td>
<td>CD4</td>
</tr>
<tr>
<td>Common (fluorescent)</td>
<td>CD8</td>
<td>CD8</td>
<td>CD8</td>
</tr>
<tr>
<td>Phenotyping (fluorescent)</td>
<td>KI67</td>
<td>CD57</td>
<td>CD27</td>
</tr>
<tr>
<td>Phenotyping (fluorescent)</td>
<td>CD28</td>
<td>CCR5</td>
<td>CCR7</td>
</tr>
<tr>
<td>Phenotyping (fluorescent)</td>
<td>CD45RO</td>
<td>CD19</td>
<td>CD127</td>
</tr>
</tbody>
</table>

of cells across tubes, and not introducing artefacts, two-dimensional scatter plots were qualitatively assessed, as shown in Figure 4.2. But to achieve a more objective, n-dimensional assessment of registration, I used cytometric fingerprinting [29]. This involved probability binning on all tubes pooled together, then measuring the degree to which the bin density in individual tubes varies from that of the pooled sample. In our example case, there was substantial deviation across tubes before normalization, which was almost completely removed after normalization.

To measure this objectively over the whole data set, I applied flowFP to measure the standard deviation before and after normalization for each tube of all 359 samples. Of a total 2,513 tubes, 2,207 (88%) showed improvement, 39 (1.6%) showed no change, and 267 (11%) showed a wider (worse) standard deviation following normalization.

4.4.2 Comparison of Binning Methods

In terms of form, K-means produces spheroid bins that are more likely to follow the contours of the underlying data. FlowFP, by contrast, produces bins with strictly horizontal-vertical borders, which are grid-like and less likely to follow the underlying contours of the data.

In terms of cluster density, flowFP (by the nature of its algorithm) produces bins
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Figure 4.2: One, two and three-dimensional representations of quantile normalization of population markers. Empirical cumulative density function (ECDF) plots are shown for all tubes and for forward scatter (FS), the most variant marker. Following normalization, the ECDF for all tubes is identical, as is expected from quantile normalization. Two-dimensional scatter plots for representative tubes show visually the improvement in two-dimensional registration. Lastly, flowFP plots show the improvement in three-dimensional registration, measured by the standard deviation of the number of cells falling within each bin, after bins have been fitted to the consensus of all tubes.

with very even densities (SD of means = 0.07). By contrast, K-means produces a wide range of bin densities (SD of means = 255), with the most dense bins containing as much as 20-fold as many cells as the least dense.

4.4.3 Comparison to Per-cell Nearest-neighbours

The results are presented in Figure 4.4, alongside the original data they were drawn from. The nearest-neighbours approach produced an artefactual CD4+CD8+ population, which is absent from the original data, and occurs only rarely in nature [109]. FlowBin, by contrast, creates a spectrum of values in a hyperbolic curve between the two “true” populations.
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Figure 4.3: The two options for binning within flowBin: k-means and flowFP, as applied to a 7-tube sample. a. and b. show comparisons between the bin labels themselves. K-means creates roughly spherical bins, which conform around the location of cell populations. FlowFP creates grid-like bins, which may not conform to the true underlying shape of cell populations. c. shows the number of cells per bin across all tubes, for every bin. flowFP has approximately the same mean distribution of bin density across tubes as K-means (mean SD: 24.6 vs 28.5). However, flowFP has a much closer to constant number of cells per bin across bins (SD of means: 0.07 vs 255).

4.4.4 Validation on Simulated Multitube Data from Polychromatic Flow Cytometry

Running flowType with 11 markers and two partitions per marker gives a total of $3^{11} = 177,147$ possible cell types. I excluded those with 0% abundance across all patients, leaving 119,479. Examining the three characteristic survival-associated cell types found in [3], more abundant cell types (especially KI-67$^+$CD127$^-$) appear to have better correlation, while rarer cell types (especially CD45RO$^+$CD8$^+$CCR5$^-$CD27$^+$CCR7$^-$CD127$^-$) have much poorer correlations (see Figure 4.5a). Importantly, the flowBin results for KI-67$^+$CD127$^-$ show a strong correlation with the true data, despite KI-67 and CD127 being in separate tubes. Looking across all cell types displays this same pattern (see...
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Figure 4.4: Comparison between nearest-neighbours merging and flowBin for two tubes computationally sampled from a real data set. a. Raw data (compensated, transformed and filtered for debris), gated for CD3$^+$ cells, and showing the true CD4 and CD8 distribution. b. The two sampled tubes, one containing CD4 and the other CD8. The CD4$^+$ population has slightly higher average CD3 than the CD8$^+$, but both have substantially overlapping CD3 distributions. c. Results of merging by nearest neighbours and by flowBin, including proportion of resulting “cells” falling within each quadrant. The nearest-neighbours merging created a substantial CD4$^+$CD8$^+$ population not present in the original sample. Both nearest neighbours and flowBin slightly overestimate the CD4$^-$CD8$^-$ population. FlowBin is more accurate at reproducing the CD4$^+$CD8$^-$ and CD4$^-$CD8$^+$ populations than nearest neighbours.

Figure 4.5b). Although some low-abundance cell types show strong correlations, it is likely that this was by chance, due to their having very low values in all patients. Since the flowBin results for the majority of cell types with a median abundance of 10% or more had a strong Pearson correlation with the true data, I chose to only do further analysis on those, leaving 1,896 cell types.

Comparing P-values, these showed a relatively good correlation ($r^2 = 0.65$), with the P-values resulting from flowBin being slightly higher than the true P-values (Figure 4.5c). Following Bonferroni correction, the cell types that were called as significant were matched between the true high-colour analysis and flowBin. Of the 592 cell types that would be called significant in the true data, only 58 were called significant by flowBin (9.8%). However, those 58 represent the majority of the 66 cell types that flowBin called
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significant (88%).

a. Comparison of counts of selected phenotypes between actual data and simulated multitube data recombined by flowBin, with linear regression fit lines. Ki-67\(^+\) was selected as being representative of a phenotype with the full range of abundance across patients. The remaining three phenotypes are the representative phenotypes of the three classes found in the original study [5]. More abundant phenotypes show a good, though imperfect fit. Less abundant phenotypes show a poorer fit.

b. Pearson correlations for all phenotypes between actual values and flowBin-recombined values, vs median abundance of the phenotype. Below an abundance of approximately 0.1 (10% of all cells in the sample), the correlation becomes decoupled from abundance.

c. Comparison of P-values between actual and flowBin-recombined data, for only those phenotypes with greater than 10% abundance. The P-values show a good correlation (\(R^2 = 0.65\)).

d. Cell types called as being significant on flowBin-recombined simulated multitube data (blue) and the raw data (purple). Just less than 10% of the phenotypes that were called as significant in the actual data were also called as such in the flowBin-processed data (high type II error). Eight phenotypes were inappropriately called as significant (very low type I error).

Figure 4.5: Performance on flowBin in reproducing a high-colour flow cytometry analysis on simulated flow cytometry data.  a. Comparison of counts of selected phenotypes between actual data and simulated multitube data recombined by flowBin, with linear regression fit lines. Ki-67\(^+\) was selected as being representative of a phenotype with the full range of abundance across patients. The remaining three phenotypes are the representative phenotypes of the three classes found in the original study [5]. More abundant phenotypes show a good, though imperfect fit. Less abundant phenotypes show a poorer fit. b. Pearson correlations for all phenotypes between actual values and flowBin-recombined values, vs median abundance of the phenotype. Below an abundance of approximately 0.1 (10% of all cells in the sample), the correlation becomes decoupled from abundance. c. Comparison of P-values between actual and flowBin-recombined data, for only those phenotypes with greater than 10% abundance. The P-values show a good correlation (\(R^2 = 0.65\)). d. Cell types called as being significant on flowBin-recombined simulated multitube data (blue) and the raw data (purple). Just less than 10% of the phenotypes that were called as significant in the actual data were also called as such in the flowBin-processed data (high type II error). Eight phenotypes were inappropriately called as significant (very low type I error).
4.5 Discussion

4.5.1 Validation of Quantile Normalization

The results of the comparison between non-normalized and normalized data suggest that quantile normalization can improve the registration of cells in terms of their population markers. This suggests that it should be considered before applying tube combination methods, including flowBin.

4.5.2 Comparison of Binning Methods

For binning, flowFP gives much less numerically dispersed results than K-means, which is essential for accurate flowType counts (Fig. 4.3). FlowFP binning may thus be a better choice for downstream applications that depend on accurate cell counts. For example, if flowFP is used for binning, the assumption can be made that each data point in the flowBin results has the same number of cells contained within it. If flowType is then applied to that data, the counts of cell types which flowType produces can be considered to be relatively accurate representations of the true counts.

K-means, by contrast, gives better fitted bins, but with greater variation. K-means binning thus may be a more attractive choice if later back-gating of interesting populations is desired. K-means may also be the only feasible choice in cases where there are very many population markers, as flowFP's binary space partitioning runs into combinatorial difficulties.

4.5.3 Comparison to Nearest Neighbours

The comparison (Fig. 4.4) showed that flowBin produced a distribution across quadrants and overall that more closely approximated the true distribution, while nearest-neighbours produced an artificial CD4+CD8+ population. The reasons for this spurious population are most likely as follows: Both CD4+ (helper) and CD8+ (cytotoxic) T cells express the T cell receptor, CD3. In other words, the CD3+ population contains a mixture of the two, randomly distributed within it. Consequently, when the nearest-neighbours approach
matches a CD3+ cell in the first tube to the cell with the nearest CD3 expression in the second, it is in effect sampling randomly from a mixed population. Since the ratio of CD4+ to CD8+ cells is roughly equal, about 50% of the time a helper T cell will be correctly matched with a helper T cell, and a cytotoxic with a cytotoxic. But for the other 50%, a helper T cell will be matched with a cytotoxic T cell, resulting in the combined cell being reported as either CD4-CD8- or CD4+CD8+, producing the spurious populations.

By contrast, flowBin samples groups of cells, and reports their average expression, in this case MFI. Thus most bins will contain a mixture of CD4+ and CD8+ cells, with the ratio varying in a Gaussian manner around the mean. Since it is extremely unlikely that flowBin will sample 200 cells of opposing types from each tube in the same bin, flowBin is much more robust against producing these kinds of spurious results.

This suggests that flowBin is a better choice for situations where it is desirable to recover the underlying cell types accurately, such as cell type discovery. Nearest-neighbours merging, due to its tendency to produce spurious combinations of marker expression, is poorly suited to techniques which require precise counts of particular cell types, such as flowType, or manual analysis. However, nearest-neighbours has proven extremely effective when used as part of a classification pipeline [38, 76], whereas flowBin loses some information as a result of averaging. As such, the two methods can be complementary to each other.

4.5.4 Validation on Simulated Multitube Data from Polychromatic Flow Cytometry

When compared with simulated multitube data in a complete analysis pipeline with flowType, flowBin reproduced the true underlying trends in the data, but with lowered statistical power and lowered sensitivity. The individual correlations (Fig 4.5a and b) suggest that cell type counts based on flowBin recombination of tubes reproduces the true counts for most cell types of greater than 10% abundance. This suggests that while
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flowBin may not be suitable for analysis efforts examining rare cell populations (such as minimal residual disease in leukemia or T cell subsets), it is a useful tool for examining more abundant cell types (for example the gross heterogeneity among tumour types).

For reproducing the results over the entire pipeline, flowBin performed well once cell types of less than 10% average abundance were filtered out. P-values of the survival analysis were close to those of the pipeline run on the true data, but slightly raised. This resulted in increased type II error, but minimal type I error. This suggests that while flowBin introduces some noise, the final effect is only to lower the statistical sensitivity of analyses performed on flowBin expression data, but not to produce false positives.

Interestingly, KI-67$^+$ showed a slightly sigmoidal distribution in Fig 4.5a. The likely reason for this is because flowBin produces averages, while flowType uses a threshold (see Fig 4.4c). Thus, bins with fewer positive cells will tend to have an average (flowBin) expression which falls below the flowType threshold. This would also depend on the distribution of the marker across cells in the common markers. A marker that was completely uniformly distributed in every patient would tend to have a curve approaching a step function. In that situation, for a sample with 49% expression of that marker, the expression of every bin would fall just short of the flowType threshold and the sample would erroneously appear to have 0% expression.

It may be an avenue for future investigation to attempt to mitigate this, for example by applying a logit transformation to flowBin expression data before passing it to flowType. However, fitting logit transforms would be challenging for most cell types, as their distributions would be a mixture of the sigmoidal distributions of their component markers. Indeed, for KI-67$^+$CD127$^-$ in Fig 4.5a, the sigmoidal curve is partially cancelled out, most likely by such mixing.

4.5.5 Conclusions

FlowBin is a complete pipeline for combining multtube flow cytometry data via markers shared across tubes. Quantile normalization of those markers to reduce technical variation
is included. Of the two forms of binning included, flowFP is most suitable for later
flowType analysis, while K-means fits the contours of the data better. Compared with
nearest-neighbours merging of tubes, flowBin produces cleaner data, with far fewer false
double-positive marker combinations. FlowBin with flowType can reproduce true data
for more abundant cell types, and this data is suitable for statistical testing, albeit with
lowered statistical power (increased type II error).
Chapter 5

Applications of FlowBin to AML

5.1 Introduction

As mentioned in Chapter 2, multitube flow cytometry data is common in leukemia diagnosis. FlowBin is thus ideally placed to be used for high-throughput deep profiling of AML data. In this chapter, I detail several AML datasets to which I applied flowBin.

5.1.1 Separation of AML and Normal Cells

It is frequently desirable to isolate dysplased cells from healthy tissue in order to characterize the dysplasia; I demonstrate here how flowBin can be used to achieve this. Once again I used the multitube AML data set from FlowCap-II (FR-FCM-ZZYA). This data set contains FCS files for 359 patients (normal=316, AML=43). Theoretically, the samples from the AML patients should contain a mixture of normal and leukemic blast cells, while the healthy patient samples should only contain normal cells. The problem of separating abnormal from normal cells is thus one of novelty detection, for which techniques, such as single-class support vector machines, are available [110].

5.1.2 FlowCAP2

Flow Cytometry: Critical Assessment of Population Identification Methods (FlowCAP) is a competition in which automated flow cytometry analysis methods are compared. The second FlowCAP challenge compared classification pipelines, and one data set included multitube data for AML.[5] I entered a pipeline using flowBin for feature extraction along with a voting classifier method.
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5.1.3 flowBin with flowType and RchyOptimyx to find cell types in AML correlated with NPM1 mutation

To further demonstrate the utility of flowBin, I present its application to a novel data set. The data in question consists of 129 de novo AML cases. Each of these cases had multitube flow cytometry data available from the time of diagnosis. In addition, each had been genotyped for clinically relevant frameshift mutations in the twelfth exon of the NPM1 gene. These mutations (hereafter referred to as NPM1-nt) indicate a good prognosis, and have a marked correlation with the absence of CD34 on the AML blast cells [64, 65, 67, 111] and, in certain cases, HLA-DR [112].

While high-level, single marker studies have been performed to find other recurrent immunophenotypic characteristics of NPM1-nt AML [112, 113], deep profiling of the condition’s immunophenotypic landscape has yet to be undertaken. I performed such an analysis using flowBin and flowType, with the hypothesis that within the immunophenotypic landscape of AML, there may be additional cell types that are more strongly correlated with NPM1 mutation than CD34+/- alone.

5.1.4 Surveying the Immunophenotypic and Genomic Landscape of AML

As detailed in Chapter 2, AML genomes, transcriptomes and various other sequence-based data has been published, but a comprehensive bioinformatic survey of the immunophenotypic profiles of AML based on flow cytometry had not until the work I described in the previous section. Furthermore, a study integrating the full depth of flow cytometry data with sequence-based data has not been undertaken at all. In this section I describe such work.
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5.2.1 Separation of AML and Normal Cells

I applied flowBin to both the normal and AML patients using K-means binning. I pooled all bins from the normal samples, and trained a single-class support vector machine (SVM) on these using the kernlab CRAN package \[114\]. I then applied the trained SVM to the bins from the AML patients to predict which were normal and which dysplased.

5.2.2 FlowCAP2

Binning within patients raised the problem of linking features across patients for classification. To solve this, I took each bin from each sample as a separate training instance, labelled with the sample label, and then trained an SVM classifier. For class prediction, I took the majority vote of the predicted labels for a given sample’s bins. Classification with parameter optimization and three-fold cross-validation was implemented using the ksvm R package, but could in theory be made to work with any modern classification method. This method is illustrated in Fig 5.1.

Figure 5.1: Schema for a voting classifier using flowBin output. **a. Training.** Every bin from every patient is treated as an individual measurement, labelled with the class of the patient. A classifier is then trained on the entire dataset at once (all bins from all patients). **b. Prediction** To predict the class of a new patient, a prediction is made by the trained classifier for every one of the bins from the patient. The majority vote from these predictions is then taken as the overall prediction for the patient.
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Figure 5.2: Pipeline used to determine NPM1-associated immunophenotypes in AML. Steps taken are denoted by arrows, while the data consumed/produced is indicated in boxes. Flow cytometry was performed in the clinic historically; all other steps were computational. The end result was a list of 801 cell types which showed a significant difference in abundance between NPM1 mutated and wild-type patients.

5.2.3 FlowBin with FlowType and RchyOptimyx to Find Cell Types in AML Correlated with NPM1 Mutation

I first used flowBin to combine tubes for each sample and measure the expression of the mapped bins. I then used flowType to delineate and count all cell types present, defined over all combinations of up to six markers. I filtered out all cell types not present in any patient, leaving 616,285. I then tested for differences in abundance of each of these cell types between NPM1-mt and wild-type patients using the Mann-Whitney U test with Bonferroni-Holm correction for multiple testing. These steps are illustrated in Fig 5.2.

I then performed exploratory analysis using RchyOptimyx to visualize the hierarchies
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within the 801 significant cell types. I found that adding CD19-, CD20- and CD10- had little to no effect on the P-value of a cell type (see Fig 5.3). This is likely due to these (B-lymphoid) markers being extremely rare in AML [54], and hence not being expressed on the important cell types at all, so that a negative gate for any of them did not change which cells had that cell type. I consequently excluded all cell types involving CD19-, CD20- or CD10-, bringing the total cell types to 272.

![Diagram](image)

Figure 5.3: An example of RchyOptimyx analysis of one cluster of cell types. As 801 cell types are too many to visualize meaningfully with RchyOptimyx, I clustered the cell types and visualized each in turn. In this example, the addition of CD10- or CD20- make little difference to the P-value of the cell type CD34+CD61−CD14−. As this was a general trend and in line with reported AML biology, I chose to exclude cell types defined over these markers from further analysis.
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5.2.4 Surveying the Immunophenotypic and Genomic Landscape of AML

List mode data from clinical flow cytometry performed at diagnosis of 93 patients was obtained retrospectively. This data contained a common panel of 16 markers spanned across multiple tubes, with each tube containing CD45 to delineate leukemic and white blood cell populations. I combined tubes using flowBin, with the flowFP method for binning, 128 bins, and percentage positive as the measure of per-bin expression. I then used flowType [2, 3] to extract and count all phenotypes defined over combinations of up to four markers, with three levels of expression (negative: < 20% markers expression; partially positive: between 20% and 80% marker expression; fully positive: > 80% marker expression). Of the 58,742 phenotypes, I excluded those with a mean cell count of < 5% of all cells and a standard deviation across cell counts of < 10% of all cells (based on examination of the distribution of these values), leaving 4,938.

I then clustered the remaining cell types using non-negative matrix factorisation, as implemented in the NMF bioconductor package [115], in a manner similar that used for mRNA and miRNA in [72]. I used the default Brunet algorithm, with 50 and 200 iterations respectively for the rank survey and clustering runs. The number of clusters was chosen based on cophenetic score and silhouette width. I selected the top ten cell types from each cluster, and plotted the cluster results on a heatmap of these cell types against genotype and disease subtype.

To determine which mutations were significantly correlated with immunophenotypic clusters, I used a two-tailed Fisher’s exact test between cluster membership and presence of the mutation, followed by the Bonferonni-Holm correction.
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5.3.1 Separation of AML and Normal Cells

Heatmaps of the two predicted classes of bins are shown in Figure 5.4. The bins predicted to be normal fall mainly into well-clustered populations showing expression patterns typical of healthy myeloid (monocytes, promonocytes and granulocytes), lymphoid and erythroid cells respectively. By contrast, the bins predicted to be abnormal show many more clusters, and very few bins which fit normal expression patterns. Most of the bins show patterns of expression more typical of AML, such as CD34 and CD117 expression, and co-expression of the CD4 and CD7 with myeloid markers.

Figure 5.4: nu-SVM separation of normal and abnormal cell populations in AML samples. a. Heatmap of all populations within the AML samples that were predicted to be normal. Most can readily be identified as having the properties of common blood and bone marrow cell populations: myeloid cells expressing CD16 and/or CD64, lymphoid cells (dominated by CD3-expressing T-lymphocytes/precursors, and erythroid cells not expressing any of the markers in the panel, including CD45. b. Heatmap of all populations predicted to be abnormal. In contrast to the cells predicted to be normal, many of these express CD34 and CD117, primitive markers typical of stem cells and of AML.
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5.3.2 FlowCAP2

This pipeline performed poorly in comparison with other algorithms, with an F-measure of 0.46.\cite{5} Although the competition included an opportunity for participants to improve their scores, an error in the score-calculating code initially showed my pipeline as having a much higher F-measure during that phase, and so I did not have a chance to improve the pipeline until after publication. In dissecting this performance, it emerged that the classifier was vulnerable to class imbalance (only 43 of the 359 patients had AML). To address this issue, I added bagging with down-sampling to the classifier\[116\]. This improved classifier, illustrated in Fig 5.5, produced an F-measure of 0.96 when evaluated using the same methodology as was used in FlowCAP.

5.3.3 FlowBin with FlowType and RchyOptimyx to Find Cell Types in AML Correlated with NPM1 Mutation

The final set of 272 NPM1-associated cell types, after removing those defined over uninvolved markers, are illustrated on a heatmap showing their abundance in Figure 5.6. The cell types clustered into two main groups, roughly corresponding to the two patient classes (NPM1-wt and NPM1-mt). Relative abundance of cell types with stronger P-values, chosen by exploration using RchyOptimyx, are shown in Figure 5.7.

5.3.4 Surveying the Immunophenotypic and Genomic Landscape of AML

The results of the NMF clustering are summarized in Fig 5.8. The only mutations showing significant correlations with the immunophenotypic clusters were those in NPM1 (P=0.0006) and its closely-associated mutations in DNMT3A (P=0.0014)\[117\].

However, certain combinations of other class II mutations (those which block differentiation\[118, 119\]) clearly account for some clusters. In clusters 4 and 8, most patients have NPM1 mutations, but those which do not have t(9;11) karyotype or mutations in TET2. In cluster 3, the two patients which do not have NPM1 mutations...
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Figure 5.5: Schema for a voting classifier for flowBin output incorporating balanced bagging. **a. Training.** This is similar to the base classifier shown in Fig 5.1, except that multiple classifiers are trained, each on a bootstrap subsample of patients. Each bootstrap sample is set to contain equal numbers of patients from each class. **b. Prediction** To predict the class of a new patient, predictions for each bin from that patient are made by each of the trained classifiers. Final per-bin predictions are taken by majority vote of those predictions. Then, the prediction for the patient is made based on a majority vote of the per-bin predictions.
Figure 5.6: Overview of cell types which showed significant differences in abundance between \textit{NPM1-mt} and \textit{NPM1-wt}. The cell types cluster into two main groups, roughly corresponding to the two patient classes (\textit{NPM1-wt} and \textit{NPM1-mt}).
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Figure 5.7: Selected classes of cell types showing significant differences in abundance between NPM1-mt and NPM1-wt. P-values are given after Holm correction. a. Gating for the presence of myeloid lineage markers CD13 and CD33 within the CD34- compartment yields much stronger differences in abundance between NPM1-wt and NPM1-mt than CD34- alone. b. Gating for CD2- within the CD34- compartment yields a slightly better separation than CD34-alone, but gating down further to CD4- and CD13+ is a cell type that, while present in most NPM1-mt, is absent or below 20% abundance in nearly all NPM1-wt. c. Gating for CD61- and CD14- within the CD34+ compartment leads to a cell type which is common in NPM1-wt but almost entirely absent in NPM1-mt. d. Gating for HLA-DR+ and CD64- within the CD34+ compartment leads to a cell type that occurs in a subset of NPM1-wt but is entirely absent in NPM1-mt.
Table 5.1: Mutations and mutation groups correlated with immunophenotype clusters by Fisher’s exact test. Note that the cell types column only shows the cell type most strongly associated with the cluster(s) in question, and not the entire spectrum of cell types present or absent. For the full spectrum of cell types per cluster, see Figure 5.8

<table>
<thead>
<tr>
<th>Mutation(s)</th>
<th>Cluster(s)</th>
<th>P</th>
<th>Cell Types</th>
</tr>
</thead>
<tbody>
<tr>
<td>NPM1</td>
<td>3, 4, 8</td>
<td>0.0006</td>
<td>CD34−CD33hi</td>
</tr>
<tr>
<td>NPM1</td>
<td>TET2</td>
<td>t(9;11)</td>
<td>PML/RARA</td>
</tr>
<tr>
<td>DNMT3A</td>
<td>4</td>
<td>0.0014</td>
<td>CD33hiCD64hi</td>
</tr>
<tr>
<td>RUNXIT1/RUNX</td>
<td>MYH11/CBFB</td>
<td>6</td>
<td>0.0001</td>
</tr>
</tbody>
</table>

have the PML/RARA fusion gene. Cluster 6 contains mainly patients with either the RUNXIT1/RUNX fusion gene, or the MYH11/CBFB fusion, and the unadjusted P-value for these two genes combined is 0.0001, as compared to 0.04 for RUNXIT1/RUNX alone. This cluster is characterized by having a high proportion of cells expressing CD34, CD117 and HLA-DR. When TET2, t(9;11) and PML/RARA are added to NPM1, the (unadjusted) P-value of the Fisher’s exact test is 8.7 × 10^{-10}, as opposed to an unadjusted P-value of 3 × 10^{-5} for NPM1 alone. Although TET2 mutations are not confirmed to be class II mutations in AML, deletion of Tet2 in mice has shown to result in increased hematopoietic stem cell proliferation, suggesting that they may be [120]. These clusters are defined by an absence of CD34 expression and a high proportion of cells expressing CD13.

5.4 Discussion

5.4.1 Separation of AML and Normal Cells

I have shown how flowBin in combination with one-class SVM can be useful for separating normal from aberrant cells where a good training set of normal cells is available. This can have applications for later AML studies where the ratio of normal cells to leukemic is a confounding factor.
**Figure 5.8:** Top phenotypes and the results of NMF clustering. Phenotypes are indicated on the y axis of the heatmap: ‘−’ indicates cell populations negative for the marker, ‘+’ indicates partially positive, and ‘++’ indicates fully positive. Patients, clustered by nonnegative matrix factorization, are indicated on the Y axis. Greyed out genotypes are those for which sequencing failed.
5.4.2 Identifying AML Patients (FlowCAP 2)

I have shown that, despite poor performance in the initial FlowCAP2 competition, a voting classifier used in conjunction with flowBin can separate AML from normal cells, when balanced bagging is added. On the AML data set from FlowCAP, balanced bagging improved performance substantially, with the F-measure increasing from 0.46 to 0.96, a number roughly in the middle of the field compared with the other pipelines entered. This could be improved further by incorporating other machine learning best practices, such as feature selection. However, there are two levels of recursion already: the voting classifier and the bagging. Adding another layer of recursion would likely increase the computational complexity prohibitively. Instead, it would be better to recommend that flowBin be used in conjunction with the best-performing techniques from FlowCAP, most notably flowType and SPADE. [5]

5.4.3 FlowBin with FlowType and RchyOptimyx to Find Cell Types in AML Correlated with $NPM1$ Mutation

The overall pattern of association between CD34 expression and $NPM1$ mutation shown in Figure 5.6 fits with previous reports.[65, 66, 111] However, flowBin with flowType was able to find a multitude of immunophenotypes within those classes (CD34$^+$ and CD34$^-$).

Referring to the groups examined in more detail in Figure 5.7, the first group, CD34-CD13+CD33+, fits with observations that blasts often express CD13 and CD33 in $NPM1$-$mt$ AML [54]. The second and third groups, involving CD34-CD2- and CD34+CD2+, are both cell types which have been reported before in Acute Promyelocytic Leukemia [121], but not associated with $NPM1$. For the cell types in the second and third groups, CD4 has been recently reported to be associated with $NPM1$-$mt$, along with t(9;11) and monocytoid AML [76]. In the third group, CD61, a marker of megakaryoblasts, may fit with the observation of dysmegakaryopoiesis in $NPM1$-$mt$ AML [122].

In conclusion, I have found a series of cell types associated with $NPM1$ mutation
in AML. Although many of these cell types fit with previously reported trends, most represent new, previously unreported cell types associated with \textit{NPM1} mutation. Importantly, I have also demonstrated that flowBin can be used to produce high-dimensional data from low-dimensional multitube flow, suitable for downstream analysis in tools such as flowType and RchyOptimyx the identify significant cell populations.

\textbf{5.4.4 Surveying the Immunophenotypic and Genomic Landscape of AML}

I have shown how flowBin and flowType can be used, with NMF clustering, to find AML patients with similar sets of cellular immunophenotypes. I have further shown how this can be used as an alternative method to find genes (or combinations of genes) with characteristic immunophenotypes. Interestingly, many of the mutation types showing distinctive immunophenotypes are those with more favourable outcomes, while the known mutations with less favourable outcomes tended to be less associated with a single immunophenotype.
Chapter 6

BAIT: Automated Analysis of strand-seq Data for Detection of Sister Chromatid Exchanges and Genome Finishing

6.1 Background

As described in Chapter 2, strand-seq is a powerful technique which enables the detection of SCEs. However, the method as published in [83] involved visualising binned read counts on chromosome ideograms, then manually identifying change points between WW, WC and CC states. Like most visually based manual analysis, this is both time-consuming and prone to bias. Automating this analysis was thus a desirable goal, and in this chapter I describe a method for doing so, which I developed in collaboration with Mark Hills.

Furthermore, once SCEs can be systematically identified in large numbers of cells from the same organism or species, they can be used for a range of purposes. One such is finding and correcting misoriented contigs flanked by gaps within late-build genomes [83]. This can be extended to placing unbridged contigs in a late-build genome by their strand similarity to chromosomal regions across libraries. While this could be performed by manual inspection, that would again be tedious and potentially subjective, and an automated method was desirable. Later in this chapter, I describe a method developed
by Mark and myself to place unbridged contigs based on strand similarity. This method depends upon the accurate detection of SCEs. Both methods have been incorporated into a package called bioinformatic analysis of inherited templates (BAIT), which is available on Sourceforge.

6.2 Methodology

6.2.1 Automatically Detecting Sister Chromatid Exchanges

The sister chromatid exchange detection in BAIT accepts the binned read depths as produced for the visualisation. Although the overall read depth is unchanged across an SCE, the proportion of directional reads will change from two copies in the homozygous state to one in the heterozygous state (see Figure 2.11 in Chapter 2). BAIT exploits the similarity of the change in template copy number to copy number variation (CNV) analysis in order to locate and characterize all SCE events.

To create a single track of data for CNV, and to normalise for read depth differences, the ratio of Watson and Crick reads within each bin is computed, using \( \frac{W - C}{W + C} \). This gives a value of 1 when all reads map to the Watson strand (WW strand inheritance), -1 when all reads map to the Crick strand (CC), and 0 for an equal number of both (WC) (Fig 6.1a). A change in this ratio along the length of a chromosome corresponds to the location of an SCE event (Fig 6.1a), which is first localized to neighboring bins. For example, using the default bin size of 200 kb, a switch from a CC template-strand state in one bin (ratio = -1) to a WC template-strand state in a neighboring bin (ratio = 0) indicates that an SCE event occurred somewhere within the 400 kb interval encompassing those two bins (Fig 6.1a).

A bin size of 200 kb was selected to be large enough that, even in low read depth strand-seq data, such as that from an Illumina MiSeq, the read depth over that interval should, in our experience, be adequate to localise an SCE within the interval. BAIT first makes gross event calls by utilizing the circular binary segmentation algorithm [123]
implemented in the CNV Bioconductor package DNAcopy [124] to locate the SCE event to the two-bin interval. It then recalculates the template-strand ratio by segmenting this interval into five new bins (80 kb each, using default bin size), further narrowing the location of the SCE interval. BAIT applies this binning-based DNA copy detection method iteratively, decreasing the bin size by a factor of five each time (Fig 6.1b), until the read density is no longer sufficient to make accurate calls (determined from experience to be when an interval has less than 50 reads, or when DNAcopy can no longer predict a single event (Fig 6.1c). In order to identify SCE events on the boundary of bins, BAIT pads each interval with one-half of the interval length in each direction (Fig 6.1b, c; red arrows).

BAIT then refines the gross interval by incorporating a simple walker algorithm that analyzes reads starting from the homozygous state, and reports the first read on the opposite template that represents a switch to a heterozygous state (Fig 6.1, red box). From this refined interval, the walker checks that the 10 preceding reads map to the homozygous state, and that at least four of the 20 following reads map to the opposite template state (Fig 6.1c). If these criteria are not met, as may be the case where the background is high, BAIT continues to analyze across the interval until they are met. These checks improved the localization of SCE events (see Fig 6.2), and varying these thresholds did little to change the data. Through this two-step process, BAIT automatically detects and localizes SCEs with a high degree of confidence, plots them on ideograms, and creates a UCSC-formatted BED file of all SCE event intervals.

6.2.2 Placing Contigs in Late-build Genomes Using Strand Inheritance and Sister Chromatid Exchange Information

Using scaffold-level and chromosome-level assemblies to generate functional reference assemblies is valuable, but it is important to note that ‘completed’ assemblies also contain a large number of contigs that remain unmapped. Assigning locations for these orphan scaffolds in a chromosome context is a high-priority endeavor for sequencing
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Figure 6.1: Automated identification of sister chromatid exchange (SCE) from strand-seq data. (a) Gross directional mapping data are thresholded to remove bins with unexpectedly high or low read numbers, and analyzed using DNAcopy. Inherited template numbers are converted to a value between 1 and -1 for DNAcopy to make only one of three calls: WW, WC, or CC. DNAcopy defines an interval across two bins, so with a bin size set to 200 kb, the SCE event will be located to within 400 kb. (b) Localization is then iterated by subdividing the identified region into bins one-fifth of the original size (80 kb on first iteration), and re-running DNAcopy. A single bin size is used as padding to aid detection of SCE events at bin boundaries. The iterations of re-running DNAcopy continue until less than 50 reads remain within the interval. (c) A second algorithm identifies the first read to map in a different direction (W read at chr13:19,203,283), then performs a check that the 10 preceding reads are all in the expected direction (10 C reads), and at least 20% of succeeding reads are in the other direction. The interval is refined to a distance between two reads. Abbreviations: C, Crick; W, Watson.
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Figure 6.2: Optimization of the sister chromatid exchange (SCE) interval detector function. After DNAcopy has identified the smallest region in which SCE events have occurred, Bioinformatic Analysis of Inherited Templates (BAIT) executes a function that scans the region from the homozygous template direction until it identifies the first read mapping to the opposite strand. These “unfiltered calls” were similar to the manual calls, but were subject to low level background reads interfering with accurate localization (red line). To circumvent this, we added to the function that checks the 10 preceding reads to ensure they are all the same state, which yielded more accurate calls (blue line). Finally, we added a further check to ensure that the succeeding 20 reads (which are supposed to be Watson and Crick (WC)) mapped to the opposite strand at least 20% of the time (green line). The dashed lines indicate the median interval difference for each level of stringency.
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centers, and there are very few techniques that are available for this task [125]. However, provided that the orphan scaffold has sufficient read coverage, strand-seq can be used to determine the strand-inheritance pattern, which will be the same as the chromosome on which it is present. For example, an orphan scaffold inheriting WC template strands must locate to a WC chromosome in that particular library. If an orphan scaffold inherits WW template strands, it will locate to a WW chromosome if both sequences are in the same orientation, or to a CC chromosome if it is misoriented with respect to the chromosome. On average, using just a single library, half of the chromosomes can be excluded as possible locations for these orphan scaffolds (Fig. 6.3).

By comparing these locations across a batch of libraries, BAIT localizes these scaffolds to particular chromosomes. For each orphan scaffold with sufficient reads, BAIT assigns a template state, compares this against the template state of each chromosome within a particular library, and then iterates this process to compute the concordance across all libraries. Concordance is never 100% in practice, owing to libraries with high background, orphan scaffolds with too few reads to accurately call strands, SCE events within gaps between the scaffolds, and the 5 to 10% error rate of BAIT in SCE detection. Nevertheless, BAIT is still able to achieve high-quality predictions of scaffold location by taking the highest-concordance chromosome. Chromosomes are further split based on SCE locations, allowing for localization of orphan scaffolds to particular chromosomal regions (Fig 6.3). Because orphan scaffolds are likely to be located within gap regions rather than within contiguous sequence, BAIT can use a provided BED-format gap file to cross-reference all mapped orphan scaffold locations to gaps within the same interval. BAIT outputs in a BED file both the best predicted region for each fragment and any candidate gaps within that region.
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Figure 6.3: BAIT localizes unplaced scaffolds in late-version assemblies. Orphan scaffolds can be correctly oriented and localized relative to the rest of the genome by comparing template-strand inheritance. The orientation of an orphan scaffold is arbitrary, because it is not anchored to the rest of the genome, so it can be correctly oriented with respect its located chromosome, or misoriented. (a) For a single library where the unplaced scaffold GL456239.1 is WW, BAIT maps its potential location (shown in red) to both WW genomic regions (correctly oriented), and CC genomic regions (misoriented). If only one library is analyzed, all locations map with 100% concordance. Note that a WW scaffold will not locate to a WC chromosome, so chr8, chr14, chr16, chr18, and chr19 are 0% concordant. (b) BAIT iterates over a second library where GL456239.1 is CC. The results of the two libraries combined reduce the number of potential mapping locations from 17 to only 3 that map with 100% concordance. Because chr8, chr14, and chr16 are WC in this library also, these chromosomes map with 0% concordance. (c) BAIT iterates over a third library where GL456239.1 is WC, and thus maps to all chromosomes that are WC. The result of the three combined libraries reduces the number of potential mapping locations to 2: the centromeric tips of chr1 and chr4. (d) The combined results after iteration of all 62 libraries refine the location of GL456239.1 to the first 10 Mb of chr1 in the reverse orientation (with a concordance of 91%). The fragment was further refined to an unbridged gap occupying the first 3 Mb of chr1. Abbreviations: C, Crick; chr, chromosome; W, Watson.
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6.3.1 Accurate Localization and Mapping of SCEs

To assess the ability to computationally identify SCE events, BAIT predictions were compared with 528 SCE events from 62 murine embryonic stem cell strand-seq libraries that had previously been identified manually [83]. Manual processing of SCE events involved uploading BED-formatted strand-seq data into the UCSC genome browser [126], and identifying the interval at which the templates switch.

To allow the user to choose between favouring false positives or false negatives, BAIT SCE calling incorporates a filtering step, which excludes any bins that deviate more than a set multiple of standard deviations from the average red depth. By comparing the BAIT SCE calling to the manually processed SCEs, the optimal threshold for these data was determined. This was to exclude bins with read counts of $\pm 0.2$ standard deviations from the mean, which gave a sensitivity of 0.93 (10.9% false positives), and a specificity of 0.89 (7.2% false negatives) (Fig 6.4a). When only those libraries with a low background metric (< 5%) were included, the specificity improved to 0.94, while the sensitivity remained almost the same at 0.92 (Fig 6.4b). Of the false-negative calls, 72.9% were SCEs within 5 Mb of the start or end of the chromosome, indicating that terminal regions of chromosomes are under-represented by BAIT’s SCE localization. In addition, three of the SCE events predicted by BAIT but absent in the manual analysis were determined to be correct upon further analysis. One event was less than 2 Mb from the distal telomere of chromosome 1, while the remaining two events were 5 Mb from each other on chromosome 13. These SCE events were difficult to detect by eye from a BAIT ideogram output of strand-seq data. Furthermore, because BAIT identifies SCE locations directly on ideograms with an arrowhead, both false-positive and false-negative SCEs can be rapidly scanned and validated from the ideogram output files.

Of the correctly identified SCE events, a comparison of the location of the SCE interval between automated and manual calls showed a median difference of just 34 bp (see Fig 6.2). Almost two-thirds (65.8%) of the predictions were within 100 bp
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Figure 6.4: Accuracy of automated sister chromatid exchange (SCE) detection by Bioinformatic Analysis of Inherited Templates (BAIT). (a) By comparing the number of SCE events identified by BAIT to those determined manually, we calculated the percentage of computational calls that were incorrect (false positives) or not detected (false negatives). Filtering the data by only including bins that deviated minimally from the mean changed the results, with highly conservative filtering increasing the level of false negatives, and very broad filtering increasing the level of false positives. (b) The frequency of (left) false positives and (right) false negatives with respect to library background. Cleaner, high-quality libraries with < 1% of reads mapping incorrectly had a lower false-positive rate than libraries with medium background (< 5% incorrectly mapped reads), and an even lower rate than libraries with high background (< 10% incorrectly mapped reads). Error bars are ± standard deviation.
of the manual calls, with 74.7% of predictions within 10 kb. A summary of SCE distribution across all libraries was plotted, together with a histogram reporting the distance between events, helping to identify significant clustering of SCEs (see Additional file 2: Supplemental Data File 1). The accurate identification of SCEs is also important for the functions of BAIT which assemble and refine reference genomes (see sections below).

6.3.2 Placing Contigs in Late-build Genomes Using Strand Inheritance and Sister Chromatid Exchange Information

Previous work using strand-seq has shown that over 20 Mb of the MGSCv37/mm9 Mus musculus reference assembly is misoriented, involving 17 regions flanked by unbridged gaps [83]. In the more recent GRCm38/mm10 build of the genome, 35% (7,079.49 kb) of these identified misorientations were subsequently corrected, validating strand-seq with other approaches to correct orientation issues. In order to identify misorientations in the newest GRCm38/mm10 assembly, these analyses were repeated using the automated function of BAIT, identifying a total of 15 misoriented regions and five autosomal misorientations, with the remaining ten located to the X chromosome (see Additional File Table S1). Because the X chromosome only exists as one copy (monosomy) in the male embryonic stem cells (ESCs) of our dataset, misorientations appear indistinguishable from SCEs, and were identified by the intersection of events occurring over the same region across all libraries (see Additional file 2: Supplemental Data File 1). In this way, using just a single lane of sequencing, the majority of contigs (those larger than 10 kb with minimal segmental duplications) were oriented with respect to flanking contigs. Thus, using strand-seq and BAIT with relatively low-coverage sequencing, the relative orientation of all reference contigs can be determined, effectively bridging all gaps in an assembly.
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Table 6.1: Identification of all misoriented fragments in GRCm38/mm10. The genomic regions that were incorrectly oriented in the latest assembly version of the mouse genome were calculated by Bioinformatic Analysis of Inherited Templates (BAIT). The location and lengths of these regions, which should all be present in the reverse complement in the reference assembly, are shown. Misorientations were identified in every informative library.

<table>
<thead>
<tr>
<th>Fragment</th>
<th>Location</th>
<th>Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>JH584273.1</td>
<td>chr4:130,516,309-130,579,475</td>
<td>63167</td>
</tr>
<tr>
<td>JH584273.1</td>
<td>chr4:146,708,412-146,752,334</td>
<td>43922</td>
</tr>
<tr>
<td>GL456141.2</td>
<td>chr8:20,257,550-20,443,136</td>
<td>185586</td>
</tr>
<tr>
<td>GL456225.2</td>
<td>chr9:124,248,836-124,476,930</td>
<td>228094</td>
</tr>
<tr>
<td>GL456168.2</td>
<td>chr14:3,000,000-19,419,705</td>
<td>16419705</td>
</tr>
<tr>
<td>GL456186.2</td>
<td>chrX:3,182,394-3,556,356</td>
<td>373962</td>
</tr>
<tr>
<td>GL456186.2</td>
<td>chrX:4,742,210-4,960,182</td>
<td>217972</td>
</tr>
<tr>
<td>GL456190.1</td>
<td>chrX:27,205,755-27,499,671</td>
<td>293916</td>
</tr>
<tr>
<td>GL456192.2</td>
<td>chrX:27,549,670-29,212,945</td>
<td>1663275</td>
</tr>
<tr>
<td>GL456194.2</td>
<td>chrX:30,544,569-31,013,339</td>
<td>468770</td>
</tr>
<tr>
<td>GL456195.2</td>
<td>chrX:31,919,956-32,327,544</td>
<td>407588</td>
</tr>
<tr>
<td>GL456195.2</td>
<td>chrX:34,129,361-34,339,520</td>
<td>210159</td>
</tr>
<tr>
<td>GL456202.2</td>
<td>chrX:125,068,866-125,141,139</td>
<td>72273</td>
</tr>
<tr>
<td>JH584278.1</td>
<td>chrX:170,672,643-170,678,055</td>
<td>5412</td>
</tr>
<tr>
<td>GL456208.2</td>
<td>chrY:3,289,416-3,429,742</td>
<td>140326</td>
</tr>
</tbody>
</table>

Total 20785352
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To validate the ability of BAIT to map scaffolds that have yet to be localized to regions on reference assemblies, we used it to predict the localization of all orphan scaffolds in an earlier assembly of the mouse reference (MGSCv37/mm9), and compared those predictions with the actual known locations in the current assembly (GRCm38/mm10). MGSCv37/mm9 has 60 useable orphan scaffolds that can be lifted to a single specific coordinate on GRCm38/mm10 [127]. Of these, 57 were located by BAIT to an interval coincident with the correct location on GRCm38/mm10 (Fig efamalgBAITRes). From the three fragments that could not be correctly placed, two had fewer than ten libraries with sufficient read counts to analyze, and the remaining fragment mapped with a low concordance (57.1%). These data suggest reasonable thresholds for BAIT to map orphan scaffolds: more than ten libraries and greater than 60% concordance. More importantly, they confirm that using data from the same single lane of sequencing as used for contig orientation, BAIT and strand-seq can correctly map a large proportion of orphan scaffolds in a late assembly version.

There remain 44 orphan scaffolds in GRCm38/mm10, accounting for 5,334,105 bp, and containing 41 known genes. Of these, 23 contained sufficient reads to analyze, and we were able to subsequently place all of them to their matching chromosomes to within narrow intervals (Table 6.1; see Additional file 7: Supplemental Data File 2). By intersecting these locations to gaps in the contiguous genome build, BAIT further refined the scaffold locations (Table 6.1). Fragments were assumed to locate within either unbridged gaps or to bridged gaps in which gap size exceeded the fragment size, Analyzing 62 mouse libraries, 54.5% of these orphan scaffolds could be mapped to a particular chromosome, of which 54.2% could be mapped to a single contig gap (Table 6.1). BAIT also correctly oriented these fragments with respect to the chromosome to which they were mapped. BAIT includes a utility to create a new FASTA reference genome by reverse complementing misoriented regions and incorporating orphan scaffolds that map to a defined gap.
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Figure 6.5: Validation of using strand-seq to map unplaced scaffolds to built genomes. To confirm that Bioinformatic Analysis of Inherited Templates (BAIT) can successfully locate orphan scaffolds, the reads were aligned to MGSCv37/mm9, which has 202 orphan scaffolds, of which 60 can be mapped to a specific location in GRCm38/mm10. We used BAIT to locate these scaffolds in MGSCv37/mm9, and then cross-referenced these locations to the actual location in the GRCm38/mm10 assembly version. BAIT correctly located all regions in which there were more than ten libraries to analyze, and where the percentage concordance was above 68%. Green points indicate correctly mapped fragments, and red points indicate incorrectly mapped fragments. Dashed lines show the minimum number of libraries and minimal concordance needed to make confident calls.
6.4 Discussion

In this chapter, I have described my contributions to BAIT, a software toolkit for automated analysis of strand-seq data. BAIT facilitates SCE analyses by rapidly counting and locating events, presenting a pipeline that can be incorporated into high-throughput strategies. BAIT accurately refines the interval between reads in which the template switch occurs, allowing regions with a high propensity to undergo SCE to be identified (for example, fragile sites [128] or sites of recurrent DNA damage). Accurate interval identification is also important in looking for genomic rearrangements such as translocations, and BAIT is able to detect these and assign a frequency of the rearrangement within the pool of libraries, requiring a far lower read depth than conventional split-pair read sequencing. [129] A caveat to these analyses is that SCEs and genomic rearrangements are more difficult to detect on chromosomes that have more than two copies within a cell, potentially limiting its use in highly polyploid cancer cells. Taken together, these results show that BAIT is very accurate and efficient at predicting SCE intervals, and will be indispensable for future high-throughput analysis of strand-seq data.

BAIT is also capable of mapping orphan contigs in late-build genomes with a high level of accuracy. Furthermore, this accuracy can be increased to potentially 100% when disconcordant contigs (likely caused by either poor mappability or the presence of misorientations within the contig) and low-coverage contigs (short or those with poor mappability) are filtered out. For established and well-studied genomes, finishing builds by additional sequencing yields diminishing returns, and novel, targeted and highly sequence-efficient methodologies such as strand-seq and BAIT can play a crucial role in completing these genomes [130]. Indeed, I, along with Mark, have presented likely locations for 23 of the 44 remaining orphaned contigs in the current build of the mouse genome (GRCm38/mm10).

This work led on to Chapter 7, in which I describe methods for de novo assembly of early-build genomes made up entirely of unbridged contigs.
Chapter 7

ContiBAIT: Assembling Genomes Using strand-seq

7.1 Background

Early-build genome assemblies assembled by second-generation shotgun sequencing consist of many non-overlapping contigs, which are unanchored and unordered. However, performing strand-seq on cells derived from organisms with early assemblies yields directional strand information for each contig. Contigs residing on the same chromosome inherit the same templates across many libraries, while those from different chromosomes inherit template strands independently. Not accounting for sister chromatid exchanges, the probability that two contigs $C_1$ and $C_2$ from different chromosomes will have the same template state will be:

$$P(C_1 = C_2) = P(C_1 = wc; C_2 = wc) + P(C_1 = ww; C_2 = ww) + P(C_1 = cc; C_2 = cc)$$

(7.1)

$$= P(C_1 = wc).P(C_2 = wc) + P(C_1 = ww).P(C_2 = ww) + P(C_1 = cc).P(C_2 = cc)$$

(7.2)

$$= 0.5 \times 0.5 + 0.25 \times 0.25 + 0.25 \times 0.25$$

(7.3)

$$= 0.375$$

(7.4)

Conversely, contigs from the same chromosome will inherit the same template strands across all libraries (although this will be confounded slightly by sister chromatid exchanges). This similarity to genetic linkage [131] makes concordance of strand inheritance a good metric for clustering contigs into putative chromosomes or “linkage groups”.
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Some early-build genome assemblies have anchored contigs to chromosomes, but have not placed those contigs in order within each chromosome, due to the lack of overlapping information for assembly. Furthermore, after anchoring contigs to chromosomes using strand-seq, it would be desirable to also order them. In this case, sister chromatid exchanges can be used. For anchoring contigs, SCEs are an undesirable source of noise, causing deviation from the ideal case in which every contig from the same chromosome has the same strand template inheritance pattern in every library. But in every library in which an SCE has occurred, this provides ordering information for the chromosome it occurred in. Contigs upstream of the SCE will have the same strand inheritance as each other in that library, and the same for those downstream. Similarly to how meiotic recombination is used to create a genetic linkage map between loci [132], SCE events along the chromosome can be used to determine a genetic distance between contigs on the same chromosome, allowing them to be arranged and ordered. This is illustrated in Fig 7.4a.

In this chapter, I present contiBAIT, an R package for using strand-seq to both anchor and order unbridged contigs in early-build genomes.

### 7.2 Methodology

#### 7.2.1 Preprocessing and Calling Template Strand State

Before attempting anchoring and ordering, ContiBAIT performs filtering of libraries and contigs. ContiBAIT excludes libraries where every contig has inherited WC templates, as these suggest a failure of the strand-seq protocol. Contigs that have inherited WC templates in all libraries are also excluded, as these likely contain degenerate sequence.
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Figure 7.1: True ordering of semisynthetic mouse data for chromosome 3. This plot was generated using 1 Mb artificial contigs created based on the mm10 genomic assembly. The contigs for a single linkage group, consisting mainly of chromosome 3, were used. This illustrates some of the difficulties with the data – while some libraries are called cleanly, and show a consistent state either throughout or until there is an SCE, others are extremely noisy, with apparent state changes every few contigs.
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**Strand state matrix** (WC set to NA)

**Cluster**

**Multiple cluster labels**

**Take ensemble**

**Consensus Cluster Labels**

**Reoriented strand state matrix**

**Merge similar clusters**

**Final linkage group calls**

<table>
<thead>
<tr>
<th>Lib1</th>
<th>Contig 1</th>
<th>CC</th>
<th>WW</th>
<th>NA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lib2</td>
<td>Contig 2</td>
<td>CC</td>
<td>WW</td>
<td>NA</td>
</tr>
<tr>
<td>Lib3</td>
<td>Contig 3</td>
<td>CC</td>
<td>WW</td>
<td>NA</td>
</tr>
<tr>
<td>Lib4</td>
<td>Contig 4</td>
<td>CC</td>
<td>WW</td>
<td>NA</td>
</tr>
<tr>
<td>Lib5</td>
<td>Contig 5</td>
<td>WC</td>
<td>CC</td>
<td>NA</td>
</tr>
<tr>
<td>Lib6</td>
<td>Contig 6</td>
<td>WC</td>
<td>CC</td>
<td>NA</td>
</tr>
<tr>
<td>Lib7</td>
<td>Contig 7</td>
<td>WC</td>
<td>CC</td>
<td>NA</td>
</tr>
</tbody>
</table>

**Figure 7.2: Overall ContiBAIT Linkage Group Assignment Pipeline.** A matrix of strand states for each contig in each library (cell sequenced) is taken as input. For clustering, only the WW and CC states are used; WC are set to NA. Several clusterings runs are performed, and combined to form a consensus clustering. The clusters most dissimilar to other clusters are reoriented until this does not improve the global cluster score; the strand matrix is then updated with the reoriented strand states. Clusters that are similar by the reoriented strand matrix, including the WC calls, are merged, producing the final call for linkage group membership.
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7.2.2 Anchoring Unbridged Contigs into Chromosomes de novo in Early-build Genomes

Using the template strand calls matrix from the previous step, contiBAIT assembles contigs into groups with similar strand inheritance patterns (linkage groups), representing putative chromosomes. The complete contiBAIT pipeline for contig anchoring is overviewed in Fig 7.2. In the first step, only CC and WW states are used to cluster the contigs; this is to keep contigs from the same chromosome but which are in reverse orientation separate. Due to the non-deterministic nature of the clustering algorithm used, an ensemble of multiple clusterings is used to determine the best cluster labels. Whole clusters are then reoriented until the global cluster distance no longer improves, and the strand matrix is updated with the reoriented strand template states. This complete matrix is used to determine distances between clusters, and similar clusters are merged into the final linkage groups.

Three-Star Chinese Restaurant Clustering

A major challenge which arose in [6] was the great number of contigs which had to be clustered into putative chromosomes. In the mm2 data set, the number of contigs which had sufficient strand-seq data to cluster was approximately 50,000. This made distance-based clustering algorithms infeasible, as this would require a distance matrix containing $2.5 \times 10^9$, stretching the limits of all but highly specialised hardware to store in RAM.

A method does exist for memory-efficient clustering of categorical data – k-modes [133]. However, this algorithm in its original form does not provide for a method of model selection (choosing the number of clusters $k$). Furthermore, k-modes is not designed to handle missing data, which is a necessary feature of strand state calls. I thus concluded that developing a novel clustering algorithm would be the best solution to this problem. To this end, I created an algorithm very loosely modelled on a Chinese restaurant process.

A Chinese restaurant process (CRP) posits a restaurant with infinitely many tables,
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Figure 7.3: Flow diagram illustrating three-star Chinese restaurant clustering. For each contig, the similarity in strand state between the contig and the existing clusters (if any) is computed. If this similarity exceeds a pre-defined threshold for any of the existing clusters, the contig is assigned to the most similar cluster. If no clusters are similar enough, a new cluster is created. For the purposes of computing similarity, a consensus strand state is computed for each cluster by a simple vote of the strand states of its members.

Each having infinitely many chairs. As each new customer is seated, they choose, with uniform probability, to sit at an already-occupied table, or to sit at a new table. Indeed, a model-based clustering method for numerical gene expression data has been developed from CRPs [134].

My clustering method was considerably simpler. In each iteration, a new contig is considered. The contig may either be assigned to a new cluster, or join an existing cluster. To decide this, each existing cluster’s per-library strand state is computed as the majority vote of its member contigs for that library. Then, the distance between the new contig and all the existing cluster is computed. If the contig is sufficiently similar to an existing cluster (as determined by a pre-set threshold similarity value), then it is added to that cluster. If not, then it forms a new cluster.
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In a deliberate effort to stretch a bad metaphor to the breaking point, I have named this method “Three-Star Chinese Restaurant Clustering”. In Vancouver, the city where this work was conducted, there are many Chinese restaurants, serving a great range of Chinese cuisines. As a one to five star rating system is common for restaurant reviews, I have selected “three-star” to refer to an “average” restaurant, as an allusion to the averaging of existing cluster values when choosing cluster assignment for a new data point.

High-Speed Bitstring Implementation of Contig Similarity Calculation

In order to enhance the performance of TSCRC for this particular task, I optimised the distance computation for speed. Since the strand state vector for each contig is defined over only two values – WW and CC, it could be encoded as a bit string \( (V_1S \text{ and } V_2S) \), using the BitString class from the boost library [135]. The presence of missing values (NAs) in each vector is encoded as a separate bitstring \( (V_1NA \text{ and } V_2NA) \). Then, using bitstring arithmetic, the similarity between two strand state vectors, in the presence of missing values, can be computed:

\[
\begin{align*}
\text{common bits } C &= \sim (V_{1NA} \mid V_{2NA}) \quad (7.5) \\
\text{equal bits } E &= \sim (V_{1S} \oplus V_{2S}) \quad (7.6) \\
\text{non-NA overlap } O &= E \& C \quad (7.7) \\
\text{similarity } S(\in \mathbb{R}) &= \frac{\text{bitcount}(O)}{\text{bitcount}(C)} \quad (7.8)
\end{align*}
\]

Bitwise AND, OR, XOR and NOT are part of the core Intel x86 instruction set. Counting of set bits in a bitstring is implemented as the machine-level instruction POPCNT since the SSE4 extension to the basic Intel instruction set [136]. As such, this implementation can be translated by the C++ compiler down to high-speed machine-level instructions on most modern computers.
7.2. Methodology

Ordering Clustering by Quality

One problem with TSCRC is its sensitivity to the order in which contigs are presented to it. Lower-information contigs are more likely to associate incorrectly, and if these form the seeds of clusters at an early stage in the clustering, they could result in clusters made up erroneously of contigs from separate chromosomes. Indeed, this was the case in the initial validation work shown in Fig 7.5. A solution to this problem is to feed in contigs in order of quality. For this purpose, I used the proportion of non-NA values for each contig, and sorted the contigs in descending order.

Ensemble Clustering

To further overcome TSCRC’s sensitivity to ordering of its input, contiBAIT performs several clustering runs and combines these using ensemble clustering. In order to keep the advantages of best-first ordering while still randomising the clusterings to be combined in the ensemble, contiBAIT uses quality-weighted sampling of contigs to select the order in which they are passed to TSCRC for each clustering run. A consensus clustering is then produced using the CLUE R package with the default fixed-point algorithm [31].

Reorientation and Merging of Linkage Groups

To distinguish contig orientation, contiBAIT generates an initial contig dissimilarity matrix using only chromosomes that have inherited homozygous WW and CC templates (but excluding WC), in such a way that misoriented linkage groups derived from the same chromosome are highly dissimilar (Fig 7.5a, left panel). BAIT then uses a greedy algorithm to reorient the misoriented linkage groups: iteratively inverting the most dissimilar, and recomputing the distance matrix until a reorientation causes no increase in the summed concordance of all groups (Fig 7.5a, right panel; see Fig 7.6). Linkage groups with high similarity are merged in the recomputed data, and contiBAIT has functionality to visualize this as a distance-matrix heat plot of linkage group concordance (Fig 7.5a, right panel; see Fig 7.6).
The final output of contiBAIT’s anchoring process is a linkage group label for each contig, corresponding to its chromosome membership. As a side effect of the reorientation process, contiBAIT also produces orientation information for all contigs.

### 7.2.3 Ordering of Unbridged Contigs within Chromosomes

To determine the order of contigs within chromosomes, contiBAIT uses template-strand inheritance and SCE localization to build an inter-contig distance matrix for each linkage group. This is then used for ordering by formulating the ordering problem as a travelling salesman problem.

If this distance matrix is viewed as a complete graph, then the goal is to find a path that visits every vertex (a Hamiltonian path), while minimizing the weight of the edges included (the lowest-weight Hamiltonian path). However, given the far greater availability of techniques for finding the lowest-weight Hamiltonian Cycle (the travelling salesman problem), it is desirable to reformulate the problem as such. This can be achieved by adding a dummy vertex with edges of weight zero to all other vertices. From there, existing methods for solving the travelling salesman problem may be used to find a (hopefully optimal) low-weight path through the graph and infer the relative order of contigs within a linkage group. This process is illustrated on a toy example in Fig 7.4.

Before computing this distance matrix, additional pre-filtering is carried out. To reduce noise, contiBAIT re-examines the ratios $R$ of W to C reads used to call the strand state for each contig in each library. These calls are filtered out (set to NA) when $0.2 < \text{abs}(R) < 0.8$. Since no ordering information can be found for contigs which are so close that their strand state is identical across all libraries (see Figure 7.4), these cases are detected and combined into meta-contigs before ordering.

Following filtering, contiBAIT computes distances between contigs using the daisy function from the cluster package in R [137]. It then passes these distances to the TSP package to be solved. Unfortunately Concorde [138], widely considered to be the best TSP solver, cannot be included with the TSP package due to licensing issues. So, at
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7.3.1 Contig Anchoring

To test the ability of BAIT to build genomes *de novo*, the read libraries were realigned to the first build of the mouse genome (MGSCv3). Of the 224,713 contigs in this assembly version, the 77,258 that were over 10 kb were included, representing 2,006 Mb of DNA (81.0% of total assembly). After remerging and reorienting similar clusters, BAIT assigned 54,832 contigs, representing 1,742 Mb (64.9%) of the assembly, into 20 primary LGs (Fig 7.5a). Allosomes in these male-derived ESCs are effectively monosome, and so contigs derived from the sex chromosomes can be separately identified, as they only inherit a single W or C template strand, never both. After cross-referencing the locations of MGSCv3 contigs to GRCm38/mm10 coordinates, the majority of LGs clustered to only one chromosome (see Fig 7.6), and the majority of chromosomes consisted of only one linkage group (Fig 7.5b). When more than one chromosome was attributed to the same linkage group, these groups could be split into two subclusters (see Figure 7.6).

Similar results were seen when we simulated an early-stage reference by splitting the GRCm38/mm10 genome into a scaffold of the 403 chromosomal Giemsa bands (based on coordinates from the UCSC genome browser [127]), and realigned our libraries to this new reference version (see Additional file 5: Figure S4). Using disrupted concordance from SCEs as a genetic distance indicator, it was further possible to infer the relative orders of the contigs present in each linkage group.

The accuracy of ordering fragments is dependent on the frequency of SCEs, the number of libraries used in the analysis, and the level of library background (high-background libraries are more likely to have incorrect template calls). If the template strands of contigs are identical in all libraries (because no SCE events have occurred between them) their relative order remains unknown.
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Figure 7.4: Using SCEs to order contigs within a chromosome.  

a. A very simplified and idealised example, showing only four contigs and four libraries. 

b. The template state matrix for each contig in each library.

c. The concordance matrix between contigs, corresponding to the template matrix in b.

d. The concordance matrix formulated as a distance graph, with an added dummy node D, for solving as a travelling salesman problem. Two shortest Hamiltonian Cycles are possible, and once the dummy node is removed, one of these corresponds to the correct ordering of the contigs along the chromosome. Note that, since C2 and C3 have identical template state in all libraries, it is impossible to distinguish their ordering.
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Figure 7.5: Clustering contigs into linkage groups for early-assembly genomes. Using template strand directionality as a unique signature, all contigs in the early mouse assembly MGSCv3 were compared with each other across all 62 strand-seq libraries. All contigs with similar (> 85%) template inheritance patterns were stratified into linkage groups (LGs). (a) Heat plots of all BAIT-called LGs show limited similarity between groups. Through analysis of homozygous template states only (WW and CC, left panel) 57,581 contigs cluster into 33 LGs, with the association between linkage groups appearing as yellow points if groups are in the same orientation, or blue points if the groups are in opposite orientations. The LGs are then reanalyzed after merging and reorientation of associated clusters, resulting in only 20 linkage groups consisting of 54,832 contigs. (b) Histogram of the number of fragments within a linkage group that map to a particular chromosome. The LG with the largest number of contigs are shown at the bottom in dark gray, with groups that contain the next largest numbers of contigs shown in progressively lighter grays. Most LGs contain contigs that belong to the same chromosome (see Fig 7.6), and in general, most chromosomes are represented by one or two linkage groups. Note: contigs derived from sex chromosomes in male libraries can be distinguished as they are haploid, and are not computed as an initial heat plot. Any contigs derived from haploid chromosomes are separated and clustered independently. Almost all contigs clustered into this linkage group mapped to the X chromosome (right histogram). Abbreviations: C, Crick; W, Watson.
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Figure 7.6: Contig locations in Bioinformatic Analysis of Inherited Templates (BAIT)-compiled linkage groups. Strand-seq data was aligned to the MGSCv3 assembly, and was stratified solely on strand inheritance patterns. The resulting data were compared directly to the known locations of the MGSCv3 contigs in the current GRCm38/mm10 assembly. (a) Linkage groups determined by BAIT predominantly contain contigs derived from a single chromosome. The linkage groups (denoted as LG# under each histogram) contain different numbers of clustered contigs, with the total length of each linkage group shown (y-axis) but tend to map to only one chromosome. (b) Of the linkage groups that map to more than one chromosome, a heatmap plot shows that the linkage group should be subdivided. Linkage group 1 (green highlight) contains contigs from chromosome 1 (chr1), chr15, and chr7, but generates three distinct clusters (left panel) where each cluster contains contigs derived from one chromosome (colours beneath dendrogram). An example of a linkage group with contigs mapping to a single locus (LG11, green highlight) shows that the majority of contigs within this group cluster tightly together (right panel).
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Ensemble Clustering

To evaluate ensemble clustering, I ran TSCRC 100 times on the early mouse genome (mm2) data used for evaluation in [6]. I ran reorientation and merging on each of these, and took those results as the non-ensemble baseline. I then took 1,000 bootstrap samples for each of size \{2, 4, 6, 8, 10, 12, 14, 16\}, and reoriented and merged each of these. To evaluate the accuracy of each clustering, I computed the F-measure as per [5], specifically:

\[
F(C, K) = \sum_{c_i \in C} \frac{c_i}{N} \max_{k_j \in K} \{F(c_i, k_j)\}
\]  (7.9)

Where \(C\) represents the true chromosome assignments of contigs (lifted over to mm10), and \(K\) represents the cluster assignments produced by contiBAIT.

The results are shown in Figure 7.7a. Ensembles of size 4–16 showed improved F-measures over single clusterings, with a peak at 14, and most of the gains achieved by 8 clusters in the ensemble.

Effect of Contig Size

Using the current build of the mouse genome (mm10), I divided chromosomes into equal-sized sections of varying sizes (1 Mb, 500 Kb, 250 Kb, 100 Kb, 50 Kb). I then ran contiBAIT 100 times (without ensemble) on each of these to assemble them into their original chromosomes, and computed the F-measure for each as per Equation 7.9.

The results are shown in Figure 7.7b. Contig size, at least over this range, had minimal effect on F-measure. Although there was an increase in F-measure with decreasing contig size down to 100kb, on examination of the clusterings themselves, this was due to there being only 1-2 contigs misplaced in each result. Those 1-2 misplaced contigs represented a greater proportion of the total chromosome size in the data with larger contigs, hence the slightly lowered F-measure.
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Figure 7.7: Evaluation of contiBAIT chromosome assignment with different-sized cluster ensembles and different-sized contigs. a. F-measure vs size of cluster ensemble for mm2 data. Without ensemble clustering, median F-measure was 0.86. Ensembles of size 2 actually decreased F-measure (median=0.77), while those of size 4 and larger show an overall (but not significant) increase, peaking at ensembles of size 12–14 (median=0.91). b. Effect of contig size on accuracy of chromosome assignment for uniform-sized synthetic contigs from mm10 data. F-measure was relatively uniform (within the range of 0.94 to 1), however there was a slight trend of increasing F-measure as contig size decreased from 1 Mb down to 100 Kb. This trend reversed at 50kb, with a slight decrease in F-measure from 100 Kb.

Overall Performance

contiBAIT was run on the same early-build genome data (mm2) described earlier in Fig 7.5 and in [6], but with TSCRC and ensemble clustering. The results are shown in Fig 7.8, and include no major incorrect merging of contigs from different chromosomes, and most chromosomes almost entirely accounted for by a single linkage group.

7.3.2 Validation of Contig Ordering

To validate contig ordering, I used the 1 Mb, 500 Kb, 250 Kb simulated contigs as described in the earlier section for anchoring. I took the contigs assigned to each linkage group as predicted by contiBAIT anchoring, and applied contiBAIT to attempt to correctly order them. I then compared the positions of the contigs in order to their true start positions, both visually and by using Spearman’s Rho correlation. These results are summarised in Fig 7.9. Visually, contiBAIT was able to recapture the overall trend of contig location, although frequently there were discontinuities and opposite-ordered
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Figure 7.8: A chromosome assignment result after reorientation and merging. This plot was generated on mm2 data, following clustering with an ensemble of size 8, reorienting of misoriented linkage groups, and merging. This is a marked improvement in comparison with the previously published performance shown in Figure 7.5B. No linkage group contains substantial numbers of contigs from any but the primary chromosome, so that, although chromosomes 2 and 14 ended up split over two main linkage groups each, no chimeric chromosomes were created.
### 7.4 Package

Unlike BAIT, ContiBAIT has been developed as a fully-contained R package, capable of accepting BAM and BED files and performing all analysis described in this chapter. It is intended for it to submitted to Bioconductor to be made freely available.

### 7.5 Discussion

I have demonstrated that contiBAIT can anchor contigs into common linkage groups based on shared template inheritance, and can order some contigs within linkage groups using sister chromatid exchanges.

For contig anchoring, I have presented a complete pipeline for clustering and reorienting contigs. As part of that pipeline, I have developed and optimised three-star Chinese
restaurant clustering, a novel, memory-efficient clustering algorithm for symmetric binary variables. Although this method is somewhat susceptible to errors due to starting bias, I have shown that combining multiple runs in an ensemble of six or more clusterings improves its performance. On an actual early-assembly genome, assigning of contigs to chromosomes performed well (mean F-measure 0.91). On simulated genomes, created by cutting the current (mm10) build of the *Mus musculus* genome into uniformly sized “contigs”, F-measure consistently exceeded 0.95 even for contigs as small as 50kb.

For contig ordering, I have presented a pipeline for assigning the orders of contigs relative to each other using a travelling salesman problem formulation. This was able to capture the overall ordering of contigs, but with a great deal of local noise, as well as regions ordered opposite to each other. While this may be sufficient for the purposes of early-build genomes (and certainly provides more information than is available for unbridged contigs), this is far from ideal. It is possible that the use of the Concorde TSP solver [138] may improve the ordering. Furthermore, more stringent filtering of both libraries and contigs could reduce the confounding noise, at the expense of fewer contigs ordered. It would also be possible to first order a small subset of higher-quality contigs, then use BAIT to detect misorientations and to place some of the remaining contigs [6].

Preliminary sequencing efforts in lesser-studied organisms suffer from fewer resources spent on deep sequencing and subsequent curating and refining of the reference genome assemblies. With several ambitious sequencing projects in development [140], there is an increasing need for rapid and cost-effective construction of accurate and useful reference genomes. Arranging contigs to facilitate building chromosome-level and genome-level hierarchies represents an attractive advance toward this goal, especially in conjunction with existing technologies, and it is likely that strand-seq and contiBAIT will be widely adopted in standard genome assembly pipelines [130]. ContiBAIT is positioned to join alternate, low-cost methods for anchoring contigs in draft-quality genomes, such as optical mapping,[141] chromatin interactions [142] and POPSEQ [143] as a vital tool for low-budget genome sequencing efforts.
Chapter 8

Conclusions and Future Work

8.1 Summary of Contributions

Firstly, I have developed an enhanced version of flowType, enabling it to be used on newer, higher dimensional data. I have developed flowBin, a new, imputation-free tool for combining multitube flow cytometry data. Both of these steps were necessary to enable deep, automated profiling of retrospective flow cytometry data from AML diagnoses. FlowBin was needed to transform the data into a form that could be analysed while accounting for the true correlations among the markers in different tubes. FlowType-DP was necessary to analyse the very high-dimensional data from flowBin, which was not possible with flowType-BF. I have shown how, taken together, flowBin and flowType-DP form a powerful platform for high-throughput analysis of multitube flow cytometry data.

Multitube flow cytometry data is commonly used for leukemia diagnosis, and I have applied flowBin and flowType-DP to three retrospective acute myeloid leukemia data sets. I have demonstrated that flowBin can be used to distinguish normal from leukemic cell types, to find cell types associated with a particular genotype, and to survey the immunophenotypic landscape of a patient cohort. In the process, I have presented a more detailed survey of the immunophenotypes associated with NPM1 mutations in AML, shown the neoplastic immunophenotypic landscape of AML, and associated immunophenotype with a comprehensive survey of AML genetic lesions.

Secondly, I have contributed significantly to developing BAIT, a tool for detecting sister chromatid exchanges in strand-seq data. This lays the foundations for detecting translocations and other genomic rearrangements at the single cell level, which
may have profound impacts for researching drug resistance and relapse in AML. BAIT also enables the placing of unbridged contigs in late-build genomes, and I present the placing of half the remaining unplaced contigs in the current build of the mouse genome. Mice are an important model species for AML research, and improvements to the quality of the mouse genome will aid their usage for this purpose.

Following from BAIT, I took the lead in developing contiBAIT, an R package for \textit{de novo} assembling genomes with unbridged gaps using strand-seq. There are numerous model organisms with genomes consisting only of large numbers of unbridged, unanchored contigs. Many of these organisms are likely to be of use in cancer research. For example, the naked mole rat (\textit{Heterocephalus glaber}), has unusually high cancer resistance, but a genome currently only assembled into 4,230 unplaced contigs. ContiBAIT, with strand-seq, can be used to cheaply assemble these genomes into chromosomes, and to create preliminary ordering of those contigs along the chromosomes, for relatively little sequencing cost.

\section{8.2 Reiteration of Problem Statement}

\textit{Although the high-throughput methods of flow cytometry and strand-seq have produced large quantities of data that may facilitate life-saving research into AML treatment, the bioinformatics tools to analyze this data have been limited. Prior to this thesis work, tools for recombining the multitube flow cytometry data typical in AML diagnosis were few and produced imputation errors, while existing downstream methods were poorly suited for the high dimensionality of the resulting data. Tools for automatically analysing strand-seq were non-existent.}

By developing flowBin and improving flowType, I have created tools to be able to accurately recombine multitube AML flow cytometry data, and further characterise that data in spite of its high-dimensional nature. By developing BAIT and contiBAIT, I have created tools to analyse strand-seq data, with applications in AML of measuring genomic instability, detecting subclonal genomic rearrangements, and improving the
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assemblies of cancer model organism genomes. These tools will facilitate much-needed research using these data towards understanding AML biology and hence improving treatment outcomes.
<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Input</th>
<th>Output</th>
<th>Advantages</th>
<th>Limitations</th>
</tr>
</thead>
<tbody>
<tr>
<td>flowType-DP</td>
<td>High-dimensional single-cell data, partition thresholds for each dimension</td>
<td>Counts of all cell types defined across all combinations of dimensions, down to a pre-specified number of combinations</td>
<td>Enables very high-dimensional data to be deeply phenotyped</td>
<td>Does not comprehensively examine all combinations (as this would be infeasible)</td>
</tr>
<tr>
<td>flowBin</td>
<td>Multitube flow cytometry data</td>
<td>High-dimensional data with per-cell-cluster expression values, resembling high-dimensional flow cytometry data</td>
<td>Enables combining of multitube flow cytometry data for use in analyses accepting flow cytometry data; fewer false combinations</td>
<td>Low sensitivity</td>
</tr>
<tr>
<td>BAIT: SCE prediction</td>
<td>Read locations from a strand-seq library</td>
<td>Predicted locations of sister chromatid exchange events</td>
<td>Enables automated prediction of SCEs</td>
<td>Not 100% accurate, especially in noisy data.</td>
</tr>
<tr>
<td>AmalgaBAIT</td>
<td>Multiple strand-seq libraries from the same organism, a reference genome containing some unbridged, orphan contigs</td>
<td>Prediction of likelihoods across the genome that each unplaced contig maps to that region</td>
<td>Enables relatively low-cost placement of unbridged contigs</td>
<td>May not work for low-complexity or misassembled contigs (but these are easily filtered out)</td>
</tr>
<tr>
<td>contiBAIT</td>
<td>Multiple strand-seq libraries from the same organism, a reference genome made entirely of unbridged, orphan contigs</td>
<td>Prediction of chromosomal membership of contigs and positional order of contigs within chromosomes</td>
<td>Assists in draft assembly of poor-coverage reference genomes</td>
<td>Vulnerable to noise (especially predictions of positional order).</td>
</tr>
</tbody>
</table>

**Table 8.1:** Summary of algorithms developed, listing inputs, outputs, advantages and disadvantages.
8.3 Future Directions

8.3.1 FlowType-DP

A possible further refinement to FlowType-DP might include heuristic search of the cell type space. P-values, area under the curve, or other outcome metrics could be used as optimality criteria. This could enable much deeper exploration of the cell type space than flowType-DP’s breadth-first strategy. However, such a search method may be susceptible to convergence at local optima (and thus miss phenotypes which a more comprehensive strategy would have found). Also, since the search is biased towards phenotypes with higher P-values or better classification scores, the search could be susceptible to overfitting, and in a statistical context, care would need to be taken to ensure that an appropriate multiple test correction was developed and applied.

Another possible refinement to flowType analysis would be the development of an appropriate multiple test correction for the comprehensive case. Existing methods, e.g. Bonferonni-Holm[146] and Benjamini-Hochberg[i147], assume independence between variables. However, the phenotypes produced by flowType are related hierarchically, and tend to be highly interdependent. Indeed, in some cases, adding a particular gate to a phenotype may have no effect whatsoever (for example, CD34+ cells are rarely also CD20+), so that some phenotypes are completely redundant. A multiple test correction which accounts for this feature of flowType data could substantially improve the statistical power of analyses incorporating flowType.

8.3.2 FlowBin

Future enhancements to the flowBin could include support for user-specified binning using the gating data structures within the flowCore package.[20] This would by extension support importing bin definitions from other software saved in Gating-ML format.[148] Another useful addition would be the option to support callback functions for computing the expression of bins. This would enable users to implement alternative methods for thresholding based on negative controls, such as Overton’s cumulative subtraction
of histograms[149], Bagwell’s super enhanced Dmax subtraction[150], Lampariello’s ratio analysis of empirical cumulative density functions[151], or the more recent use of F-measure [152].

8.3.3 Applications of FlowBin to AML

In AML, blast count is typically quite high (at least 20% of bone marrow), but varies substantially and may be as high as 90%. This acts as a source of noise in flowBin-flowType analyses. The detection of abnormal cell types (and filtering out of normal) could be used to reduce that noise. However, in the other AML data sets I analysed, there were no normal patients available to use for this purpose. So a future direction would be to determine whether the FlowCAP2 AML data set (which is publicly available in FlowRepository) could be used as a training set for other data sets.

For the analysis associating NPM1 with phenotypes, the next step was to apply the same methods to a more comprehensive genotyping effort, which I did. For that genotyping effort, overall survival information is available, and it could be useful both for future prognostic purposes and to understanding the biology of AML to perform survival analysis. Both the NMF clusters, individual cell types, and combinations of these with recurrent gene mutations could be examined for survival differences and/or correlation. Another future analysis to be performed on that data set would be a comparison of the flow cytometry NMF clusters with NMF clustering of the same patients in terms of both their mRNA and miRNA expression (data for which is available). This could help to elucidate more of the biology underlying the genotype-phenotype correlations I observed. Lastly, in recent years software has become available for inferring clonal prevalence of genotypes, such as PyClone.[153] The clonal prevalence could then be compared with immunophenotype prevalences to attempt to infer the relationships between immunophenotypic variation within AML and genotypic variations at the single-cell level.
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8.3.4 BAIT

The ability to detect sister chromatid exchanges (and similar discontinuities in strand inheritance) has many potential applications. One of the most important applications to AML diagnosis is the ability to detect genomic rearrangements, which appear as SCEs.\[6\] Since strand-seq is single cell, it could be possible to use it as a cheap, sensitive and automated method for detecting subclonal translocations and inversions, an important next step for AML research. There will be some challenges to this, such as the problem that some rearrangements would be masked in some cells by chance. Once per-cell predictions of rearrangements have been made, they could be used similarly to FISH to infer the clonal phylogeny of the tumour [154].

8.3.5 contiBAIT

My collaborator on BAIT and contiBAIT, Mark Hills, has sequenced strand-seq libraries from several organisms with early-build genomes, including zebrafish (\textit{Danio rerio}), pig (\textit{Sus scrofa}), ferret (\textit{Mustela putorius}), Tasmanian devil (\textit{Sarcophilus harrisii}) with accompanying facial tumour, and platypus (\textit{Ornithorhynchus anatinus}). Mark is in the process of applying contiBAIT to this data, in order to improve the quality of the genomes for these organisms. In the future, strand-seq and contiBAIT will likely become one of a suite of low-cost tools complimenting and enhancing the results of whole-genome shotgun sequencing efforts.

While contiBAIT’s current anchoring approach performs extremely well, the ordering component could be improved. A procedure of filtering more stringently and only attempting to order the higher-quality contigs could help. It may also be possible to estimate the background noise of the individual libraries, as BAIT does[6]; although this requires complete chromosomes, it could be adapted to work with larger contigs.

The ordering algorithm itself could also stand to be improved. Applying the Concorde framework[138] may produce more optimal travelling salesman problem solutions. Furthermore, the shortest Hamiltonian path / travelling salesman problem formulation
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itself has some drawbacks, in that it does not account for some biological information, such as impossible strand state transitions, and detectable SCEs within contigs. A metaheuristic approach (such as a genetic algorithm) could be developed instead, with a customised objective function accounting for these factors. Although genetic algorithms (GAs) in their original formulation are notoriously poor at solving ordering problems due to becoming stuck in local sub-optima,[155] a formulation incorporating local heuristic search in place of the mutation operator has been used to solve TSPs quickly and with solutions equally optimal to benchmarks.[155] Incorporating this strategy with a more intelligent objective function could dramatically improve the ability of contiBAIT to correctly order contigs.
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