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Abstract

There are three topics in operations management presented in this dissertation. Each topic deals with a specific issue encountered by managers from various organizations.

In the context of non-profit operations, we study a two-customer sequential resource allocation problem whose objective function has a max-min form. For finite discrete demand distribution, we give a sufficient and necessary condition under which the optimal solution has monotonicity property. However, this property never holds with unbounded discrete distributions.

Then, we look at a service system with two servers serving arriving single class jobs. Servers care about fairness, and they can endogenously choose capacities in response to the routing policy. We focus on four commonly seen policies and examine the two-server game where the servers’ objective functions have a term that reflects fairness. Theoretical results concerning the existence and uniqueness of the Nash equilibrium are proved for some policies. Numerical studies also provide insights on servers’ off-equilibrium behaviours and the system efficiency under different policies.

Finally, suppose that a firm has heterogeneous servers who provide service with different quality levels, and that there exists a learning curve of the servers so that the quality can be improved by accumulating experience in serving customers. As customers decide their service procurement based on the quality and system congestion, what pricing scheme should the firm adopt to achieve optimal revenue in the long run? We compare a traditional pricing scheme with a proposed one, and theoretically establish the superiority of the proposed pricing scheme. Based on both theoretical and numerical evidence, we characterize the sensitivity of some parameters with respect to the comparison.
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Chapter 1

Introduction

The area of operations management sees many interesting and challenging problems, which attracts both researchers and practitioners. It is indeed an area where practical issues resort to theoretical resolution and the development of relevant theories is driven by real-life applications. In this dissertation, we focus on three topics in operations management that arise in practice. Each topic deals with a specific issue (resource allocation; employee fairness; pricing strategies) that is encountered by managers from either non-profit or profit-seeking organizations. We apply analytical and numerical tools and methodologies to tackle these issues in order to gain useful managerial insights. Moreover, we try to approach an operations management problem from an interdisciplinary standpoint, where concepts and assumptions from other management areas, e.g. organizational behaviour and marketing, are introduced and utilized.

In the first part of this dissertation, we study a two-customer sequential resource allocation problem in the context of non-profit operations. Different from a profit maximizing goal, the non-profit organization’s objective is to make the minimum fill rate (ratio of allocated amount to demand) of all agencies as large as possible. Given that the resource is limited and the agencies’ demands are random and arrive sequentially in time, the manager’s decision is subject to a trade off: If he satisfies the current demand, then there may not be enough resource for the later demand, which could be large; if he reserve much resource, then the later demand may be small and the left-over resource would be wasted.

For this sequential resource allocation problem with a max-min objective function, we are primarily interested in the structural properties of the optimal allocation policy, which is fully characterized by the allocation to the first agency as a function of its demand realization. Particularly, we ask the following question: If the realized demand is higher, do we always allocate more? For finite discrete demand distribution, we give a sufficient and necessary condition under which the optimal solution has monotonicity property. However, this property never holds with unbounded discrete distributions.

The second part of this dissertation looks at a simple service system with two servers serving arriving jobs (single class). Our interest is in examining the effect of routing policies on servers when they care about fairness among themselves, and when they can endogenously choose capacities in response to the routing policy. Therefore, we study the two-server game where the servers’ objective functions have a term explicitly modeling fairness. To mathematically measure fairness, we turn to the equity theory, which was established in organizational behavior and human resource literature. The application of equity theory in our setting epitomizes the
interesting research area at the interface of OM and OBHR.

Focusing on four commonly seen policies that are from one general class, we theoretically prove the existence and uniqueness of the Nash equilibrium under two policies. By numerical methods, we also draw several general conclusions concerning servers’ off-equilibrium behaviours under the other two policies. In addition, we obtain some empirical patterns/properties for the game outcome under these policies. Finally, we study, again numerically, how servers’ attitudes towards fairness and servers’ heterogeneity affect a policy’s performance in system efficiency.

Finally, we study the revenue management problem for a service firm facing time-sensitive customers. The firm has heterogeneous servers who provide quality-differentiated services, where the quality can be improved based on accumulated experience. That is, servers learn by doing and improve quality as serving more customers. Risk neutral customers decide whether to procure the service based on the expected quality and congestion cost. In such settings, the traditional pricing scheme, which we call differentiated pricing, posts prices on each servers and customers queue in front of their chosen servers. One unavoidable pitfall of this pricing scheme is that the low quality servers will suffer from slow improvement due to limited customer volume induced. To resolve this issue and take advantage of the servers’ learning effect, we propose another pricing scheme, called uniform pricing, and prove that it collects equal or higher revenue compared to differentiated pricing. Furthermore, we scrutinize the impact of servers’ learning speed and their heterogeneity on the relative revenue advantage. Interesting and counter-intuitive results are shown by analytical and numerical approaches.

The proposed uniform pricing scheme is essentially a type of probabilistic (opaque) selling strategy, which has recently been extensively studied in the marketing literature. By probabilistic (opaque) selling, the firm hides one or more attributes of the product until the transaction is complete. It has been commonly used in travel industries (hotel and airline) where customers make purchases via an intermediary platform, e.g. Priceline and Hotwire, without prior knowledge of the brand name. In our study, the service attribute that uniform pricing hides from the customers is the quality. Our work is among the first to introduce probabilistic (opaque) selling to time-sensitive service settings; besides, we provide a new reason to advocate this new pricing strategy.

Each of these three parts is self-contained and is developed based on different sets of assumptions. The literature reviews, model formulations and conclusions are not repeated in separate parts. Yet, they all represent some interesting directions in the research body of operations management. The rest of the dissertation is organized so that each part is presented in one chapter, in the same order as in this chapter. All proofs are delayed to Appendix A.
Chapter 2

Sequential Resource Allocation With Constraints: Two-Customer Case

2.1 Background

The sequential resource allocation (SRA) problem has received much attention in literature. In this problem, a supplier has a limited but known quantity of resource available for allocation. Independent random demands arrive sequentially from a number of customers (or agencies), and the supplier needs to sequentially allocate the resource for each customer at a time. When allocating resource to a customer, the supplier sees the realization of the customer’s demand, but not the realization of remaining demands (the supplier knows only the distributions of the remaining demands). In other words, the decision of how much to allocate to the current customer is made one at a time. Since the total amount of the resource is limited, the trade-off is usually whether to allocate it to the current customer or save it for future demands.

Two types of objectives are commonly studied in this research area. The first type involves maximizing profit/revenue. The single resource capacity allocation problem in revenue management is a good example; see the first chapter of Talluri and Van Ryzin (2005) for the detailed study on the theoretical properties as well as useful heuristics. One specific such problem studies airline seat allocation to customers with different fare classes. Brumelle and McGill (1993) and Robinson (1995) have provided a structural characterization for this problem, and approximate solutions have been proposed, such as EMSR-a Belobaba (1987) and EMSR-b Belobaba (1989).

The second type of objective in SRA problem does not explicitly model monetary pay-off. In such contexts, government-run companies or non-profit organizations often play the role of supplier, and they aim at enhancing the satisfaction level of the overall society rather than profit. While there are few papers taking such a perspective compared to the more typical profit-maximizing objective, there have been a number of papers advocating the necessity and urgency of studying non-profit logistics in the past couple of decades. In the context of public service such as education, emergent medical care and library supplies, Savas (1978) proposes and studies three measures of performance: effectiveness (how well the service is rendered), efficiency (ratio of service outputs to inputs) and equity (fairness or impartiality of service). In fact, the SRA problem arises naturally in the contexts such as healthcare allocation and food distribution. For example, Campbell et al. (2008) stress effectiveness by optimizing the arrival times of the relief efforts in the aftermath of server disasters; Solak et al. (2012), focusing
on efficiency, minimize the service inputs of non-profit food distribution networks under a constraint of fixed service output.

In particular, Savas (1978) further claims that equity, among others, is of growing importance that deserves more attention. This statement is still valid today, especially for resource allocation problems; Bertsimas et al. (2012) study a class of efficiency-fairness objective functions and indicate applications in several contexts involving allocating resources. However, only a limited number of papers incorporate fairness into the decision making on allocating capacities. For instance, Alkan et al. (1991) explicitly bring up and discuss the fairness in allocation of indivisible goods. They consider a static (instead of sequential) allocation problem and they include two kinds of resources. In the sequential allocation context, Swaminathan (2003) studies the decision making in allocating scarce drugs, attempting to equalize the distribution of drugs amongst clinics without undermining the effectiveness and efficiency. More recently, Lien Lien (2008) models food donation delivery scheme over multiple customers as an SRA problem, and incorporates into the objective both equity and effectiveness. In this paper, we focus our attention to SRA problems with equity (fairness) as the objective, and we refer to our problem the equity based SRA problem.

As one may imagine, the term equity is amorphous and its measurement varies according to the context. There are numerous criteria of fairness in allocation problems proposed in many literatures. Although no single criterion is universally accepted in every setting, there are some general theories on justice and fairness that serve as the basis of most fairness measures; see Bertsimas et al. (2012). We discuss three of them used in welfare economics. In welfare economics, the social welfare function (SWF) is a function from the vector space of feasible utility combinations of all the agents to the real numbers. A general form of SWF that incorporates fairness measure is introduced in Atkinson (1970) and studied in many classic textbooks Barr (1993); Mas-Collel et al. (1995). It is parametrized by a real number $\rho \leq 1$. To be specific, let $U = (u_1, \cdots, u_n)$ be a utility vector of $n$ agents, then this SWF has the form

$$W(U) = \left( \sum_{i} u_i^\rho \right)^{1/\rho} \text{ for } \rho \neq 0, \quad (2.1)$$

and

$$W(U) = \sum_{i} \log u_i \text{ for } \rho = 0.$$ 

Searching for an allocation of utility to maximize $W(U)$ is closely related to the three general theories and fairness criteria. The first one is utilitarianism. The key idea is simply to maximize the summation of utilities, which corresponds to the case $\rho = 1$ in the above general SWF. This criterion is criticised by some scholars (Young, 1995) as having ethical issues. Indeed, although it maximizes average utility, utilitarianism sometimes manipulates the allocation among agents in a way that is contrary to the common sense of fairness. The second general theory originates from game theory. Nash (1950) uses an axiomatic approach to characterize a cooperative two-
player bargaining game. The Nash solution, which is proposed in Nash (1950), is to maximize the product of all the utilities (assuming that all utilities are positive). Hence, the general form of SWF with $\rho = 0$ is exactly this criterion. This criterion is discussed in many literatures. For example, Chevaleyre et al. (2005) call it Nash product and consider it better than utilitarianism in achieving fairness; Kelly et al. (1998) and Bertsimas et al. (2011) name it proportional fairness and analyze it in telecommunication settings and resource allocation problems, respectively. The last general theory is proposed by Rawls (1971); hence the name Rawlsian justice. The principle of Rawlsian justice is to make the minimum utility as large as possible. Note that when $\rho \to -\infty$ in (2.1), $W(U)$ equals the minimum utility. Therefore, maximizing the SWF in this case is to apply Rawlsian justice. This max-min criterion has been widely used in data network (Bertsekas et al., 1992) and has initiated applications in bandwidth allocation problems (Bonald and Massoulié, 2001; Luss, 1999) as well as general resource allocation problems (Alkan et al., 1991; Lien et al., 2008).

In general, the different values of $\rho$ indicate the different levels of inequity. The aversion to inequity increases as $\rho$ decreases to negative infinity (Bertsimas et al., 2012; Lan et al., 2010; Mas-Collel et al., 1995). Hence, in the above three general theories, Rawlsian justice retains the most fairness. Moreover, Chevaleyre et al. (2005) define the worst utility as egalitarian social welfare, and they claim that it “offers a level of fairness and may be a suitable performance indicator when we have to satisfy the minimum needs of a large number of customers” (p.17). This fits to our setting of non-profit food allocation very well. Consequently, we will use a max-min objective which is in line with the commonly used Rawlsian justice. In other words, our objective function is based on (2.1) with $\rho \to -\infty$. We will consider more general cases in Section 2.3.1 to show that our result also holds for finite negative $\rho$ values; but we will not consider the cases $0 \leq \rho \leq 1$. Furthermore, we model the customer’s utility as the ratio of the allocated amount to the demand, which is named fill rate. Fill rate captures the proportion of demand satisfied for each customer, and customers tend to compare this measure with one another after allocation is completed. Indeed, both Lien (2008) and Swaminathan (2003) adopt this measurement in their models, and we believe it is a suitable candidate and we employ it in our model as well.

The SRA problem over multiple (more than two) periods is hard to solve in exact form due to the curse of dimensionality. Many related works in literature search for reasonable heuristics by studying the two-period special case. The doctoral thesis Lien (2008) is an example and is closest to our work. Lien formulates the SRA problem with an equity based objective as a dynamic program and develop some structural properties for the two-period case. Then, he proposes a “two-node-decomposition” heuristic which solves the large size problem by decomposing it into several two-period subproblems. Using the structural results discovered, he manages to solve those subproblems. In this paper we explore the two-customer case in great detail. We present an exact expression of the optimal solution when demand follows a discrete distribution. Our purpose here is to study the properties of this special case as it is important for gaining insight.
and generating heuristics - our results can be used, for example, in each two-period subproblem of Lien’s decomposition heuristic.

Therefore, our work adds to this body of research by providing more theoretical results concerning the basic structure of the optimal solutions. The limitation of two-customer special case notwithstanding, our results provide a reference for further theoretical studies as well as heuristic development. In addition, our contribution differs from that of the theoretical work on profit-based SRA, e.g. Brumelle and McGill (1993); since the objective functions have different forms and properties, their results or methods are not directly applicable in studying equity based SRA.

2.2 Model Formulation

In this section, we formulate the SRA model. A supplier needs to allocate to \( N \) customers with a fixed amount \( s \) of resource. The customers are sequentially ordered. Each customer’s demand is random and will be known to the supplier only after all demands of the previous customers have been realized and allocation decisions to those customers have been made, but before the allocated amount to him is decided. As discussed in the previous section, we aim to maximize the minimal fill rate of all customers to achieve Rawlsian justice. Since the demands are random, our objective is therefore to maximize the expected minimum fill rate over all the customers. In this paper, we focus on the two-customer case only. Studying this special case simplifies the problem while keeping the inherent challenges of sequential decision making. Besides, it is straightforward to extend some of the main results to multiple customers. Hence, we aim at finding structural properties that help understanding the \( N \)-customer case.

As a result, the optimization problem has one decision variable: the allocation to customer 1. The second customer will receive what is left. Let \( x_i (i = 1, 2) \) be the allocation to customer \( i \). Since \( x_2 = s - x_1 \), \( x_1 \) is the only decision. Let \( D_i (i = 1, 2) \) be the random variable representing demand from customer and \( d_i (i = 1, 2) \) be the realized demand. Throughout this paper we assume that the two demands are independent (but not necessarily identical), which is commonly assumed in literature. Moreover, we assume that \( D_i > 0 (i = 1, 2) \) almost surely. Then, the fill rate takes the form of \( x_i/D_i \) \((i = 1, 2)\).

Let \( a \wedge b \) represents \( \min\{a, b\} \). Given an initial supply \( s > 0 \) and a realized first demand \( d_1 \), define

\[
R(x_1, d_1) = E_{D_2} \left( \frac{x_1}{d_1} \wedge \frac{s - x_1}{D_2} \right) \tag{2.2}
\]

to be the expectation of the minimum of the two fill rates, where \( 0 \leq x_1 \leq d_1 \) and the expectation is taken with respect to \( D_2 \). It is straightforward to see that function \( R(x_1, d_1) \) is jointly concave in \( x_1 \) and \( s \). Further, let

\[
v(s, d_1) = \max_{0 \leq x_1 \leq \min\{s, d_1\}} R(x_1, d_1), \tag{2.3}
\]
then the optimal expected minimum fill rate is given by
\[ u(s) = E_{D_1} v(s, D_1) . \]

Since \( x_1 \) is decided after \( D_1 \) is realized, we need only to focus our attention on the random variable \( D_2 \) and how it affects the structure of the optimal decision conditioned on the the realized value of the first demand \( d_1 \).

Our interest, therefore, is in solving (2.3). Let \( x_1^* = x_1^*(d_1) \) be an optimal solution to (2.3). Note that the constraint \( x_1 \leq d_1 \) simply says that there is no need to give the first customer more than demanded. As a result, \( v(s, d_1) \) cannot exceed 1. Equivalently, one can remove the constraint \( x_1 \leq d_1 \) and modify the objective function as \( E_{D_2} \left( 1 \wedge \frac{x_1}{d_1} \wedge \frac{s-x_1}{D_2} \right) \) (see Lien (2008) for an example). Although they are equivalent formulation, we will use the former objective function, which turns out to be easier to work with. To further simplify the problem, we enlarge the feasible region for \( x_1 \) in (2.3), and consider the following relaxed problem.

\[ \tilde{v}(s, d_1) = \max_{0 \leq x_1 \leq s} R(x_1, d_1) . \] (2.4)

Let \( \phi(d_1) \) be an optimal solution to (2.4),
\[ \phi(d_1) \in \arg \max_{0 \leq x_1 \leq s} R(x_1, d_1) . \]

Comparing the two problems, the feasible region in (2.4) is not bounded by \( d_1 \). Therefore, \( x_1^*(d_1) \) is at most \( d_1 \) while \( \phi(d_1) \) may exceed \( d_1 \); similarly, \( v(s, d_1) \) is bounded above by 1 while \( \tilde{v}(s, d_1) \) may exceed 1. However, the two problems are closely related. In fact, if \( \phi(d_1) \leq d_1 \), then it is easy to see that the relaxed problem has an optimum that is feasible for the original problem so \( x_1^*(d_1) = \phi(d_1) \). Otherwise, if \( s \geq \phi(d_1) > d_1 \), then by concavity of \( R(x_1, d_1) \), the objective function is increasing in \( x_1 \) on the interval \([0, \phi(d_1)]\). Hence it is also increasing on \([0, d_1]\), which implies that the optimum of the original problem is achieved at the boundary \( d_1 \), i.e., \( x_1^*(d_1) = d_1 \). To summarize, we always have \( v(s, d_1) \leq \tilde{v}(s, d_1) \) and

\[ x_1^*(d_1) = \phi(d_1) \wedge d_1 . \] (2.5)

For our SRA problem, we are primarily interested in the optimal allocation policy rather than the optimal value of the objective function. To understand the structure of \( x_1^*(d_1) \), it is convenient for us to first study \( \phi(d_1) \) in the relaxed problem (2.4) since we can recover the information about the optimal allocation through (2.5). To the best of our knowledge, this method of relaxation has not been used in such equity based SRA problem before. It bears noting that it is possible that, for fixed \( s \), \( \phi(d_1) \) has multiple values for a specified \( d_1 \). This is because the objective function is not strictly concave. However, we need \( \phi(d_1) \) to be a function of \( d_1 \) so that we can perform analysis on the structural properties. To circumvent the difficulty, we have to predefined which optimal value \( \phi(d_1) \) takes if there are many. One way of doing this...
2.3 Structure of Optimal Solution

is to assign the smallest value of all the optima to $\phi(d_1)$.

From the formulation of problem (2.4), we make several observations. First, the predetermined distribution of $D_2$ plays an important role in that it completely determines $\phi(d_1)$ with fixed $s$ and $d_1$. Second, if we increase the supply $s$, we not only increase the objective value but also increase the feasible region. It then follows that the optimal value $v(s,d_1)$ is increasing in $s$. This makes sense in the context. The more the initial supply is, the more we can give to satisfy the two demands, and thus the larger the fill rates. Third, if the realized value $d_1$ become higher, then $R(x_1,d_1)$ and subsequently $\tilde{v}(s,d_1)$ become lower. Other comparative statics results may not be obvious, and one of the questions that we are interested is: what happens to the optimal allocation as $d_1$ increases? In other words, if the realized demand $d_1$ is higher, do we always allocate more to the first customer? This is one of the research questions analysed in this paper, and is discussed in the next section. All detailed proofs of our results are presented in Appendix A.1.

2.3 Structure of Optimal Solution

Since the optimal allocation $x_1^*$ depends on the realization of the first demand $d_1$ and the initial supply $s$, we now study the structure of $x_1^*(d_1)$. To simplify analysis and notation, we suppose the supply $s$ is fixed throughout this section, and omit $s$ in the functions defined in Section 2.2; for example, we write $x_1^*(d_1)$ instead of $x_1^*(d_1)$. We then ask how $x_1^*$ depends on $d_1$. Preliminary intuition drives us to believe that the larger $d_1$ is, the more we should allocate to it, resulting in larger $x_1^*$. This is asserted as being true in Lien (2008) and later corrected in Lien et al. (2008). In this section, we provide another example where this is not true and provide sufficient conditions under which this assertion is true.

2.3.1 Example: Non-Monotonicity of $x_1^*(d_1)$

Suppose the second period demand $D_2$ is such that $D_2 = 1$ or 4 with equal probability. Let the initial supply $s = 1$. We then compute the optimal allocation for two cases, in which $d_1 = 3$ and $d_1 = 5$, respectively. Using (2.2) and some algebra, we have

$$R(x_1,3) = E_{D_2}\left(\frac{x_1}{3} \land \frac{1-x_1}{D_2}\right)$$

$$= \frac{1}{2} \left(x_1 \land 1 - x_1\right) + \frac{1}{2} \left(x_1 \land \frac{1-x_1}{4}\right).$$
Noting that the two expressions in the above big parentheses are piecewise linear, we can write \( R(x_1, 3) \) as

\[
R(x_1, 3) = \begin{cases} 
\frac{x_1}{3} & 0 \leq x_1 < \frac{3}{7} \\
\frac{x_1}{3} + \frac{1}{8} & \frac{3}{7} \leq x_1 < \frac{3}{4} \\
\frac{5}{8}(1 - x_1) & \frac{3}{4} \leq x_1 < 1 
\end{cases}
\]

Therefore, maximizing \( R(x_1, 3) \) over the interval \([0, 1]\) yields

\[ x^*_1(3) = \frac{3}{4} = 0.75. \]

See Figure 2.1 for an illustration.

Likewise we can write \( R(x_1, 5) \) as

\[
R(x_1, 5) = \begin{cases} 
\frac{x_1}{5} & 0 \leq x_1 < \frac{5}{9} \\
\frac{x_1}{5} + \frac{1}{8} & \frac{5}{9} \leq x_1 < \frac{5}{6} \\
\frac{3}{8}(1 - x_1) & \frac{5}{6} \leq x_1 < 1 
\end{cases}
\]

and obtain

\[ x^*_1(5) = \frac{5}{9} \approx 0.56. \]

Hence, \( x^*_1(5) < x^*_1(3) \). This shows that \( x^*_1(d_1) \) may not be increasing in \( d_1 \). Interestingly, similar examples can be constructed to show the non-monotonicity using the general form of objective function (2.1) with \( \rho < 0 \). Some of these examples are as follows.
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The general form of the objective function is given by

\[ R(x_1, d_1) = E_{D_2} \left( \left( \frac{x_1}{d_1} \wedge 1 \right)^\rho + \left( \frac{s - x_1}{D_2} \wedge 1 \right)^\rho \right)^{1/\rho} \]

Consider the function \( W(U) \) in (2.1) and the case \( n = 2 \). By verifying the second order condition, we see \( W(U) \) is concave. Besides, it is also increasing in each component. \( R(x_1, d_1) \) is the expectation of a composition of \( W(U) \) and two concave functions. Hence it is concave in \( x_1 \) on \([0, s]\). Therefore, we can define \( x_1^*(d_1) \) in the same way as we did in Section 2.2. Now we construct examples which show that \( x_1^*(d_1) \) is not necessarily increasing in \( d_1 \). Suppose \( D_2 \) is uniform on \([1, 4]\), and \( s = 1 \). We then plot the \( x_1^*(d_1) \) over \( 1 \leq d_1 \leq 5 \) for three different \( \rho \) values (\( \rho = -6, -8, -10 \)). See Figure 2.2. A non-monotonic trend can be clearly seen in all three curves, indicating that \( x_1^*(d_1) \) is not necessarily increasing in \( d_1 \). In fact, as the \( \rho \) value decreases the non-monotonicity remains, and the curve becomes more alike the one where \( \rho \to -\infty \).

The above examples indicate that the relation between \( x_1^* \) and \( d_1 \) may be counter-intuitive. This result depends on the distribution of \( D_2 \) and the amount of the initial supply. If the resource is limited in amount, then the supplier needs to make a choice between allocating to the first customer and saving for the later demand. As a result, the supplier may increase \( x_1^* \) as \( d_1 \) gets larger but may also want to reserve more for the second customer as \( d_1 \) increases to some level, leading to a decrease of \( x_1^* \). This trade-off is affected by the distribution of second demand. Sometimes it is better to increase \( x_1^* \) whereas other times saving more for the second demand is optimal even when \( d_1 \) is increasing. Generally speaking, for a distribution whose density function has several “bumps”, i.e. points with similarly large densities, it is likely that \( x_1^* \) is not overall monotonic in \( d_1 \). In the above example, \( D_2 \) follows a discrete distribution, which is an extreme case where densities become point masses. However, we want to stress that...
demand being discrete is not the inherent reason for non-monotonicity. Examples showing the non-monotonicity of $x^*_1(d_1)$ can also be constructed using a continuous distribution for $D_2$ by following a similar intuition. Under discrete distributions the analysis is cleaner and we keep this assumption for the remainder of this section. We will investigate conditions under which monotonicity holds.

### 2.3.2 Bounded Discrete Distribution

This subsection studies the case where $D_2$ has a bounded discrete distribution. Throughout this subsection, we make the following assumption, which is satisfied by many commonly used distributions such as discrete uniform and binomial.

**Assumption 2.3.1.** $D_2$ has a discrete distribution with finitely many realizations.

Let the probability mass function of $D_2$ be given by

$$P(D_2 = a_k) = p_k, \quad k = 1, 2, \ldots, n.$$  

We assume that

$$0 < a_1 < a_2 < \cdots < a_n. \quad (2.6)$$

Once the distribution is given, we want to write the objective function in an explicit way. First, if $x_1$ has been allocated to the first customer, then the minimum fill rate conditioned on the realized value $D_2 = a_k (k = 1, 2, \ldots, n)$ is given by

$$f_k(x_1, d_1) = \left( \frac{x_1}{d_1} \wedge \frac{s - x_1}{D_2} \right) |_{D_2 = a_k} = \frac{x_1}{d_1} \wedge \frac{s - x_1}{a_k}.$$  

As a minimum of two linear functions with different slopes, each $f_k$ is a piecewise linear concave function of $x_1$. In addition, the break point that connects the two pieces is exactly the $x_1$ that makes the two expressions for the minimum operator equal, i.e, $x_1/d_1 = (s - x_1)/a_k$. It can be shown that the break point is given by

$$z_k = z_k(d_1) = \frac{sd_1}{d_1 + a_k}. \quad (2.7)$$

Note that while each break point $z_k$ is a function of $d_1$, it is bounded above by $s$. Thus, $z_k$ can be interpreted as the allocation amount that equalizes the fill rates of both customers in case of $D_2 = a_k$. Now, having defined $\{z_k\}$, we can write $f_k$ explicitly as

$$f_k(x_1, d_1) = \begin{cases} 
\frac{x_1}{d_1} & \text{if } 0 \leq x_1 \leq z_k \\
\frac{s - x_1}{a_k} & \text{if } z_k \leq x_1 \leq s.
\end{cases} \quad (2.8)$$

Thus, we obtain that $f_k$ is increasing on $[0, z_k]$ and decreasing on $[z_k, s]$, and $x_1 = z_k = \frac{sd_1}{d_1 + a_k}$.
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maximizes $f_k(x_1, d_1)$ for each $k$.

We now proceed to the objective function in problem (2.4), by considering $D_2$ as a random variable. Taking the expectation with respect to $D_2$, we obtain

$$R(x_1, d_1) = \sum_{k=1}^{n} p_k f_k(x_1, d_1).$$

Recall that the value of $d_1$ is realized before $x_1$ is decided. Since every $f_k$ is a piecewise linear concave function of $x_1$, their convex combination $R(x_1, d_1)$ is also a piecewise linear concave function in $x_1$. Moreover, the set of all the break points of $R(x_1, d_1)$ is exactly $\{z_k : k = 1, 2, \cdots, n\}$. Since the sequence of $a_k$’s is increasing in $k$, it follows from (2.7) that the break points are strictly monotonic with

$$0 < z_n < \cdots < z_1 < s.$$  \hfill (2.9)

It is convenient to define $z_0 = s$ and $z_{n+1} = 0$. Then, we can derive the analytic form of each linear piece by expanding (2.8) for every $k = 1, 2, \cdots, n+1$:

$$R(x_1, d_1) = \left[ \sum_{j=1}^{k-1} p_j \right] \frac{1}{d_1} - \sum_{j=k}^{n} \frac{p_j}{a_j} x_1 + \sum_{j=k}^{n} \frac{s}{a_j},$$

for $z_k \leq x_1 < z_{k-1}$.  \hfill (2.10)

We are interested in how the optimal solution depends on the value of $d_1$. To examine the impact of $d_1$ on the maximizer of $R(x_1, d_1)$, we first find the optimal solution $\phi(d_1)$ of problem (2.4). There may exist multiple optimal solutions, in which case we predefine only one of them in order that $\phi(d_1)$ is uniquely defined as a function $d_1$; let

$$\phi(d_1) = \inf \arg \max_{0 \leq x_1 \leq s} R(x_1, d_1).$$

Due to the concavity and piecewise linearity of $R(x_1, d_1)$, we know that the point whose left derivative is positive and right derivative is non-positive achieves the maximum, and is $\phi(d_1)$. To find such a point, we examine the slope of each linear piece in (2.10) in the order of $k = n + 1, n, \cdots, 1$, and look for the first one that is less or equal to zero. Suppose the piece corresponding to $[z_k, z_{k-1})$ is the first one, then $\phi(d_1) = z_k$ by our predefined specification. (Note that $k \neq n + 1$ because the leftmost piece has strictly positive slope.) Hence, the optimal solution $\phi(d_1)$ must be one of the $n$ break points $\{z_k\}$, i.e.,

$$\phi(d_1) = z_k(d_1), \quad \text{for some } k = 1, 2, \cdots, n.$$  

Hence, knowing how $d_1$ affects $z_k$ directly helps us know how $d_1$ affects $\phi(d_1)$. From the above reasoning, the choice of the optimal $z_k$ depends on the signs of the slopes of the linear
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pieces. From (2.10), we see that the slope is closely related to \( d_1 \). To reveal how the value of \( d_1 \) determines the slopes, we introduce a sequence of thresholds for \( d_1 \), each of which sets the corresponding slope in (2.10) to zero. Define

\[
\theta_k = \frac{\sum_{j=1}^{k-1} p_j}{\sum_{j=k}^{n} p_j / a_j}, \quad \text{for } k = 2, 3, \ldots, n. \tag{2.11}
\]

It is straightforward to verify that if \( d_1 < \theta_k \), then \( R(x_1, d_1) \) is increasing in \( x_1 \) on \([z_k, z_{k-1}]\); if \( d_1 > \theta_k \), then \( R(x_1, d_1) \) is decreasing in \( x_1 \) on \([z_k, z_{k-1}]\). If \( d_1 = \theta_k \), then \( R(x_1, d_1) \) is constant for \( x_1 \) in \([z_k, z_{k-1}]\).

Note that these threshold points depend only on the distribution of \( D_2 \), and therefore are predetermined. From the definition of \( \theta_k \)'s in (2.11), it can be seen that as we increase \( d_1 \), the slope of \( R(x_1, d_1) \) in the interval \([z_k, z_{k-1}]\) changes its sign as \( d_1 \) crosses \( \theta_k \). This is significant in the following two ways: (i) a small change in \( d_1 \), not crossing any of the \( \theta_k \) thresholds, keeps the sign of \( R(x_1, d_1) \)'s slope unchanged (either negative or positive) within \([z_k, z_{k-1}]\) even though the exact value of \( z_k \) and \( z_{k-1} \) changes; (ii) when the increasing \( d_1 \) crosses \( \theta_k \), the sign of \( R(x_1, d_1) \)'s slope in the interval \([z_k, z_{k-1}]\) changes (from positive to negative), and the maximizer of \( R(x_1, d_1) \) shifts from \( z_{k-1} \) to \( z_k \). We formalize these observations below.

Define \( \theta_1 = 0 \) and \( \theta_{n+1} = \infty \). It follows directly from the definition in (2.11) that

\[
0 = \theta_1 < \theta_2 < \cdots < \theta_n < \theta_{n+1} = \infty. \tag{2.12}
\]

The following lemma characterizes \( \phi(d_1) \), the optimal solution to (2.4) as a function of the realized demand of the first customer. The signs “+” and “−” in the function expression means the right and left limits, respectively.

**Lemma 2.3.2.** Given Assumption 2.3.1, the function \( \phi(d_1) \) is concave and increases in \( d_1 \) for \( d_1 \in [\theta_k, \theta_{k+1}] \). In addition, for \( k = 2, 3, \ldots, n \), \( \phi(d_1) \) is discontinuous at each \( d_1 = \theta_k \), and we have \( \phi(\theta_k-) > \phi(\theta_k+) \).

To visually illustrate Lemma 2.3.2, we give Figure 2.3 as below. Suppose that \( P(D_2 = i) = 1/3 \) for \( i = 1, 2, 3 \), and \( s = 1 \). As above lemma shows, that the relaxed solution \( \phi(d_1) \) is well-behaved except at some predetermined threshold points. As \( d_1 \) increases, \( \phi(d_1) \) is both increasing and concave in each of the interval; however, at each threshold, \( \phi(d_1) \) makes a downward jump.

As discussed in Section 2.2, the optimal allocation is related to the relaxed solution \( \phi(d_1) \) through (2.5), i.e.

\[
x_1^*(d_1) = \phi(d_1) \land d_1.
\]

Then, from Lemma 2.3.2, we immediately have the following corollary.

**Corollary 2.3.3.** Given Assumption 2.3.1, the optimal allocation \( x_1^*(d_1) \) is a piecewise continuous function of \( d_1 \); moreover, it is increasing and concave in \( d_1 \) on each piece. However, at
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From the last statement in Corollary 2.3.3, it is shown that the monotonicity of $x_1^*(d_1)$ in $d_1$ requires no discontinuity in $x_1^*(d_1)$. The question now is when exactly there is no discontinuity, i.e., when $x_1^*(d_1)$ is overall increasing and concave in $d_1$. From (2.5), $x_1^*$ is the smaller of (i) $\phi(d_1)$ and (ii) the function $x_1^* = d_1$, whose image is the $45^\circ$ line in a demand-allocation graph (e.g., the dot line in Figure 2.4). This $45^\circ$ line represents the level of allocation that fully satisfies the first customer; therefore this line will be referred to as fulfilment line henceforth. Obviously, the fulfilment line is continuous and increasing. Hence, roughly speaking, we want all the $n-1$ discontinuous points of $\phi(d_1)$ to lie on or above the fulfilment line, so that they will not be part of $x_1^*$.

Figure 2.4 shows an example picture that illustrates our point. Again, we use the distribution $P(D_2 = i) = 1/3$ for $i = 1, 2, 3$. For the left graph (Case A), we use $s = 10$ while for the right graph (Case B), $s = 5$. As noted, the optimal allocation is the lower part of the relaxed solution and fulfilment line. Hence, $x_1^*$ is continuous in Case A but not in Case B.

The following theorem identifies conditions for the monotonicity and concavity of $x_1^*(d_1)$ in $d_1$.

**Theorem 2.3.4.** Under Assumption 2.3.1, a necessary and sufficient condition for $x_1^*(d_1)$ to be overall increasing and concave in $d_1$ is that the initial supply $s$ satisfies

$$s \geq \theta_n + a_n. \quad (2.13)$$

This theorem shows that when the initial supply is sufficiently large, the optimal allocation is strictly increasing with the first customer’s demand. Consider what would happen to the amount, $x_1$, allocated to customer 1 as the demand $d_1$ increases. The supplier balances the impact of the following two actions: (i) increasing $x_1$ to allocate more to the first customer,
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Figure 2.4: Illustration for the monotonicity and lack of monotonicity. Second customer demand \(D_2\) is discrete uniform on \{1, 2, 3\}, and \(s = 10\) or \(s = 5\).

and (ii) reserving more for the second customer by decreasing \(x_1\). (See our discussion following the definitions of \(\theta_k\)’s in (2.11)). Theorem 2.3.4 simply states that as long as the initial supply is sufficient enough to meet the first demand up to \(\theta_n\) (the highest level of \(d_1\) for the supplier to consider the effect of (ii)) and the second demand up to \(a_n\) (the largest realization of \(D_2\)), respectively, the supplier can always allocate more to the first customer as \(d_1\) increases. Conversely, the reason why the allocation \(x_1\) could decrease even as \(d_1\) is increasing is that the initial supply is limited – since the supplier’s action makes a more significant impact on customer 2’s fill rate.

Alternately, the condition in Theorem 2.3.4, equation (2.13), can be written as following using equation (2.11):

\[
s \geq \left( \sum_{j=1}^{n-1} p_j \frac{p_j}{p_n} + 1 \right) a_n.
\]

Let \(\beta = \sum_{j=1}^{n-1} p_j \frac{p_j}{p_n} + 1\). Then, \(\beta\) is a constant that is completely determined by the distribution of \(D_2\). Hence, the inequality \(s \geq \beta a_n\) reveals the interrelationship between the supply and the second distribution in affecting the structure of optimal allocation as a function of the first demand. Furthermore, under many commonly seen distributions, the factor \(\beta\) is likely to be more than 2 because \(p_n\) is generally smaller than \(1 - p_n\). Therefore, if we let \(D_1\) and \(D_2\) be identically distributed and \(\beta > 2\), then the above condition means that the initial supply is sufficient enough to meet both customers’ largest demands, which is why the supplier will not have to worry about facing a large demand in the future while he increases \(x_1\).

In summary, Theorem 2.3.4 tells us sufficient initial supply leads to an increasing optimal allocation function. Besides, the distribution of \(D_2\) also plays a key role in that it determines both \(\theta_n\) and \(\beta\). Note that condition (2.13) is possible to hold for some \(s\) because the realized
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demands are bounded; cf. Section 2.3.3.

Recall from the definition of \( x^*_1 \) in (2.5) that \( x^*_1 \) is the minimum of two functions, \( \phi \) and the identity mapping. The condition in Theorem 2.3.4 ensures that the points of discontinuity in \( \phi(d_1) \) are not the points of discontinuity in \( x^*_1(d_1) \), and thus \( x^*_1(d_1) \) is overall continuous. Meanwhile, we are interested to see when the function \( x^*_1(d_1) \) would be determined by \( \phi(d_1) \) instead, i.e., \( x^*_1(d_1) = \phi(d_1) \). In this case, \( x^*_1(d_1) \) becomes discontinuous at every \( \theta_k \) \((k = 2, 3, \ldots, n)\). Besides, the optimal allocation stays below the fulfilment line; i.e., the first customer is never fully satisfied. Intuitively, this would happen when the second period demand is much larger than the initial supply. Because the second customer’s fill rate will never reach 1, there is no need for the supplier to allocate to the first customer the full demanded amount, regardless how small it is. The above intuition is verified in the following proposition.

**Proposition 2.3.5.** Suppose that Assumption 2.3.1 holds. If \( s \leq a_1 \), then

\[
x^*_1(d_1) = \phi(d_1) < d_1 \quad \text{for } d_1 > 0.
\]

If the initial supply is neither too large nor too small compared to the second demand (thus Theorem 2.3.4 and Proposition 2.3.5 are inapplicable), we have to combine equation (2.5) and Lemma 2.3.2 to see where \( x^*_1 \) is increasing in \( d_1 \) and where the discontinuous downward jump occurs.

2.3.3 Unbounded Discrete Distribution

In the earlier discussion, \( a_n \) (the maximum possible value of \( D_2 \)), has played an important role in characterizing the monotonicity condition for the optimal allocation. In fact, \( a_n \) being finite is the main reason why inequality (2.13) can hold for some \( s \). This subsection focuses on the case where the second period demand is discrete but unbounded (e.g. Poisson distribution). Again, we use this assumption throughout this subsection.

**Assumption 2.3.6.** \( D_2 \) is discretely distributed, and \( P(D_2 > M) > 0 \) for any \( M \geq 0 \).

We will still use the same notations as defined in the previous subsection, with slight modifications to adapt to the unbounded case in this subsection. To be specific, instead of being finitely many, all sequences \( \{a_k\}, \{z_k\} \) and \( \{\theta_k\} \) have infinitely many points. For instance, the probability mass function of \( D_2 \) becomes

\[
P(D_2 = a_k) = p_k > 0, \quad k = 1, 2, \ldots
\]

with \( \{a_k\} \) strictly increasing to \( +\infty \). Besides, \( \theta_k \) now takes the form that

\[
\theta_k = \frac{\sum_{j=1}^{k-1} p_j}{\sum_{j=k}^{\infty} p_j/a_j}.
\]
Note that $\theta_k$ is well-defined because the series in the denominator converges. Moreover, it can be shown that each $\theta_k$ is finite, but $\{\theta_k\}$ is an increasing and unbounded sequence of positive numbers.

Because of the infinitely many break points $\{z_k\}$ of the objective function, the function $\phi(d_1)$ now has infinitely many continuous pieces. Each of the piece is strictly increasing and concave in $d_1$, and each discontinuous point sees a decrease in function value. In other words, Lemma 2.3.2 basically remains the same under Assumption 2.3.6, except that there are now infinitely many $\theta_k$’s. In contrast, for the optimal allocation $x_1^*$, there is an interesting difference from Theorem 2.3.4. The condition (2.13) in the previous case holds for some $s$, whereas it can never hold for any $s$ in the unbounded case, simply because $s$ can never be larger than the “largest” demand realization. Therefore, the overall continuity can never happen under Assumption 2.3.6. We present it as the next theorem.

**Theorem 2.3.7.** Under Assumption 2.3.6, given any initial supply $s$, there exists $\bar{d}_1 > 0$ such that $x_1^*(d_1)$ is discontinuous at $d_1 = \bar{d}_1$. Moreover, $x_1^*(\bar{d}_1 -) > x_1^*(\bar{d}_1)$.

The above theorem shows that the unboundedness of $D_2$ (Assumption 2.3.6) plays an important role. Suppose that the increment from $a_{k-1}$ to $a_k$ remains constant for each $k$. Then, it can be seen from the proof of Theorem 2.3.7 that $z_k(\theta_k) \to s$ as $d_1 \to +\infty$ for every $k$, we know that the discontinuity gaps of $\phi(d_1)$ become smaller as $d_1$ gets larger. However, because the distribution is discrete, there are always positive gaps. This leads to the inevitable discontinuity of the optimal allocation. The discussion under Theorem 2.3.4 shows that if the optimal allocation is continuous in all $d_1 > 0$, then the initial supply must be large enough compared to the second demand. Hence, under unbounded assumption, it is expected that condition (2.13) will never hold because the probability of $D_2$ being very large is positive and $s$ cannot exceed it.

Meanwhile, Proposition 2.3.5 continues to hold. This is because the result depends on the relationship between the initial supply and the smallest realization of the second demand, $a_1$. Since $a_1$ is a fixed finite number, unless $a_1 = 0$, there exists some $s > 0$ such that $s \leq a_1$.

### 2.4 Sensitivity in Initial Supply

In the following, we briefly discuss how the change of the initial supply affects the optimal allocation. To that end, assume $s$ is not fixed any more. As a result, all the functions defined in previous sections become functions of two variables, namely, the first demand $d_1$ and the initial supply $s$. Therefore, the optimal allocation $x_1^*$ depends on both $s$ and $d_1$ now. In the SRA setting, $s$ is decided before any realization of demands, so the results are mainly for the sake of ex ante sensitivity analysis.

Let $x_1^*(d_1)$ and $\phi(s, d_1)$ be the optimal allocation and the optimal solution to problem (2.4), respectively. Assume that the second period demand is still discrete. We claim that under this assumption, the initial supply $s$ can be factored out so that $\phi(s, d_1)$ is linear in $s$. To see this,
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we consider problem (2.4). With $s$ as another variable, the same deduction in the proof of Lemma 2.3.2 applies and result in (A.1) becomes

$$\phi(s, d_1) = z_k = \frac{sd_1}{d_1 + a_k} \text{ for some } k.$$  

Due to its analytical form, we can write $\phi(s, d_1) = \phi(1, d_1)s$. Then, by equation (2.5) we have

$$x^*_1(d_1) = \phi(1, d_1)s \land d_1. \tag{2.14}$$

Hence, if the second demand follows a discrete distribution, then the optimal solution to problem (2.4) is separable in $d_1$ and $s$, and it is linear in $s$. The intuition behind the result is: since the resource is divisible, we can scale demand and allocation by the total initial supply $s$, and the problem becomes sequential allocation of a unit resource. To be more precise regarding $x^*_1(d_1)$ with fixed fix $d_1$, by (2.14), the optimal allocation is linear in $s$ while being truncated at some level $d_1$. The truncation represents the case where the supplier has sufficient amount of supply with which the first demand can be fulfilled. But below that level, the allocated amount is linearly increasing in $s$ with the slope decided by the fixed $d_1$; i.e. $\phi(1, d_1)$. In either case, increasing $s$ will not decrease the optimal allocation to the first customer.
Chapter 3

Fairness Among Servers When Capacity Decisions Are Endogenous

3.1 Introduction

Many service systems are characterized by arriving requests (jobs) processed by heterogeneous servers with different service capacities. In such systems, the decision on how the incoming jobs are routed to the servers is important. These decision rules, referred to as routing policies, are often designed by an administrator. The administrator cares about the performance of the system, which is measured through a combination of operational metrics such as flow times, utilization, quality, etc. This drives the design of the routing policy. For instance, if the administrator’s goal is to obtain a fast speed of service, then customers are likely to be sent to the fastest server available. This policy is named Fastest Server First (FSF) in the literature.

In a many-server heavy-traffic system, the FSF policy minimizes the flow times (Armony, 2005). However, FSF causes a significant distortion in the distribution of idle time among the servers. In fact, Armony (2005) shows that the FSF policy completely labors the faster servers in large-scale settings. If the servers are employees, then the notion of the more efficient employees being tasked with a higher workload can lead to perceptions of unfairness. This is a well-understood phenomenon in the human resources literature (Huseman et al., 1987), and it is often cited in operation management literature such as Armony and Ward (2010) and Cui et al. (2007).

The human resources literature has documented that such perceptions of unfairness have strong negative consequences like absenteeism and disloyalty, which can be damaging to the organization that houses these service systems. This issue is of particular significance in healthcare and call center settings. The research in organizational behavior (Colquitt et al. (2001) and Cohen-Charash and Spector (2001), for example) provides strong evidence that inequitable treatment often leads to significant employee dissatisfaction. Employee dissatisfaction further impedes the system’s proper functionality. In particular, Colquitt et al. (2001) compare and test several models from different studies to show the close relationship between organizational justice (how employees judge the behavior of the organization and their resulting attitude and behavior) and job satisfaction and commitment. Moreover, Fehr and Schmidt (1999) claim that people “are willing to give up some material pay-off to move to the direction of more equitable outcomes.” In addition, Kahneman et al. (1986) point out that the administrator, despite being
profit-maximizing, will have incentive to act in a manner that is perceived as fair if she is aware that the employees care about fairness.

The importance of fairness and its eventual consequence to the performance of the employees, and in turn to the organization, has led some operations managers to explicitly consider fairness when designing their service systems. In certain instances, this may mean that system efficiency is sacrificed to maintain fairness. See Bertsimas et al. (2012) for a study on this efficiency-fairness trade-off and its application to allocation problems in several areas including call center design and healthcare scheduling.

To precisely describe the notion of fairness in our setting, we apply the traditional equity theory model proposed by researchers in the organizational justice area. Adams (1965) and Huseman et al. (1987) find that, as a measure of fairness, an employee compares the ratio of “outcome” to “input” with others, where the former term usually refers to the reward and the latter term refers to the effort. Huseman et al. (1987) further suggest that, if the ratio is smaller (bigger) than others, the employee will consider being under-rewarded (over-rewarded). Employees sensitive to fairness require this ratio to be close to equal across all employees. They feel distress when under-rewarded and they experience guilt when over-rewarded. Huseman et al. (1987) also show that, in cases of unfairness, employees take actions to restore equity. In a call center with the FSF policy for instance, this translates to reducing the speed at which calls are answered (Mandelbaum et al., 2010).

Following the equity theory discussed above, we model server’s processing rate or capacity as the “input”, which is quite natural and straightforward. However, the reward (“outcome”) has several plausible candidates in our setting. Although monetary rewards accruing through wages and bonuses seem a reasonable choice, this is not the case in many contexts. Two reasons for this are institutional policies and the legacy of the organizations where these service systems reside in. For example, healthcare is unionized in many areas of the world and thus does not easily allow for differentiated rewards. Moskowitz (1983, p.827) discusses how federal legislation imposes barriers on differentiated rewards in service systems in the non-profit and healthcare areas. Another reason for the absence of monetary awards is that setting up a differentiated and dynamic reward system would impose a significant administrative and informational burden on the organization. For these reasons, we do not consider monetary pay-off in this paper. Instead, we use intrinsic process-related measures that employees care about, such as idle time. More idle time means less active work, which is an outcome of faster service in some cases. Under this reward scheme, equitable treatment translates to idle times being distributed in relation to the capacities of individual servers.

Some recent papers such as Armony and Ward (2010) have addressed the fairness issue by modeling it as an exogenous constraint. However, to the best of our knowledge, endogenizing fairness has not been attempted in the literature. To address this issue, we study a service system where the fairness issue arises internally. The servers choose their capacities in response to the routing policy in order to optimize their utility that includes a fairness component. We
believe that we are the first to *explicitly* model fairness among servers who strategically determine their capacities. Consequently, our work broadens the research area and introduces new applications. Due to the endogeneity of servers’ capacities, characterizing the optimal routing policy for the administrator becomes a formidable task, which we do not intend to accomplish in this paper. Instead, we take an important first step to analyze a class of policies and several of the most commonly used ones. In particular, we are interested in how the servers react to the policies and how the policies affect the system efficiency in a decentralized environment in which the servers make decisions independently and simultaneously. Furthermore, our aim is to understand the role that fairness plays in the decision making process.

### 3.1.1 Literature Review

The notion of fairness arises in various organizations (Greenberg, 1987), and it is often context dependent. In a service system, two kinds of views exist on fairness: (1) fairness among differentiated customer classes and (2) equitable treatments toward servers (employees). A large amount of literature on fair routing policies focuses on the first kind. Avi-Itzhak et al. (2008) and Wierman (2007) provide good reviews on this type of work. The second kind of view (equitable treatment to employees), although important, has received less attention in the operations management literature. Our work is from this perspective.

Armony and Ward (2010) study a large-scale (large arrival rate and many servers) heterogeneous-server system and aim to minimize the steady-state expected waiting time subject to a fairness constraint on workload division. They propose a dynamic threshold routing policy that determines the assignment priorities of servers based on the total number of customers in the system. This policy is shown to be optimal asymptotically as the arrival rate and the number of servers grow to infinity. Given that the idleness proportion of each server is fixed in the Whitt-Halfin regime, the average waiting time for customers is minimized.

Atar et al. (2011) focus on the same type of service system and bring in the notion of servers’ fairness. They analyze the performance of a policy that routes customers to the server with the longest cumulative idleness. This policy is “blind” as it requires no information on service or arrival rates. Not surprisingly, the policy attains equalization of cumulative idleness asymptotically. Recently, Reed and Shaki (2014) extend the framework of Atar et al. (2011) to general service time distribution, and also study a blind policy which aims to spread the incoming work amongst servers pools in an equitable way.

Tseytlin (2009) and Mandelbaum et al. (2010) study emergency departments in hospitals. They seek to allocate patients to wards in an equitable manner. They introduce the Randomized-Most-Idle (RMI) policy, which routes customers to a server pool (group of servers) with a probability that equals the ratio of the number of idle servers in that pool to the total number of idle servers in the system. This policy depends on neither cumulative idleness times nor capacities of the pools.
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Tezcan (2008) studies the optimal control in a distributed parallel system. Since customers are routed upon arrival in this system, it differs from the setting in our model and in the other studies discussed thus far. One of Tezcan’s proposed policies, named Minimum-Expected-Delay-Load-Balancing (MED-LB), is proved to asymptotically achieve the goal of having the average utilization of each server balanced.

All of the above papers employ asymptotic analyses and the theoretical results hold for large-scale systems. In contrast to asymptotic results, some papers look at server’s fairness with exact analysis. As an extension of his investigation on the slow server problem (Cabral, 2005), Cabral (2007) studies the question of “who works most”. He shows that, in a system with two different servers and a routing policy that sends customers to each server with equal probability when both are idle, the faster server serves more customers but works less hours in the long run. Wu et al. (2007) place emphasis on servers’ fairness in the context of a bandwidth allocation problem in telecommunication networks. The fairness measurement used in their paper is not directly applicable to our model.

The asymptotic and the exact studies mentioned above assume that the administrator is the only decision maker and that the servers provide exogenous capacities. This paper differs from the above papers in that we study a decentralized system in which the servers choose their capacities, which is seen in many contexts where employees are not supervised strictly all the time.

Several papers also assume that servers choose their speed endogenously. Gopalakrishnan et al. (2013) study a dispatching and staffing problem in a strategic server context that resembles ours. Like our research, their research is motivated by fairness issues. However, server’s trade-off does not include fairness in their model. On the contrary, we model fairness explicitly as part of server’s utility. In addition, we look at heterogeneous servers and thus study asymmetric equilibria, which Gopalakrishnan et al. (2013) do not consider. Some other papers that study strategic servers are Kalai et al. (1992), Gilbert and Weng (1998), Cachon and Zhang (2007), Ching et al. (2010) and Choi et al. (2011). We note that the model, objective, and analysis of these papers are different from ours. One significant difference is that fairness is not an issue in these papers.

Our contributions in this paper are as follows.

1. We treat the issue of servers fairness as an endogenous factor. In our model, fairness is a component in players’ utilities and affects their actions. Thus, their choice of capacity as a response to the announced policy considers fairness. To our knowledge, we are the first to take this view.

2. Our analysis does not appeal to a heavy traffic analysis. Thus, we do not need large scale systems for our results to hold. In fact, in some cases (e.g. off-peak hours in hospitals when the number of servers is quite small) the many-server heavy-traffic assumption may not apply. As a result, our result is exact and perhaps more appropriate in certain settings.
3. We extend the research on game-theoretic queueing by adding a component of fairness measurement into the server’s objective function, which is not seen in this stream of literature. From a technical perspective, this extension makes our research significantly different from that in the literature and more challenging to cope with.

3.2 Model

3.2.1 Basic Assumptions

We study a two-server queueing system with Poisson arrivals and exponential service times. A homogeneous class of customers arrive at rate $\lambda$ and the capacities of server 1 and server 2 are $\mu_1$ and $\mu_2$ (chosen endogenously, as will be clear later). We treat $\lambda$ as exogenous in this paper, and thus normalize it to 1. Later, it will become apparent that our model and results apply to arbitrary $\lambda$. We require that the servers’ minimum capacity is 1/2. This assumption makes sense in that employees are expected to work no less than a minimum level of efficiency (Gopalakrishnan et al., 2013). To control the system, the administrator announces a routing policy that satisfies certain requirements. We adopt the three assumptions in Armony and Ward (2010) regarding the feasible policies: (1) we do not allow pre-emption; (2) when there is a waiting customer, no server is allowed to be idle (this non-idling assumption is widely used in the literature); and (3) we only consider policies that are independent of future information (i.e. non-anticipatory). Furthermore, the system applies a single-queue formation, meaning that the arrived customers are routed only when at least one server is available. The use of a single queue instead of parallel queues is not only operationally sensible, but it also enhances customer satisfaction based on perceptions of the system (Larson, 1987). Finally, we assume that there is no abandonment.

We consider randomized routing policies. Let $\phi$ be the probability that the customer who arrives at an empty system is sent to server 1. Under our assumptions, the routing policy affects the system only when both servers are idle. It can be fully expressed by the routing probability $\phi$. Therefore, the routing probability is henceforth referred to as the policy. We further assume that the policy does not depend on time (stationary policy). In fact, all our analysis assumes a long run stable system. After a policy is announced, a non-cooperative game unfolds between the two servers who simultaneously choose $\mu_1$ and $\mu_2$. We assume that changes in capacities only affect process flow measures and have no other effects (such as on the quality of service).

3.2.2 Individual Server’s Objective

In this subsection, we introduce the server’s objective function and the formulation of the decentralized problems, in which servers separately and simultaneously decide their capacities. We model the server’s objective using two aspects. They are referred to as self-focused and comparison-based disutility. The first aspect pertains to a server’s own performance measures
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encompassing idleness and effort. The second aspect is borrowed from the organizational behavior literature (Festinger, 1954), and it reflects the dissatisfaction towards unfairness due to comparison. We will use the sum of the inverse-idleness function and the capacity cost function to capture self-focused disutility. Also, we will use an “unfairness” function to describe comparison-based disutility.

Self-focused Disutility.

First, consider the long run average fraction of idle time for each server, denoted by $\tau_i$ ($i = 1, 2$). We define the inverse-idleness function by

$$g_i(\mu_1, \mu_2) = \frac{1}{\tau_i}, \quad i = 1, 2.$$  \hfill (3.1)

Recall that the minimum capacity is $1/2$, then the only case which results in an unstable system is $\mu_1 = \mu_2 = 1/2$. In such a case, $\tau_1 = \tau_2 = 0$ and $g_i$ is defined as infinity. Hence, we see that, although choosing such a low rate is allowed, overloading the system is never preferred by the servers. This resonates with practice where systems are rarely overloaded in the long run. Since neither server prefers the outcome of both choosing the minimum capacity, we ignore this case. Therefore, from here onwards, we only consider a stable system. In general, $g_i$ is decided by the capacities and the routing policy; however, we simply write it as a function of capacities. Later it will be clear that the policies we are interested in can be expressed through $\mu_1$ and $\mu_2$.

Second, as mentioned, the two servers are possibly heterogeneous in their capability in providing service. In other words, it requires different effort levels for them to provide the same capacity. We capture this by having different unit costs of capacity. Without loss of generality, let server 2 be the costlier one. Assume that server 1’s unit cost is $t$ and his capacity cost is $t\mu_1$. In addition, assume that server 2’s unit cost is $t + \Delta t$ and his capacity cost is $(t + \Delta t)\mu_2$. Suppose $t > 0$ and $\Delta t \geq 0$. Note that, when $\Delta t = 0$, we have the case of homogeneous servers. Our linear cost assumption is a simplification of the convex cost function used, for example, by Kalai et al. (1992), who model servers’ cost as a strictly convex function. However, we will see later that our main results remain valid even if we assume strict convexity.

Together, the inverse-idleness and the capacity cost contribute to server’s self-focused disutility: $g_1 + t\mu_1$ for server 1 and $g_2 + (t + \Delta t)\mu_2$ for server 2.

Comparison-based Disutility.

Fairness is indeed amorphous and depends on the context. Although people’s judgment on fairness may have some connection with their general expectations, research has shown that it is based more strongly on social comparison (Austin et al., 1980). Therefore, we model the dissatisfaction caused by unfairness between servers as their comparison-based disutility. Following the discussion in Section 3.1, we apply the equity model studied by Adams (1965) and Huseman et al. (1987). Specifically, servers perceive fairness by comparing the outcome/input ratio with one another. Inequity exists if and only if the ratios are unequal, incurring the comparison-based disutility. As discussed earlier, we use the chosen capacity as input and the
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average fraction of idle time \( \tau_i \) as outcome. A similar treatment can be seen in literature. For example, Mandelbaum et al. (2010) use “utilization”, which is \( 1 - \tau_i \) in our setting, as a factor for fairness measurement.

Since the input and the outcome are identified, we apply the equity model directly. Hence, servers consider it fair if and only if

\[
\frac{\tau_1}{\mu_1} = \frac{\tau_2}{\mu_2},
\]

If the above equality becomes “<” (for example, \( \mu_1 > \mu_2 \) and \( \tau_1 < \tau_2 \)), then the faster server (server 1) is exposed to a higher workload instead of being rewarded with more rest time. We say that server 1 is under-rewarded in this case. Similarly, he is over-rewarded if the equality becomes “>” in (3.2). Both cases are perceived as unfair. According to the study in Huseman et al. (1987), servers have an incentive to restore fairness whether over-rewarded or under-rewarded. However, inequity that is to their disadvantage generally produces a higher such incentive, as opposed to inequity that is to their advantage (see Fehr and Schmidt (1999) and Cui et al. (2007), for example). As a result, to simplify our model, we assume that the under-rewarded server incurs disutility, whereas the over-rewarded server is unaffected.

From the above discussion, server 1’s magnitude of inequity can be described as \( \frac{\tau_2}{\mu_2} - \frac{\tau_1}{\mu_1} \). We now define the unfairness function based on this quantity. First, consider the following two scenarios: (1) Server 1 inputs capacity \( \mu_1^{(1)} \) and experiences outcome/input difference \( d > 0 \). (2) Server 1 inputs capacity \( \mu_1^{(2)} \) and experiences outcome/input difference of the same amount \( d \). Apparently, if \( \mu_1^{(1)} > \mu_1^{(2)} \), then server 1 must experience more dissatisfaction in scenario (1) than he does in scenario (2). Studies in Brockner et al. (1992) provides supporting evidence. Therefore, we multiply the server’s capacity with the magnitude of inequity to model this feature. Second, as part of server’s disutility, it is reasonable to expect the function to have increasing margins. As the difference becomes larger, the server’s dissatisfaction increases at a greater rate. To model this, we take the quadratic form of the above expression. Therefore, the unfairness function is defined by

\[
f_1 = \left( \frac{\tau_2}{\mu_2} - \frac{\tau_1}{\mu_1} \right)^2 \quad (3.3)
\]

for server 1, and

\[
f_2 = \left( \frac{\tau_1}{\mu_1} - \frac{\tau_2}{\mu_2} \right)^2 \quad (3.4)
\]

for server 2.

After a routing policy is announced, the servers compete in capacities to minimize their individual disutility functions with the policy being common knowledge. Throughout this paper, we focus only on the pure strategies. Server’s total disutility is a weighed combination of the self-focused disutility (weight 1) and comparison-based disutility. Let \( \alpha_f^{(1)} \) and \( \alpha_f^{(2)} \) be the positive weights that server 1 and 2 associate to the comparison-based disutility, respectively.
In general, we assume that the two weights are equal when $\Delta t = 0$, but otherwise arbitrary. The servers’ problems are as follows. Server 1, given server 2’s chosen capacity $\mu_2 \geq 1/2$, solves
\[ (S1) \min_{\mu_1 \geq 1/2} F_1 = \alpha f_1 + g_1 + t\mu_1. \]
Given $\mu_1 \geq 1/2$, server 2 solves
\[ (S2) \min_{\mu_2 \geq 1/2} F_2 = \alpha f_2 + g_2 + (t + \Delta t)\mu_2. \]

In this two-player static game, besides the usual trade-off of idle time and capacity cost, servers also need to consider fairness between themselves. Note that problems (S1) and (S2) both have the announced policy embedded in the objective functions. As a result, the game structure largely relies on the routing policy that is applied.

### 3.2.3 Routing Policies

We have made several assumptions in Section 3.2.1 concerning the policy $\phi$. Without further specification, however, it is intractable to devise a feasible policy for the administrator to guarantee the optimal system efficiency. The problem remains difficult even if we restrain our attention to a reasonably small class of policies. As mentioned earlier, our goal in this paper is not to solve for optimal policies, but to analyze a number of practical policies. We aim to understand how these policies affect servers’ choices and the fairness among them. This is an important stepping stone to the search for the best-performing policies within that class. In this section, we characterize the policy class we are interested in and list the policies that we will analyze in detail.

Let $\mathbb{R}$ be the set of real numbers. For every $r \in \mathbb{R}$, define a policy
\[ \phi_r = \frac{\mu_1^r}{\mu_1^r + \mu_2^r}. \]
In addition, define $\phi_{\infty} = \lim_{r \to \infty} \phi_r$ ($\infty$ can be either positive or negative infinity). We shall focus on the policy class defined by
\[ \mathcal{P} = \{ \phi_r \mid r \in \mathbb{R} \cup \{ \pm \infty \} \}. \]

Note that every policy in $\mathcal{P}$ is determined only through $\mu_1$ and $\mu_2$. Moreover, the policies are related to the comparison between the two capacities. Specifically, if $r > 0$, then the faster server gets more customers. If $r < 0$, then the slower server gets more customers. When $r = 0$, the customers are equally routed to the two servers regardless of their capacities. For this reason, policies with small $r$ are considered to be more fairness-oriented (the faster server is rewarded with less work). Furthermore, all of the policies in $\mathcal{P}$ are continuous with respect to $\mu_1$ and $\mu_2$ except when $r \in \{ \pm \infty \}$. The two special cases with discontinuity will be carefully
treated later in this paper. In fact, the class \( \mathcal{P} \) is also studied by Gopalakrishnan et al. (2013) and is named “rate-based” policies. We follow them and call \( \mathcal{P} \) the capacity-based policy class.

In this paper, we will mainly study four specific policies. All of them are commonly used in practice because they are easy to implement. First, we discuss the two discontinuous policies in \( \mathcal{P} \). As will be observed, the discontinuities of both policies are at \( \mu_1 = \mu_2 \). When \( r = +\infty \), we see by definition that

\[
\phi_{+\infty} = \begin{cases} 
1 & \mu_1 > \mu_2 \\
\frac{1}{2} & \mu_1 = \mu_2 \\
0 & \mu_1 < \mu_2 
\end{cases}
\]

This is the Faster Server First (FSF) policy, which we mentioned in Section 3.1. Several papers have discussed the FSF policy, including Armony and Ward (2010). This policy is popular due to certain obvious operational benefits. Intuitively, it is the best policy if there are no issues of fairness. However, it has negative consequences if servers care about fairness. On the other end of spectrum is the case where \( r = -\infty \). Again, by definition we have

\[
\phi_{-\infty} = \begin{cases} 
0 & \mu_1 > \mu_2 \\
\frac{1}{2} & \mu_1 = \mu_2 \\
1 & \mu_1 < \mu_2 
\end{cases}
\]

This policy is named the Slower Server First (SSF) policy and is a natural remedy to the unfairness caused by FSF. Despite its effective treatment to unfairness among servers, previous works on servers fairness in a queueing system seem to have little interest in SSF. The main reason for this is that most of the previous models assume exogenous capacities (Armony and Ward, 2010; Mandelbaum et al., 2010). Unsurprisingly, SSF makes least use of the total capacity, and thus it leads to low system efficiency. However, in a model where capacities are endogenously determined by servers, SSF induces a strong incentive for them to provide high capacities. Therefore, for models that assume strategic servers such as Gopalakrishnan et al. (2013), it makes sense to study SSF closely.

Second, we list two continuous policies from \( \mathcal{P} \) that we will pay close attention to. The definition of equity, (3.2), indicates that to maintain fairness, the idle time of the server with lower capacity must be small. One can achieve this by sending more customers to the slower server than the FSF policy. As noted, the SSF policy does this but fails to admit continuous disutility functions. Hence, we propose a policy that is in the same spirit as SSF but much smoother. Let \( r = -1 \) and then

\[
\phi_{-1} = \frac{1/\mu_1}{1/\mu_2 + 1/\mu_1} = \frac{\mu_2}{\mu_1 + \mu_2}.
\]

This policy also sends more customers to the slower server to incentivize higher capacity. Since this policy routes the customers to each server with the probability proportionate to the inverse
capacities, we shall refer to it henceforth as the proportional policy (Prop). Finally, we include the simplest policy in $\mathcal{P}$

$$\phi_0 = \frac{1}{2}.$$  

We refer to this policy as the Half-Half (HH) policy. Being a constant, HH is the easiest to implement and analyze. Many previous works with either strategic or non-strategic servers apply this policy, e.g. Cabral (2007); Kalai et al. (1992). Moreover, sharing the customers equally between servers bears a natural sense of equity, especially when the heterogeneity between servers is unclear.

In the rest of the paper, we write $\phi_{\text{FSF}}, \phi_{\text{SSF}}, \phi_{\text{Prop}}$ and $\phi_{\text{HH}}$ instead of $\phi_{+\infty}, \phi_{-\infty}, \phi_{-1}$ and $\phi_0$, respectively, and let $\tilde{\mathcal{P}} = \{\phi_{\text{FSF}}, \phi_{\text{SSF}}, \phi_{\text{Prop}}, \phi_{\text{HH}}\}$. 

### 3.3 Two-Server Game: Analysis and Results

In this section, we study the optimization problems posed to the two servers and provide some results regarding the structural properties of their optimal decisions. We do not consider mixed strategies but only look at pure strategies. Denote the announced policy by $\bar{\phi}$. We require that $\bar{\phi} \in \mathcal{P}$. Taking $\bar{\phi}$ as common knowledge, both servers simultaneously choose capacities to solve problems (S1) and (S2), respectively. We focus on server 1’s objective functions in detail because parallel results for server 2 follow without difficulty by exchanging the roles of $\mu_1$ and $\mu_2$. To clarify notations, recall that $g_i$ is the inverse-idleness function for server $i$ ($i = 1, 2$) defined in (3.1). In the following discussion, we write it as $g_i(\mu_i | \mu_j, \bar{\phi})$. The first argument $\mu_i$ is server $i$’s action, which is the variable of the function, and $\mu_j$ and $\bar{\phi}$ are his opponent’s action and the announced policy, which are fixed to him. A similar notation is used for the unfairness function $f_i$. In addition, the $'+'$ and $'-'$ signs beside the variable mean right and left limit, respectively. All proofs are in the Appendix A.2.

To begin with, we look at a benchmark case where $\Delta t = 0$ (hence $\alpha_f^{(1)} = \alpha_f^{(2)}$). This means that the two servers are homogeneous. We study this case because it is a good approximation in circumstances where the heterogeneity is very small or even negligible. In this case, a symmetric Nash equilibrium where the two servers choose the same capacity is expected. This is indeed true as long as the implemented policy is not FSF or SSF. The following theorem characterizes the symmetric equilibrium for the continuous policies.

**Theorem 3.3.1.** Suppose $\Delta t = 0$ and $t$ is fixed. Let $\mathcal{P}_c = \mathcal{P} \setminus \{\phi_{\text{FSF}}, \phi_{\text{SSF}}\}$. For every $\bar{\phi} \in \mathcal{P}_c$, there exists a unique symmetric Nash equilibrium $(\mu^*, \mu^*)$. Moreover,

(i) for any small $\epsilon > 0$, there exists $\bar{r} > 0$ such that for any $\phi_r$ with $r > \bar{r}$, we have $\mu^* < 1/2 + \epsilon$; and 

(ii) for any big $M > 0$, there exists $\underline{r} < 0$ such that for any $\phi_r$ with $r < \underline{r}$, we have $\mu^* > M$.

The above theorem only deals with symmetric equilibrium. Other asymmetric equilibria may exist, but we do not consider them. One important implication of Theorem 3.3.1 is as
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follows. Although a symmetric equilibrium for every continuous policy always exists, not all of them are favorable. Examples of unfavorable equilibrium include small $\mu^*$ (close to 1/2), which makes $g_i$ large and big $\mu^*$ (approaching infinity), which results in large capacity cost.

Theorem 3.3.1 shows that we can find a sequence of policies $\{\phi_r\}$ which approaches $\phi_{FSF}$, such that the corresponding equilibrium sequence converges to 1/2. Similarly, for policies approaching SSF, the equilibrium sequence increases to $+\infty$. For policies that have large $|r|$, they are continuous, but are “almost” FSF and SSF. Theorems 10 and 11 in Gopalakrishnan et al. (2013) also characterize the properties of these policies. Because the capacity cannot exceed a fixed large number by their assumption, they claim that policies that are “almost” SSF do not induce symmetric equilibrium. Although we cannot deduce that FSF and SSF do not admit symmetric equilibrium directly from Theorem 3.3.1, we do have such result as a corollary of Propositions 3.3.2 and 3.3.3, which will be introduced shortly. We emphasize again that the above discussion only concerns symmetric equilibrium. As will be shown in Section 3.4, when $\Delta t = 0$, the FSF policy may induce Nash equilibria that are not symmetric.

Now, we move to the general case where servers are not necessarily homogeneous. In the following discussion, we restrict our attention to the four policies $\tilde{\phi} \in \tilde{P}$. We will study these policies from two aspects. First, we examine how servers behave in the two-server game under those policies. This game may or may not have an equilibrium. Second, supposing that we have equilibria under the policies, we will compare them along the measure of system efficiency, which will be discussed in Section 3.4. Naturally, the policy that leads to higher efficiency is preferred by the administrator.

As an important preparation for the equilibrium analysis, we give some basic results that depict the shape of the objective functions. Two propositions characterize server 1’s inverse-idleness function and unfairness function, respectively, under the four policies.

**Proposition 3.3.2.** Suppose $\mu_2 > 1/2$ is fixed.

(i) If $\tilde{\phi} \in \{\phi_{Prop}, \phi_{HH}\}$, then $g_1(\mu_1|\mu_2, \tilde{\phi})$ is continuous, strictly decreasing and convex for $\mu_1 > 1/2$.

(ii) If $\tilde{\phi} \in \{\phi_{FSF}, \phi_{SSF}\}$, then $g_1(\mu_1|\mu_2, \tilde{\phi})$ has two continuous pieces on $1/2 < \mu_1 < \mu_2$ and $\mu_1 > \mu_2$ respectively. On both pieces, $g_1(\mu_1|\mu_2, \tilde{\phi})$ is strictly decreasing and convex. Furthermore,

\begin{equation}
\begin{align*}
g_1(\mu_2 - |\mu_2, \phi_{FSF}) &< g_1(\mu_2|\mu_2, \phi_{FSF}) < g_1(\mu_2 + |\mu_2, \phi_{FSF}) \\
g_1(\mu_2 - |\mu_2, \phi_{SSF}) &> g_1(\mu_2|\mu_2, \phi_{SSF}) > g_1(\mu_2 + |\mu_2, \phi_{SSF}).
\end{align*}
\end{equation}

(iii) If $f_1(\mu_1|\mu_2, \tilde{\phi}) = 0$ for $1/2 < \mu_1 \leq \mu_2$, and $f_1(\mu_1|\mu_2, \tilde{\phi})$ is strictly convex and increases to infinity on $\mu_1 > \mu_2$.
(ii) If $\bar{\phi} = \phi_{SSF}$, then there exists $1/2 \leq a < \mu_2$ and $b > \mu_2$ such that $f_1(\mu_1|\mu_2, \phi_{SSF})$ is continuous, strictly increasing and convex on $a \leq \mu_1 < \mu_2$ and $\mu_1 \geq b$, respectively. Moreover, $f_1(\mu_1|\mu_2, \phi_{SSF}) = 0$ for both $1/2 \leq \mu_1 \leq a$ and $\mu_2 \leq \mu_1 \leq b$.

Note that we exclude the case $\mu_2 = 1/2$. In fact, the only part in the propositions that needs to change to accommodate this case is Proposition 3.3.2 (ii). Just one decreasing convex piece will exist for $g_1$, i.e. $\mu_1 > \mu_2$. All other results remain valid.

Proposition 3.3.2 implies that the inverse-idleness function $g_1$ is continuous only if the policy is continuous. Under FSF or SSF, $g_i$ has a discontinuity at $\mu_1 = \mu_2$ because the policy is discontinuous there. As a result, when $\bar{\phi} \in \{\phi_{FSF}, \phi_{SSF}\}$ and the two servers have the same capacity, server 1 can reduce a strictly positive amount of disutility by deviating a little from $\mu_2$. Proposition 3.3.3 shows the distinguishing feature of the SSF policy. For the other three policies, the unfairness function $f_1$ equals zero if $1/2 < \mu_1 \leq \mu_2$, and it becomes positive immediately after $\mu_1$ surpasses $\mu_2$. However, under the SSF policy, there is a positive piece of $f_1$ when $\mu_1 < \mu_2$, and $f_1$ remains zero after $\mu_1$ exceeds $\mu_2$ until the difference is sufficiently large. This characteristic shows that SSF strongly incentivizes the slow server.

Recall that the overall objective function $F_i$ is a linear combination of $g_i$, $f_i$, and a linear cost function. An immediate and useful implication is that $F_i$ also has the corresponding convexity properties. A further implication concerning FSF and SSF is that

$$F_1(\mu_2 - |\mu_2, \phi_{FSF}) < F_1(\mu_2|\mu_2, \phi_{FSF}) < F_1(\mu_2 + |\mu_2, \phi_{FSF})$$

$$F_1(\mu_2 - |\mu_2, \phi_{SSF}) > F_1(\mu_2|\mu_2, \phi_{SSF}) > F_1(\mu_2 + |\mu_2, \phi_{SSF}).$$

Since the above inequalities are strict, $\mu_2$ can never be the value of $\mu_1$ minimizing $F_i$. Thus, a unilateral deviation from any symmetric strategy profile will always exist. Therefore, as a corollary of the above propositions, we conclude that FSF and SSF do not induce symmetric equilibrium. The jump in $F_1$ for the two discontinuous policies also poses difficulty in finding an asymmetric equilibrium. We can derive sufficient conditions for the existence of equilibrium, but they are implicit and far from illustrative. Instead, we will mainly treat it numerically in Section 3.4. We will see that the sufficient conditions are liberal for FSF but somewhat stringent for SSF. That is, a large number of instances display an equilibrium under FSF while no instance with $\Delta t < t$ displays equilibrium under SSF.

Fortunately, Prop and HH result in continuous objective functions with desirable properties. Under Prop or HH, the two-server game is resolved by solving two convex optimization problems simultaneously. The theorem below summarizes our main findings.

**Theorem 3.3.4.** Suppose $\Delta t > 0$ and $\bar{\phi} \in \{\phi_{Prop}, \phi_{HH}\}$. Then there exists a unique Nash equilibrium $(\bar{\mu}_1, \bar{\mu}_2)$, and $\bar{\mu}_1 > \bar{\mu}_2$.

We will apply the result in Nikaidô and Isoda (1955) to show the existence of the equilibrium, and we will turn to Theorem 7 in Cachon and Netessine (2006) for the proof of uniqueness. We
proves $\mu_1 > \mu_2$ by contradiction. This result clearly shows the benefit of using Prop or HH as the routing policy. These policies both induce a unique equilibrium in which the cheaper server provides higher capacity. It is also noteworthy that Theorem 3.3.4 is valid for all heterogeneous servers cases ($\Delta t > 0$), regardless of the unit cost and the weights of fairness.

Three points summarize our main results in this section. First, we showed that all continuous capacity-based policies admit a unique symmetric equilibrium when the servers are homogeneous. However, this common capacity is either too small or too large if the policy is close to FSF or SSF. Second, we outlined the shape of server’s objective function for different policies, and thus laid a solid foundation for further analyses. Third, we established the existence and uniqueness of the Nash equilibrium under the Prop and HH policies.

3.4 Simulations and Discussions

In this section, we further study the four policies in $\mathcal{P}$ by simulations. Our goals are to understand the servers’ behaviors under each policy, to compare the policies’ performances with respect to system efficiency, and to obtain further insights. Our approach consists of three parts. (1) In Section 3.4.1, we examine the existence and uniqueness of equilibrium by plotting the best response functions under each policy. A unique equilibrium exists for Prop and HH (as predicted in Theorem 3.3.4). For FSF and SSF, the non-existence of Nash equilibrium is illustrated. In this case, we characterize the servers’ off-equilibrium behaviors by an interval of capacities. (2) Section 3.4.2 explicitly compares the outcome of the game under different policies. We also obtain some empirical patterns regarding the equilibrium properties for FSF and SSF. (3) In Section 3.4.3, we focus on equilibrium outcomes and compare the four policies based on system efficiency. Particularly, we study how servers’ attitudes towards fairness and servers’ heterogeneity affect a policy’s performance.

To simplify the simulation, we reduce the freedom of parameters by setting $\alpha_f^{(2)} = (t + \Delta t)\alpha_f^{(1)}/t$. Here we assume that the costlier server cares about fairness more and the weights are proportional to capacity costs. This is not a crucial assumption as our main results and observations under the opposite assumption $(\alpha_f^{(2)} = (t + \Delta t)\alpha_f^{(1)}/t)$ are the same. Arbitrary $(\alpha_f^{(1)}, \alpha_f^{(2)})$ cases can also be treated in a similar manner. Hence, we simulate with three free variables: $\alpha_f^{(1)} \in [0, 10]$, $t \in (0, 10]$, and $\Delta t \in [0, 10]$. The discretization step is 0.5. Algorithms are implemented using Matlab and are run on a standard PC.

3.4.1 Best Response Functions and Off-Equilibrium Behaviors

The convexity properties shown in Propositions 3.3.2 and 3.3.3 grant the use of binary search algorithm to get the best response functions for each server. Figure 3.1 (Prop and HH) and Figure 3.2 (FSF and SSF) illustrate their typical shapes.

An immediate observation from Figure 3.1 is that the best response functions for Prop and HH are continuous and intersect exactly once. Besides, the intersection lies above the
3.4. Simulations and Discussions

Figure 3.1: Best response functions (Prop and HH).

Figure 3.2: Best response functions (FSF and SSF). Linear segments on 45° line are not part of the functions.

\[ \mu_1 = \mu_2 \] line, which means that server 1 provides higher capacity at equilibrium. Furthermore, Figure 3.1 also confirms our theoretical result that the equilibrium is unique. According to Cachon and Netessine (2006), in the two-player case, an equivalent condition to Theorem 7 in their paper is that the multiplication of slopes of best response functions should not exceed one at equilibrium. Figure 3.1 clearly shows that the two best response functions both have derivatives with absolute values of less than 1 at the intersection. Therefore the condition holds and we have the uniqueness of equilibrium.

Because of the discontinuity of FSF and SSF, the best response curves under these policies have jumps and equilibrium properties (whether it exists and, if yes, how many) are unclear. Although FSF and SSF induce equilibrium in many instances, the instance shown in Figure 3.2 does not have any equilibrium and we try to understand servers’ off-equilibrium behavior.

Although it seems that, by Figure 3.2, there is a continuum of symmetric equilibria for both FSF and SSF, it is not true. We draw the linear segments as part of best response curves in
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the graphs to represent that the functions are not defined there. Take server 1 for example, by inequalities (3.5) and (3.6), we know that it is actually the left limit of \( \mu_2 (\mu_2^-) \) that achieve the infimum, not minimum, of server 1’s objective function under FSF, and the right limit of \( \mu_2 (\mu_2^+) \) under SSF. In the simulation, we plot them as \( \mu_1 = \mu_2 - \epsilon \) and \( \mu_1 = \mu_2 + \epsilon \), respectively, with very small \( \epsilon > 0 \). The same logic and technique applies to server 2. Therefore, servers’ best response function does not actually exist along the 45 degree line.

However, this linear segment is the key to understand servers’ off-equilibrium behaviors. Take Figure 3.2 (a) (FSF) for example. The best response iteration leads the strategy profile \((\mu_1, \mu_2)\) to eventually land on the \( \mu_1 = \mu_2 - \epsilon \) segment. This means that server 1 undercut server 2 by a small quantity. Then the same strategy is taken by server 2 \((\mu_2 = \mu_1 - \epsilon)\). As a result, the servers decrease the capacities in turn until the inverse-idleness becomes sufficiently large. Next, one of the servers increases his capacity, and another round of undercutting begins. The thick solid line shown in Figure 3.2 (a) indicates the undercutting range. Since the line segment lies in the 45 degree line, we can express the endpoints of the line segment as \((\bar{\mu}, \bar{\mu})\) and \((\bar{\mu}, \bar{\mu})\), and we simply write \([\mu, \bar{\mu}]\) to denote the servers’ off-equilibrium behavior. Similarly, for SSF, we also have such an interval. However, instead of undercutting, the servers increase capacities in turn within the range of the interval, and they decrease capacities when the cost is too high to bear.

3.4.2 Comparison of Equilibria

Table 3.1 shows what we obtained for different sets of parameters and policies. These are some of the representative instances from our extensive simulations. The first kind of entry is presented with parentheses and represents the equilibrium capacity decisions \((\bar{\mu}_1, \bar{\mu}_2)\). The second kind of entry is marked with square brackets and reports the interval \([\mu, \bar{\mu}]\) of the off-equilibrium range.

A few noteworthy observations emerge from our simulation. First, the servers’ possible off-equilibrium capacities under FSF are very small compared to the equilibrium capacities under Prop or HH. Indeed, we observe from Table 3.1 that \( \bar{\mu} \) under FSF is smaller than \( \bar{\mu}_1 \) under Prop and HH. This is a major disadvantage of FSF when accounting for endogenous capacity. On the contrary, the off-equilibrium capacities under SSF are high enough to compare with Prop and HH. In fact, for the same parameters, every \( \bar{\mu} \) under SSF is higher than \( \bar{\mu}_1 \) under Prop and HH; and in some case \( \bar{\mu} \) is higher than \( \bar{\mu}_2 \). Hence, by effectively incentivizing the slow server, SSF induces, even being off-equilibrium, possibly large capacities for both servers.

Second, although the equilibrium \((\bar{\mu}_1, \bar{\mu}_2)\) induced by SSF is relatively high compared to that induced by Prop and HH (especially for server 2), SSF cannot induce equilibrium in quite a few instances. This means that the first order condition under SSF is stringent. During our simulation, we find that \( \Delta t \) must be at least as large as \( t \) for an equilibrium to exist under SSF (i.e. server 2’s capacity cost has to be at least twice the capacity cost of server 1). Another observation is that, given fixed \( t \) and \( \Delta t \), if an equilibrium exists for \( \alpha_f^{(1)} \), then one also exists for all larger weights of fairness. In other words, when more weight is given to fairness, it is
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<table>
<thead>
<tr>
<th>( \Delta t )</th>
<th>( \alpha_f^{(1)} = 1 )</th>
<th>( \alpha_f^{(1)} = 5 )</th>
<th>( \alpha_f^{(1)} = 10 )</th>
<th>( \alpha_f^{(1)} = 1 )</th>
<th>( \alpha_f^{(1)} = 5 )</th>
<th>( \alpha_f^{(1)} = 10 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>FSF [0.70, 0.98]</td>
<td>[0.66, 0.98]</td>
<td>[0.64, 0.98]</td>
<td>(0.90,0.57),</td>
<td>[0.60, 0.71]</td>
<td>[0.60, 0.71]</td>
</tr>
<tr>
<td></td>
<td>SSF [0.98, 1.94]</td>
<td>[0.98, 1.94]</td>
<td>[0.98, 1.94]</td>
<td>(0.71,1.01)</td>
<td>[0.71, 1.02]</td>
<td>[0.71, 1.02]</td>
</tr>
<tr>
<td></td>
<td>Prop (1.13, 1.13)</td>
<td>(1.13, 1.13)</td>
<td>(1.13, 1.13)</td>
<td>(0.75, 0.75)</td>
<td>(0.75, 0.75)</td>
<td>(0.75, 0.75)</td>
</tr>
<tr>
<td></td>
<td>HH (1.08, 1.08)</td>
<td>(1.08, 1.08)</td>
<td>(1.08, 1.08)</td>
<td>(0.74, 0.74)</td>
<td>(0.74, 0.74)</td>
<td>(0.74, 0.74)</td>
</tr>
<tr>
<td>0.5</td>
<td>FSF [0.70, 0.89]</td>
<td>[0.66, 0.89]</td>
<td>[0.64, 0.89]</td>
<td>(0.92,0.54),</td>
<td>(0.84, 0.59)</td>
<td>(0.60, 0.70)</td>
</tr>
<tr>
<td></td>
<td>SSF [0.98, 1.61]</td>
<td>[0.98, 1.61]</td>
<td>[0.98, 1.61]</td>
<td>(0.71,0.98)</td>
<td>(0.71, 0.98)</td>
<td>(0.71, 0.99)</td>
</tr>
<tr>
<td></td>
<td>Prop (1.16, 0.96)</td>
<td>(1.12, 0.97)</td>
<td>(1.10, 0.97)</td>
<td>(0.77, 0.72)</td>
<td>(0.77, 0.72)</td>
<td>(0.77, 0.72)</td>
</tr>
<tr>
<td></td>
<td>HH (1.14, 0.89)</td>
<td>(1.08, 0.92)</td>
<td>(1.04, 0.93)</td>
<td>(0.77, 0.71)</td>
<td>(0.77, 0.71)</td>
<td>(0.76, 0.71)</td>
</tr>
<tr>
<td>3</td>
<td>FSF (1.17, 0.50)</td>
<td>(0.97, 0.57)</td>
<td>(0.90, 0.62)</td>
<td>(0.94, 0.50)</td>
<td>(0.89, 0.50)</td>
<td>(0.84, 0.53)</td>
</tr>
<tr>
<td></td>
<td>SSF (1.21, 0.68)</td>
<td>(1.20, 0.68)</td>
<td>(1.19, 0.68)</td>
<td>(0.71, 0.88)</td>
<td>(0.71, 0.88)</td>
<td>(0.71, 0.89)</td>
</tr>
<tr>
<td></td>
<td>Prop (1.26, 0.63)</td>
<td>(1.14, 0.65)</td>
<td>(1.07, 0.67)</td>
<td>(0.84, 0.61)</td>
<td>(0.84, 0.61)</td>
<td>(0.83, 0.62)</td>
</tr>
<tr>
<td></td>
<td>HH (1.25, 0.56)</td>
<td>(1.08, 0.61)</td>
<td>(1.01, 0.65)</td>
<td>(0.87, 0.57)</td>
<td>(0.85, 0.58)</td>
<td>(0.84, 0.59)</td>
</tr>
<tr>
<td>6</td>
<td>FSF (1.17, 0.50)</td>
<td>(0.98, 0.50)</td>
<td>(0.91, 0.50)</td>
<td>(0.94, 0.50)</td>
<td>(0.89, 0.50)</td>
<td>(0.85, 0.50)</td>
</tr>
<tr>
<td></td>
<td>SSF (1.33, 0.50)</td>
<td>(1.23, 0.53)</td>
<td>(1.18, 0.54)</td>
<td>(0.71, 0.82)</td>
<td>(0.82, 0.59)</td>
<td>(0.82, 0.59)</td>
</tr>
<tr>
<td></td>
<td>Prop (1.32, 0.51)</td>
<td>(1.17, 0.52)</td>
<td>(1.09, 0.54)</td>
<td>(0.91, 0.52)</td>
<td>(0.90, 0.53)</td>
<td>(0.88, 0.53)</td>
</tr>
<tr>
<td></td>
<td>HH (1.26, 0.51)</td>
<td>(1.09, 0.51)</td>
<td>(1.02, 0.52)</td>
<td>(0.92, 0.51)</td>
<td>(0.90, 0.51)</td>
<td>(0.88, 0.51)</td>
</tr>
</tbody>
</table>

Table 3.1: Possible game outcomes. Entries with square brackets represent the interval while those with parentheses represent the equilibrium.

more likely that an equilibrium will exist. Table 3.1 illustrates these empirical patterns.

Third, while the possibility of an arbitrary number of equilibria has not been ruled out, we have observed only the two equilibria case under the FSF policy. Besides, it only happens in a small number of instances. The key condition for FSF to have two equilibria is \( \Delta t \) being small (i.e. the heterogeneity between two servers is negligible). For example, see the cases when \( \Delta t = 0 \) and 0.5 in Table 3.1. Except for these cases with two equilibria under FSF, all other instances have at most one equilibrium for FSF or other policies. Interestingly, when there is only one equilibrium \((\mu_1, \mu_2)\), we always observe \( \mu_1 \geq \mu_2 \), regardless of the policy, which implies an intuitive property that the cheaper server provides a higher capacity. For Prop and HH, we proved this theoretically; for FSF and SSF, however, this is observed empirically.

3.4.3 Comparison in Policy Performance

In the following, we will only focus on equilibrium outcomes and compare the policies. The performance measure is system efficiency, which we assume to be the average number of sojourn customers in the system: \( L = L(\mu_1, \mu_2, \bar{\phi}) \). The administrator prefers this quantity to be small.

Note that if there are two equilibria, we compute \( L \) for both and use the smaller one for comparison. We do not plot \( L \) when no equilibrium exists.
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In the experiment, we vary two parameters in our model: (1) how much servers care about fairness and (2) the heterogeneity between servers. The first is characterized by the weight $\alpha_f^{(1)}$ while the second by $\Delta t$. In the simulations, we plot $L$ against these two parameters. Hence, we gain insights into how servers’ attitude towards fairness and servers’ heterogeneity affect a policy’s performance. For illustration purposes, we only show the representative instances from the extensive simulations we conducted.

Figure 3.3 contains two $L$ versus $\alpha_f^{(1)}$ plots with different cost parameters (specified in the caption). The plots clearly show that $L(\phi_{FSF})$ has the biggest increase along $\alpha_f^{(1)}$. Curves representing Prop and HH also have observable increases, but are pretty stable. For SSF, $L(\phi_{SSF})$ is almost flat in the plots. This indicates that, if a policy sends less customers to the slower server, then it is more sensitive to $\alpha_f^{(1)}$. Indeed, such a policy is intuitively unfair and is affected greatly as servers care about fairness more. Besides, higher costs make the sensitivity of $L(\phi_{FSF})$ more obvious, as it is steeper in (b) than in (a). Furthermore, when $\alpha_f^{(1)}$ is small, FSF induces the least congestion among all policies. This is obvious when $\alpha_f^{(1)} = 0$ (i.e. there is no fairness issue because servers do not care about it). In fact, even when $\alpha_f^{(1)}$ is positive, $L(\phi_{FSF})$ may still be the smallest. In addition, a higher costs case admits more such positive $\alpha_f^{(1)}$ values. In general, when $\alpha_f^{(1)}$ is small and the cost is high, FSF can perform better in terms of system efficiency than other policies. This finding appears to be in contrast to Armony and Ward (2010), who have shown that FSF is completely unsuitable if servers care about fairness (i.e. $\alpha_f^{(1)} > 0$ in our model). This difference is due to the key assumption about capacity endogeneity. The capacities, and therefore the cost functions, are exogenous in their model.

Next, we study how heterogeneity affects a policy’s performance. Figure 3.4 gives two $L$ versus $\Delta t$ plots with the same $t = 3$ but different weights of fairness. Notice that curves are drawn only when an equilibrium exists. Since all curves are continuous, the plots indicate that, if an equilibrium exists for some $\Delta t$, then one also exists for all larger $\Delta t$. As discussed earlier, it is empirically true that the SSF policy induces equilibrium only when $\Delta t$ is bigger than $t$. In
3.5 Summary and Extensions

This paper studies a service system with a single arrival class and two servers. Our model has two distinguishing features. First, the routing policy not only decides the workload for both servers, but also affects servers’ perception of the fairness between them. Second, capacities are endogenous as the two servers independently and simultaneously choose them after the policy is announced. Some recent papers such as Armony and Ward (2010) have also noted the fairness in this sense, SSF’s performance is sensitive to $\Delta t$. Indeed, curves under SSF begin at $\Delta t = 4.5$ in the plots. For FSF, although its curves also begin at $\Delta t > 0$, we see that the starting point $\Delta t$ is much smaller. Furthermore, for each policy, the $L$ curve sees an increase at first, and then becomes quite stable over $\Delta t$. Interestingly, in both plots (a) and (b), as $\Delta t$ increases, $L(\phi_{FSF})$ is always the first to become flat. This shows how insensitive FSF is to the heterogeneity of servers.

We give a brief summary to conclude this section. When FSF is adopted, the total expected number of customers in waiting is quite sensitive to the weight of fairness, but somewhat insensitive to the cost parameter. While FSF sometimes induces less congestion than other policies, in many cases it does not outperform others policies, and the performance gaps to other policies are substantial. For this reason, we do not recommend FSF unless the manager has a clear understanding of how much each server values fairness. On the other hand, under SSF, the number of customers waiting is insensitive to $\alpha_f^{(1)}$ but sensitive to $\Delta t$. In fact, it is so susceptible to the non-existence of equilibrium that the system may be unstable in many cases. Therefore, we do not recommend SSF as long as the two servers are not highly differentiated. We recommend Prop since it is considerably stable with respect to system parameters considered here, and always admits a unique equilibrium, making the system predictable and stable. We note that Prop outperforms HH in almost all cases.

Figure 3.4: Performance of policies against extra cost $\Delta t$. (a) Small weight: $\alpha_f^{(1)} = 1$, $t = 3$ (b) Large weight: $\alpha_f^{(1)} = 5$, $t = 3$
issue, but most of them treat the problem with fixed capacity assumption. Only a few papers such as Gopalakrishnan et al. (2013) take the game-theoretic view as we do, but our work distinguishes itself by the explicit modeling of the unfairness term. Besides, Gopalakrishnan et al. (2013) focus on the homogeneous servers case while we model servers’ heterogeneity by an extra cost term $\Delta t$.

We analyze the two-server game under a class of routing policies. More specifically, we examine four commonly seen policies. Theoretically, we prove some properties of server’s objective function, and establish the existence and uniqueness of the Nash equilibrium for the Prop and HH policies. Using simulation, we further study the policies from two perspectives: (1) equilibrium/off-equilibrium game outcomes and (2) the system efficiency performance. As an empirical guidance to managerial application, we recommend the use of the Prop policy for its stability and reliability.

Our work is a first step towards a greater understanding of endogenizing fairness among servers. We list two direct extensions here. First, the $N$-server ($N > 2$) case awaits exploration. Although the disutility functions can be extended to the general case, doing so greatly curtails the tractability of the problem. Second, recall that the set of policies that we have considered are four specific policies. It is not clear what an optimal policy would be in general. To answer that, a study on the Stackelberg game between the administrator and the servers is in order.
Chapter 4

Uniform Pricing in Service Systems
With Experience Based Quality Improvement

4.1 Introduction

How should a revenue-maximizing firm price its delay-sensitive service that is provided by multiple servers differing in their quality? Customers seeking such service usually must endure waits in addition to paying the nominal price. Consequently, when deciding whether to use the service, customers weigh the service value (typically correlated to the service quality) against the total cost incurred, which includes the paid price and the waiting cost due to congestion. A natural and commonly seen solution to the firm’s problem is to price based on the service provider’s quality so that the customers’ surplus is fully exploited. To be more specific, in the case where the firm owns quality-differentiated servers, a price is posted for each server and customers make rational decisions on whether to procure the service and which server to queue up to if they do. Given such customers’ behavior, the firm decide the set of prices for the servers to maximize the revenue. We call this pricing scheme differentiated pricing. Indeed, there has been a large body of literature studying this type of pricing scheme in queueing systems since Naor (1969); see Hassin and Haviv (2003) for an excellent review.

Although such scheme is used by many quality-differentiated service firms, we argue that there is a potential pitfall associated with it. Under differentiated pricing, it is plausible that the low quality server can only serve a small customer volume. For example, a majority of customers prefer senior doctors to residents in the teaching hospital, experienced hair stylists to their apprentices, famous top-rated chiropractors to the unknown ones, etc. Even if the price is set to be very low, the induced demand may still be limited. However, in many contexts such as the above examples, servers can learn by doing and improve the service quality by accumulating more experience (Gaynor et al., 2005). The plausibility of this experience-based improvement hypothesis rests on the idea of “practice makes perfect”. As a server satisfies a large volume of customers’ demand, he has to apply a correspondingly large amounts of care, effort and scrutiny to the service processes. Hence, he learns and makes corrective changes that result in a higher quality service in the future. However, due to differentiated pricing, the low quality server will improve very slowly, seriously impairing the firm’s long-run revenue. In fact,
4.1. Introduction

Continuous improvement in service quality by training and servers’ learning is considered as a prerequisite to firm competitiveness in service management. Letting the low quality servers serve more customers is without doubt an effective way of training and helping them improve. Hence, when a firm can and should take advantage of the experience-based quality improvement, it is an interesting question to examine whether applying differentiated pricing is a good option and whether it induces sufficient learning for the low-quality server. Moreover, to identify a better pricing scheme that benefits the firm more is of great interest.

Motivated by a nascent academic research on probabilistic (opaque) selling of products in the marketing literature, we propose another pricing scheme, uniform pricing, to manage the revenue of a quality-differentiated service firm. In contrast to differentiated pricing, the firm now charges a uniform price to all customers who decide to procure the service. However, the customers who enter the system are subject to a random routing to the servers with different quality levels. Once the randomness is unravelled, the customers are sent to different servers and queue separately. In this case, the firm sets a proper price and decides a routing policy, which are both publicly known to the customers. The customers, on the other hand, make 

*ex ante* decisions based on the expected service quality and waiting cost. In other words, the firm offers a synthetic service product that essentially amounts to a lottery among the service of all quality levels. This pricing scheme resembles the probabilistic (opaque) selling strategy introduced and studied by Fay and Xie (2008) and Jiang (2007) in retailing and travel industries. The main characteristic of such pricing strategy is for the seller to hide some attribute of a set of products and only reveal it to buyers after the payment transaction is complete. In our setting, the hidden attribute is the service quality or, equivalently, which server to queue up to. This attribute is revealed to a customer immediately after payment as the firm maintains paralleled queues.

The primary goal of this paper is to investigate the following question. In presence of experience-based quality improvement, which pricing scheme, differentiated or uniform pricing, is more beneficial to the firm’s revenue management? By analytical modelling, we demonstrate that uniform pricing is indeed superior to differentiated pricing because it generates larger long-term total revenue for the firm. The underlying reason is that low quality servers improve faster under uniform pricing, and thus contribute higher revenue sooner. Our result shows that the pricing lever alone is not enough for effective service management. In fact, uniform pricing uses other types of levers such as operations lever (routing) and information lever (offering a lottery on service quality) to more effectively manage the service system. Both differentiated and uniform pricing schemes have exactly the same number of controlled variables. The former has the prices for the servers and the latter has a uniform price along with the routing probabilities. However, in term of the types of levers, uniform pricing utilizes more, resulting in a better performance. Moreover, our analysis requires very mild conditions. Relaxation of several model assumptions does not hurt the validity of our main result. Further to the main question, we also study the impact to the relative revenue advantage of the uniform pricing from two factors:
4.2. Related Literature and Positioning

Our study is primarily related to three streams of literature: economics of queues, learning curve theory, and probabilistic (opaque) selling.

**Economics of Queues.** We adopt the natural framework provided by queueing theory for modeling delay-sensitive service management. In our analysis, we closely follow the classic models where a monopolist charges rational customers prices for using its service where congestion is unavoidable; e.g. Naor (1969), Edelson and Hilderbrand (1975), Knudsen (1972), Mendelson (1985) and Chen and Frank (2004). In particular, models assuming that queue length is unobservable to customers are more closely related to ours. See Chapter 3 in Has-sin and Haviv (2003) for a comprehensive review. Among various models along this line, not many papers have examined the issue of service quality in the context of pricing the queueing system. Anand et al. (2011) study the dependence of service quality on service duration and the resulting customers’ equilibrium behavior as well as the firm’s pricing decision. Assuming the similar relationship between quality and speed, Tong and Rajagopalan (2014) investigate different pricing schemes for a service provider to maximize revenue. In different contexts, other notable works that explore the issue of service quality in delay-sensitive service systems include Kostami and Rajagopalan (2013), Allon and Federgruen (2007) and so forth. Most of these papers focus on the quality that is correlated with the service capacity. Our model, however, does not require a interrelationship between service quality and capacity. More importantly, none of the previous literature along this line considers experience-based quality improvement, whereas we manage to fill this gap. These differences distinguish our work in important ways from the research of others.

**Learning Curve Theory.** By including learning model in our study, we want to analytically understand the process in a service operations environment for the purpose of comparing firm’s pricing schemes based on their revenue performance. We do not aim to contribute to the theory of learning per se. However, we do want to be consistent with the established theory in the literature. Learning-by-doing (learning curve) has been studied mainly in manufacturing
for competitive settings (Cabral and Riordan, 1994; Dasgupta and Stiglitz, 1988; Fudenberg and Tirole, 1983) and non-competitive settings (Adler and Clark, 1991; Lapré et al., 2000). There are also some papers studying the learning effect in service contexts, e.g. healthcare (Edmondson et al., 2003) and call center setting (Gans and Zhou, 2002; Gans et al., 2010; Ryder et al., 2008).

The most common model in the literature that characterizes the rates at which learning occurs is the log-linear “learning curve” (Yelle, 1979). This type of particular functional forms has been widely used in manufacturing, which states that production cost for a product unit decreases as cumulative volume increases (Spence, 1981). In fact, there is empirical evidence that it also applies to service environment (Gustafson, 1982). Hence, we extend this model to service operations and employ a learning curve where service quality is increasing in servers’ cumulative experience and asymptotically approaches to some upper limit. In this sense, Misra et al. (2004) is very close to our work. They also study experience-based learning, but in a salesforce design context. In particular, they include the decisions of both pricing and staffing, whereas the latter decision is absent in our model. Nevertheless, the customers’ choice (arriving demand) is exogenous in Misra et al. (2004), but in our model, it is affected by the charged price. Endogenizing the demand rates undoubtedly incorporates an important practical factor to the model, and therefore deserves a careful study. Furthermore, unlike Misra et al. (2004) who consider differentiated pricing only, our main focus is how to avoid the potential pitfall of differentiated pricing. Finally, while some of the previous literature has also studied the counterpart effect of learning, i.e. forgetting (McCreery and Krajewski, 1999; Shafer et al., 2001), we do not model such effect. As mentioned, our focus is on the comparison of the two pricing schemes. Hence, we try to limit the sources of possible impact. Besides, including forgetting effect in our model does not provide more interesting results.

Probabilistic (Opaque) Selling. Our work also belongs to a growing body of literature that studies probabilistic (opaque) selling, whereby a seller hides some attribute of a product until after the buyers purchase it. The practice of Priceline and Hotwire exemplify such selling strategy. The earliest works in this stream include Fay and Xie (2008), Jiang (2007) and Jerath et al. (2010), which lead many followers to pursue answers to the following question: When and why is probabilistic (opaque) selling attractive to firms? Researchers from both marketing and operations management have provided several plausible explanations why firms should adopt this novel selling strategy under certain conditions. According to their findings, probabilistic (opaque) selling helps price discriminate heterogeneous customers and yields higher revenue (Fay and Xie, 2008; Jiang, 2007); it reduces mismatches between demand and supply (Gallego and Phillips, 2004; Jerath et al., 2010); it softens price competition for the more lucrative market segment (Shapiro and Shi, 2008); it exploits consumer’s bounded rationality (Huang and Yu, 2014); it facilitates efficient inventory management (Elmachtoub, 2014; Fay and Xie, 2015); it profitably disposes excess capacity in a vertically differentiated market (Zhang et al., 2014). Our work contributes to this stream of literature by providing another reason to advocate
probabilistic (opaque) selling - when quality improvement is experience-based, it induces quality improvement of the low quality servers such that the long run revenue can be improved.

While the proposed uniform pricing is a form of probabilistic (opaque) selling, we recognize two important features that have been largely neglected in the previous research. First, probabilistic (opaque) selling has never been applied to a delay-sensitive service setting. This paper is the first attempt to introduce such a new pricing scheme to congestion-susceptible environment. It is both interesting and practically useful to identify new realm where probabilistic (opaque) selling is viable and even preferable. Second, with an exception of Zhang et al. (2014), only horizontally differentiated market has been investigated. In our setting, however, the differentiation is vertical. Moreover, the differentiating attribute, service quality, is not exogenous as often assumed in horizontal differentiation models. Rather, it is endogenously determined by the pricing strategy via servers’ learning and improvement process.

4.2.1 Our Contributions

There are two main contributions from this paper. (1) Our study provides insights on how service systems should be managed in the presence of experience-based service quality improvement. For example, we show that the firm should adopt the proposed uniform pricing scheme rather than the regular commonly seen pricing scheme. The uniform pricing takes advantage of pricing, operations and information levers to effectively manage the system so that the service quality can be improved faster. (2) We add an important new dimension to the studies on probabilistic (opaque) selling. For the first time, this new pricing strategy is investigated in the context of service system with congestions. Besides, we are among the first few research that focus on the vertical differentiation of the product.

4.3 Basic Model and Assumptions

In this section, we describe the basic model and make some assumptions that follow through the main analysis. The basic model is the classical queueing model in a single server case (Edelson and Hilderbrand, 1975; Naor, 1969). The analysis of our main model can be reduced to that of this one. To be specific, a market of potential customers arrive at a monopolist to procure service, which is provided by a single server. Customers are homogeneous in the valuation towards the service. This service valuation, $a$, is a deterministic function of the server’s quality $s$ in providing the service; i.e. $a = a(s)$. Before proceeding to the formal model, we make two important assumptions here concerning the service quality.

(1) Generally speaking, the function $a(s)$ is increasing and concave (Misra et al., 2004). However, to simplify our analysis without losing insights, we assume $a(s) = s$. Considering a strictly concave valuation-quality function does not harm the validity of our results. In fact, if $a(s)$ is strictly concave in $s$, then uniform pricing could perform better than differentiated pricing even with fewer degree of freedom (to be explained later). To get a concise exposition,
we henceforth employ \( a \) to represent both valuation and quality, and interchangeably use the two terms.

(2) We do not require the quality to depend on service capacity. In fact, in the main analysis, we assume that service quality is independent on capacity. Besides, the service duration is not affected by quality either. We are aware that in certain contexts these two measures are correlated; e.g. Gans (2002) (congestion is a serious and costly problem) and Anand et al. (2011) (service is customer-intensive). Our analysis and results can be easily modified according to their specific relationship. However, there are many situations where the service time is not a major concern and service quality is perceived from other angles such as the server’s ability, special skills and established reputation (hairstylists, chiropractors, etc). This kind of quality also plays an important role in many service systems. Moreover, the improvement on such kind of quality is closely based on server’s accumulated experience. Therefore, while we acknowledge the existence of various other kinds of quality, we focus on capacity-independent service quality.

Now, we detail the the basic model by describing the customers’ behavior and the firm’s decision.

### 4.3.1 Customers’ Behavior

The firm decides a price \( p \) and charges it for admission, operates at an exponential service time with mean \( \mu \), and adopts the first-come-first-serve (FCFS) priority rule. The arrival of the potential rational customers is according to a Poisson process with rate \( \Lambda \). They do not know the exact queue length, but they know all the other parameters from which they can postulate the expected queue length. Hence, the customers weigh over the valuation and the total price (sum of the nominal price and the waiting cost) of the service. We focus on mixed strategy equilibrium concerning customers’ queue-joining behavior. Since the customers are homogeneous, the equilibrium is symmetric where they all form a common probability with which to join the queue (Hassin and Haviv, 2003). Customers who do not join never come back and the demands are lost. As a result, the proportion of customers who join the system also forms a Poisson arrival. Let the arrival rate be \( \lambda \in [0, \Lambda] \), then the average total time spent in the system is given by \( W(\lambda) = 1/(\mu - \lambda) \). We assume that customers incur a congestion cost that is linear in the total waiting time with a margin \( c \). Therefore, the proportion of joined customers is found by solving

\[
\frac{a}{p + cW(\lambda)} = \frac{a}{p + cW(\lambda)} = \frac{a}{p + cW(\lambda)}
\]

Typically, three market outcomes are possible - full (\( \lambda = \Lambda \)), partial (\( 0 < \lambda < \Lambda \)), or zero (\( \lambda = 0 \)) market coverage. We will closely look at the partial coverage case. In other words, the system will get too crowded that not all the customers will choose to join, i.e. \( \mu < \Lambda \), and the valuation is high enough that at least one customer will join, i.e. \( a > c/\mu \). The term \( c/\mu \) is used because customer’s waiting time only consists of the service duration, which has expected value \( 1/\mu \).
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4.3.2 Firm’s Decision

Knowing the customers’ behavior, the firm chooses a price to maximize its revenue, which is simply \( p\lambda \). Since in our model the congestion cost is paid by customers, the firm does not incur any cost associated to delay. That is, the firm solves the optimization problem \( \max p\lambda \). The price and the served demand are related in equilibrium by (4.1), and

\[
\lambda = \mu - \frac{c}{a-p}.
\]

Hence, the firm’s problem is

\[
(B') \max_{p \geq 0} \left( \mu - \frac{c}{a-p} \right).
\]

Instead of using price as a decision variable, we can alternatively formulate an equivalent optimization problem using the served demand \( \lambda \) as decision variable:

\[
(B) \max_{\lambda} \left( a - \frac{c}{\mu - \lambda} \right)
\]

s.t. \( 0 \leq \lambda \leq \mu - \frac{c}{a} \).

The constraint in (B) is due to the fact that the corresponding price cannot be negative. The second formulation is valid because of our partial market coverage assumption. Under such assumption, the constraint \( \lambda \leq \Lambda \) becomes redundant. This formulation, however, is less intuitive as the firm actually decides \( \lambda \) implicitly via pricing. We will work on formulation (B) as it turns out to be convenient for our analysis later. Both problems (B’) and (B) are convex optimizations and are easy to solve. In addition, the partial market coverage assumption ensures an interior optimal solution. We find that the optimal price is

\[
p^* = a - \sqrt{\frac{ca}{\mu}}.
\]

Under this price, the corresponding served demand (market share) is

\[
\lambda^* = \mu - \sqrt{\frac{c\mu}{a}}
\]

and the maximized revenue is

\[
r^* = p^*\lambda^* = \left( \sqrt{a} - \sqrt{c} \right)^2.
\]

This basic model has been intensively studied in literature. For more detailed steps of the above computation, refer to Hassin and Haviv (2003).
4.3.3 Assumptions in Multi-Server Case

We now consider the monopolist firm with multiple servers who are heterogeneous in service quality. There are some previous works on pricing in multi-server environment (Bradford, 1996). We adapt those models to our setting, particularly for the ease of analysing and comparing differentiated and uniform pricing schemes. Let $N = \{1, 2, \cdots, n\}$ be the index set of all the servers, and without loss of generosity suppose $0 < a_1 \leq a_2 \leq \cdots \leq a_n < a_{\text{max}}$, where $a_{\text{max}}$ is the maximum service quality possible. Although servers differ in quality, their capacity is the same $\mu$. This is to apply our assumption that service quality is capacity-independent. All customers have the same valuations toward using the service provided by these servers. Moreover, the waiting cost function has exactly the same margin $c$ for all customers using any server. Depending on the pricing schemes, the resulting models are a bit different in term of routing. Under differentiated pricing, a price is posted for each server. The customers need to decide whether to procure the service, and if yes, which server to queue in front of. Hence, the joining customers form $N$ separate demand streams. Again, we assume that customers apply mixed strategy. Therefore, the firm actually maintains $N$ paralleled $\text{M}/\text{M}/1$ queues and operates in the same way as it does in the single server case for each server.

Under uniform pricing, the firm announces a single price and decides the routing policy. Like the price, the routing policy is also known to all customers. However, we focus on static (not dependent on the queue length) random routings. As in the probabilistic (opaque) selling of physical products, customers only know the distribution but not the exact server routed to. In other words, the firm is essentially offering a lottery. We assume that the customers are risk-neutral and they consider the expected service value and expected waiting cost to make a decision. An important assumption regarding the implementation of uniform pricing is that firm maintains paralleled queues. That is, the firm randomly routes the customer immediately after the price is paid, and the customer queues in front of the assigned server. In contrast to this assumption, the firm could use a non-idling routing policy and have the customers wait in one line. To the customers, which server will eventually provide the service is still random in this case, but the randomness is not necessarily unravelled right after they enter the system. These two alternatives (paralleled queues and single queue) are in the same spirit as the “early commitment” and “late commitment” discussed in Fay and Xie (2015).

In our model, we adopt paralleled queues assumption (“early commitment”) for two reasons. First, in order to implement a non-idling routing policy, the firm needs to monitor the system continuously in time, which is a large administrative investment. There will also be an informational burden to the customers because the policy will be more complex (e.g. it may depends on which servers are idle). Hence, routing the joining customers immediately is easier for both the firm and the customers. Second, “late commitment” gives the firm a huge operational advantage as it results in a risk pooling system. This is in itself an attractive feature. However, since differentiated pricing cannot utilize risk pooling, we assume “early-commitment” to maintain a fair comparison between these two pricing schemes.
Finally, we keep our focus on the partial market coverage outcome:
\[
\frac{c}{\mu} < a_1, \quad \Lambda > n\mu. \tag{4.2}
\]

The first inequality ensures that at least one customer will use the server with lowest quality under differentiated pricing. If, for example, \(c/\mu > a_k\) for some \(k > 1\), then no customer will choose to queue in front of servers \(1, 2, \cdots, k\). As a result, there are only \(N - k\) effective servers. This is potentially another disadvantage associated with differentiated pricing that can be mitigated by uniform pricing’s dictated routing. However, we do not consider this simpler case. The second inequality in (4.2) means that the firm does not have enough capacity to serve the whole market. We make this assumption to ease our analysis by eliminating the boundary solution where the whole market is captured (see next section). Doing this simplifies the analysis without restricting the validity of our result.

## 4.4 Static Model Without Learning Effect

In this section, we analyse the differentiated and uniform pricing schemes in a static model, where servers’ quality does not change over time. We will compare the two pricing schemes with respect to the generated revenue as well as the served customer volumes. To capture the essence of relevant insights, it is enough to look at a firm with just two servers. Generalization to the \(N\)-server case is easy but does not add more useful results. Therefore, let us focus on a monopolist with two servers whose services are valued as \(a_1\) and \(a_2\), respectively, where \(0 < a_1 \leq a_2 < a_{\text{max}}\).

### 4.4.1 Differentiated Pricing

Under differentiated pricing, the firm sets prices \(p_1\) and \(p_2\) for the two servers. The customers choose whether to join a queue, and which one to join if they are joining. Resultantly, the customers form a common mixed strategy that assigns three probabilities to the options of not joining, joining server 1 and joining server 2. As mentioned, the mixed strategy equilibrium generates two streams of customers, each of which can be seen as a single server case. Formally, we establish the following lemma.

**Lemma 4.4.1.** Under the partial market coverage conditions (4.2), the firm’s problem can be formulated as

\[
(S\text{-Diff}) \max_{x \in \mathbb{R}^2} r_D(x) = \sum_{i=1,2} x_i \left( a_i - \frac{c}{\mu - x_i} \right)
\]

\[
s.t. \quad 0 \leq x_i \leq \mu - \frac{c}{a_i}, \quad \forall i = 1, 2. \tag{4.3}
\]

For \(i = 1, 2\), the optimal price is

\[
p_i^* = a_i - \sqrt{\frac{ca_i}{\mu}},
\]
the market share is
\[ \lambda^*_i = x^*_i = \mu - \sqrt{\frac{c}{a_i}}, \]
and the generated revenue is
\[ r^*_i = (\sqrt{\mu a_i - c})^2; \]
thus the total revenue is
\[ r^*_{D}(x) = \sum_i r^*_i. \]

To intuitively explain the reason why the system can be seen as two separate M/M/1 queues, note that with a common probability distribution over server 1, server 2 and leaving, no customer will take a unilateral deviation. Indeed, joining one queue with larger probability increases the congestion level and thus results in negative customer surplus, whereas the customer surplus remains zero if the not joining option has a higher probability.

### 4.4.2 Uniform Pricing

The firm could alternatively charge a uniform price to all customers that decide to use the service. In addition, the firm also decides a static random routing policy, which is characterized by parameters \( \beta_i \), i.e. the probability that the customer is routed to server \( i \), for \( i = 1, 2 \). Since \( \beta_1 + \beta_2 = 1 \), \( \beta_1 \) alone can represent the policy. The random routing is realized immediately after the customers pay the price and enter the system. As a customer is routed to one server, jockeying between queues is not allowed. As mentioned, we assume that customers are risk-neutral and hence the valuation on the service is the expectation of the service valuations from both servers. Similarly, the waiting cost is also the expected cost. As a result, given the price and the routing policy, the customers have to make ex ante decisions whether to procure the service. In this sense, the uniform pricing is in nature a probabilistic (opaque) selling strategy, where the firm offers an opaque service.

Let the uniform price be \( p_o \), and the valuation to the opaque service be \( \bar{a} = \beta_1 a_1 + \beta_2 a_2 \). Suppose at equilibrium the customers who join the system cover a market of size \( 0 < \lambda_o < \Lambda \) (again, we apply assumption (4.2)), then we formulate the firm’s problem in the following lemma.

**Lemma 4.4.2.** Define \( y = (y_1, y_2) \in \mathbb{R}^2 \) as our decision variable. The firm’s problem can be formulated as

\[
(S\text{-Unif}') \quad \max_{0 \leq y \leq \mu} r_U(y) = \sum_{i=1,2} y_i \left( a_i - \frac{c}{\mu - y_i} \right)
\]

\[ s.t. \quad \sum_{i=1,2} y_i a_i \geq \sum_{i=1,2} \frac{c y_i}{\mu - y_i}. \]  

(4.4)

Given a solution \( y \), we can recover the routing policy, the uniform price and the market share
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by the following transformation.

\[
\begin{align*}
\beta_i &= \frac{y_i}{y_1 + y_2} \quad i = 1, 2; \\
p_o &= \sum_{i=1,2} (\beta_i a_i - \frac{c\beta_i}{\mu - y_i}); \\
\lambda_o &= y_1 + y_2.
\end{align*}
\]

In this lemma, we follow the spirit of formulation (B) and do not use price as the decision variable. Rather, we optimize over the two induced demand streams. This is because that the price and the total served demand are entangled in one equation and it is hard to represent one in term of the other. This is why we prefer formulation (B) to (B’).

4.4.3 Comparison

This subsection compares the revenue generated by the differentiated and uniform pricing in the static model and comments on the comparison. First of all, we take a closer look at the problem (S-Unif’) and solve for its optimal solution. One important observation is that the constraint (4.4) is redundant.

**Lemma 4.4.3.** Problem (S-Unif’) is equivalent to

\[
(S\text{-Unif}) \quad \max_{0 \leq y \leq \mu} r_U(y) = \sum_{i=1,2} y_i \left( a_i - \frac{c}{\mu - y_i} \right).
\]

Due to the above lemma, we just need to compare problems (S-Diff) and (S-Unif). They have exactly the same objective function, but the feasible set of (S-Unif) is clearly larger than that of (S-Diff). Consequently, the optimal revenue under uniform pricing is no worse than that under differentiated pricing. That is,

\[
r_U^* \geq r_D^*.
\]  

(4.5)

In fact, because both problems are convex programs, and the optimal solution to (S-Diff), \( x^* \), is an interior point, we deduce that \( x^* \) also maximizes \( r_U(y) \). Another more direct way to see this is simply by solving (S-Unif). To be specific, we observe that \( r_U(y) \) is strictly concave in \( y \) and is separable with respect to its components. By solving the first-order conditions, we have \( y^* = x^* \) and the equality in (4.5) holds. Here we stress the importance of the assumption (4.2), especially that the low quality server attracts at least one customer \( (a_1 > c/\mu) \). Had this assumption been removed, \( x^* \) would not be an interior point any more and \( r_U^* \) would be strictly larger. With assumption (4.2), the two pricing schemes yield to the same revenue in a static maximization problem. We write this formally as our first result.

**Proposition 4.4.4.** If the firm only considers a static pricing problem, then differentiated and uniform pricing are equivalent at optimality. They induce the same market coverage, assign the
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In the presence of experience-based service quality improvement, how does the long term total revenue generated by uniform pricing compare to that of differentiated pricing? We answer this question in this section by considering a multiple-period model where the firm dynamically prices the service using either differentiated or uniform pricing. The dynamic in this system is the quality improvement due to servers’ learning as they serve more customer volume. The learning curve is assumed to be increasing and concave with an asymptotic upper bound. Hence, more customers served by a server in the current period means a larger quality improvement in the next period. We assume that the time for the server to learn and improve quality is small compared to a single period. Therefore, the quality improvement is accomplished before the new pricing season starts. The firm’s goal is to maximize the total revenue. The trade-off is between a higher current revenue (with smaller customer volume) and improving the service quality sooner to generate higher revenue in the future.

Our results show that uniform pricing is advantageous in that it generates more total revenue than differentiated pricing does. To give a foretaste of why uniform pricing is better, let us consider the following example. Consider a single-period model again, and let $\beta_1 = \beta_2 = 1/2$. This means that the routing policy is to send customers to servers with equal probability (pure randomly). We believe that this policy is one of the simplest to implement, and it avoids much administrative and informational burden to both the firm and the customers. As mentioned in the previous section, uniform pricing utilizes both pricing lever and operations lever to manage the same amount of customer volume to the servers, and generate the same revenue for the firm.

We make three remarks with respect to the comparison. (1) both pricing schemes leave the firm the same number of decision variables: two prices for differentiated pricing and a price and a routing probability for uniform pricing. Hence, in term of the degrees of freedom, the two schemes are truly alternative and the comparison is fair. However, uniform pricing utilizes two types of management levers, which are pricing lever (the uniform price) and operations lever (routing policy). In contrast, differentiated pricing only applies pricing lever. Although the firm can use price to affect customer’s choice, which in turn determines the distribution of customer volumes over the two servers, the impact is indirect compared to directly routing the customers.

(2) The intuition behind Proposition 4.4.4 is the mutual mimicking of the two pricing schemes. For any customer volumes differentiated pricing induces for the two servers, uniform pricing can induce exactly the same size and distribution of the market share. The way is to use the pricing and routing levers mentioned above. The converse is also true for differentiated pricing.

(3) Although in the one-period model the equivalence of the two pricing schemes seems quite intuitive based on the last remark, this intuition does not work once we consider multiple-period problem. Specifically, the inequality (4.5) could be strict once we consider the learning effect, which is discussed in the next section.
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the system. As such, dictating a half-half routing is to directly affect the operational measures in the system. Denote the customer volume at optimality by $\bar{\lambda}_i$ for server 1 and 2, respectively. The expected quality $\bar{\alpha} = (a_1 + a_2)/2$. Then,

$$\bar{\lambda}_i = \mu - \sqrt{\frac{c\mu}{\bar{\alpha}}} \quad i = 1, 2.$$ 

Compare to the customer volumes under differentiated pricing, we find that $\bar{\lambda}_1 + \bar{\lambda}_2 > \lambda^*_1 + \lambda^*_2$ and $\bar{\lambda}_1 > \lambda^*_1$ (by monotonicity and concavity of the above function). Therefore, although uniform pricing with half-half routing dilutes the revenue, the low quality server (server 1) gets more customer volume to serve. This is advantageous in the far-sighted sense because the low quality server will become much better in the future, helping the firm gain more revenue. Moreover, the customers that high quality server gets is less ($\bar{\lambda}_2 < \lambda^*_2$); but this will not offset the benefit of training the low quality server because the learning curve is assumed to be strictly concave. In other words, the higher quality servers have no more room for large improvement, so why not send some of their customers to train lower quality servers? This shows the power of operations lever that uniform pricing can utilize. In the following, we formally build the argument that uniform pricing is preferred when learning effect exists.

4.5.1 Model Formulation

First of all, let us describe the function that characterizes the learning effect. Write this quality improvement function $L = L(a, z)$, where $a$ is the server’s starting quality and $z$ represents the accumulative experience. Much of the literature on learning curves in the manufacturing contexts uses units of output as a measure of experience (Fudenberg and Tirole, 1983; Spence, 1981). In the service settings such as ours, a plausible candidate to measure experience is the customer volume. Hence, suppose that $z$ is given by the total number of customers served from the beginning. As mentioned, the function $L(a, z)$ is assumed to be increasing and concave in $z$. Furthermore, it approaches to an upper bound as $z$ becomes larger. Denote this upper bound by $a_{max}$, which is the maximum service quality a server could possibly achieve. Hence, based on these assumptions, a proper improvement function has the form

$$L(a, z) = a_{max} - (a_{max} - a)e^{-\delta z},$$

(4.6)

where $\delta > 0$ is the learning speed. The larger $\delta$ is, the faster the server can learn and thus improve his quality sooner. In general, it is possible that the learning structure differs from server to server (Gans et al., 2010). However, we assume that the servers have a common learning curve with the same $a_{max}$ and $\delta$, because our results will not change without this assumption (to be explained later).

Consider a finite horizon dynamic model with time period $t = 1, 2, \cdots, T$. We add another subscript $t$ to all the relevant notations to represent time. Then, based on the above discussion,
we have

\[ a_{i,t+1} = L(a_{i1}, \sum_{k=1}^{t} \lambda_{ik}), \quad i = 1, 2; \quad t = 1, \cdots, T. \]

In the above, \( \lambda_{ik} \) is the customer volume served by server \( i \) in period \( k \). Due to the log-linear functional form of the learning curve, we have a memoryless property for the quality improvement. The service quality in period \( t + 1 \) is equivalently determined by the quality and the experience gained in period \( t \), i.e.

\[ a_{i,t+1} = L(a_{it}, \lambda_{it}), \quad i = 1, 2; \quad t = 1, \cdots, T. \]

Given the dynamics of learning and quality improvement, the firm sets prices at each period to maximize the total revenue along the planning horizon. Note that we could consider the discounted total revenue, but there is no difference in nature as it is a finite horizon problem. The firm uses either differentiated or uniform pricing. We assume that there is no switching between these two schemes during the entire planning horizon. To formulate the problems, we take the similar approach as in the single period model. That is, the decision variables are the customer volumes served by the servers.

**Differentiated Pricing.** Let the \( 2 \times T \) matrix \( X = (x_{it}) \) be the decision variable, where \( x_{it} \) represent the customer volume of server \( i \) at time period \( t \). Then, the firm’s problem is

\[
\begin{align*}
\text{(M-Diff) max } R_D(X) &= \sum_{t=1}^{T} \sum_{i=1,2} x_{it} \left( a_{it} - \frac{c}{\mu - x_{it}} \right) \\
\text{s.t. } &0 \leq x_{it} \leq \mu - \frac{c}{a_{it}}, \quad \forall i, t; \quad (4.7) \\
& a_{i,t+1} = L(a_{it}, x_{it}), i = 1, 2; \quad t = 1, 2, \cdots, T - 1.
\end{align*}
\]

**Uniform Pricing.** In each time period \( t \), let \( p_{ot} \) be the uniform price and \( \beta_{it} \) be the routing probabilities. Our decision variable is the \( 2 \times T \) matrix \( Y = (y_{it}) \), where \( y_{it} \) is the customer volume of server \( i \) at time period \( t \). Hence, the total customer volume is given by

\[ \lambda_{ot} = \sum_{i=1,2} y_{it} \beta_{it}. \]

With a straightforward generalization from the single period model, the firm’s problem is

\[
\begin{align*}
\text{(M-Unif) max } R_U(Y) &= \sum_{t=1}^{T} \sum_{i=1,2} y_{it} \left( a_{it} - \frac{c}{\mu - y_{it}} \right) \\
\text{s.t. } &\sum_{i=1,2} a_{it} y_{it} \geq \sum_{i=1,2} \frac{c y_{it}}{\mu - y_{it}}, \forall t; \quad 0 \leq y_{it} \leq \mu, \forall i, t; \quad (4.8) \\
& a_{i,t+1} = L(a_{it}, y_{it}), i = 1, 2; \quad t = 1, 2, \cdots, T - 1.
\end{align*}
\]
Given a solution $Y$, the price at period $t$ is recovered by

$$
\begin{cases}
\beta_{it} = \frac{y_{it}}{y_{it} + y_{2t}} & i = 1, 2; \\
p_{ot} = \sum_{i=1,2} (a_{it}\beta_{it} - \frac{c\beta_{it}}{\mu - y_{it}}).
\end{cases}
$$

Note that problem (M-Unif) is essentially

$$
\max R_U(Y) = \sum_{t=1}^{T} p_{ot} \lambda_{ot}.
$$

Once we take into account the learning effect, the firm will have incentive to induce large demand in the early periods. Based on the customers’ behavior, lower price always leads to larger demand. Hence, the constraint (4.8) is to make sure that $p_{ot}$ is non-negative for every time period $t$. As a result, unlike in the single period model, the constraint (4.8) is not redundant and cannot be dropped for free.

### 4.5.2 Comparison

Similar to the observation in the single period model, here we find that the objective functions in (M-Diff) and (M-Unif) are exactly the same. In addition, condition (4.7) implies condition (4.8). To see this, suppose $X$ satisfies (4.7), then automatically

$$
0 \leq x_{it} \leq \mu, \forall i, t.
$$

In addition, rewrite (4.7) as

$$
a_{it} \geq \frac{c}{\mu - x_{it}}, \quad (4.9)
$$

and note $x_{it} \geq 0$. Finally, multiplying both sides of (4.9) by $x_{it}$ and summing over $i$ shows that $X$ also satisfies condition (4.8). Therefore, the feasible set of problem (M-Unif) is larger than that of (M-Diff), resulting in our main result.

**Theorem 4.5.1.** If the firm considers the learning and quality improvement effect over multiple periods, then the total revenue generated by differentiated pricing is no higher than that generated by uniform pricing. More precisely,

$$
R_U(X^*) \geq R_D(Y^*). \quad (4.10)
$$

The intuition behind Theorem 4.5.1 is that no matter what size of customer volumes differentiated pricing gets, uniform pricing can mimic by inducing the same total demand and distributes it to the servers using proper routing probabilities. However, different from Proposition 4.4.4, the converse of the previous statement is not true. In particular, for the low quality server, uniform pricing can generate a large customer volume that differentiated pricing is not
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able to. Indeed, if \( a_{1t} < a_{2t} \), then \( a_{1t} < \bar{a}_t \) for any routing policy where \( \beta_{1t} > 0 \). Hence, a low quality \( a_{1t} \) places much limitation on the largest demand differentiated pricing can possibly induce for server 1; uniform pricing mitigates this situation by only showing customers the expected quality. Therefore, the inequality in (4.10) could be strict. Take the following three-period model for an example. The initial service values are \( a_{11} = 1, a_{21} = 8 \). The learning curve has parameters \( a_{max} = 24 \) and \( \delta = 1 \). Then, solving (M-Diff), we have the total maximized revenue 37.33; solving (M-Unif) gives total revenue 44.68, which is about 20% larger. Note that in the first period, the optimal uniform pricing scheme induces 0.76 customer volume for server 1, while the optimal differentiated pricing only induces 0.2 customer volume for server 1, which is exactly the upper bound for \( x_{11} \) in the problem (M-Diff). Consequently, some of the inequalities in (4.7) will be violated by the optimal \( Y^* \), resulting a strictly larger objective function.

As mentioned previously, the strict superiority of uniform pricing in the dynamic model proves that using pricing lever alone could be an inefficient service management. Both pricing schemes optimize over the same number of variables (2T). However, uniform pricing gives up some degree of freedom from the pricing lever but makes up by yielding to routing, an important operations lever. Moreover, by random routing, uniform pricing also has some control over customers expectation towards the service quality. By making the observed servers’ quality “opaque”, uniform pricing actually also plays with the information lever to manage the queueing system. In contrast, all the variables in differentiated pricing are prices. In term of the type of lever, differentiated pricing resorts to only one type. Therefore, an important insight of our analysis is that the combination of various types of management levers can be more powerful than just applying one type.

4.5.3 Discussions

In this section, we comment on our model from two viewpoints: formulation and robustness. Dynamic Programming Formulation. In the above, the problems (M-Diff) and (M-Unif) are formulated as non-linear optimizations. The concavity of the objective function is not clear. Alternatively, we can also formulate the optimization problems using deterministic dynamic programming. Let us write variables in column vector (whose components correspond to the two servers), and the single subscript represents time. The state space is service quality \( 0 \leq a_t \leq a_{max} \). The action space is the induced customer volume \( 0 \leq z_t \leq \mu \). The dynamic is the quality improvement, which remains the same as described:

\[
a_{t+1} = L(a_t, z_t).
\]

With a little abuse of notation, here \( L(\cdot, \cdot) \) is computed component-wise. Let

\[
r(a_t, z_t) = \sum_{i=1,2} z_{it} \left( a_{it} - \frac{c}{\mu - z_{it}} \right)
\]
be the immediate reward of taking action \( z_t \) at period \( t \) when the service quality is \( a_t \). In addition, let \( R_t(a_t) \) be the total optimal revenue from period \( t \) onward when the current service quality is \( a_t \); set \( R_{T+1} = 0 \). Then, the optimality equation is given by

\[
(DP) \quad R_t(a_t) = \max_{a \in A_t} \left\{ r(a_t, z_t) + R_{t+1}(a_{t+1}) \right\}. \tag{4.11}
\]

The feasible action set \( A_t \) is different in the two pricing schemes. Specifically, under differentiated pricing, \( A_t \) is given by a product set

\[
A^D_t = \prod_{i=1}^{n} \left\{ 0 \leq z_{it} \leq \mu - \frac{c}{a_{it}} \right\},
\]

whereas under uniform pricing,

\[
A^U_t = \left\{ \sum_{i=1,2} a_{it} z_{it} \geq \sum_{i=1,2} \frac{cz_{it}}{\mu - z_{it}}, 0 \leq z_{it} \leq \mu \right\}.
\]

As shown previously, it is not hard to establish that \( A^D_t \subset A^U_t \). Resultantly, Theorem 4.5.1 holds true through this formulation too.

In contrast to the first formulation, we are able to derive some second-order properties for the objective functions in (DP).

**Proposition 4.5.2.** Let \( J_t(a_t, z_t) = r(a_t, z_t) + R_{t+1}(a_{t+1}) \), then

(a) \( J_t(a_t, z_t) \) is concave in \( z_t \) for all \( t \).

(b) For each \( t \), \( R_t(a_t) \) is concave in \( a_t \) and increasing with respect to \( a_{it} \) \( (i = 1, 2) \).

**Robustness to Model Assumptions.** Our model is indeed established on many simplifying assumptions. However, most of these assumptions are made because not only they ensure succinct analysis but also relaxing them yields little additional insights. In other words, our main results remain valid if we relax those assumptions.

First, the servers can be heterogeneous in many dimensions besides quality. They can be different in the service capacity \( \mu \), the unit congestion cost \( c \), the maximum achievable quality \( a_{\text{max}} \) and the learning speed \( \delta \). Clearly, applying these changes results in the same conclusion concerning the comparison of the two pricing schemes as they will still have the same objective function.

Second, functional structure changes have little impact on our results. For example, the congestion cost can be increasing and strictly convex. Then Theorem 4.5.1 still holds; and the proof of Proposition 4.5.2 follows through by applying the composition rules of increasing convex functions. We can also relax the assumption that equalizes service quality to customers’ valuation on the service. That is, instead of \( a(s) = s \), we assume that \( a(s) \) is increasing and strictly concave (Misra et al., 2004). Then, this change, again, only mildly affects the proof of
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Proposition 4.5.2. The optimal revenue at period $t$, $R_t$, is still increasing and jointly concave in service quality. To note another interesting impact of this assumption change, the function $a(s)$ being strictly concave actually makes uniform pricing more preferable. As mentioned, uniform pricing offers the customers an service with “opaque” quality, and the customers make decisions based on the expected quality. Hence, the valuation to an opaque service, $a(\bar{s})$, will be higher than the expectation of observed valuations, $\bar{a(s)}$, due to concavity. In fact, with the simple half-half routing policy (described in the beginning of this section), uniform pricing can perform better than differentiated pricing if $a(s)$ is strictly concave$^1$.

Third, the assumption that service quality and service capacity are independent with each other could be unsettling to some managers. Indeed, in some situations higher quality means larger capacity (Gans, 2002), whereas in some other situations longer service time leads to a perception of higher quality (Anand et al., 2011). In both cases, capacity can be written as $\mu = \mu(a)$. No matter how the function $\mu(a)$ looks like, once the problems are formulated, the objective functions under the two pricing schemes always coincide. Therefore Theorem 4.5.1 holds. As for Proposition 4.5.2, result (b) holds if $\mu(a)$ is increasing and concave in $a$; otherwise it may fail to be true. To see this, we only need the function

$$v(a) := a - \frac{c}{\mu(a) - x}$$

to be increasing and concave in $a$. Monotonicity follows immediately as $\mu(a)$ is increasing. Note that

$$v''(a) = \frac{2(\mu'(a))^2 - \mu''(a)(\mu(a) - x)}{(\mu(a) - x)^3} \geq 0,$$

as desired. The condition that service capacity is increasing and concave in server’s quality is met in many situations, and therefore our results are still valid. Even when $\mu(a)$ is decreasing in $a$, the fact that uniform pricing is still advantageous to differentiated pricing is unchanged.

To sum up, the model are robust to most of the assumptions, changing of which keeps the objective functions under both pricing schemes identical. However, there are assumptions that do affect our analysis significantly. For example, if the customers are risk averse rather than risk neutral, then uniform pricing will suffer from a loss due to its “opacity”. As a result, it is not clear which pricing scheme is better.

4.6 How Do Parameters Affect the Revenue Difference?

In the previous section, we established that, compared to differentiated pricing, uniform pricing generates equal or higher total revenue. This section further investigates how the revenue difference changes as some of the parameters change. First of all, we specify the way we

$^1$The construction of $a(s)$ is available upon request.
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measure the difference. Define

\[ \Delta = \frac{R_U^* - R_D^*}{R_D^*} \times 100\%, \]

i.e. the relative revenue advantage of uniform pricing compared to differentiated pricing. It is the percentage increase in revenue if the firm uses uniform pricing instead of differentiated pricing. We will use \( \Delta \) as the measure of the comparison between the two pricing schemes. Apparently, \( \Delta \geq 0 \) and larger \( \Delta \) means that uniform pricing possesses more advantage.

Basically, we are interested in the impact to the revenue advantage \( \Delta \) from three factors. To be specific, we look at the change in \( \Delta \) with respect to the change of the planning horizon \( (T) \), the servers' learning speed \( (\delta) \) and the initial heterogeneity of the two servers \( (a_{21} - a_{11}) \). These parameters are closely related to the servers' learning process (length and speed) as well as the “opacity” rendered by the uniform pricing, which are the main characteristics that account for the revenue advantage. Hence, a study on how they affect the comparison is both interesting and useful. Rather, other parameters such as congestion cost \( c \), capacity \( \mu \) and maximum quality level \( a_{\text{max}} \) are fixed. Since we only look at the servers' heterogeneity at the beginning, we drop the time period subscript of quality levels for the sake of a simpler exposition. That is, we write \( a_1 \) and \( a_2 \) instead of \( a_{11} \) and \( a_{21} \) in this section. Therefore, we are interested in the revenue advantage as a function of several parameters in the problem, i.e.

\[ \Delta = \Delta(T, \delta, a_1, a_2). \]

Depending on the context, which will be made clear as we develop our analysis, we omit all the fixed parameters in the bracket and just write the varying ones. For most of the following analysis, we compute \( \Delta \) numerically. Algorithms are implemented in Matlab and are run on a standard PC. In some cases, however, we also develop analytical results based on simplifying assumptions.

Our results consists of three parts. First, we study the asymptotic behaviors of \( \Delta \) with respect to \( T \) and \( \delta \). We show that the revenue advantage vanishes as the planning horizon or the learning speed is growing large. Second, we find that whether larger learning speed leads to more revenue advantage depends on the length of the planning horizon. Third, we answer the question how heterogeneity \( (a_2 - a_1) \) affect \( \Delta \). Although changing either \( a_2 \) or \( a_1 \) can equivalently change their difference, we show an interesting finding where the two ways of changing drives the revenue advantage in the opposite directions.

4.6.1 Asymptotic Behavior

In this subsection, we analytically characterize the asymptotic behavior of the revenue advantage \( \Delta \) as the learning process becomes either very long or very fast.

**Proposition 4.6.1.** Fix \( a_1 \) and \( a_2 \).

(a) For every \( \delta > 0 \), \( \Delta(T) \to 0 \) as \( T \to \infty \).
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(b). For every \( T = 1, 2, \ldots \), \( \Delta(\delta) \to 0 \) as \( \delta \to \infty \).

Proposition 4.6.1 simply states that the revenue advantage enjoyed by uniform pricing is vanishing as the planning horizon or the servers’ learning speed approaches to infinity. Therefore, the situation where the firm should use uniform pricing and take the advantage is when the total time period is not too large and when servers improve the quality not too fast.

We make a couple of remarks regarding this result. (1). It is obvious that \( \Delta = 0 \) if \( \delta = 0 \), i.e. there is no learning effect; and by Proposition 4.4.4, \( \Delta = 0 \) when \( T = 1 \). Hence, there is no monotone relationship overall for the two parameters \( T \) and \( \delta \). (2). Although \( \Delta \to 0 \) when either \( T \) or \( \delta \) approaches to infinity, the underlying reasons for this same asymptotic behavior are different. When \( T \) becomes large, the absolute difference \( R^*_U - R^*_D \) approaches to a constant and \( R^*_D \) grows unbounded. In contrast, when \( \delta \) gets large, the gap between \( R^*_U \) and \( R^*_D \) is closing, so \( R^*_U - R^*_D \) approaches to zero. Consequently, had we considered the discounted total revenue as the objective, \( \Delta \) would approach to a positive constant as \( T \to \infty \), because \( R^*_D \) would be bounded by a finite number. However, result (b) remains the same.

4.6.2 Impact of Learning Speed

According to Proposition 4.6.1 (b), the revenue advantage is eventually dropping to zero as \( \delta \) approaches infinity. Nevertheless, let us suppose that the servers’ learning speed is not very large in this subsection. Does increasing \( \delta \) increase \( \Delta \)? In other words, does it benefit the firm more when using uniform pricing instead of differentiated pricing if the servers learn fast? Since uniform pricing takes the advantage of the learning effect and the quality improvement process, the intuitive answer to the above questions is yes. Surprisingly, we find that this only holds true when the planning horizon is short. If \( T \) is large (not necessarily very large), however, then \( \Delta \) could be negatively correlated with the learning speed even though \( \delta \) is far from being very large. We will first analytically show that, when \( T \) is small, \( \Delta(\delta) \) is non-decreasing based on an approximation of the learning curve and some simplifying assumptions. Then, we present some numerical results that demonstrate the dependence of the shape of \( \Delta(\delta) \) on \( T \).

Monotonicity in a Simplified Case. Although the log-linear learning curve (4.6) is mostly seen in the literature, there are works that employ a linear approximation (Dasgupta and Stiglitz, 1988; Jin et al., 2004). To develop tractable analytical result, we also approximate servers’ learning by the following piecewise linear curve. Let \( z_t \) be the custom volume for the server at time period \( t \), then

\[
a_{t+1} = \min\{a_{\text{max}}, a_t + \delta z_t\}. \tag{4.12}
\]

Moreover, for this simplified case, we make several additional assumptions. Define

\[
\tilde{\delta} := \frac{a_{\text{max}} - a_1}{\mu}.
\]

We assume that (1) \( \delta \leq \tilde{\delta} \), i.e. the learning in the first period is not enough for the low quality
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server to achieve maximum quality in the second period, (2) $a_2 = a_{max}$ so only server 1 needs to learn, and (3) $T = 2$.

**Proposition 4.6.2.** Suppose the above assumptions are satisfied and (4.12) holds, then $\Delta(\delta)$ is non-decreasing in $\delta$.

In Proposition 4.6.2, we are looking at a short planning horizon. Note that $\tilde{\delta}$ is relatively very large (see the numerical study below), yet having a faster learner always gives uniform pricing more revenue advantage as long as $\delta \leq \tilde{\delta}$. Indeed, short planning horizon and server’s learning fast help the uniform pricing exploit the advantage of stimulating quick and large quality improvement by routing. However, it turns out that the validity of this insight depends very much on $T$. As the planning horizon gets just a few periods longer, $\Delta'(\delta)$ becomes negative even for relatively small $\delta$. We show this numerically.

**Numerical Study.** For all the numerical studies in this paper, we fix servers’ capacity, the unit waiting cost, and the maximum quality to be

$$\mu = 1, \quad c = 0.8, \text{ and } a_{max} = 24.$$ 

For this subsection only, we suppose that servers’ initial quality levels are exogenous; $a_1 = 1$ and $a_2 = 7$. We have tested that varying $a_1$ and $a_2$ does not affect our main result. We plot $\Delta(\delta)$ over the interval $0.5 \leq \delta \leq 1.5$ for several different values of $T$. See Figure 4.1 below. From the plot, we observe that for any $\delta_0$, $\Delta'(\delta_0)$ is decreasing in $T$. For example, for $\delta_0 = 0.8$, $\Delta'(\delta_0)$ is positive when $T = 2$, almost zero when $T = 3$, and negative when $T = 4$ or 5. This shows that, even if servers are not learning in a very high speed, the sign of $\Delta'(\delta)$ is quite sensitive to how long the planning horizon is. Hence, counter-intuitively, when the servers learn slowly and $T$ is not small, the firm could incur more potential revenue loss if it uses differentiated pricing rather than uniform pricing. This is an interesting result because it illustrates the advantage of uniform pricing in a situation where one would not expect it to possess. For example, when

![Figure 4.1: The impact of servers’ learning speed on the revenue advantage: Dependence on $T$. Fix $a_1 = 1$ and $a_2 = 7$.](image-url)
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When $T = 5$, the best revenue advantage is achieved when the learning speed is minimum ($\delta = 0.5$). Moreover, our numerical study also confirms the analytical result in Proposition 4.6.2. For $T = 2$, the revenue advantage is increasing in $\delta$; and for $T = 3$, there is a threshold $\bar{\delta} \approx 0.75$ that $\Delta$ is increasing if $\delta \leq \bar{\delta}$.

4.6.3 Impact of Heterogeneity

By numerical studies, this subsection investigates how servers’ initial heterogeneity affects the revenue advantage of uniform pricing. We fix the planning horizon $T = 3$ and learning speed $\delta = 1$. Note that the cases presented below are the representative instances from our extensive computations. The results are valid with other different values of $T$ and $\delta$.

Define the initial heterogeneity of the two servers as

$$h = a_2 - a_1.$$  

Since the uniform pricing poses a certain degree of “opacity” to the customers, who are assumed to be risk neutral, it seems plausible that larger heterogeneity leads to more revenue advantage. However, note that the heterogeneity $h$ can be changed by changing either $a_2$ or $a_1$, we show that the two ways of varying heterogeneity lead to significantly different impacts on revenue advantage $\Delta$.

For the two plots in Figure 4.2, we vary one quality with three fixed other quality respectively. In Figure 4.2 (a), $\Delta'(a_1) < 0$ for all three curves, which means that $\Delta$ is increasing with $h$. This corresponds to our intuition: by narrowing down the gap between the quality levels of the two servers, the uniform pricing enjoys less advantage. However, in Figure 4.2 (b), we observe the non-monotonicity of $\Delta$ in $h$, which results in the following interesting finding:

![Figure 4.2: The impact of servers’ heterogeneity on the revenue advantage. Fix $T = 3$ and $\delta = 1$.](image)
There exists a pair of initial quality \((\tilde{a}_1, \tilde{a}_2)\) such that
\[
\frac{\partial}{\partial \tilde{a}_1} \Delta(\tilde{a}_1, \tilde{a}_2) < 0; \quad \frac{\partial}{\partial \tilde{a}_2} \Delta(\tilde{a}_1, \tilde{a}_2) < 0.
\] (4.13)

That is, although increasing \(\tilde{a}_2\) can increase \(h\) by the same amount as decreasing \(\tilde{a}_1\), the corresponding driving forces on \(\Delta\) can be in the opposite directions; the former decreases \(\Delta\) whereas the latter increases it. From Figure 4.2, it is easy to verify that the quality pair where \(\tilde{a}_1 = 1.2\) and \(\tilde{a}_2 = 7\) satisfies (4.13).

Therefore, simply noting the relative difference in quality \((h)\) is not enough to address the full insight of the impact on revenue advantage from servers’ heterogeneity. It also largely depends on the absolute value of the servers’ quality. To be more precise, the servers’ potential of improvement matters. Basically, given a fixed initial quality difference, there is more revenue advantage when both servers are at the early stage of learning, i.e. \(a_1\) and \(a_2\) are small and there are more room for their improvement by learning. Take Figure 4.2 (b) for example. If server 2’s quality \(a_2 = 8\), then \(\Delta\) is larger when \(a_2\) decreases to 6, which means that server 2 is at an earlier stage of learning. Of course, this claim cannot be valid once \(a_2\) is too small because, after all, the relative measure \(h\) also affects \(\Delta\) in its own right. Alternatively, we present Figure 4.3 to show how servers’ being at earlier stage of learning benefits uniform pricing’s revenue advantage. For three fixed values of heterogeneity \(h\), we vary the quality level \(a_1\) and plot the corresponding \(\Delta\). Clearly, all three curves are decreasing, which shows that the same amount of heterogeneity provides less revenue advantage as servers climb up the learning curve, i.e. as their learning potential decreases. Moreover, servers’ potential of improvement also affects the sign of \(\Delta'(h)\). Generally, \(\Delta'(h) > 0\) if \(a_1\) is small whereas \(\Delta'(h)\) may be negative when \(a_1\) becomes large. In Figure 4.3, for example, the dash curve \((h = 3)\) is below the dot-dash curve \((h = 4)\) when \(a_1 = 1.2\); however, when \(a_1 = 1.8\), their positions are reversed.

To conclude this section, we give a brief summary. Since uniform pricing generates equal or higher total revenue than differentiated pricing does in the multiple period problem, this section
tries to understand how the revenue difference between these two pricing schemes is affected by certain parameters. Focusing on the percentage increase of the revenue, we investigate its asymptotic behavior as the planning horizon becomes long or servers learn and improve at very high speed. Under both cases, the revenue advantage vanishes. We also particularly study the impact of servers’ learning speed and their heterogeneity in the beginning. Depending on how long the planning horizon is, the revenue advantage and the learning speed could be either positively or negatively correlated. Interestingly, when the planning horizon is long, the uniform pricing is even more advantageous if the servers learn slowly compared to if they learn fast. The impact of the servers’ heterogeneity cannot be fully characterized just by the relative difference of their quality levels. Rather, servers’ absolute quality, i.e. their potential of improvement, also decides which direction a change on heterogeneity drives the revenue advantage. These results provide some guidelines for the firm to estimate the benefit from using uniform pricing in the environment with varying factors such as servers’ learning speed and heterogeneity.

4.7 Conclusion

For firms who own several servers to provide quality-differentiated time-sensitive services, the traditional pricing strategy is to base the price on the customers’ valuation, which is correlated to the service quality. However, if the quality improvement process depends on servers’ accumulated experience, then this differentiated pricing can only induce a limited customer volume for the low quality servers, which hinders their learning and improvement process. Consequently, the revenue will also be curtailed. This paper proposes another pricing scheme, uniform pricing, as an efficient tool for the revenue management of a quality-differentiated service firm. This pricing scheme resembles the probabilistic (opaque) selling strategy studied in the marketing literature (Fay and Xie, 2008; Jiang, 2007) as it hides from the customers the ex post service quality and presents a lottery to the customers. Hence, it affects their choices via an information lever. More importantly, the uniform pricing takes the advantage of a powerful operations lever, i.e. routing. As a result, when comparing the revenue under the two pricing schemes, although they have the same number of decision variables, uniform pricing utilizes more types of levers than differentiated pricing does. This turns out to be the main reason why uniform pricing is better.

The two pricing schemes are equivalent in a single period model. However, the advantage of uniform pricing manifests itself in the multiple-period pricing problem. We show theoretically that the total revenue under uniform pricing is equal or higher than that under differentiated pricing. Furthermore, this result holds true under considerably many alternative assumptions; but some key assumptions are crucial and cannot be changed. By numerical studies, we also investigate the impact of several parameters to the relative revenue advantage of uniform pricing. Specifically, we look at the impact of the length of the planning horizon, servers’ learning speed and their heterogeneity. Our studies yield to some interesting results that are against
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intuition. There are some possible extensions to our work. We list two of them. First, there are other ways to model customers’ choice besides what we use in the model. Specifically, if the congestion cost is incurred to the firm rather than the customers, then we will need another choice model to characterize customers’ decisions on service procurement. Second, this paper considers the monopolist case, which sheds light on the firm’s pricing decisions without external forces. However, it would be interesting to consider the pricing schemes in a competitive environment where firms interact.
Bibliography


Bibliography


Appendix A

Proofs

A.1 Proofs of Results in Chapter 2

Proof of Lemma 2.3.2. Since \( d_1 > 0 \), there exists an integer \( k \) such that \( \theta_k \leq d_1 < \theta_{k+1} \). Then the left derivative of \( R(x_1, d_1) \) at \( z_k \) is

\[
\left( \sum_{j=1}^{k} p_j \right) \frac{1}{d_1} - \frac{n}{a_k} \sum_{j=k+1}^{n} p_j > \left( \sum_{j=1}^{k} p_j \right) \frac{1}{\theta_{k+1}} - \frac{n}{\theta_{k+1} - \theta_k} \sum_{j=k+1}^{n} p_j = 0,
\]

and the right derivative of \( R(x_1, d_1) \) at \( z_k \) is

\[
\left( \sum_{j=1}^{k-1} p_j \right) \frac{1}{d_1} - \frac{n}{a_k} \sum_{j=k}^{n} p_j \leq \left( \sum_{j=1}^{k-1} p_j \right) \frac{1}{\theta_k} - \frac{n}{\theta_k - \theta_{k-1}} \sum_{j=k}^{n} p_j = 0.
\]

Therefore, \( z_k \) has positive left derivative and non-positive right derivative, and thus is the maximizer. This shows that

\[
\phi(d_1) = z_k(d_1) = \frac{sd_1}{d_1 + a_k} \quad \text{for} \quad \theta_k \leq d_1 < \theta_{k+1}.
\] (A.1)

By straightforward calculus, \( \phi(d_1) \) is concave and increasing in \( d_1 \) when \( d_1 \) lies in the interval \([\theta_k, \theta_{k+1})\). However, discontinuities occur at \( \theta_k \), where \( k = 2, 3, \ldots, n \). To see this, since \( a_k > a_{k-1} \), we have

\[
\phi(\theta_k+\theta_k) = z_k(\theta_k) = s\theta_k \quad \text{for} \quad k = 2, 3, \ldots, n.
\]

for \( k = 2, 3, \ldots, n \). This concludes the lemma.

Proof of Corollary 2.3.3. Every statement except the last one is a direct consequence of Lemma 2.3.2 since the concavity and monotonicity properties are preserved by the minimum operator in (2.5). If there exists a discontinuous point, then it must be \( \theta_k \) for some \( k = 2, 3, \ldots, n \). We consider the following cases based on where \( \theta_k \) lies with respect to \( \phi(\theta_k+) \) and \( \phi(\theta_k-) \). Note that \( \phi(\theta_k+) < \phi(\theta_k-) \) by Lemma 2.3.2. If \( \phi(\theta_k+) \geq \theta_k \), then \( \phi(d_1) = d_1 \) by (2.5) when \( d_1 \) is in a small neighbourhood of \( \theta_k \), in which case \( \phi \) is continuous at \( \theta_k \). If \( \phi(\theta_k-) \leq \theta_k \) or \( \phi(\theta_k+) < \theta_k < \phi(\theta_k-) \), then \( \phi(\theta_k+) \) is strictly lower than both \( \phi(\theta_k-) \) and \( \theta_k \), implying \( x_1^*(\theta_k+) = x_1^*(\theta_k-) \).
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Proof of Theorem 2.3.4. We first show that the condition is necessary. Suppose \( x^*_1(d_1) \) is overall increasing and concave in \( d_1 \). As mentioned above, in this case the fulfillment line must stay below \( \phi(d_1) \) at every threshold point \( \theta_k \); otherwise the monotonicity would be violated by the downward jump at \( \theta_k \).

From Lemma 2.3.2, \( \phi(\theta_k) = \phi(\theta_k+) < \phi(\theta_k-) \). Thus, we must have \( \phi(d_1) \geq d_1 \) at every \( d_1 = \theta_k \ (k = 2, 3, \cdots, n) \). Therefore we have the necessary condition

\[
\phi(\theta_k) \geq \theta_k, \quad \text{for every} \ k = 2, 3, \cdots, n.
\]

Using equation (A.1) and (2.7), we have \( \phi(\theta_k) = z_k(\theta_k) = \frac{s\theta_k}{\theta_k + a_k} \). Then we can rewrite the necessary condition as

\[
\frac{s\theta_k}{\theta_k + a_k} \geq \theta_k, \quad \text{for every} \ k = 2, 3, \cdots, n,
\]

which reduces to

\[
s \geq a_k + \theta_k, \quad \text{for every} \ k = 2, 3, \cdots, n.
\]

The above inequalities are equivalent to the desired result

\[
s \geq \max_{2 \leq k \leq n} \{ a_k + \theta_k \} = a_n + \theta_n,
\]

where the last equality is due to the monotonicity of \( \{ a_k \} \) and \( \{ \theta_k \} \) given in (2.6) and (2.12), respectively.

Now we show the sufficiency. Suppose the inequality (2.13) holds. Then the deductions in the above proof are trivially reversible from the last step up to the statement that \( \phi(d_1) \geq d_1 \) at every \( d_1 = \theta_k \ (k = 2, 3, \cdots, n) \). This means that the fulfillment line is below the points \((\theta_k, \phi(\theta_k))\), for each \( k = 2, 3, \cdots, n \).

We now conclude the sufficiency proof by showing that \( x^*_1(d_1) \) is overall increasing and concave. Define

\[
\tilde{\theta} = \sup_{d_1} \{ \phi(d_1) \geq d_1 \}.
\]

First we claim that \( \phi(\tilde{\theta}) = \tilde{\theta} \). If \( \phi(\tilde{\theta}) < \tilde{\theta} \), then by its definition, we know that \( \tilde{\theta} \) is a point of discontinuity, which must be one of \( \theta_k \)'s. This contradicts the fact that \( \phi(\theta_k) \geq \theta_k \). If \( \phi(\tilde{\theta}) > \tilde{\theta} \), then let \( \delta = \phi(\tilde{\theta}) - \tilde{\theta} > 0 \). Since by (A.1) \( \phi(d_1) \) is right continuous, we know that there exists an \( \epsilon > 0 \), such that \( |\phi(\tilde{\theta} + \epsilon) - \phi(\tilde{\theta})| + \epsilon \leq \delta \). Hence, \( \phi(\tilde{\theta} + \epsilon) \geq \phi(\tilde{\theta}) + \epsilon - \delta = \tilde{\theta} + \epsilon \), which contradicts the definition of \( \tilde{\theta} \). Therefore only the case of equality holds, proving the claim.

Now, since \( \tilde{\theta} \geq \theta_k \) holds for every \( k = 2, 3, \cdots, n \), in particular, we have \( \tilde{\theta} \geq \theta_n \). From Lemma 2.3.2, it follows that \( \phi(\theta_k-) > \phi(\theta_k) \geq \theta_k \), for \( k = 2, 3, \cdots, n \). Hence, by the concavity of \( \phi(d_1) \) on each of the intervals \([\theta_k, \theta_{k+1})\) for \( k = 1, 2, \cdots, n - 1 \), and \([\theta_n, \tilde{\theta}]\), we deduce that \( \phi(d_1) \geq d_1 \) for all \( 0 \leq d_1 \leq \tilde{\theta} \). Therefore \( x^*_1(d_1) = d_1 \) on \([0, \tilde{\theta}]\), which is increasing and linear. On the other hand, from the definition of \( \tilde{\theta} \), \( \phi(d_1) < d_1 \) for \( d_1 > \tilde{\theta} \); so \( x^*_1(d_1) = \phi(d_1) \) when
Finally, $x_1^*(d_1)$ is continuous at $d_1 = \bar{\theta}$ by noting that $\phi(\bar{\theta}) = \bar{\theta}$. Besides, since $\phi(d_1)$ goes below the fulfilment line after $d_1 = \bar{\theta}$, we have $\phi'(\bar{\theta}+) < 1 = \phi'(\bar{\theta}^-)$. Therefore, $x_1^*(d_1)$ is overall increasing and concave.

**Proof of Proposition 2.3.5.** For any $d_1 > 0$, there is some $k$ such that $\phi(d_1) = z_k(d_1)$ by (A.1). Hence, if $s \leq a_1$, then by differentiating equation (A.1),

$$\phi'(d_1+) = \frac{sa_k}{(d_1 + a_k)^2} < \frac{sa_k}{a_k^2} < \frac{s}{a_1} \leq 1,$$

where the last inequality follows from the ordering of $\{a_k\}$ in (2.6). In particular,

$$\phi'(0+) = \frac{sa_1}{(d_1 + a_1)^2} \bigg|_{d_1=0} = \frac{s}{a_1} \leq 1.$$

Besides, $\phi(0) = 0$. Therefore, combining the result in Lemma 2.3.2, we conclude that $\phi(d_1)$ intersects with the fulfilment line only at $d_1 = 0$; since $\phi(d_1) < d_1$ holds for $d_1 > 0$. By (2.5), we conclude the result. 

**Proof of Theorem 2.3.7.** Since $a_k$ and $\theta_k$ both strictly increase to infinity (see the discussion in the second paragraph of this subsection), we know that for any $s > 0$, there exists an integer $k > 0$ such that

$$s < a_{k-1} + \theta_k. \quad \text{(A.2)}$$

Then by equation (A.1), we have

$$\phi(\theta_k) = z_k(\theta_k) = \frac{s\theta_k}{\theta_k + a_k} < \frac{s\theta_k}{\theta_k + a_{k-1}} = z_{k-1}(\theta_k^-) = \phi(\theta_k^-).$$

Apply inequality (A.2) to deduce

$$\phi(\theta_k) < \frac{s\theta_k}{\theta_k + a_{k-1}} < \theta_k.$$

Hence by equation (2.5), $x_1^*(\theta_k) = \phi(\theta_k) \wedge \theta_k = \phi(\theta_k)$ while $x_1^*(\theta_k^-) = \phi(\theta_k^-) \wedge \theta_k = \phi(\theta_k^-)$. Since $\phi(\theta_k) < \phi(\theta_k^-)$, it follows that $x_1^*(d_1)$ is discontinuous at $d_1 = \theta_k$. Let $\tilde{d}_1 = \theta_k$, then it proves the theorem. 

### A.2 Proofs of Results in Chapter 3

Before the proof of all the results in this section, we provide some preliminary results. Consider a stable M/M/2 queueing system, then it follows that there exists a unique stationary distribution. Let $\pi_i$ be the long run (stationary) probability that there are $i$ customers in the system, including those waiting and being served. In addition, let $\pi_{10}$ be the stationary probability of server 1 being busy and server 2 idle; and similarly let $\pi_{01}$ be that of server 2 being busy and server
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1 idle. We modify the approach in Rubinovitch (1985) to get the stationary distribution and other related quantities. By balancing the flow-in and flow-out of each state, we have

\[(\lambda + \mu_1)\pi_{10} = \lambda \pi_0 \phi + \mu_2 \pi_2\]

\[(\lambda + \mu_2)\pi_{01} = \lambda \pi_0 (1 - \phi) + \mu_1 \pi_2\]

\[\lambda \pi_0 = \pi_{10} \mu_1 + \pi_{01} \mu_2\]

\[\lambda \pi_n = (\mu_1 + \mu_2) \pi_{n+1}, \quad n \geq 1.\]

Following the traditional notation, let \( \rho = \lambda / (\mu_1 + \mu_2) < 1 \) be the traffic coefficient. Then we have

\[\pi_n = \rho^{n-1} \pi_1 = \rho^{n-1}(\pi_{10} + \pi_{01}), \quad n \geq 1.\]

Solving the above system of equations gives

\[\pi_{10} = \frac{\lambda \pi_0}{2 \mu_1} \gamma_1 \quad \text{and} \quad \pi_{01} = \frac{\lambda \pi_0}{2 \mu_2} \gamma_2,\]

where

\[\gamma_1 = \frac{\rho + \phi}{\rho + 1/2} \quad \text{and} \quad \gamma_2 = \frac{\rho + (1 - \phi)}{\rho + 1/2}.\]

Furthermore, since \( \pi_0 + \pi_1 + \cdots = 1 \), we have

\[\pi_0 = \frac{(1 - \rho)(1 + 2\rho)}{(k + \frac{1}{k})\rho^2 + ((1 - \phi)k + \phi/k)\rho + 2\rho + 1}, \quad (A.3)\]

where \( k = \mu_1 / \mu_2 \) is the ratio of the two service rates. Now we compute the long run average number of customers both waiting and being served:

\[L = \sum_{n=1}^{\infty} n \pi_k = \sum_{n=1}^{\infty} n \rho^{n-1} \pi_1 = \frac{\pi_1}{(1 - \rho)^2}.\]

Note that \( \pi_1 = \pi_{10} + \pi_{01} \), so we write

\[L = \frac{\pi_{10} + \pi_{01}}{(1 - \rho)^2} = \frac{\lambda \pi_0}{2(1 - \rho)^2} \left( \frac{\gamma_1}{\mu_1} + \frac{\gamma_2}{\mu_2} \right).\]

More specifically, substituting equation (A.3) gives \( L \) in term of service rates and routing policy.

\[L = \frac{1}{1 - \rho} - \frac{1 + 2\rho}{(k + \frac{1}{k})\rho^2 + ((1 - \phi)k + \phi/k)\rho + 1 + 2\rho}. \quad (A.4)\]

Finally, the average idle time for server 1, denoted by \( \tau_1 \), consists of the portion that no customer is in the system and that the only customer in system is at server 2. Therefore,

\[\tau_1 = \pi_0 + \pi_{01} = \pi_0 \left( 1 + \frac{\lambda}{2\mu_2} \gamma_2 \right). \quad (A.5)\]
Similarly for server 2,
\[ \tau_2 = \pi_0 + \pi_{10} = \pi_0 \left( 1 + \frac{\lambda}{2\mu_1} \gamma_1 \right). \]  
(A.6)

To simplify the notations, once the policy \( \bar{\phi} \) is made clear in the context, we will write \( g_1(\mu_1) \) instead of \( g_1(\mu_1 | \mu_2, \bar{\phi}) \). The simplification applies to other functions in all proofs.

**Proof of Theorem 3.3.1.** We examine the first order condition to find the Nash equilibrium. Since we only consider symmetric equilibrium, the policy \( \phi_r = \frac{1}{2} \) at equilibrium. Hence, the idle time is the same for both servers and the unfairness function will be zero by definition.

Suppose the equilibrium capacity is \( y > \frac{1}{2} \), by symmetry, we just need to analyse the condition \( g'_1 + t = 0 \) when \( \mu_1 = \mu_2 = y \).

Recall the definition of the inverse-idleness function in (3.1). Substituting (A.5) and (A.3), we have
\[
g_1(\mu_1) = \left( k + \frac{1}{k} \right) \rho^2 + ((1 - \bar{\phi})k + \frac{\bar{\phi}}{\gamma_1})\rho + 1 + 2\rho \left( 1 + \frac{1}{\mu_2} \frac{\rho + 1 - \bar{\phi}}{1 + 2\rho} \right). \]  
(A.7)

Substitute policy into (A.7), take derivative and replace \( \mu_1 \) and \( \mu_2 \) with \( y \), we can write the first order condition as
\[
(2r - 4)y^2 - (4 + r)y + t(2y + 1)(y + 1)(2y - 1)^2 = 0.
\]

Define the left hand side by a function \( H(y) \). For the remainder of the proof, we show that for any finite \( r \), \( H(y) \) has a unique zero point that is larger than \( 1/2 \).

First, note that \( H(1/2) = -3 < 0 \),
\[
H'(y) = 4(r - 2)y - (4 + r) + t(2y - 1)(16y^2 + 14y + 1),
\]
and \( H'(1/2) = r - 8 \). Moreover, \( H(+\infty) = +\infty \) and \( H'(+\infty) = +\infty \) because the leading (highest order) terms have positive coefficients. Furthermore, the second order derivative is
\[
H''(y) = 4(r - 2) + 12t(2y + 1)(4y - 1).
\]

We now have two cases. If \( r \geq 2 \), then \( H''(y) > 0 \) for all \( y > 1/2 \). Since \( H(1/2) < 0 \), regardless of the monotonicity of \( H \), it can intersect with \( y = 0 \) only once. Let that intersection be \( \mu^* \), then \( \mu^* > 1/2 \) and the uniqueness is proved. In addition, if \( r > 8 \), then \( H(y) \) is increasing at \( y = 1/2 \). The intersection point is closer to \( 1/2 \) as \( r \) increases because \( H''(y) \) increases with \( r \). Therefore, for any small \( \epsilon > 0 \), we can find a large \( \tilde{r} > 8 \), such that for all \( r > \tilde{r} \), \( \mu^* < 1/2 + \epsilon \).

If \( r < 2 \), then \( H''(y) \) could be negative. Further analysis on \( H'' \) indicates that there is at most one inflection point, say \( \tilde{y} > 1/2 \). If such \( \tilde{y} \) does not exist, then we are back to the case where \( H \) is convex. If \( \tilde{y} \) exists, then \( H \) is concave on \([1/2, \tilde{y}]\) and convex on \([\tilde{y}, +\infty)\). Since \( H'(1/2) = r - 8 < 0 \), we deduce that \( H(\tilde{y}) < 0 \). Hence, \( H(y) \) must have a unique zero point
larger than $\tilde{y}$. Call this point $\mu^*$ and we finish the proof for uniqueness. To conclude part (ii), note that the inflection point $\tilde{y}$ increases as $r$ decreases. Therefore, for any large $M > 0$, we can find a $r < 0$, such that $\tilde{y} > M$ for all $r < r^*$; then $\mu^* > \tilde{y} > M$. 

**Proof of Proposition 3.3.2.** (i). The continuity result is obvious. We only prove monotonicity and convexity. Suppose $\phi = \phi_{\text{HH}} = 1/2$ and $\mu_2$ is fixed. Then by substituting in (A.7), we have

$$g_1(\mu_1) = \frac{(k + \frac{1}{k})\rho^2 + (1 + (k + \frac{1}{k}))\rho + 1}{(1 - \rho)(1 + 2\rho)} \frac{\mu_2(1 + 2\rho)}{\mu_1 + \mu_2 + 1} + \frac{\mu_2(1 + 2\rho)}{\mu_1(2\mu_2 + 1)(\mu_1 + \mu_2 - 1)}.$$ 

We take the derivatives and obtain

$$g_1'(\mu_1) = -\frac{\mu_2^2 + \mu_2^3(2\mu_1 - 1) + \mu_2^3}{\mu_2^2(\mu_2 + 1)(\mu_1 + \mu_2 - 1)^2} < 0,$$

and

$$g_1''(\mu_1) = \frac{2(\mu_1^3 + 3\mu_2^2\mu_1(\mu_1 + \mu_2 - 1) + \mu_2^2(\mu_2 - 1)^2)}{\mu_1^3(\mu_2 + 1)(\mu_1 + \mu_2 - 1)^3} > 0.$$ 

The inequalities are due to the assumption that $\mu_1 \geq 1/2$ and $\mu_2 > 1/2$. Hence $g_1$ is strictly decreasing and convex in $\mu_1$.

For the case $\phi = \phi_{\text{HH}} = 1/2$, we perform the same computations and get

$$g_1(\mu_1) = \frac{2\mu_2\mu_1(\mu_1 + \mu_2) + \mu_1^2 + \mu_2^2}{\mu_1(2\mu_2 + 1)(\mu_1 + \mu_2 - 1)}$$

$$g_1'(\mu_1) = \frac{(\mu_1 + \mu_2)(\mu_2\mu_1 + \mu_1^2 + \mu_2^2 - \mu_2)}{(2\mu_2 + 1)\mu_1^2(\mu_1 + \mu_2 - 1)^2}$$

$$g_1''(\mu_1) = \frac{2(\mu_1^3 + 3\mu_2^2\mu_1(\mu_1 + \mu_2 - 1) + \mu_2^2(\mu_2 - 1)^2)}{\mu_1^3(2\mu_2 + 1)(\mu_1 + \mu_2 - 1)^3} > 0.$$ 

Note that $\mu_1, \mu_2 > 1/2$, so

$$\mu_2\mu_1 + \mu_1^2 + \mu_2^2 - \mu_2 > \mu_2^2 - \frac{1}{2}\mu_2 + \frac{1}{2} > 0.$$ 

Therefore, if the policy is HH, $g_1$ is also strictly decreasing and convex.

(ii). By substituting in (A.7) directly,

$$g_1(\mu_1|\mu_2, \phi_{\text{FSF}}) = \begin{cases} \frac{(k + \frac{1}{k})\rho^2 + k\rho + 1 + 2\rho}{(1 - \rho)(1 + 2\rho)} \frac{1}{\mu_2 + 1 + \frac{1}{\mu_2}} & \text{if } 1/2 < \mu_1 < \mu_2 \\ \frac{1}{1 - \rho} & \text{if } \mu_1 = \mu_2 \\ \frac{(k + \frac{1}{k})\rho^2 + \rho/k + 1 + 2\rho}{(1 - \rho)(1 + 2\rho)} \frac{1}{1 + \frac{1}{\mu_2}} & \text{if } \mu_1 > \mu_2 \end{cases}.$$
So the function is continuous except at $\mu_1 = \mu_2$. Note that SSF operates in an opposite way to FSF, therefore

$$g_1(\mu_1 | \mu_2, \phi_{SSF}) = \begin{cases} \frac{(k+\frac{1}{2})\rho^2+\rho/k+1+2\rho}{(1-\rho)(1+2\rho)} - \frac{1}{1+\frac{\rho}{\mu_2}1+2\rho} & \text{if } 1/2 < \mu_1 < \mu_2 \\ \frac{1}{1-\rho} - \frac{1}{1+\frac{\rho}{\mu_2}1+2\rho} & \text{if } \mu_1 = \mu_2 \\ \frac{1}{1-\rho} & \text{if } \mu_1 > \mu_2 \end{cases}.$$ 

Hence, we can just focus on proving results for FSF. Results for SSF can be obtained for free by swapping the two continuous pieces. For example, since

$$g_1(\mu_2 - | \mu_2, \phi_{FSF}) = \frac{1 + \rho}{(1 - \rho)(1 + \rho + \frac{\rho}{1+2\rho})} < \frac{1}{1 - \rho} = g_1(\mu_2 | \mu_2, \phi_{FSF})$$

$$g_1(\mu_2 + | \mu_2, \phi_{FSF}) = \frac{1 + \rho}{(1 - \rho)(1 + \rho - \frac{\rho}{1+2\rho})} > \frac{1}{1 - \rho} = g_1(\mu_2 | \mu_2, \phi_{FSF}),$$

we prove the inequalities in (3.5). Immediately, we also prove the inequalities in (3.6). Therefore, in the following, we just focus on proving monotonicity and convexity under FSF policy.

For $\mu_1 \in (1/2, \mu_2)$, we take the derivative and get

$$g'_1(\mu_1) = -\frac{1}{(\mu_2\mu_1 + \mu_2^2 + 3\mu_2 + \mu_1 + 1)^2(\mu_1 + \mu_2 - 1)^2\mu_1^3(\mu_1 + 1)^2 + \mu_2^3(\mu_2 + 1)^2 + \mu_2\mu_1^2(\mu_1 + 5)(\mu_1 + 1) + 4\mu_2^3\mu_1 + 3\mu_2^3(2\mu_1^2 + 2\mu_1 - 1) + \mu_2^2(4\mu_1^3 + 9\mu_1^2 - 1)) < 0.$$

Similarly, for $\mu_1 > \mu_2 > 1/2$, we have

$$g'_1(\mu_1) = -\frac{w_g + \mu_2^3(2\mu_2 + 1)(2\mu_1 - 1)}{(\mu_2\mu_1 + 1 + \mu_2^2 + 2\mu_2)^2(\mu_1 + \mu_2 - 1)^2\mu_1^2},$$

where

$$w_g = \mu_1^3\mu_2 (\mu_2\mu_1 + 4\mu_2^2 + 2 + 2\mu_2) + \mu_2^2 (6\mu_2^2 + 6\mu_2^3 + 6\mu_2^4 + 3\mu_2 + 1) + 2\mu_1\mu_2^4 (3 + 2\mu_2) + \mu_2^5 (\mu_2 + 2).$$

Hence, $g'_1 < 0$. We have finish the proof for monotonicity.

To show convexity, a more tedious algebraic manipulation is needed. We delay the details to Section B (a).

**Proof of Proposition 3.3.3.** By the definition of the unfairness function, we can write it as a composition of two functions $u$ and $v$,

$$f_1 = u \circ v = u(v), \quad (A.8)$$
where \( u(v) \) is defined by \( u(v) = v^2 \ (v \geq 0) \), and

\[
v(\mu_1) = \pi_0 \left( \frac{\mu_1}{\mu_2} - 1 + \frac{2\phi - 1}{\mu_2(1 + 2\rho)} \right)^+.
\]  
(A.9)

(i). We first look at \( \phi \in \{ \phi_{FSF}, \phi_{Prop}, \phi_{HH} \} \). Suppose that \( \phi = \phi_{FSF} \), then it is easy to check that

\[
\frac{\mu_1}{\mu_2} - 1 + \frac{2\phi_{FSF} - 1}{\mu_2(1 + 2\rho)} > 0
\]

if and only if \( \mu_1 > \mu_2 \). For \( 1/2 < \mu_1 \leq \mu_2 \), this part becomes zero, so will \( f_1 \). We now only consider \( \mu_1 > \mu_2 \), then

\[
\frac{d}{d\mu_1} \left( \frac{\mu_1}{\mu_2} - 1 + \frac{2\phi_{FSF} - 1}{\mu_2(1 + 2\rho)} \right) = \frac{1}{\mu_2} + \frac{2\rho^2}{\mu_2(1 + 2\rho)^2} > 0.
\]

Besides,

\[
\frac{d\pi_0}{d\mu_1} = \frac{\rho^3(\mu_2 + 1) \left((\mu_1 + \mu_2)^3 + \mu_2(\mu_1 + \mu_2) + 2(\mu_1 - \mu_2)\right)}{\mu_1^2 \mu_2 \left(\frac{k^2}{k} + \rho/k + 2\rho + 1\right)^2} > 0.
\]  
(A.10)

Therefore, \( v(\mu_1) \) is strictly increasing, and so is \( f_1 \).

Suppose that \( \phi = \phi_{Prop} \). Then

\[
v(\mu_1) = \frac{(1 - \rho)(1 + 2\rho)}{(1 + \rho)(1 + (k + \frac{1}{k})\rho)} \left( \frac{\mu_1}{\mu_2} - 1 + \frac{(\mu_2 - \mu_1)\rho}{\mu_2(1 + 2\rho)} \right)^+
\]

\[
= \frac{1 - \rho}{1 + (k + \frac{1}{k})\rho} \left( \frac{\mu_1}{\mu_2} - 1 \right)^+.
\]

Hence, \( f_1(\mu_1|\mu_2, \phi_{Prop}) = 0 \) for \( 1/2 < \mu_1 \leq \mu_2 \). Now we consider \( \mu_1 > \mu_2 \). Since

\[
\frac{d}{d\mu_1} \left( \frac{1 - \rho}{1 + (k + \frac{1}{k})\rho} \right) = \frac{\rho^2}{(1 + (k + \frac{1}{k})\rho)^2} \left\{ \frac{1}{k} \left( 1 + \frac{1}{k} \right)(1 - \rho) + \frac{1}{k} + \frac{1}{\mu_2} \right\} > 0,
\]

we directly conclude that \( v(\mu_1) \) is increasing; so \( f_1(\mu_1) \) must also be.

Suppose that \( \phi = \phi_{HH} \). By equation (A.9), we have

\[
v(\mu_1) = \pi_0 \left( \frac{\mu_1}{\mu_2} - 1 \right)^+.
\]

Clearly, this function is positive only when \( \mu_1 > \mu_2 \). If so, we compute that

\[
\frac{d\pi_0}{d\mu_1} = \frac{2\mu_2((1 + \mu_2)\mu_1^2 + (2\mu_1 - 1)\mu_2^2 + \mu_3^2)}{(2\mu_2\mu_1^2 + \mu_1^2 + 2\mu_2^2\mu_1 + \mu_2^2)^2} > 0.
\]
Hence, we claim that $f_1(\mu_1)$ is increasing on $\mu_1 > \mu_2$.

(ii). We then suppose that $\bar{\phi} = \phi_{SSF}$ and $\mu_2 > 1/2$ is fixed. Again, we analyse (A.9). In particular, we find the range of $\mu_1$ on which $q := \frac{\mu_1}{\mu_2} - 1 + \frac{2\phi_{SSF}-1}{\mu_2(1+2\rho)}$ is positive. If $1/2 < \mu_1 < \mu_2$, then there exists a number
\[
a := \max \left\{ \frac{1}{2}, \sqrt{\frac{9 + 4(\mu_2^2 + \mu_2) - 3}{2}} \right\} \geq \frac{1}{2}
\]
such that $q > 0$ if $a < \mu_1 < \mu_2$. Moreover, it is easy to check that $a < \mu_2$. Similarly, if $\mu_1 > \mu_2$, we check that there exists
\[
b := \sqrt{1 + 4(\mu_2^2 + 3\mu_2) - 1} > \mu_2
\]
such that $q > 0$ if $\mu_1 > b$. Hence, $f_1$ is zero on $1/2 \leq \mu_1 \leq a$ and $\mu_2 \leq \mu_1 \leq b$; and it is continuous at $\mu_1 = a$ and $\mu_1 = b$. Now, we focus on the positive parts and prove the monotonicity. Since $q > 0$, we examine that its derivative
\[
\frac{dq}{d\mu_1} = \frac{1}{\mu_2} \left( 1 - \frac{2\rho^2}{(1+2\rho)^2} \right) > 0.
\]
If $a < \mu_1 < \mu_2$, then $\pi_0$ has the same expression as in (A.10). Note that since $1/2 < \mu_1 < \mu_2$ now, we observe that
\[
(\mu_1 + \mu_2)^3 + \mu_2(\mu_1 + \mu_2) + 2(\mu_1 - \mu_2) > \mu_2(3\mu_1^2 + 3\mu_1\mu_2 + \mu_1 - 2)
\]
\[
> 0.
\]
Hence, again we have $\pi_0' > 0$. If $\mu_1 > b > \mu_2$, then
\[
\frac{d\pi_0}{d\mu_1} = \frac{\rho^3 (2\mu_2 + 4)\mu_1^3 + 3\mu_2^2 \mu_1 + \mu_2 \mu_1 + \mu_2^2 (1 + \mu_2) + 2(\mu_1 - \mu_2)}{\mu_1^2 \mu_2 ((k + \frac{1}{k})\rho^2 + \rho k + 2\rho + 1)^2}
\]
\[
> 0.
\]
Therefore, we prove the monotonicity for $f_1$ on both positive pieces. The proof of convexity needs much more computations, so we do it in Section B (b). \hfill \Box

**Proof of Theorem 3.3.4.** By Propositions 3.3.2 and 3.3.3, the objective functions of the servers are strictly convex and differentiable. Then according to Theorem 3.1 in Nikaidô and Isoda (1955), it is left to show that the two servers’ effective strategies are constrained in convex and compact sets. Since $t > 0$, servers’ capacity costs are unbounded. However, the inverse-idleness function is bounded below by 1 (maximum fraction of idleness is 1). Therefore, there exists an $N < +\infty$, such that choosing any capacity greater than $N$ is a strictly dominated strategy for both servers. In other words, the effective strategies for both servers are in compact and convex sets; and the existence of Nash equilibrium follows.
Due to Theorem 7 in Cachon and Netessine (2006) (the condition for two-player case discussed in their paper), the uniqueness is proved if we can show that the Hessian matrix of utility functions (we now treat $F_i$ as a function of both capacities) satisfies:

$$\begin{vmatrix} \frac{\partial^2 F_1}{\partial \mu_1^2} & \frac{\partial^2 F_1}{\partial \mu_1 \partial \mu_2} \\ \frac{\partial^2 F_2}{\partial \mu_1 \partial \mu_2} & \frac{\partial^2 F_2}{\partial \mu_2^2} \end{vmatrix} > 0, \forall \mu_1, \mu_2 \text{ s.t. } \frac{\partial F_1}{\partial \mu_1} = 0, \frac{\partial F_2}{\partial \mu_2} = 0. \quad (A.11)$$

Note this condition is required at equilibrium. Hence, this condition is usually hard to apply. Fortunately, once adapted to our problem, we can prove (A.11) by showing the following sufficient condition:

$$\begin{cases} \frac{\partial^2 g_1}{\partial \mu_1^2} > \frac{\partial^2 g_1}{\partial \mu_1 \partial \mu_2} > \frac{\partial^2 g_2}{\partial \mu_1 \partial \mu_2} > \frac{\partial^2 g_2}{\partial \mu_2^2} \\ \frac{\partial^2 f_1}{\partial \mu_1^2} > \frac{\partial^2 f_1}{\partial \mu_1 \partial \mu_2} > \frac{\partial^2 f_2}{\partial \mu_1 \partial \mu_2} > \frac{\partial^2 f_2}{\partial \mu_2^2} \end{cases} \quad (A.12)$$

Observe that parameters $t$ and $\Delta t$ are irrelevant under second order operations. Moreover, condition (A.12) also makes the parameters $\alpha_f^{(1)}$ and $\alpha_f^{(2)}$ irrelevant in our proof. Hence, our result holds regardless of the values of the parameters. Therefore, using the symmetric relation of $\mu_1$ and $\mu_2$ in the $g_i$ and $f_i$ functions, we only need to prove (A.12) for $\mu_1 \geq \mu_2$. The results for the case $\mu_1 \leq \mu_2$ will follow immediately. We finish the proof by verifying (A.12), which we will do in Section B (c).

Finally, we claim that for both Prop and HH, $\overline{\mu}_1 > \overline{\mu}_2$ holds. Suppose it is not true, that is, $\overline{\mu}_1 \leq \overline{\mu}_2$. Then by the sufficient and necessary condition, we have

$$g'_1(\overline{\mu}_1) + t = 0$$
$$g'_2(\overline{\mu}_2) + \alpha_f^{(2)} f'_2(\overline{\mu}_2) + t + \Delta t = 0.$$ 

By directly calculations, we derive that if $\overline{\phi} = \phi_{\text{Prop}},$

$$g'_1(\overline{\mu}_1) - g'_2(\overline{\mu}_2) = \frac{(\mu_1 - \mu_2)A}{\mu_2^2 \mu_1^2 (\mu_1 + 1) (\mu_2 + 1) (\mu_1 + \mu_2 - 1)^2},$$

where

$$A = \mu_1^4 (\mu_2 + 1) + \mu_2^4 (\mu_1 + 1) + \mu_2^2 (\mu_1 - 1/2)(3\mu_1^2 + 2\mu_1 + 2\mu_2) + \mu_1^2 (\mu_2 - 1/2)(3\mu_2^2 + 2\mu_2 + 2\mu_1).$$

Since $\overline{\mu}_2 \geq \overline{\mu}_1 > 1/2, g'_1(\overline{\mu}_1) \leq g'_2(\overline{\mu}_2).$ Similarly, if $\overline{\phi} = \phi_{\text{HH}},$

$$g'_1(\overline{\mu}_1) - g'_2(\overline{\mu}_2) = \frac{(\mu_1 - \mu_2)(\mu_1 + \mu_2)(2\mu_1^3 (\mu_2 + 1) + B)}{\mu_2^2 \mu_1^2 (2\mu_1 + 1)(2\mu_2 + 1)(\mu_1 + \mu_2 - 1)^2},$$

where

$$B = \mu_1^2 (4\mu_2^2 - 1) + 2 \mu_2^3 \mu_1 + \mu_2^3 - \mu_2^2.$$
Because $\overline{\mu}_2 \geq \overline{\mu}_1 > 1/2$, we see that $B > 0$, and $g_1'(\overline{\mu}_1) \leq g_2'(\overline{\mu}_2)$.

Recall that $\Delta t > 0$ by assumption. Therefore, in both cases we have

$$0 = g_1'(\overline{\mu}_1) + t \leq g_2'(\overline{\mu}_2) + t < g_2'(\overline{\mu}_2) + \alpha_f f_2'(\overline{\mu}_2) + t + \Delta t = 0,$$

which is a contradiction. \qed

### A.3 Proofs of Results in Chapter 4

**Proof of Lemma 4.4.1.** To establish formulation (S-Diff), let us first consider consumers’ behavior. Given two prices $p_1$ and $p_2$, the demand streams for the two servers must lead to the same customer surplus at equilibrium. Hence,

$$a_i - p_i - \frac{c}{\mu - \lambda_i} = \text{constant}, \quad \text{for } i = 1, 2,$$

where $0 < \lambda_i < \Lambda$ is the customer rate for server $i$, or the market share of server $i$. Then, we consider the firm’s decision on maximizing the total revenue $p_1\lambda_1 + p_2\lambda_2$. We deduce that the firm will exploit the customer’s surplus at equilibrium; hence the constant in the above equality is zero. Therefore, firm’s pricing must satisfies

$$a_i = p_i + \frac{c}{\mu - \lambda_i}, \quad \text{for } i = 1, 2. \quad (A.13)$$

Let $x_i = \lambda_i$, and so the vector $x = (x_1, x_2) \in \mathbb{R}^2$ is the decision variable. Then, by (A.13), the prices are $p_i = a_1 - c/(\mu - x_1) \geq 0$. Hence, the firm’s problem is

$$\max_r D(x) = \sum_{i=1}^{2} x_i \left( a_i - \frac{c}{\mu - x_i} \right)$$

s.t. $0 \leq x_i \leq \mu - \frac{c}{a_i}$, $x_1 + x_2 \leq \Lambda \forall i = 1, 2. \quad (A.14)$

Since the partial market coverage assumption holds, we see that the last constraint $x_1 + x_2 \leq \Lambda$ is redundant. In fact, the solution will not be at the boundary where the whole market is covered; i.e. $x_1 + x_2$ is strictly smaller than $\Lambda$ at optimality. Therefore, we have the formulation (S-Diff).

One immediate observation is that (S-Diff) is a convex program and the objective function is separable in $x_1$ and $x_2$. Because condition (4.2) holds, the solution is an internal point. Moreover, solving each $x_i$ is to solve the same problem as in the single server case, which directly leads us to the desired results. \qed

**Proof of Lemma 4.4.2.** Since the firm is offering a lottery to the customers, *ex ante* the customers can see the firm as a virtual single-server system. Hence, just like in the basic model,
we have
\[ \bar{a} = p_o + c\bar{W}(\lambda_o), \quad (A.15) \]
where
\[ \bar{W} = \sum_{i=1,2} \frac{\beta_i}{\mu - \lambda_o \beta_i} \]
is the expected waiting time. Based on the customers’ equilibrium behavior (A.15), the firm seeks a maximized revenue:
\[ \max_{p_o \geq 0, 0 \leq \beta_1 \leq 1} \lambda_o p_o. \]
As can be observed, it is difficult to solve (A.15) and represent the customer volume \( \lambda_o \) in terms of the uniform price \( p_o \). Therefore, we let \( \mathbf{y} = (y_1, y_2) \in \mathbb{R}^2 \) be the decision variable, where \( y_i = \lambda_o \beta_i \) is the induced customer rate for server \( i \). Hence, at equilibrium, the firm’s revenue can be written as
\[ \lambda_o p_o = \lambda_o \left( \bar{a} - c \sum_{i=1,2} \frac{\beta_i}{\mu - \lambda_o \beta_i} \right) = \sum_{i=1,2} y_i \left( a_i - \frac{c}{\mu - y_i} \right). \]
Moreover, the constraint that \( p_o \geq 0 \) is translated by (A.15) to
\[ \bar{a} - c \sum_{i=1,2} \frac{\beta_i}{\mu - \lambda_o \beta_i} \geq 0, \]
which is equivalent to (by multiplying on both sides \( \lambda_o \geq 0 \))
\[ \sum_{i=1,2} \left( y_i a_i - \frac{c y_i}{\mu - y_i} \right) \geq 0. \]
Finally, note that \( y_i \) must be smaller than \( \mu \) to ensure a stable system. Therefore, we have established formulation (S-Unif').

To recover the decision variables, it is direct to note that \( y_1 + y_2 = \lambda_o \) and \( \beta_i = y_i/\lambda_o \).
Applying (A.15), we have \( p_o = \beta_1 a_1 + \beta_2 a_2 - c \sum_i \beta_i (\mu - \lambda_o \beta_i)^{-1} \), which reduces to the desired result.

**Proof of Proposition 4.5.2.** We will prove it by induction on the time period \( t \). When \( t = T \), since \( R_{T+1} = 0 \), we directly check the derivatives and see that
\[ J_T(a_T, z_T) = \sum_{i=1,2} z_{iT} \left( a_{iT} - \frac{c}{\mu - z_{iT}} \right) \]
is separable in terms of \( i \), the server index, and concave in each \( z_{iT} \). Hence, result (a) holds for
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$t = T$. Result (b) holds true vacuously for $R_{T+1}(a_{T+1})$.

Suppose that the results hold for $t + 1$. By induction assumption, $R_{t+1}$ is increasing and concave. By directly differentiating $L$ with respect to the second component (recall its analytical form in (4.6)), we see that $L(a, z)$ is increasing and concave in $z$. Moreover, it is clear that $r(a_t, z_t)$ is concave in $z_t$. Since $J_t(a_t, z_t) = r(a_t, z_t) + R_{t+1}(a_{t+1})$ and $a_{t+1} = L(a_t, z_t)$, we therefore deduce that $J_t(a_t, z_t)$ is concave in $z_t$. To see (b), note that $J_t$ is linear in $a_t$ and increasing in each of its component. Besides, the feasible sets $A_t$ (in both differentiated and uniform pricing) becomes larger when $a_{it}$ gets larger, we see that $R_t(a_t)$ is increasing in $a_{it}$. Furthermore, $L(a, z)$ is increasing and concave in $a$, so $R_{t+1}(L(a_t, z_t))$ is also concave in $a_t$. Since the concavity is preserved under maximization (Proposition B4 in Heyman and Sobel (2003)), claim (b) also holds for case $t$. The induction concludes that the results hold for all time period $t = 1, 2, \cdots, T$.

Proof of of Lemma 4.4.3. Note that (4.4) in fact requires the objective function to be non-negative. Since $y = 0$ is feasible and the resulting objective function equals 0, the optimal objective function should be non-negative automatically.

Proof of Proposition 4.6.1. Define

$$f(x, a) = x \left( a - \frac{c}{\mu - x} \right), \quad \frac{c}{\mu} \leq a \leq a_{max}; \quad 0 \leq x \leq \mu.$$ 

Then $f$ is strictly concave in $x$ and is maximized by

$$x^*(a) = \mu - \sqrt{\frac{c\mu}{a}}.$$ 

(A.16)

where $x^*(a)$ is increasing in $a$. Let

$$g(a) = \max_x f(x, a) = (\sqrt{\mu a} - \sqrt{\gamma})^2.$$ 

Clearly, $g(a)$ is increasing and

$$g'(a) = \mu - \sqrt{\frac{c\mu}{a}} \leq \mu.$$ 

(A.17)

According to our formulations (M-Diff) and (M-Unif), we have the following bounds. (1) $R^*_U$ is dominated by the total revenue of the case where $a_1 = a_2 = a_{max}$; i.e. both servers are at the maximum quality level in the beginning. (2) $R^*_D$ is no smaller than the total revenue obtained by myopic heuristic, which simply solves (M-Diff) as $T$ “one-shot” sub-problems. In the above cases, the dynamic from learning process is simplified and therefore we have

$$R^*_U \leq \sum_{t=1}^{T} \sum_{i=1, 2} g(a_{max}).$$
and
\[ R^*_D \geq \sum_{t=1}^{T} \sum_{i=1}^{2} g(a_{it}), \quad \text{where} \quad a_{max} - a_{i,t+1} = (a_{max} - a_{it})e^{-\delta x^*(a_{it})}. \]

Moreover, by (A.16), \( x^*(a_{it}) \geq x^*(a_1) \); let \( b := x^*(a_1) > 0 \) be a fixed positive number. Then we have
\[ \frac{a_{max} - a_{i,t+1}}{a_{max} - a_{it}} \leq e^{-\delta b}. \quad (A.18) \]

Further, by intermediate theorem, there exists a series \( \{\xi_{it}\} \) such that
\[
g(a_{max}) - g(a_{it}) = g'(\xi_{it})(a_{max} - a_{it}) \leq \mu(a_{max} - a_{it}) \quad \text{by (A.17)}
\leq \mu e^{-\delta bt}(a_{max} - a_1) \quad \text{by (A.18) and } a_1 < a_2.
\]

Therefore,
\[
R^*_U - R^*_D \leq \sum_{t=1}^{T} \sum_{i=1}^{2} (g(a_{max}) - g(a_{it}))
\leq \sum_{t=1}^{T} \sum_{i=1}^{2} \mu e^{-\delta bt}(a_{max} - a_1)
= 2\mu(a_{max} - a_1) \frac{e^{-\delta b}(1 - e^{-\delta bT})}{1 - e^{-\delta b}} \quad (A.19)
< 2\mu(a_{max} - a_1) \frac{e^{-\delta b}}{1 - e^{-\delta b}}.
\]

Finally, note that
\[ R^*_D \geq \sum_{t=1}^{T} \sum_{i=1}^{2} g(a_{it}) = 2Tg(a_1). \]

Hence, as \( T \to \infty \), \( R^*_D \to \infty \) whereas \( R^*_U - R^*_D \) is bounded by a finite constant. This proves part (a) of the proposition.

As for part (b), consider the bound in (A.19) with a fixed \( T \). As \( \delta \to \infty \), we have
\[
\frac{e^{-\delta b}(1 - e^{-\delta bT})}{1 - e^{-\delta b}} \to 0,
\]
which gives the desired result.

\[ \square \]

**Proof of Proposition 4.6.2.** By the assumptions and the approximation (4.12), the problem is simplified. In particular, we can just consider server 1. For server 2, the optimal revenue is fixed; let \( \pi^* \) be server 2’s optimal revenue in one period. Then let \( z_1 \) and \( z_2 \) be server 1’s
customer volume in period 1 and 2. We consider the function
\[ \pi(z_1, z_2) = z_1(a_1 - \frac{c}{\mu - z_1}) + z_2(a_1 + \delta z_1 - \frac{c}{\mu - z_2}), \]
and the optimization problem (U): \( \max\{\pi(z_1, z_2) | 0 \leq z_1, z_2 \leq \mu\} \). Apply first order condition, we have
\[ \frac{\partial \pi}{\partial z_1} = a_1 + \delta z_2 - \frac{c\mu}{(\mu - z_1)^2} = 0 \]
and
\[ \frac{\partial \pi}{\partial z_2} = a_1 + \delta z_1 - \frac{c\mu}{(\mu - z_2)^2} = 0. \]
Let \( l(s) := a_1 + \delta s \) and \( r(s) := c\mu/(\mu - s)^2 \). We directly check that for \( 0 \leq s \leq \mu \), \( l(s) \) intersects with \( r(s) \) exactly once; let the intersection be \( s = z \). Hence, problem (U) has solution \( z_1 = z_2 = z \). Note that since the slope of \( l(s) \) is \( \delta \), \( z \) can be written as a function of \( \delta \); and \( z(\delta) \) is increasing in \( \delta \). We claim that, as a function of \( \delta \), \( \pi(z, z) \) is also increasing in \( \delta \). To see this, note that \( z \) is the zero of the first order condition, and thus
\[ \frac{d}{d\delta} \pi(z, z) = 2 \left( \delta z + a_1 - \frac{c\mu}{(\mu - z)^2} \right) z'(\delta) + z^2 = z^2 > 0. \]

Now consider the two pricing schemes. For differentiated pricing, we solve problem (U) under constraint
\[ z_1 \leq \bar{x} := \mu - \frac{c}{a_1}. \]
(A.20)
For uniform pricing, however, because of its opacity, we solve (U) under a relatively relaxed constraint, i.e.
\[ z_1 \leq \bar{y}, \]
(A.21)
where \( \bar{y} \) is uniquely determined by solving the following equation for \( y \):
\[ y(a_1 - \frac{c}{\mu - y}) + \pi^* = 0. \]
Hence, \( \bar{y} > \bar{x} \). Define \( \delta_1 \) and \( \delta_2 \) such that \( z(\delta_1) = \bar{x} \) and \( z(\delta_2) = \bar{y} \). Then \( \delta_2 > \delta_1 \).

Finally, we characterize \( \Delta \) as a function of \( \delta \). When \( 0 < \delta \leq \delta_1 \), the constraints (A.20) and (A.21) are both unbinding. Hence \( R^*_U = R^*_D \), and \( \Delta = 0 \). When \( \delta_1 < \delta \leq \delta_2 \), constraint (A.20) starts to be binding but (A.21) is still not. Therefore, \( R^*_U \) remains fixed while \( R^*_D \) is increasing (because \( \pi(z, z) \) is increasing in \( \delta \), as shown above); so \( \Delta \) increases in \( \delta \). When \( \delta_2 < \delta \leq \tilde{\delta} \), both constraints are binding, so both \( R^*_U \) and \( R^*_D \) are unchanging. Therefore, \( \Delta \) remains a constant. We conclude that \( \Delta(\delta) \) is non-decreasing over \( 0 < \delta \leq \tilde{\delta} \). \( \square \)
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Detailed Computations

The following appendix gives all the detailed computations that we promised in Chapter 3. These computations are tedious and elementary. Hence for the sake of brevity in the proof part, we delay all of them to this point. All the computations are attributed to Maple (version 14). We basically calculate functions’ derivatives and determine their signs in a brute force way. Throughout this section, we use $x = \mu_1$ and $y = \mu_2$ for clearer display.

(a). Proposition 3.3.2: The convexity of inverse-idleness function $g_1(x|y, \phi_{FSF})$.

Suppose $1/2 < x < y$. The second derivative

$$g''_1(x) = \frac{2(P_1 + y^2P_2)}{(xy + y^2 + 3y + x + 1)^3(x + y - 1)^3x^3},$$

where

$$P_1 = y^8 + (6x + 4)y^7 + x(15x + 21)y^6 + 2x^3(x + 4)(x + 1)^2y + x^3(x + 1)^3 > 0$$

and $P_2$ has the form of

$$P_2 = b_3y^3 + b_2y^2 + b_1y + b_0.$$

To be specific, $b_3 = 20x^3 - 10 + 6x + 45x^2 > 40x^2 - 10 > 0$, $b_2 = 54x^3 + 27x^2 - 24x + 15x^4 > 48x^2 - 24x > 0$, $b_1 = -9x^2 + 39x^4 + 4 + 49x^3 + 6x^5 - 9x > 36x^4 - 9x^2 + 36x^3 - 9x > 0$, and $b_0 = 23x^3 + x^6 + 15x^5 + 1 + 39x^4 - 3x^2 > 6x^3 - 3x^2 > 0$. Hence, $g''_1(x) > 0$.

Suppose now $x > y > 1/2$. Similar computation gives

$$g''_1(x) = \frac{2(x^3Q_1 + Q_2)}{(xy + y^2 + 1 + 2y)^3(x + y - 1)^3x^3}.$$

We have

$$Q_1 = y^3x^3 + 3y^2(1 + y + 2y^2)x^2 + 3y(6y^2 + 1 + 3y + 5y^4 + 4y^3)x + (20y^6 + 30y^5 + 34y^4 + 25y^3 + 1 + 5y + 13y^2) > 0$$

and $Q_2$ takes the form

$$Q_2 = ax^2 + bx + c,$$

where $a = 6y^3 + 15y^4 + 30y^6 + 27y^5 + 3y^2 + 15y^7 > 0$, $b = -9y^3 + 9y^6 - 12y^4 - 6y^5 + 15y^7 + 6y^8 - 3y^2$.
and \( c = -5y^6 + y^7 - 5y^5 + 3y^8 + y^4 + y^9 + y^2 + 3y^3 \). Further examination gives

\[
b^2 - 4ac = -3y^4((1 - y)^2 + 8y^3 + 8y^4)(y - 1)^2(y + 1)^6 < 0.
\]

Hence, \( Q_2 > 0 \) and thus \( g''_2(x) > 0 \). This completes the proof.

(b). **Proposition 3.3.3: The convexity of unfairness function \( f_1(x|y, \tilde{\phi}) \).**

First, let us examine the case \( \tilde{\phi} = \phi_{SSF} \). For \( x < y \), we have

\[
f''_1(x) = \frac{2(y^7A_1 + y^3A_2 + A_3)}{(x^2 + y^2 + 3y^2x + y^3 + 2yx^2 + x^3y + 2x^2y^2 + y^3x)^3},
\]

where \( A_1 = y^2 + (6x+3)y+2+15x^2+15x > 0, A_3 = (6x^4+9x^5+9x^2+11x^3)y^2+(x^3+2x^6)y+x^6 > 0 \). Furthermore, \( A_2 = b_3y^3 + b_2y^2 + b_1y + b_0 \) where \( b_3 = 30x^2 - 4 + 20x^2 + 15x > 16x^2 - 4 > 0, b_2 = 30x^3 - 7 + 6x + 15x^4 + 42x^2 > 28x^2 - 7 > 0, b_1 = 15x^4 + 52x^3 + 39x^2 - 3x - 3 + 6x^5 > 12x^3 - 3x + 12x^2 - 3 > 0, \) and \( b_0 = -3x + 36x^3 + 30x^4 + 3x^5 + 21x^2 + x^6 > 6x^2 - 3x > 0 \). Hence, we conclude that \( f''_1(x) > 0 \).

For \( x > y \), we use the same technique (with a bit of abuse of notations):

\[
f''_1(x) = \frac{2y(y^5B_1 + y^2B_2 + B_3)}{(x^2 + y^2 + 3x^2y + x^3 + 2y^2x + x^3y + 2x^2y^2 + y^3x)^3},
\]

where \( B_1 = y^2 + (6x+4)y+2+15x^2+15x > 0, B_3 = (6x^4+15x^5+39x^4+25x^3+3x^2)y+x^3(x^3+9x^2+9x+3) > 0 \). Moreover, \( B_2 = b_2y^2 + b_1y + b_0 \). In this case, \( b_2 = 20x^3 + 45x^2 + 6x - 8 > 32x^2 - 8 > 0, b_1 = 27x^2 + 15x^4 - 1 + 56x^3 - 21x > 4x^2 - 1 + 23x^2 + 56x^3 - 21x > 0, \) and \( b_0 = 51x^3 + 6x^5 - 9x + 42x^4 - 3x^2 > 12x^4 - 3x^2 + 36x^3 - 9x > 0 \). Hence, we conclude that \( f''_1(x) > 0 \). We thus finish the proof of part (ii).

Consider the case \( \tilde{\phi} = \phi_{FSF} \). Note that the expression of \( f_1 \) function is the same as \( f_1(x|y, \phi_{SSF}) \) when \( x < y \). The above proof is valid regardless of the order of \( x \) and \( y \). Hence, for \( x > y, f''_1(x|y, \phi_{FSF}) > 0 \).

We now are left with Prop and HH policies. If \( \tilde{\phi} = \phi_{HH}, \) we look at \( v(x) \) and it suffices to prove \( v''(x) > 0 \) for \( x > y \). Note that

\[
v''(x) = \frac{4yw(x)}{(x^2 + y^2 + 2xy(x+y))^3},
\]

where

\[
w(x) = (1 + 4y + 2y^2)x^3 + (6y^3 + 6y^2 + 3y)x^2 + (-3y^2 + 6y^4)x - y^3 + 2y^5 - 2y^4.
\]

Note that \( w(y) = 8y^4 + 16y^5 > 0, w'(y) = 6y^2(1 + 2y)^2 > 0, \) and

\[
w''(x) = (12y^2 + 6 + 24y)x + 12y^2 + 6y + 12y^3 > 0.
\]
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Hence, \( w(x) > 0 \) for all \( x > y \). This shows that \( v''(x) > 0 \).

If \( \bar{\phi} = \phi_{\text{Prop}} \), \( v(x) \) is not convex. As a result, we need to analyse the original function \( f_1 \). For \( x > y \),

\[
f''_1(x) = \frac{2y^2h(x)}{(x^2 + y^2 + xy(x + y))^4},
\]

We repeatedly factorize \( h(x) \) and get

\[
h(x) = (((q(x + y - 1) + r_1)(x - y) + r_3)(x - y) + r_2)(x + y - 1) + r_1.
\]

In the above,

\[
q = (1 + y^2 + 2y)x^4 + (4y^3 + 4y + 2 + 6y^2)x^3 + (4y + 13y^2 + 14y^3 + 3 + 8y^4)x^2
\]
\[
+ (4 + 12y^5 + 18y^3 + 18y^2 + 32y^4)x + 42y^4 + 38y^5 + 21y^2 - 6y^3 - 6y + 5 + 16y^6
\]
\[
> 12y^4 - 6y^3 + 12y^2 - 6y > 0,
\]

\[
r_1 = (y - 1)^2(2y - 1)^2(y^2 - y + 1)^2 > 0,
\]

\[
r_2 = (2y^4 + y^3 + 2y^2 - 2y + 1)(y^3 + 2y^2 + 1)(2y - 1)^2 > 0,
\]

\[
r_3 = 1 - 4y + 8y^2 + 84y^3 - 10y^4 + 8y^5 + 25y^6 - 20y^5
\]
\[
= 44(y^2 + 2.6y + 1.9)(y^2 + 0.5y + 0.38)(y^2 - 0.39y + 0.182)(y^2 - 0.8y + 0.18) > 0,
\]

\[
r_4 = 6 - 14y + 32y^2 + 20y^7 - 32y^3 + 38y^4 + 50y^6 + 20y^5
\]
\[
= 20(y + 2.54)(y^2 + 0.94y + 1.32)(y^2 - 0.15y + 0.32)(y^2 - 0.84y + 0.28) > 0.
\]

Along with \( x > y \), this shows that \( h(x) > 0 \) and therefore the \( f''_1 > 0 \), which complete the proof.

(c). **Theorem 3.3.4: Validation of equation (A.12).**

Assume \( x \geq y \). There are three inequalities in (A.12) to verify for two policies. Denote the difference of left hand side and right hand side in the three inequalities by \( V_1 \), \( V_2 \) and \( V_3 \) respective. We need to prove that they are positive.

(1). \( V_1 = \frac{\partial^2 g_1}{\partial x^2} \frac{\partial^2 g_2}{\partial y^2} - \frac{\partial^2 g_1}{\partial x \partial y} \frac{\partial^2 g_2}{\partial y \partial x} > 0. \)

First, assume \( \bar{\phi} = \phi_{\text{Prop}} \). Direct computation gives

\[
V_1 = \frac{r(x)}{x^3y^3(1 + x)^2(1 + y)^2(x + y - 1)^5},
\]

where \( r(x) \) is a polynomial of \( x \) with coefficients being polynomials of \( y \). Instead of write it explicitly, we give its derivatives w.r.t. \( x \) and the evaluations at the point \( x = y \). Given the derivative and all the initial conditions, one can always trace back the original function by
integration. Note that

\[ r^{(5)}(x) = 240(y + 1)(18y^3 - 3y^2 + 36y^2x + 24yx + 3y + 42x^2 - 2) > 6y^3 - 3y^2 + 8x^2 - 2 > 0, \]

\[ r^{(4)}(x)|_{x=y} = 24y(257y^2 + 614y^3 + 396y^4 + 8y - 22) > 88y^2 - 22 > 0, \]

\[ r^{(3)}(x)|_{x=y} = 18y^2(95y^2 + 322y^3 + 252y^4 + 3y - 16) > 64y^2 - 16 > 0, \]

\[ r^{''}(x)|_{x=y} = 2y^3(177y^2 + 938y^3 + 792y^4 - 3y - 52) > 2y^3(12y^3 - 3y + 416y^3 - 52) > 0, \]

\[ r'(x)|_{x=y} = 3y^3(21y^2 + 176y^3 + 144y^4 - 3y - 10) > 3y^4(12y^2 - 3y + 80y^3 - 10) > 0, \]

\[ r(x)|_{x=y} = 3y^5(4y^2 + 2y + 1)(8y^2 + 7y - 4) > 9y^5/2 > 0. \]

By the above equations, we prove that \( r(x) \) is always positive for any \( x \geq y \) and \( y > 1/2 \). Hence \( V_1 > 0 \). This is exactly the same technique that we apply throughout this part; we even bear a bit abuse of notations to use \( r(x) \) again and again. Henceforth, we display the results without detail explanations.

Now assume \( \tilde{\phi} = \phi_{\text{HH}} \). Then we reach the conclusion \( V_1 > 0 \) by noting the following:

\[ V_1 = \frac{r(x)}{x^3y^3(1 + 2x)^2(1 + 2y)^2(x + y - 1)^5}, \]

where \( r^{(7)}(x) = 40320(2y+1)(y+1) > 0, r^{(6)}(x)|_{x=y} = 42480y + 167040y^2 + 138240y^3 - 2280 > 0 \), and

\[ r^{(5)}(x)|_{x=y} = 20280y^2 + 111360y^3 + 117120y^4 - 3720y - 480 > 0, \]

\[ r^{(4)}(x)|_{x=y} = 24y(230y^2 + 2000y^3 + 2720y^4 - 95y - 22) > 0, \]

\[ r^{(3)}(x)|_{x=y} = 12y^2(60y^2 + 1280y^3 + 2240y^4 - 72y - 25) > 0, \]

\[ r^{''}(x)|_{x=y} = 8y^3(-16y^2 + 512y^3 + 1088y^4 - 28y - 15) > 0, \]

\[ r'(x)|_{x=y} = 8y^4(-14y^2 + 128y^3 + 288y^4 - 6y - 5) > 0, \]

\[ r(x)|_{x=y} = 16y^5(4y^2 + y - 1)(8y^2 + 2y + 1) > 0. \]

(2) \( V_2 = \frac{\partial^2 f_1}{\partial x^2} - \frac{\partial^2 f_1}{\partial x \partial y} > 0. \)

First, assume \( \tilde{\phi} = \phi_{\text{Prop}} \), then

\[ V_2 = \frac{2(x + y - 1)r(x)}{(x^2 + y^2 + xy(x + y))^4}. \]
Moreover, \( r^3=y(44+274y+231y^2) > 0 \), \( r''=4y^4(38y-24+211y^2+146y^3) > 0 \), \( r'(y)=8y^5(13y-5)(y+1)^2 > 0 \), and \( r(y)=8y^6(2y-1)(y+1)^2 > 0 \). Hence \( V_2 > 0 \).

Second, assume \( \bar{\phi} = \phi_{HH} \), then
\[
V_2 = \frac{8(x+y-1)r(x)}{(x^2+y^2+2xy(x+y))^4},
\]

where
\[
r^5(x) = 480y + 720x + 2160yx - 840y^2 + 10080yx^2 + 8640y^2x + 3360y^3 + 53760x^3y + 60480x^2y^2 + 17280y^3x + 960y^4 + 2520x^2 + 26880x^3
\]
\[
> 840(x^2 - y^2) > 0.
\]

Also note that \( r^4(y) = 192y^3(3+5y+94y^2+225y^3) > 0 \), \( r^3(y) = 48y^5(115+231y) > 0 \), \( r''(y) = 16y^4(-6-7y+85y^2+146y^3) > 0 \), \( r'(y) = 8y^5(13y-5)(2y+1)^2 > 0 \), and \( r(y) = 8y^6(2y-1)(2y+1)^2 > 0 \), as desired.

(3). \( V_3 = \frac{\partial^2 g_2}{\partial y^2} - \frac{\partial^2 g_2}{\partial y \partial x} > 0 \).

Assume \( \bar{\phi} = \phi_{\text{prop}} \), then
\[
V_3 = \frac{r(x)}{y^3(1+x)^2(x+y-1)^2},
\]
where \( r''(x) = 24x^2 + 24xy + 8y + 4y^2 - 4 > 0 \), \( r'(y) = 6y(4y^2 + 2y - 1) > 0 \), and \( r(y) = y^2(8y^2 + 7y - 4) > 0 \). Thus \( V_3 > 0 \).

If \( \bar{\phi} = \phi_{HH} \), then
\[
V_3 = \frac{(x+y)r(x)}{y^3(1+2x)^2(x+y-1)^2}.
\]
Since \( r''(x) = 24x + 8y - 4 > 0 \), \( r'(y) = 20y^2 + y - 2 > 0 \), and \( r(y) = 2y(4y^2 + y - 1) > 0 \), we conclude \( V_3 > 0 \).