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Abstract

The concept of brain connectivity provides a new perspective to the understanding of the mechanism underlying brain functions, complementing the traditional approach of analyzing neural activity of isolated regions. Among the existing connectivity analysis techniques, multivariate autoregressive (mAR)-based measures are of great interest for their ability to characterize both directionality and spectral property of cortical interactions. Yet, the direct estimation of mAR-based connectivity from scalp electroencephalogram (EEG) is confounded by volume conduction, statistical instability and inter-subject variability. In this thesis, we propose novel signal processing methods to enhance the existing mAR-based connectivity methods. First, we explore incorporating sparsity constraints into the mAR formulation at both subject level and group level using LASSO-based regression. We show by simulation that sparse mAR yields more stable and accurate connectivity estimates compared to the traditional, non-sparse approach. Furthermore, the group-wise sparsity simplifies the inference of group-level connectivity patterns from multi-subject data. To mitigate the effect of volume conduction, we investigate source-level connectivity and propose a state-space generalized mAR framework to jointly model the mixing effect of volume conduction and causal relationships between underlying neural sources. By jointly estimating the mixing process and mAR model parameters, the proposed technique demonstrates improved connectivity estimation performance. Finally, we expanded our connectivity analysis to cortico-muscular level by modeling the relationships between EEG and simultaneously recorded electromyography (EMG) data using a multiblock partial least square (mbPLS) framework. The hierarchical construction of the mbPLS framework provides a natural way to model multi-subject, multi-
modal data, enabling the identification of maximally covarying common patterns from EEG and EMG across subjects. Applications of the proposed techniques to EEG and EMG data of healthy and Parkinson’s disease (PD) subjects demonstrate that directional connectivity analysis is a more sensitive technique than traditional univariate spectral analysis in revealing complex effects of motor tasks and disease. Moreover, alternations in connectivity accurately predict disease severity in PD. These new analysis tools allow a better understanding of brain function and provide a basis for developing objective measures to assess progression of neurological diseases.
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Chapter 1

Introduction

A fundamental question in neuroscience research is how the brain is able to perceive, process and act upon the tremendous amount of information flowing across in a seemingly effortless manner. While the anatomical structure of the brain is relatively well understood, the underlying mechanism that coordinates the various components to act together synergistically is yet to be elucidated. However, the problem of trying to understand the brain and establish the relationships between individual components is highly complex as it involves billions of neurons interlinked through trillions of connections. Research efforts in this area have looked at different levels of the brain, ranging from the molecular level which includes identifying anatomical connections between neurons and mechanisms for relaying information between neurons to the system level which models the flows of information between neuronal populations and formation of cognitive functions. A major part of existing works focus on identifying the functional specialization of a particular brain region or functional segregation based on the physiological responses caused by external stimuli or localized cortical legions. However, most cognitive tasks, as simple as grasping a ball or pushing a button, involve the coherent activation of several functionally specialized regions. Characterizing brain activity in terms of functional specialization thus only provides a limited view of brain function and does not explain how different regions communicate with each other.

With the availability of multichannel neural signals, researchers start to analyze these
data in terms of the long-range interactivity between different functionally specialized neuronal populations or functional integration. This has led to the emergence of the concept of brain connectivity. The study of brain connectivity has provided not only a system-level view of brain functioning in the normal state but also an explanatory framework for pathological conditions such as autism [1], Alzheimer [2] and Parkinson’s disease [3, 4], which are often manifested in the form of disrupted or altered connectivity patterns. Brain connectivity can be characterized in two different forms, functional and effective connectivity. As defined in [5], functional connectivity is the temporal correlation between two spatially remote neurophysiological events, which is typically expressed as deviation from statistical independence. Effective connectivity refers to the influence that one neural entity exerts over another directly or indirectly. The inference of effective connectivity involves establishing causal relationships between different neural entities via mathematical modeling of their neural activity.

In this thesis, we are particularly interested in identifying effective connectivity as it provides an explanation for the mechanism underlying brain function, complementing the conventional functional connectivity analysis which is only able to identify correlative patterns of interactions between neural entities. Using modeling and computational theories from signal processing, novel connectivity analysis techniques will be developed and applied to normal and Parkinson’s disease (PD) subjects during dynamic movements in an attempt to assess the effects of disease and medication on motor-related brain connectivity. We further extend the connectivity analysis from the cortico-cortical level to cortico-muscular level by examining the relationship between simultaneously recorded cortical and muscular activity. The ultimate goal of this research work is to provide a set of computational tools which not only enhance our understanding of how the brain works in the normal state but also provide an explanation for what makes it go astray and potential solutions to make it function correctly again.

The rest of this chapter is organized as follows: Section 1.1 outlines the advantages and challenges associated with measuring brain connectivity using scalp electroencephalogram (EEG). Section 1.2 reviews the most commonly used methods for measuring EEG brain connectivity. Section 1.3 provides an introduction to the PD and its effects on brain activity.
The research objectives are presented in Section 1.4. Finally, Section 1.5 presents the thesis overview.

1.1 Brain Connectivity Analysis with EEG and Challenges

Various techniques and conceptual frameworks from physics, mathematics and engineering have been explored to measure brain connectivity. The choice of analysis technique depends on the statistical characteristics of the data being analyzed including spatial and temporal resolution and level of description, e.g., activity of individual neurons, activity of neuronal populations or large-scale activations [6]. In particular, noninvasive neuroimaging techniques, including functional magnetic resonance imaging (fMRI), positron emission tomography (PET), magnetoencephalogram (MEG) and EEG, are becoming prevalent in recent neuroscience studies as they allow assessment of large-scale cortical interactions in vivo while subjects perform cognitive/motor tasks. Among these, scalp EEG is one of the most widely used noninvasive techniques. Scalp EEG measures brain activity by placing multiple electrodes on the scalp surface. The measured signals reflect the summation of the synchronous activity of a large number of spatially aligned neurons (thousands or millions) in the brain. EEG is more sensitive to the activity generated in the superficial layers of the cortex and activity of deeper brain structures is more difficult to detect [7].

Scalp EEG offers several advantages over other recording techniques. It is noninvasive and is relatively more tolerant of subject movement. More importantly, EEG also has high temporal resolution (on the level of milliseconds) compared of fMRI and PET which have time resolution between seconds and minutes, thus allowing the detection of transient activity [7]. Nonetheless, the assessment of brain connectivity using EEG recordings is confounded by two main factors. One is the poor signal-to-noise ratio of EEG, where the ‘noise’ includes artifacts associated with eye movements, blinks and muscle noise, and non-task related background EEG activities. While there are several effective algorithms to remove eye and muscle artifacts, background EEG activities are much more difficult to characterize and isolate, which makes the extraction of task-related brain activities challenging. Another ma-
The major issue plaguing the analysis of EEG signals is the problem of volume conduction [6]. It arises from the fact that brain tissues act as a conductor and as an electric field gets generated by the firing neurons (or dipoles), it gets propagated radially to the scalp and picked up by multiple measurement sensors. In other words, the signal measured from an EEG electrode does not exclusively represent the activity of one local neural source, but rather the superposition of several active sources throughout the brain [8]. The poor spatial resolution of scalp EEG complicates the correct interpretation of connectivity results.

1.2 Related Works on EEG and EMG Connectivity Analysis Techniques

In this section, we will review the most common techniques that have been used for analyzing EEG and electromyogram (EMG) connectivity.

1.2.1 Brain Connectivity Measures

To provide a quantitative measure of connectivity between oscillatory signals, several time series analysis techniques have been explored in the literature. They vary in terms of direct-edness (symmetric vs. directional), character of interdependence (linear vs. nonlinear) and the number of signals being considered (bivariate vs. multivariate). Here, we will restrict ourselves to highlight the ones that are more widely used in EEG connectivity studies. More detailed surveys can be found in [9] and [10].

The most classical connectivity measure is spectral coherence which measures the linear correlations between two signals as a function of frequency. Spectral coherence has been used extensively in EEG studies to investigate cortical synchrony during different cognitive tasks and disrupted brain connectivity in pathological conditions. Despite its popularity, the coherence technique has several limitations. First, it is a bivariate technique, meaning that only two signals are considered at a time. By doing pairwise analysis, coherence technique ignores possible critical influences by other neural sources and is more sensitive to the presence of volume conduction. Moreover, it assumes the symmetry of the connection and is
unable to provide directionality of information flow between neural sources.

Techniques that measure statistical interdependence based on information theory have also been explored. The most common used one is mutual information, which is given by

\[
MI_{XY} = \int \int p_{XY}(x,y) \log \frac{p_{XY}(x,y)}{p_X(x)p_Y(y)} dx dy, \tag{1.1}
\]

where \(p_{XY}\) is the joint probability density function of \(X\) and \(Y\) and \(p_X\) and \(p_Y\) are the marginal probability density functions of \(X\) and \(Y\), respectively [11]. It essentially tells how much extra information one gets from one signal by knowing the outcomes of the other one. It is a time domain measure which allows the quantification of nonlinear dependencies between two neural sources. Despite the simplicity of its definition, the estimation of mutual information from real data is not straightforward. The most common way to estimate the probability density functions from observed signals is to obtain the histograms of the series of outcomes. However, to get an accurate estimate of the mutual information using histogram-derived probabilities, a large number of data samples is required, which is often prohibitive in real applications. In addition, similar to the coherence method, mutual information is a symmetric measure and thus does not provide information on the directionality of interactions [9].

To deal with the limitations of the aforementioned techniques, several directional interaction analysis techniques have been proposed. One technique that has been commonly used to evaluate causal relations is Granger causality (GC). The basic concept of GC is that if the prediction of a time series, \(x(t)\), can be improved by incorporating the knowledge of a second time series, \(y(t)\), then \(y(t)\) is said to have a causal influence on \(x(t)\). This idea was originally proposed by Norbert Wiener and later formalized by Clive Granger in the context of a linear regression framework, where the causality is assessed by comparing the fitting of a univariate autoregressive (AR) model to the signals with that of a bivariate model [9].

Extending the concept of GC, several multivariate, frequency-domain causality measures are proposed, including directed transfer function (DTF) [12] and partial directed coherence (PDC) [13]. These techniques involve modeling multichannel signals by a single multivariate
autoregressive (mAR) process, which is formulated as follows:

\[ x(t) = \sum_{p=1}^{P} A_p x(t - p) + e(t), \]

where \( x(t) \) is an \( M \)-dimensional observation vector at time \( t \) and \( e(t) \) represents an \( M \)-dimensional white Gaussian noise. The matrix \( A_p \) denotes the mAR coefficient matrix, where the element \( A_p(i, j) \) describes the causal influence of signal \( j \) on signal \( i \) after \( p \) time points. This time-domain representation can be translated to frequency domain by taking Fourier transform of the mAR coefficients. The transformed mAR coefficients provide a quantification of the causal influences as a functional of frequency. Compared to conventional bivariate techniques, DTF and PDC give more accurate estimations of causality for multivariate time series as they account for all available correlation information from the entire data set and are more robust to the effects of volume conduction compared to the conventional coherence method. Furthermore, the spectral information provided by DTF and PDC is particularly useful for EEG studies since EEG signals often exhibit frequency-specific oscillatory activities. The difference between PDC and DTF is subtle; PDC is normalized with respect to all the outflows from a given source channel whereas DTF is normalized with respect to all the inflows to a given destination channel. In [13], it was further shown that PDC is able to break up the interactions between channels into their direct pair-wise components thus allowing easier interpretation of results [13, 14]. Examples of applications of PDC to biomedical signals include the study of brain networks in rats during different behavioral states [15] and the identification of oscillatory brain interactions in human during object recognition [16]. Although GC-based techniques can only capture linear interdependencies, they are computationally efficient and offer a straightforward characterization of effective connectivity [17, 18]. However, in order to obtain accurate estimate of the connectivity pattern, parameters such as mAR model order, number of channels, number of data samples should be carefully chosen [14, 19, 20].
1.2.2 Brain Source Extraction

One major problem plaguing EEG analysis is volume conduction, which affects the spatial resolution of recorded brain activity. To address this issue, several studies have proposed studying the brain connectivity in the “source space” which involves estimating the underlying neural sources from scalp EEG signals. Determining neural sources from EEG signals is a mathematically ill-conditioned inverse problem, and it has no unique solution without prior knowledge or strong statistical assumptions. One common approach to solving the source identification problem is the dipole modeling technique [21], which aims to find current dipoles that best describe the observed EEG signals. The dipole localization process involves iterative estimation of 3 location parameters, 2 orientation parameters and one moment (strength) parameter for each dipole, until the scalp potential predicted at the measurements sites based on the assumed head model match with the actual EEG recordings. To limit the number of possible solutions, a priori information based on multimodal integration techniques such as co-registration of EEG with MRI, fMRI or PET, is often incorporated into the source model. However, the successful estimation of sources depends on many factors, including models of the generators of the electrical activity, knowledge of the number of active dipoles, and the shape and conductivity of the head model [22].

Another possible approach to finding brain sources is to use blind source separation (BSS) algorithms. BSS aims to extract a set of underlying sources from observed signals by making certain assumptions about the statistical properties of the source signals. One of the most widely used BSS algorithms in neuroscience studies is independent component analysis (ICA). Fundamentally, ICA assumes the sources are mutually independent. Most ICA algorithms further assume that observed signals are instantaneous linear mixtures of the underlying sources and their temporal ordering is irrelevant [23]. ICA is often used to identify and remove eye movement and muscle noise artifacts in EEG signals, as these artifacts are typically independent from the brain activities of interest. However, in the context of connectivity analysis, as we try to determine the causal relationships between EEG sources, it
is implicitly assumed that the sources are not only temporally correlated within themselves but also cross-correlated between each other. This contradicts the fundamental assumption of ICA.

1.2.3 EEG-EMG Coupling

Human movement control involves complex interplay between the brain and the musculature. To explore the functional role of cortical activity in the human motor system, a possible approach is to assess the interactivity between cortical activity and simultaneously record muscular activity or cortico-muscular coupling during muscle contraction [24, 25]. Previous studies using coherence as a measure of cortico-muscular coupling show beta-range (15-40 Hz) synchronization between EMG of the contracting muscles and MEG [26, 27] or EEG [28] of the primary sensorimotor cortex during sustained isometric (static) contractions and lower-frequency (2-14 Hz) synchronization during phasic voluntary movement [29]. Pathological alternations in cortico-muscular coherence are observed in patients exhibiting motor-related disorders [30, 31].

Despite the common use of the coherence method for assessing EEG-EMG coupling, it suffers from several limitations. First, the common formulation of coherence relies on pairwise comparisons yet it has been suggested that the mapping between the brain and musculature during movements is many-to-many, as opposed to one-to-one [32]. Hence, the utilization of multivariate techniques to look at several EEG and EMG channels simultaneously may enhance the sensitivity in detecting cortico-muscular coupling. Second, an EEG recording represents the superposition of several ongoing brain activities and are often contaminated by eye and movement artifacts and measurement noise. Only a small fraction of the EEG signals is related to the control mechanism underlying the performed motor task [33]. Hence, the conventional approach of computing coherence between raw EEG and EMG typically yields a very low coherence value and sometimes not being distinguishable at all for some percentage of population. Nonetheless, based on the recent findings of EEG source identification, one could expect that with a proper transformation of the raw EEG recordings,
a waveform corresponding to the actual drive to the muscle can be recovered and presumably yielding a stronger correlation with the EMG signals of active muscles.

1.3 Assessment of Abnormal Connectivity in Parkinson’s Disease Subjects

1.3.1 Background on Parkinson’s Disease

Parkinson’s disease is a neurodegenerative disorder resulted from the death of cells in the substantia nigra that are responsible for producing dopamine - a neurotransmitter chemical that acts as a messenger between the cells of the brain that control movements [34]. PD is characterized by motor symptoms such as tremor at rest, rigidity, slowness of movement (bradykinesia) and difficulty with walking and gait. As the disease progresses, non-motor symptoms such as cognitive and behavioral alterations including dementia may also appear. PD is the second most common neurodegenerative disorder after Alzheimer’s disease and it is estimated that more than 100,000 Canadians are diagnosed with PD [35].

The severity of PD is assessed clinically using a widely used metric, the Unified Parkinson’s Disease Rating Scale (UPDRS). The scale consists of 4 components assessing behavior and mood, activities of daily living, motor symptoms and complication of therapy. These first 3 components contain 44 questions, each measured on a 5-point scale (0-4). The ratings of these three components are combined to give a total UPDRS score with 0 being not affected and 176 being most severely affected. In adjunct therapy, the fourth component containing 11 questions with a scale ranging from 0 to 23 is included [36]. The UPDRS is often used in conjunction with other measures (e.g., Hoehn and Yahr score) to evaluate motor symptoms and clinical status in PD patients. Despite the wide utilization of UPDRS, the assessment is time-consuming and can only be performed by trained medical personnel. Furthermore, adjusting the dosage and monitoring the effects of PD medication may require frequent re-assessment.

While there is currently no cure for PD, many of the motor symptoms can be controlled by pharmacological and surgical treatments [34]. The main families of drugs used to treat PD,
including levodopa and dopamine agonists, work by either temporarily replenishing the lost dopamine or imitating the action of dopamine in the brain. Surgical treatment via deep brain stimulation (DBS) is also possible [37]. DBS is particularly effective in treating patients who do not respond to medications or experience intolerable side effects of their medications. DBS operation involves implantation of a medical device called brain pacemaker, which sends high frequency electrical pulses to specific areas of the brain critical for functional control of motor activity. While these two approaches have been shown effective in suppressing the symptoms, they can result in serious side effects such as compulsive behaviors, cognitive decline, depression and psychosis [34].

1.3.2 Modulation of Connectivity by PD

The Parkinsonian state is also manifested in the form of abnormal brain activity. The most prominent characteristics in brain activity of PD patients is the increase in oscillations in the beta band (13-30 Hz) [38, 39]. Several studies report that local field potential (LFP) recorded from PD patients undergoing a DBS procedure consistently show increased beta band power at various sites within the basal ganglia loop including subthalamic nucleus (STN) and globus pallidus interna (GPi). Beta synchrony is normally associated with the movement-related activity where it is more prominent during holding contractions and is attenuated shortly before and during voluntary movements. This has lead to the hypothesis that the excessive beta band synchronization may be antikinetic in nature and is causally related to the difficulty in initiating movements seen in PD patients [40]. The administration of levodopa medications and DBS are shown effective in suppressing the abnormalities in beta band synchronization in PD patients [41] and the degree of levodopa-induced beta band power suppression correlates positively with clinical improvement in motor performance.

Abnormal oscillatory activity in PD is not limited to LFP of STN and GPi but is also observed at the cortical level via noninvasive neuroimaging recordings. A number of previous studies have investigated the relationship between the activity of STN and cortex via concurrent LFP and scalp EEG recordings. Most of these studies utilize coherence as a measure of
Later studies start to look at altered cortical activity in PD subjects measured by EEG and MEG. In [42], EEG recordings were taken in PD patients after overnight withdrawal from medication and again after 1 hour after levodopa administration. Levodopa-related attenuation of the alpha (8-12 Hz) and beta band power over the cortical motor area is observed and is correlated with improvement in speed of movement. Other studies using EEG recordings have reported similar observation. These results are in line with observations made using LFP recordings of STN, suggesting that EEG is suitable for studying PD.

EEG has several advantages over the conventional LFP technique for studying brain activity in PD. In majority of the studies on abnormal brain activity in PD, LFP recordings are only available from PD patients undergoing the DBS surgery and this precludes the healthy subjects and PD patients at less advanced stages of the disease from the study. Given the noninvasive nature of EEG, EEG measurements can thus be taken from both PD and healthy subjects, enabling the comparison of brain activity between these two subject groups. Furthermore, EEG provides a wider coverage of the brain and thus is useful for studying long-range cortical interactions. A limited number of EEG studies have investigated cortico-cortical functional connectivity in PD patients, mainly using coherence as a measure of coupling between cortical regions. A more complete analysis of pathological effects of PD on directional connectivity patterns and comparison with healthy subjects is yet to be done.

1.4 Motivation and Objectives

The concept of brain connectivity has provided a new perspective to the understanding of the mechanism underlying brain function in both normal and disease states, complementing the conventional approach of focusing on region-specific changes in amplitude or spectral distribution. The wide use of noninvasive recording techniques has further accelerated this paradigm shift in ways of analyzing neurophysiological data. In particular, scalp EEG has been used in a growing number of studies to study brain connectivity in pathological conditions. Recent EEG studies on PD reveal the association between motor deficits observed in
patients withdrawn from medication and alterations in connectivity patterns. Most of these studies are based on coherence as the measure of functional connectivity and fail to provide information about the causal relationships between the involved cortical regions. In this thesis, we will expand on the previous studies by using mAR model-based connectivity measures to infer causal dependencies as the mAR model allows the simultaneous modeling of all EEG channels, giving more reliable estimations of causality than conventional bivariate techniques.

However, the correct inference of brain connectivity from EEG recordings using mAR-based measures is complicated by several factors. In addition to the poor signal-to-noise ratio and effects of volume conduction inherent in EEG signals as described in Section 1.1, another challenge comes from statistical instability during the estimation of mAR model parameters. In many real EEG applications, the number of acquired EEG channels can vary from 20 to up to 128 channels. Furthermore, in order to achieve the desired frequency resolution of the connectivity measure, a high mAR model order is typically required. These two factors result in a substantial increase in the number of mAR parameters to be estimated, which in turn affects the statistical stability of ordinary maximum likelihood estimators when only limited data samples are available. Lastly, when applying connectivity analysis to multiple subjects for group analyses, the presence of inter-subject variability is often overlooked or not dealt with explicitly. Conventional approaches to handling inter-subject variability involve either averaging(concatenating the data across subjects and performing connectivity analysis to the averaged(concatenated data assuming that the connectivity pattern is identical across subjects, or performing connectivity analysis on each subject separately and later integrating the results across subjects using statistical tests. These two approaches represent two extremes in finding group connectivity networks: the former allows the identification of common features across subjects while the latter preserves the subject specificity which may be used to correlate with clinical or demographic measures (e.g., UPDRS or task performance) of the subjects. Further exploration in group analysis techniques to achieve a balance between these two extremes is warranted.
The goal of this research work is to develop novel signal processing methods to address the aforementioned technical challenges arising when inferring brain connectivity from EEG recordings. Specifically, the main technical objectives are:

1. Develop a new computational model for assessing EEG connectivity which incorporates the concept of sparsity to circumvent the statistical instability in mAR model estimation.

2. Develop blind source separation methods which simultaneously model the underlying sources and connectivity between them in the presence of volume conduction.

3. Address the issue of inter-subject variability in group-level connectivity analysis and source modeling.


The developed connectivity analysis techniques are applied to EEG data collected from healthy subjects and PD patients, including ‘on’ medication and ‘off’ medication states during the performance of various motor tasks. Furthermore, a novel algorithm which extracts informative features from EEG connectivity measures to predict PD severity is proposed. While UPDRS has been the gold standard assessment tool for characterizing impairments in PD patients, it is time-consuming and can only be performed by trained medical personnel. Previous studies have demonstrated the possibility of using features from speech recordings to predict PD severity [43, 44]. Our approach of using brain connectivity as predictive features of disease severity can have useful clinical implications in understanding the effects of disease progression on connectivity modulation.

1.5 Thesis Overview

In Chapter 2, we propose a sparse mAR-based PDC technique where PDC estimates are derived from mAR models with sparsity constraints imposed on subject-level mAR coefficients.
The sparse mAR parameters are estimated using penalized regression which automatically carries out variable selection, in effect reducing the number of free parameters during estimation. The proposed technique is applied to both simulated data and real EEG recordings to demonstrate the improved estimation performance of the proposed technique relative to the conventional non-sparse approach.

In Chapter 3, the sparse mAR-based PDC technique developed in Chapter 2 is applied to PD and normal subjects performing a visually guided motor task. The connectivity results are compared with the results obtained utilizing traditional Fourier analysis to evaluate task-dependent frequency spectra modulation.

In Chapter 4, we investigated the relationship of the functional connectivity during movement preparation and execution with clinical measures of motor function in PD subjects. Based on the connectivity strengths measured using sparse mAR-based PDC, we propose a novel feature selection technique to identify brain connections whose connectivity strengths are able to both differentiate PD subjects from normal subjects and accurately predict UPDRS scores.

In Chapter 5, we extended the sparse mAR model proposed in Chapter 2 and developed a group sparse mAR model which incorporate the Group LASSO (gLASSO) method into the estimation of mAR coefficients. The gLASSO enforces the mAR models of the subjects within a group to be structurally identical across subjects, but the connection coefficients are allowed to vary from subject to subject. The group sparse mAR model is applied to EEG data collected from healthy subjects undergoing the galvanic vestibular stimulation.

In Chapter 6, we proposed a state-space framework to jointly model the instantaneous mixing effects of volume conduction and the causal relationships between underlying brain sources. We modeled the source activity by a generalized mAR process with possibly non-Gaussian noise. A maximum likelihood estimation approach is developed which allows simultaneous estimation of both the mixing matrix and AR model parameters directly from scalp EEG. The proposed technique was verified with simulated EEG data generated using the single-shell spherical head model and compared to conventional two-stage connectivity
estimation approaches. In addition, the proposed technique was applied to EEG data collected from normal and PD subjects performing a right-handed force-tracking task with differing amounts of visual feedback.

In Chapter 7, we proposed a multiblock partial least square (mbPLS) framework for modeling the correlative relationship between concurrent EEG and EMG signals at a group level. The mbPLS framework incorporates a two-level hierarchical structure into the ordinary two-block partial least square (PLS) with subject-specific details separated into individual data blocks at the sub-level and the common group patterns at the super-level. We further extended mbPLS to enable modeling of 3-dimensional matrices: time-frequency-EEG channel and time-frequency-connection utilizing PDC. The proposed 3-dimensional mbPLS framework was applied to concurrent EEG and EMG data collected from ten normal subjects and nine patients with mild-moderate PD performing a dynamic squeezing task.

Finally, the main contributions of the thesis and suggestions for future research are presented in Chapter 8.
Chapter 2

Sparse Partial Directed Coherence (PDC) for EEG Analysis

2.1 Introduction

In neurobiology, there has been increasing interest in identifying functional connectivity between brain regions. Such connectivity is believed to provide an integrating framework for a variety of complex brain functions. Several mathematical methods have been explored in the literature to provide a quantitative measure of brain connectivity based on electroencephalogram (EEG) data, including correlation, coherence and Granger causality (GC) [9, 13]. Among them, spectral coherence, probably the most popular one, has been used extensively in EEG studies to investigate topics such as cortical synchrony during cognitive tasks and disrupted brain connectivity in pathological conditions. However, coherence technique has several limitations. First, it is a bivariate technique, meaning that only two signals are considered at a time. In situations where large number of brain regions are simultaneously interacting with each other, pairwise analysis essentially ignores possible critical influences
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by other regions and thus may lead to misleading results. Moreover, coherence is unable to identify the direction of information flow between cortical regions [9].

Another technique that has received great attention recently is GC as it provides a measure of causal relation between two time series. Its basic idea is that if the prediction of one time series can be improved by incorporating the knowledge of a second one, then the second time series is said to have a causal influence on the first. Granger formalized this idea in the context of linear regression models where the causal influence is determined by comparing the variance of residuals from a scalar autoregressive (AR) application to one signal \( x(t) \), with that from a bivariate AR application to \( x(t) \) and a potentially driving signal \( y(t) \) [45]. However, similar to coherence technique, GC also only allows multiple pairwise analyses when considering the multichannel case [13].

To overcome these limitations, partial directed coherence (PDC) was later proposed for EEG connectivity studies [13]. PDC extends the concepts of coherence and GC to multichannel time series and allows the simultaneous modeling of all channels with a multivariate autoregressive (mAR) model. This has the advantages of allowing differentiation of direct and indirect causal influences among interacting entities and giving more reliable estimations of causality than bivariate techniques. Moreover, since neural signals often exhibit frequency-specific oscillatory activity, the ability of providing spectral information of causal relations makes PDC an attractive tool for neuroscience studies. Examples of applications of PDC to real data include the study of brain networks in rats during different behavioral states [15] and the identification of oscillatory brain interactions in human during object recognition [16].

However, the computation of PDC poses several technical challenges in real applications, especially when the number of EEG channels of interest is relatively large in practice (e.g., 20). As noted in [9], the successful estimation of PDC depends on both the proper fitting of the mAR model to the data and also the accuracy of the specific parameter estimations, which in turn are dependent upon the number of channels, optimal mAR model order selection and sample sizes of training data [14]. In general, a higher model order allows more data dynamics to be captured and gives a higher frequency resolution, but at the expense of a greater
number of parameters to be estimated. For instance, consider an EEG dataset consisting of 20 channels, each increment in the model order will result in an addition of 400 parameters to be determined. When only limited observations are available, such a large number of parameters may create statistical instability for ordinary maximum likelihood estimators [46]. Thus, it is of critical importance in practice to make a good trade-off between model complexity and estimation accuracy. In addition, the underlying assumption of full connections implicit in a regular mAR model used for PDC is questionable in EEG connectivity analysis, especially when the effects of volume conduction, which may erroneously suggest connections between channels, are accounted for. In other words, the connections between EEG nodes (or brain regions) may be considered a priori to form a sparse network.

The above observations motivate us to incorporate a sparse mAR model into the current PDC technique. In an effort to resolve a similar concern in functional magnetic resonance imaging (fMRI) studies, Valdés-Sosa et al. [46] proposed modeling fMRI data using sparse mAR models in which the parameters are estimated using penalized regression. Penalized regression automatically shrinks small regression coefficients to zero during the estimation process. Thus, the resulting mAR coefficient matrix naturally have sparse structures, meaning that only small number of elements are non-zero. In this chapter, we propose a sparse mAR-based PDC technique in which PDC estimates are derived from sparse mAR coefficient matrices given by penalized regression. Penalized regression effectively reduces the number of free parameters to be estimated, which is particularly important when the data is of limited sample size. We evaluate the performance of the proposed approach using both simulated data and real EEG data.

This chapter is organized as follows: in Section 2.2, we first describe the regular and sparse mAR models and the parameter estimation techniques. The PDC function is defined in Section 2.2.2. In Section 2.3, the performance of regular mAR- and sparse mAR-based PDC are compared. Finally, we conclude in Section 2.4.
2.2 Methods

We first review regular mAR models and least square-based parameter estimation techniques. We then introduce the concept of sparse mAR and present penalized regression methods for solving such sparse problems. Finally, the definition of PDC is given in Section 2.2.2.

2.2.1 Sparse mAR Model

In a regular mAR model, the multivariate time series at each time point is represented as a linear, weighted sum of its previous time points, and it can be formulated as

\[ y(t) = \sum_{p=1}^{P} A_p y(t-p) + e(t), \]  

(2.1)

where the observation \( y(t) \) is a \( D \)-dimensional vector at time \( t \), \( P \) denotes the order of the mAR model, and \( e(t) \) is a \( D \)-dimensional vector denoting multivariate white Gaussian noise. The mAR coefficient \( A_p \) is a \( D \times D \) matrix, where element \( A_p(i, j) \) measures the influence node \( j \) exerts on node \( i \) after \( p \) time points. In the regression framework, Eqn. 2.1 can be rewritten as

\[ Z = XB + E \]

(2.2)

where

\[
Z = Y_{P+1:N} \\
X = \begin{bmatrix} \begin{bmatrix} y(P+1), \ y(P+2), \ldots, \ y(N) \end{bmatrix} \end{bmatrix}^T \in \mathbb{R}^{(N-P) \times D}, \\
B = \begin{bmatrix} A_1, \ A_2, \ldots, A_P \end{bmatrix}^T \in \mathbb{R}^{DP \times D}, \\
E = \begin{bmatrix} e(P+1), \ e(P+2), \ldots, e(N) \end{bmatrix}^T \in \mathbb{R}^{(N-P) \times D}.
\]

Eqn. 2.2 can be solved using the maximum likelihood (ML) approach. Under the indepen-
dent and identically distributed (i.i.d.) white noise assumption of $E$, the estimate of regression coefficients is obtained by minimizing the mean square error for each node $i = 1, 2, \ldots, D$:

$$
\hat{\beta}_i = \arg\min_{\beta_i} \| (z_i - X^i \beta_i) \|^2, \tag{2.3}
$$

where $z_i$ and $\beta_i$ are the $i$-th column of $Z$ and $B$, respectively.

It is worth emphasizing that the performance of the ML estimator is highly dependent on the sample size $N$ and the number of parameters to be estimated. In real applications, the available data points are often limited, which in turn leads to poor estimation accuracy. Furthermore, the estimated coefficients yielded by the least square (LS) approach in Eqn. 2.3 are typically non-zero, which makes neurobiological interpretation of results (e.g. identifying brain connectivity patterns in EEG studies) difficult. Such non-zero observation is also against the sparsity assumption in brain connectivity networks.

To address these issues, a possible solution is to impose sparsity constraint on the mAR coefficients (i.e. $A_p$ matrix) and perform variable selection using penalized regression methods [46]. The basic idea of penalized regression is to maximize the likelihood while at the same time, penalize complex models. In terms of mathematical formulation, penalized regression can be expressed as the minimization of the penalized least square function:

$$
\hat{\beta}_i = \arg\min_{\beta_i} \| (z_i - X^i \beta_i) \|^2 + \lambda \sum_{k=1}^{DP} g(|\beta_i(k)|), \tag{2.4}
$$

where $\beta_i(k)$ is the $k$-th element of the regression coefficient vector $\beta_i$ and $\lambda$ is the regularization parameter which controls the amount of penalization imposed on the solution. In the work, the value of $\lambda$ is determined using Bayesian information criterion (BIC). BIC is widely used for model selection in linear regression and is defined as $BIC = -2 \ln L + K \ln(n)$, where $L$ is the likelihood of the estimated model, $K$ is the number of free parameters to be estimated and $n$ is the number of observations. The model with the smallest value of BIC is selected. The function $g(\cdot)$ is the penalty function applied to each regression coefficient. Several dif-
Different penalty functions have been introduced in the literature, including ridge, LASSO and SCAD, and they are illustrated in Fig. 2.1. An overview of these penalty functions can be found in [47]. In this work, the popular LASSO penalization,

$$g(|\beta_j|) = |\beta_j|,$$  

is chosen due to its ability to automatically set small coefficients to zero, which effectively yields sparse solution. This special property, also known as the sparsity property, is particularly useful in variable selection problems [47].

To solve the optimization problem in Eqn. 2.4, the technique we use is the local quadratic approximation (LQA) algorithm, proposed by Fan and Li [47]. LQA first casts the problem of penalized least square minimization presented in Eqn. 2.4 into a penalized likelihood maximization problem. It further addresses the issue of singularity at the origin that exists in penalty functions such as LASSO and SCAD by locally approximating $$g(|\beta_j|)$$ with a quadratic function. The resulting penalized likelihood function becomes both differentiable and concave, and it can easily solved using gradient-based optimization algorithms such as Newton-Raphson. A detailed description of the LQA algorithm can be found in [47].
2.2.2 Partial Directed Coherence

PDC can be considered as the frequency-domain representation of GC. It involves the transformation of the mAR coefficients in Eqn. 2.2 into the frequency domain via the Fourier transform

\[ \mathbf{A}_f = \mathbf{I} - \sum_{p=1}^{P} \mathbf{A}_p e^{-i2\pi f p}, \]  

(2.6)

where \( \mathbf{A}_f \) is a \( D \times D \) matrix denoting the Fourier transform of time-domain mAR coefficients \( \mathbf{A}_p \), \( p = 1, \ldots, P \), at frequency \( f \) with elements \( \mathbf{A}_f(i,j) \), \( i, j = 1, \ldots, D \) and \( \mathbf{I} \) is a \( D \times D \) identity matrix. The estimate of PDC from the node \( j \) to the node \( i \) is defined as

\[ \pi_{i \leftarrow j}(f) = \frac{\mathbf{A}_f(i,j)}{\sqrt{\sum_{m=1}^{D} |\mathbf{A}_f(m,j)|^2}}. \]  

(2.7)

PDC takes on a value between 0 and 1. It measures the relative interaction strengths with respect to a given source signal. The PDC \( \pi_{i \leftarrow j}(f) \) describes the linear pairwise relatedness between nodes \( i \) and \( j \) as a function of frequency after discounting the effect of other simultaneously observed series.

To infer the connectivity patterns based on PDC, an important step is to assess the significance level of the estimates. However, as mentioned by Baccala and Sameshima in [13], the theoretical distribution of the PDC measure is generally unknown and, therefore, determination of the estimate significance still remains an open question. Various different techniques have been proposed to address this issue. In this work, we adopt the surrogate data approach described in [19]. First, the signals are transformed by Fourier transform to the frequency domain, and then a random variable, which is generated uniformly in the range \( [0, 2\pi) \), is added to the original phase of each signal. The surrogate data are obtained by performing inverse Fourier transform on the “phase-randomized” data. By construction, the resulting surrogate data will have the same power spectrum as the original data, but the causal relations between signals are destroyed. This procedure is repeated many times (500 times in this work), and the PDC values derived from these surrogate data form a null distribution. The PDC value from
the original signals is compared with the null distribution to obtain a p-value. If the p-value is smaller than a pre-defined significance threshold (e.g. 0.05), a connection is assumed being present.

2.3 Results

In this section, we will first examine the PDC results produced by sparse mAR models and by regular mAR models when fitted to simulated data. Next, we will present a case study where the proposed sparse mAR-based PDC is applied to real EEG data collected from an motor task where visual stimuli were presented in a virtual environment.

2.3.1 Simulated Data

To compare the PDC estimates produced by sparse mAR models and by regular mAR models, an 18-channel, second-order (i.e. $P = 2$) mAR system is simulated. The additive noise term $\mathbf{e}(t)$ is uncorrelated, white Gaussian noise with zero-mean and unit variance, and the data length is set to be 2,000. Note that, to illustrate the effects of estimation errors in mAR coefficients on PDC values, such a data length is purposely chosen as to be comparable with the length in real EEG data. The mAR coefficient matrices are $18 \times 18$ sparse matrices where the values of the non-zero elements are chosen similarly as in [13], and they are given by

$$A_1(2, 13) = 0.95\sqrt{2}, \quad A_2(1, 1) = -0.9025,$$
$$A_1(2, 1) = -0.5, \quad A_2(3, 2) = 0.4,$$
$$A_1(10, 13) = -0.5, \quad A_2(16, 18) = -0.2,$$
$$A_1(13, 14) = 0.25\sqrt{2}, \quad A_2(4, 16) = 0.7,$$
$$A_1(10, 2) = 0.25\sqrt{2},$$
$$A_1(5, 4) = -0.25\sqrt{2},$$
$$A_1(5, 5) = 0.25\sqrt{2}.$$

First, to compare the performance of regular mAR models and sparse mAR models in detecting connectivity between channels, a second-order regular mAR model and a sparse mAR model are separately fitted to the simulated data. Their respective PDC networks including
only significant connections with $p < 0.01$ (based on 500 surrogate datasets) are shown in Fig. 2.2. The sparse mAR model correctly identifies all causal relations, whereas in the case of the regular mAR model, several connections are falsely identified.

Since the model order is typically unknown in practical problems, we next investigate the effects of the model order (i.e., choice of $P$ in Eqn. 2.2) on PDC. Regular and sparse mAR models of order 2, 5, 7 and 10 are fitted to the simulated data. The resulting PDC curves of two selected connections are plotted in Fig. 2.3. We first present an example of no causal relation by looking at the PDC from channel 2 to channel 18 in Fig. 2.3a. Given that
\[ A_1(18, 2) = A_2(18, 2) = 0, \] the true PDC is \( \pi_{18\leftarrow 2}(f) = 0, \) indicating the absence of direct causal influence from channel 2 to channel 18. When the PDC is calculated based on \( A_p \) given by the sparse mAR models, regardless of the choice of model order, the estimated PDC curves (lines with crosses as markers) closely approximate the true PDC (line with squares) at all frequencies, except that when \( P = 10, \) the estimated PDC is slightly greater than zero \( (\pi_{18\leftarrow 2}(f) \sim 0.01). \) On the other hand, the estimated PDC given by regular mAR (lines with circles) noticeably deviates from the true PDC and the deviation increases as the model order increases. When the 0.01 significance threshold given by the surrogate data is applied, the PDC estimates given by the regular mAR model, regardless the model order, are being considered statistically significant for most frequencies, even though there is no causal influence from \( Y_2 \) to \( Y_{18} \) in the true model. Similar observations are also noted in other connections. This ultimately results in falsely identified connectivity patterns.

An example of non-zero connectivity that we look at is from channel 13 to channel 2. In this case, as shown in Fig. 2.3b, the true PDC \( \pi_{2\leftarrow 13} \) takes on the value of 0.769 at all frequencies. The sparse mAR-based PDC estimates provide very close approximation to the true values and the deviations are around 0.01 for all model orders. In the case of regular mAR, similar to the connection from \( Y_{18} \) to \( Y_{12} \), the PDC estimates differ from the true PDC considerably. One observation worth pointing out is that, when \( P = 10, \) the traditional PDC estimate fluctuates substantially across considered frequencies. This artifact can be attributed to the estimation errors incurred when highly complex mAR models are trained by limited data points, and it may lead to misleading interpretations of spectral properties of the underlying system.

### 2.3.2 Case Study: EEG Analysis

Next, we apply the proposed technique to the EEG data collected from a virtual reality experiment. In this experiment, 7 healthy subjects were recruited and asked to respond to visual stimuli in a computer-simulated virtual environment. The stimuli consists of 150 virtual balls that were sequentially launched and loomed directly towards the subject. Among these 150
Figure 2.3: PDC of selected connections. In (a), the line with starts represents the significance threshold of $p = 0.01$. Note that most parts of the regular mAR-based PDC curves are above the significance threshold even though there is no causal influence from $Y_2$ to $Y_{18}$.
balls, 50% of the balls were distracter balls and the other 50% are target balls. The distracter balls remained white in color during the course of their trajectory whereas the target balls were initially launched as distracter balls (i.e. white in color) and after approximately 1.5 seconds, the target balls revealed itself by changing color from white to blue. Subjects were instructed to ignore distracter balls and reach out to block target balls with a virtual paddle as soon as they turned blue.

To record the brain activity, subjects were fitted with an EEG cap with 18 active channels placed according to the international 10-20 placement systems. The placement of the electrodes is shown in Fig. 2.4, and they are, starting from the top left corner, FP1, FP2, F7, F3, FZ, F4, F8, T7, C3, CZ, C4, T8, P7, P3, PZ, P4, O1 and O2. Two additional electrodes were placed above and below the eye for detecting eye-movement artifacts. EEG signals were recorded using the SynAmps<sup>2</sup> amplifier and Scan4 software (NeuroScan<sup>®</sup>, Compumedics<sup>®</sup>, Texas, USA). The data were digitally sampled at 1000Hz and later downsampled to 250Hz. To eliminate eye artifacts, independent component analysis (ICA) was applied to the EEG recordings using the procedure described by Jung <i>et al.</i> in [48]. The denoised data were bandpassed between 5-100Hz.

For the analysis, only EEG signals collected during the course of successfully blocked target balls are used. Moreover, for each target ball, the EEG signals are segmented into two parts: <i>pre-reveal</i> period, which is between the time the target was launched and the time the target revealed itself, and <i>post-reveal</i> period, which is between the time the target revealed itself and the time the target was blocked by the subject. Third order regular mAR models and third order sparse mAR models are separately fitted to the <i>pre-reveal</i> period and <i>post-reveal</i> period. PDC values are calculated based on the estimated mAR coefficients. To study the effects of ball launch, PDC values from <i>pre-reveal</i> period is subtracted from <i>pre-reveal</i> period. Let $\triangle PDC_{\text{regular}}$ and $\triangle PDC_{\text{sparse}}$ denote the PDC differences given by regular mAR and sparse mAR, respectively. Student t-tests are separately applied to $\triangle PDC_{\text{regular}}$ and $\triangle PDC_{\text{sparse}}$, and the significant connections ($p < 0.05$) are shown in Fig. 2.4. The $\triangle PDC_{\text{sparse}}$ results are consistent with demonstrating frontal gamma synchronization in the
frontal area of cortex in response to complex visual stimuli requiring interpretation [49]. In particular, the $\Delta PDC_{regular}$ and $\Delta PDC_{sparse}$ curves for the connection from CZ to F8, which has the smallest p value in the connectivity network, is shown in Fig. 2.5. The midline of $\Delta PDC_{sparse}$ curves and the associating standard deviation (shown by the vertical error bars) are consistently below zero, whereas the standard deviation of $\Delta PDC_{regular}$ curves is noticeably larger and span both positive and negative values, which makes neurological interpretation difficult.

### 2.4 Conclusion

The proposed sparse mAR-based PDC estimates are shown to be more accurate and consistent in simulations. In a real EEG study, the results from the sparse mAR-based PDC approach were consistent with prior studies emphasizing frontal gamma oscillations. Our results suggest that when the number of data points are limited as often the case in real word applications, the sparse mAR-based PDC formulation is more suitable for real EEG analysis by accommodating the sparse nature of brain connectivity network and naturally addressing the concern of model order selection, and that PDC results based on the regular mAR approach should be interpreted with caution.
Figure 2.5: Average $\triangle PDC_{\text{regular}}$ and $\triangle PDC_{\text{sparse}}$ curves across all subjects for the connection from CZ to F8. The vertical lines represent the standard deviation.
Chapter 3

Altered Directional Connectivity in Parkinson’s Disease Using Sparse PDC

3.1 Introduction

The Parkinsonian state is associated with abnormal oscillatory activity in the basal ganglia (BG) and related BG-cortical loops. The local field potential (LFP) recordings in the subthalamic nucleus (STN) and the internal segment of the globus pallidus (GPi) during deep brain stimulation (DBS) surgery for Parkinson’s disease (PD) have revealed the presence of exaggerated synchrony in the 13-30 Hz frequency range [50, 51]. These beta-band oscillations are suppressed by behaviorally-relevant stimuli [52–54] and levodopa medication [51, 55, 56]. In addition, the degree of levodopa-induced beta-band power suppression in STN LFPs correlates with clinical improvements in both rigidity and bradykinesia [40]. Moreover, direct stimulation of the STN at 20 Hz has been shown to slow motor performance, thus providing further evidence that abnormal BG oscillatory activity in the beta-band may contribute to the slowing of movement typical of PD [57]. In contrast, high frequency (100-180 Hz) DBS of the STN results in suppression of beta-band LFP activity that also correlates with
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improvements in motor performance [41].

Although prior work on oscillatory activity in PD has emphasized findings from STN recordings, there is increasing recognition that the cortex might be involved in the generation and propagation of abnormal rhythms to a greater degree than has been previously recognized [58]. In fact, abnormal oscillatory activity in PD is not limited to the STN and GPi but rather is a network phenomenon, present throughout the BG-thalamocortical circuitry [51, 56, 59–61]. In addition, high-frequency DBS induces antidromic stimulation of layer V cortical cells in anesthetized healthy and 6-OHDA-lesioned rodents [62] and the size of the antidromic evoked potential correlates with therapeutic improvements from akinesia in awake freely moving rats [63]. Further insight into DBS mechanisms has been obtained via optical deconstruction of the parkinsonian neural circuitry in rats, suggesting that the primary site of DBS action is not the STN, but, in fact, the motor cortex [64]. Furthermore, in humans, single-pulse transcranial magnetic stimulation (TMS) of the primary motor area and supplementary motor area in PD patients at rest and off levodopa medication, has been shown to result in a decrease of beta-band activity in the STN [65].

These results suggest that further exploration into the role of cortical oscillatory activity in PD is warranted. Several previous studies have mainly focused on the investigation of cortical-STN coherence via concurrent scalp EEG (with a limited number of electrodes due to experimental limitations) and depth STN recordings in PD patients [56, 60, 66–69]. However, only a few EEG studies have investigated functional cortico-cortical connectivity in the context of abnormal oscillatory activity in PD, again utilizing coherence as a measure of coupling between cortical regions [70, 71]. Other studies have used magnetoencephalogram (MEG) to measure functional connectivity in PD using a synchronization likelihood (SL) technique (a general measure of linear and non-linear temporal correlations between time series) but only investigated the resting state [4]. The present study aims to expand on these previous studies by using a method of analysis that would allow us not only to establish interrelations between EEG nodes or cortical areas, but also to infer causal dependencies between them. PDC methods appear particularly well-suited to investigation of cortical oscillatory activity
from the EEG [72–74] as they allow the measurement of the strength of directional connectivity between two nodes or regions of interest, (and hence infer a measure of causality) while at the same time discounting the effect of all other neighboring nodes [13]. Since PDC-based methods take into account the influence of other nodes when assessing the connectivity between any given pair of signals, they are also more robust to volume conduction effects that affect standard coherence techniques [75–77].

In order to assess EEG-based cortical connectivity in the context of modulation of abnormal brain rhythms in PD, we investigated movement preparation and execution during a choice reaction task. This type of paradigm has been commonly used in studies investigating LFP activity in the BG, and has been shown to modulate beta-band activity in STN recordings [52–54, 60, 67]. In contrast to prior EEG studies on abnormal oscillatory activity in PD [70, 71] we also assessed modulation of brain rhythms in age-matched normal controls, who demonstrated robust reductions in beta-band connectivity between occipital and left sensorimotor regions, likely reflecting the visually-guided nature of the task.

3.2 Methods

3.2.1 Overview

Sparse multivariate autoregressive-based PDC (sparse mAR-PDC) connectivity analysis included a visualization of the temporal dynamics of connectivity during each experimental trial interval, and a quantitative, frequency-dependent analysis of connectivity during both the preparatory and movement phases of the motor task. In addition to connectivity analysis, we also utilized spectral analysis in order to both assess power changes in the regions of interest, and to compare our techniques with more traditional methods of analysis. All analyses were conducted using the Matlab Signal Processing Toolbox, and custom Matlab scripts.
3.2.2 Sparse mAR-PDC Connectivity Analysis

Directional connectivity between pairs of electrode regions (5 × 5 connections, minus 5 non-meaningful auto-connections) was determined by computing the PDC connectivity spectrum, based on a 5th order sparse mAR model for each individual trial. Briefly, sparse mAR-PDC involves first fitting of a P-th order mAR model to the data. The sparsity constraint on the mAR model is obtained via penalized regression, which jointly limits the number of parameters to be estimated and reduces computational demands. Once the sparse mAR coefficients are determined, they are transformed into the frequency domain via the Fourier transform, and the estimate of the PDC between two nodes (or regions of nodes) is calculated (refer to Section 2.2 for a detailed description). The PDC takes a value between 0 and 1 and describes the pair-wise strength of directional interaction between two nodes as a function of frequency, while at the same time discounting the effect of other simultaneously active nodes.

One major assumption of the mAR model is stationarity of modeled signals. In order to capture the temporal evolution of connectivity patterns during dynamic movements, we used an overlapping time window and the PDC was calculated using the time samples within each window. This technique produced a PDC spectrogram or so-called “PDCogram”, which forms a three dimensional matrix of time, frequency and connectivity strength. The optimal window length and amount of overlapping between successive windows are determined based on the desired temporal and spectral resolutions.

3.2.3 Spectral Analysis

For each subject group (Controls, PD-OFF, PD-ON) and each subject, trials were analyzed separately by computing short-time Fourier transform spectrograms (‘spectrogram’ function in Matlab) over the 1-50 Hz frequency range for each individual trial and for the baseline period. As for the sparse mAR-PDC connectivity analysis, trials were truncated to the shortest trial length to ensure consistency. The window size used was 125 samples and the window shift was 16 samples. For each trial and each electrode region, the mean baseline log power spectrum was subtracted from the task spectral estimate to obtain normalized values. Again,
for visualization, individual trial spectrograms for each electrode region were averaged within each subject and then averaged across all subjects within one group to obtain group values.

### 3.3 Experimental Data

#### 3.3.1 Subjects

Ten volunteers with clinically diagnosed PD participated in our study (two women, eight men, mean age 60.50 ± 9.71 years, one left-handed). The study was approved by the University of British Columbia Clinical Research Ethics Board (CREB), and all subjects gave written informed consent prior to participation. All patients were recruited from the Movement Disorders Clinic at the University of British Columbia, and had mild to moderately severe PD (Hoehn and Yahr Stage 1-3); their clinical details are summarized in Table 3.1. Exclusion criteria included atypical Parkinsonism, presence of other neurological conditions, and visual conditions requiring correction beyond the use of eyeglasses or contact lenses. All patients were on levodopa medication. We also recruited ten healthy aged-matched volunteers (five women, five men, mean age 59.60 ± 8.96 years, one left-handed) without active neurological disorders.

All patients stopped their L-dopa medication overnight for a minimum of 12hrs, and any dopamine agonist medication for at least 18hrs. The mean Unified Parkinson’s Disease Rating Scale (UPDRS) motor score in the off medication (PD-OFF) state was 26.00 ± 8.15. After completing the task in the PD-OFF state, patients were given their usual morning dose of levodopa (180 ± 58.69 mg). After an interval of approximately 1hr, introduced to ensure that the medication reached peak dose, subjects repeated the task while on medication (PD-ON). Control subjects performed the task only once. However, we deemed practice effects to have reached saturation in both control and PD subjects based on a sufficient number of practice trials, as determined in previous work from our group [78–80].
### Table 3.1: Summary of patient details.

<table>
<thead>
<tr>
<th>Subject</th>
<th>Disease Duration (yrs)</th>
<th>Age</th>
<th>Gender</th>
<th>Handedness</th>
<th>Motor UPDRS Part III (OFF)</th>
<th>Levodopa Daily Dose (mg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>P004</td>
<td>4</td>
<td>64</td>
<td>M</td>
<td>R</td>
<td>30</td>
<td>600</td>
</tr>
<tr>
<td>P005</td>
<td>4</td>
<td>44</td>
<td>M</td>
<td>R</td>
<td>16</td>
<td>300</td>
</tr>
<tr>
<td>P006</td>
<td>5</td>
<td>75</td>
<td>M</td>
<td>R</td>
<td>35</td>
<td>400</td>
</tr>
<tr>
<td>P007</td>
<td>8</td>
<td>66</td>
<td>M</td>
<td>R</td>
<td>25</td>
<td>450</td>
</tr>
<tr>
<td>P008</td>
<td>12</td>
<td>62</td>
<td>M</td>
<td>R</td>
<td>17</td>
<td>800</td>
</tr>
<tr>
<td>P010</td>
<td>9</td>
<td>64</td>
<td>M</td>
<td>R</td>
<td>19</td>
<td>800</td>
</tr>
<tr>
<td>P011</td>
<td>16</td>
<td>58</td>
<td>F</td>
<td>R</td>
<td>22</td>
<td>900</td>
</tr>
<tr>
<td>P012</td>
<td>7</td>
<td>55</td>
<td>M</td>
<td>R</td>
<td>31</td>
<td>500</td>
</tr>
<tr>
<td>P014</td>
<td>4</td>
<td>47</td>
<td>F</td>
<td>L</td>
<td>24</td>
<td>400</td>
</tr>
<tr>
<td>P016</td>
<td>16</td>
<td>70</td>
<td>M</td>
<td>R</td>
<td>41</td>
<td>950</td>
</tr>
<tr>
<td>AVG</td>
<td>8.50</td>
<td>60.5</td>
<td></td>
<td></td>
<td>26.00</td>
<td>610.00</td>
</tr>
<tr>
<td>STDEV</td>
<td>4.72</td>
<td>9.71</td>
<td></td>
<td></td>
<td>8.15</td>
<td>234.28</td>
</tr>
</tbody>
</table>

#### 3.3.2 Behavioral Paradigm

Subjects performed a visually guided choice reaction task using a joystick while sitting 1.5 meters away from a large screen. The task was modified from a paradigm previously shown to modulate beta-band activity in STN LFP recordings [52]. Each trial began with the presentation of a small fixation cross at the centre of the screen. After 250 ms, four circular targets appeared (non-predictive cue) around the central cross (Fig. 3.1). After 2500 ms, a pseudorandomly selected target turned yellow (Go cue). Subjects were instructed to use the joystick to guide a white cursor over the target as fast as possible (within 2000 ms of the Go cue). Once the target was reached, it turned green for 1000 ms, and during this time subjects returned the joystick to its resting position. Lastly, the fixation cross was again presented for 1500 ms.
Figure 3.1: Joystick task schematics. “Cue” indicates the non-predictive cue. Each trial was defined as the time from the initial presentation of the central fixation cross, to the end of the 1500 ms interval (last panel on the right).

We utilized 68 trials, with an equal number of targets in each direction. Target timing and direction were pseudo-randomized but the same sequence of trials was presented to each subject. Subjects underwent both basic joystick training and specific training on the task (12 trials, as determined in pilot trials). If the subjects moved the joystick prematurely, or failed to reach the target on time, the trial was removed from subsequent analysis. Reaction times (i.e., the start of a movement, as determined by change in initial joystick position) and response times (i.e., the time for subjects to reach a target) were recorded. Rest data were also collected while subjects were fixating on the central cross for 1 minute at the beginning of all the trials. The visual stimuli presented during the task were designed in Matlab (The Mathworks Inc., Massachusetts), using the Psychophysics Toolbox Version 3 [81].

3.3.3 Data Collection and Analysis

Subjects were fitted with an EEG cap (Synamps<sup>2</sup> Quik-Cap, Neuroscan, Compumedics, Texas USA) with 19 active channels using the international 10-20 placement system, referenced to the mastoids. Artifacts due to eye movements were recorded by surface electrodes placed
above and below the eyes (Xltek, Ontario, Canada). EEG data were recorded at 1000 Hz and stored via the Synamps2 amplifier system and Scan4.3 software (Neuroscan, Compumedics, Texas USA). Alignment of EEG data to task-related events was performed by sending Matlab-coded TTL pulses via the parallel port from the stimulus computer to the Synamps2 system. TTL pulses were then recorded as event-specific timestamps by the Scan 4.3 software.

Data were later down-sampled to 250 Hz, and eye and EMG-derived artifacts were removed via the Automatic Artifact Removal (AAR) toolbox v1.3 [82] of the EEGLab open source Matlab Toolbox [83]. The denoised data were then bandpassed at 1-100 Hz, normalized to unit variance, de-trended (‘detrend’, Matlab) and averaged over five electrode regions. (Fig. 3.2; Fronto-Central (FCentral): Fp1, Fp2, F3, F4, F7, F8, Fz; Left Sensorimotor (LSm): C3, P3, T7, P7; Right Sensorimotor (RSm): C4, P4, T8, P8; Central: Cz, Pz and Occipital: O1, O2).

Fp1/Fp2, as well as F3/F4 and F7/F8 have all been shown to correspond to frontal areas, while C3/C4 correspond to Brodmann area 4, and P3/P4 to Brodmann area 7 [84] and were thus grouped together with parietal (P7/P8) and temporal (T7/T8) electrodes as ‘sensorimotor’ areas for simplicity and ease of computation. O1 and O2 correspond to Brodmann area 17, the primary visual cortex [84]. Last, Cz and Pz correspond to central and parietal midline areas [85].

For analysis purposes, data were segmented into individual trials. A trial was defined as the time from the initial presentation of the fixation cross to the end of the 1500 ms interval (Fig. 3.1). In order to ensure that trials were all the same length, they were truncated to the shortest trial length (5816 ms). Baseline data were obtained from the rest recordings performed at the beginning of the experimental task, while subjects where fixating on the cross presented at the centre of the screen.

For each trial and each electrode region, the mean baseline PDC was subtracted from the task PDC in order to produce baseline-normalized connectivity values. The window size for the PDC connectivity spectrogram was 120 samples (480 ms), the window overlapping was 16 samples (64 ms) and the PDC was computed over the 1-50 Hz frequency range (with 1
Figure 3.2: Headplot of electrode regions. Electrode placement is based on the 10-20 system.

Hz resolution). For visualization purposes, individual trial PDCograms were averaged within each subject and then averaged across all subjects within each group, for each direction of connectivity between all possible pairs of electrode regions. Each PDCogram data point thus provides information on the strength of directional connectivity with respect to rest, at a specific frequency and time, for a pair of nodes or electrode regions.

3.3.4 Movement Preparation (PRE) and Movement (MOV) Phases

We quantitatively assessed the results of the temporal dynamics analysis by calculating the average power spectrum and average PDC connectivity spectrum with respect to rest during both the preparatory and movement phases of the motor task. The preparatory phase of movement (‘PRE’) was defined as the portion of the interval preceding the Go cue (0 to 2750 ms), and the movement (‘MOV’) phase was defined as the part of interval immediately following the Go cue and lasting until the average response time for all groups (2750 ms
to 3590 ms). Response time was defined as the time the subject had reached the target by using the joystick to guide the white cursor. We utilized response time as opposed to reaction time in order to include the entire extent of the joystick-based movement. The average power spectra and the average PDC connectivity spectra over the 1-50 Hz frequency range were extracted from the temporal dynamics data for PRE and MOV for each individual subject, and mean group values were then computed. Error bars were obtained via leave-one-out cross-validation.

To determine the differences in the band-power and connectivity modulations between subject groups, individual trial power and PDC spectral values were averaged over the aforementioned frequency bands and one-way analysis of variance (ANOVA) tests (nested design with “subject group” as between factor and “subject” as within factor) were performed between every pair of subject groups (Controls vs. PD-OFF, Controls vs. PD-ON and PD-OFF vs. PD-ON). A separate ANOVA test was performed for each region and connection pair. Significance was established with false discovery rate (FDR)-corrected value of 0.0051 for band-power (initial $\alpha = 0.01$, corrected for 5 regions, 5 frequency bands and 3 group pairs), and 0.0050 for PDC (initial $\alpha = 0.01$, corrected for 20 connections, 5 frequency bands, and 3 group pairs).

To assess the clinical significance of the PDC values, individual subject PDC connectivity spectra values for PD-OFF were then averaged over different frequency bands (theta: 4-7 Hz, alpha: 8-12 Hz, beta: 13-30 Hz and low-gamma: 31-50 Hz) and correlated with UPDRS III OFF motor scores, using a robust regression (‘robustfit’, Matlab). Analysis was performed for each connection pair separately. Significance was established with a FDR-corrected alpha level of 0.025 (initial $\alpha = 0.05$, corrected for 20 connections, 4 frequency bands, and 2 task intervals).
3.4 Results

3.4.1 Behavioral Measurements

PD-OFF subjects showed increased response times as compared to both PD-ON and age-matched controls (Controls: \(0.76 \pm 0.15\)s, PD-OFF: \(0.92 \pm 0.11\)s, PD-ON: \(0.86 \pm 0.13\)s). Response times for PD-OFF and PD-ON were significantly different from one another when the effect of the medication was examined (Paired t-test, \(p = 0.035\)), but only PD-OFF was significantly different from control subjects (Student’s t-test, PD-OFF: \(p = 0.020\) and PD-ON: \(p = 0.155\)). A similar trend was found when examining reaction times (Controls: \(0.47 \pm 0.06\)s, PD-OFF: \(0.51 \pm 0.05\)s, PD-ON: \(0.48 \pm 0.04\)s). Again, reaction times for PD-OFF and PD-ON were significantly different from one another (\(p = 0.014\)), but not from control subjects (\(p = 0.206\) and \(p = 0.973\), respectively).

3.4.2 Frequency Spectra

In normal subjects, spectrograms showed a brief decrease in power relative to baseline in the 10-25 Hz range following the non-predictive cue (Fig. 3.3). Power suppression also occurred approximately 1 s before the Go cue, particularly in the FCentral, LSm and Occipital regions. Following the onset of the imperative cue, a large power suppression in the 13-30Hz range was then observed across all regions. This power suppression lasted until approximately 0.5s following the average response time for each group, presumably due to the fact that subjects were instructed to return the joystick to the center position following target selection. Power rebound in the 20-30 Hz range was then observed in all regions approximately 1s after response time, although its magnitude was less pronounced in the Occipital region. Power increases at lower frequencies (1-10Hz, and up to 15Hz for RSm, Central and Occipital regions) were observed in all regions following the non-predictive cue. Although the power in these frequency ranges renormalized after about 1s from the beginning of the task, a subsequent re-increase was observed during movement in all regions.

In contrast, PD patients OFF medication showed a reduced power suppression in the
10-25 Hz range following the non-predictive cue and immediately before the imperative cue (Fig. 3.3). Similarly, power suppression in the 13-30 Hz range was blunted during movement. Lower-band (1-10 Hz) power modulation was also blunted in PD-OFF patients both following the non-predictive cue and during movement, particularly in the Central region. An increased power rebound was observed in the 15-30 Hz range in PD-OFF subjects as compared to control subjects, particularly in the side ipsilateral to movement (RSm) and in the Occipital region.

Levodopa medication (PD-ON) partially restored beta-band suppression before and during movement, albeit not to the levels observed in controls. Power suppression in the 10-25 Hz range following the non-predictive cue was also partially restored. In contrast, PD-ON subjects demonstrated blunted power modulation in the 1-10 Hz both following the non-predictive cue and in correspondence to movement. The medication also reduced the power rebound following movement.

The PRE (0-2750 ms) and MOV (2750-3590 ms) intervals did reveal task-dependent differences, while only modest region-dependent differences were observed for all groups (Fig. 3.4). Overall, fewer power differences with respect to rest were observed in the PRE phase as opposed to MOV. In the PRE phase, power was generally reduced with respect to rest with the exception of the right RSm and central regions in normal subjects below 10 Hz. Impairment of beta suppression was seen in PD OFF in LSm, Rsm, and Occipital regions. In the gamma band, reduced power suppression was observed in both PD groups in the FCentral and Occipital regions, while enhanced power suppression in PD ON and OFF was observed in the LSm and Central regions.

In the MOV phase, power was increased with respect to rest in Normals < 8 Hz, while a marked decrease in power was observed between 10-35 Hz for all groups. In PD-OFF subjects, beta-band suppression and alpha-band augmentation was significantly less than that compared to controls. While PD-ON subjects had beta-band suppression between that of Normals and PD-OFF subjects, their alpha-band augmentation was in fact worse. In the gamma band, power modulation patterns mirrored those observed in the PRE phase, except
Figure 3.3: Spectrograms for all groups. The five electrode regions (FCentral, LSm, RSm, Central and Occipital) are shown on the left. Indicated are power values with respect to rest, in dB. The vertical red bars indicate average response times for each group, while the vertical white bars indicate the average reaction times. “Cue” and “Go” refer to the non-predictive cue and the imperative cue shown in Fig. 3.1.
in the LSm region where no significant differences between groups were found.

### 3.4.3 Connectivity Analysis

Overall, sparse mAR-PDC based analysis revealed several asymmetries in the bi-directional patterns of connectivity between the 5 regions of interest, as well as a differential involvement of each region in the temporal dynamics. Connections that appeared to be particularly disrupted in PD-OFF subjects were Central ↔ FCentral, LSm ↔ Occipital (Fig. 3.5), as well as RSm ↔ Occipital and Central ↔ Occipital (Fig. 3.6). Overall, PDCograms for PD-OFF subjects showed dramatic changes in connectivity as compared to controls, while PDCograms for PD-ON subjects revealed that levodopa medication failed to completely restore normal patterns of modulation, and that improvement was connection-dependent. In particular, greater medication-dependent improvements were observed for LSm ↔ Occipital (Fig. 3.5 bottom panel), and partially for Central → FCentral (Fig. 3.5 top panel).

The PDC-based quantitative analysis of the PRE and MOV intervals aided further identification of several abnormalities in the connectivity modulation by PD subjects. In the PRE phase (Fig. 3.7), PD-OFF subjects showed disrupted connectivity with respect to rest in several connection pairs. Consistent with that visualized by the PDCograms, information flow was most disrupted in the following connections: Central ↔ FCentral, Occipital → LSm, Occipital ↔ RSm, Central → Occipital. Of these, only the Central → FCentral connection showed an almost complete return to normal modulation patterns following levodopa administration (PD-ON). Levodopa however further deteriorated connectivity in LSm → FCentral, LSm → Central and Occipital → Central.

In order to determine whether eye movements affected the PDC, we extracted the onset of eye movements from the EEG during the artifact-removal processing step. We then assessed the PDC time locked to the eye movements. Specifically, the PDC 320 ms before and 320 ms after the onset of eye movements, when integrated over all conditions, did not show any significant differences (not shown).

Correlation of OFF UPDRS Motor Scores with PRE PDC values for each of the PD-OFF
Figure 3.4: Spectra during PRE and MOV phases for the five regions. An ANOVA test was used to assess significant differences in theta, alpha, beta, combined alpha-beta and low-gamma bands. The PRE phase (left column) and MOV phases (left column) are shown. The triangle indicates significant differences between PD OFF and Normal groups, the star indicates significant differences between PD ON and Normal groups, the circle indicates significant differences between PD ON and PD OFF groups (all at significance of $p < 0.01$).
patients (excluding P016, an outlier with UPRS III Score=41) revealed that PDC values in the Central → FCentral direction of information flow were positively correlated with motor clinical scores in the beta and low-gamma frequency ranges (beta: \( r = 0.818, p = 0.011 \); low-gamma: \( r = 0.55, p = 0.00025 \) a FDR-corrected \( \alpha \) level of 0.025). The correlation with UPDRS scores was particularly strong with the low-gamma frequency (Fig. 3.9).

In the MOV phase (Fig. 3.8), information flow for PD-OFF was again most disrupted in the Central ↔ FCentral, Occipital → LSm, Occipital ↔ RSm and Central → Occipital. In addition, PD-OFF subjects also showed deteriorated modulation of connectivity for the LSm → FCentral and LSm → RSm connections, as compared to the PRE phase. Levodopa medication restored connectivity in the Occipital → LSm direction to levels comparable to those of controls, as well as in the Occipital → RSm (above 10 Hz only) and Central → FCentral directions (above 20 Hz only). As in the PRE phase, levodopa further deteriorated connectivity LSm → FCentral, LSm → Central and Occipital → Central.

Correlation of UPDRS OFF Motor Scores with MOV PDC values again revealed a significant positive correlation between connectivity values for the Central → FCentral connection. Correlations were again significant in the beta and low-gamma frequency ranges, and approached significance in the alpha range (alpha: \( r = 0.698, p = 0.028 \); beta: \( r = 0.930, p = 0.008 \); low-gamma: \( r = 0.9748, p = 0.00012 \) - Fig. 3.9, FDR-corrected \( \alpha = 0.025 \)). In addition, since 7 PD subjects were male and only 2 were female, we performed a post-hoc correlation of subject gender with PD-OFF PDC-values for each connection and each frequency band. No significant correlations were found in either PRE or MOV, with an FDR-corrected \( \alpha \) of 0.025.

### 3.5 Discussion

We have shown that cortical activity in PD subjects performing a visually guided task is characterized not only by abnormal changes in spectral power dynamics over time, but also, more dramatically, by altered directional connectivity. Moreover, these changes can be non-invasively and robustly detected with scalp-based EEG recordings. We found multifaceted
Figure 3.5: PDCograms of FCentral ↔ Central (top) and LSm ↔ Occipital for all groups (bottom). The top row of each figure shows left to right direction of connectivity and the bottom row shows the reverse direction. Colorbars indicate connectivity values with respect to rest (arbitrary units, (a.u.)). The red vertical bar indicates the average response time for each group. ‘N’ indicates Normal controls, ‘PD OFF’ patients off-medication and ‘PD ON’ patients on-medication.
Figure 3.6: PDCograms of RSm ↔ Occipital (top) and Central ↔ Occipital (bottom) for all groups. The top row of each figure shows left to right direction of connectivity and the bottom row shows the reverse direction. Colorbars indicate connectivity values with respect to rest (a.u.). The red vertical bar indicates the average response time for each group. ‘N’ indicates Normal controls, ‘PD OFF’ patients off-medication and ‘PD ON’ patients on-medication.
**Figure 3.7:** PDC Spectra for the PRE phase of the task. In the analysis, each column element is the source of connectivity flow, while each row element is the sink of the connectivity flow. The regions of interest are indicated in the diagonal elements. Normals are indicated in blue, PD OFF in red and PD ON in black. The triangle indicates significant differences between PD OFF and Normal groups, the star indicates significant differences between PD ON and Normal groups, the circle indicates significant differences between PD ON and PD OFF groups (all at significance of $p < 0.01$).
Figure 3.8: PDC Spectra for the MOV phase of the task. In the analysis, each column element is the source of connectivity flow, while each row element is the sink of the connectivity flow. The regions of interest are indicated in the diagonal elements. Normals are indicated in blue, PD OFF in red and PD ON in black. The triangle indicates significant differences between PD OFF and Normal groups, the star indicates significant differences between PD ON and Normal groups, the circle indicates significant differences between PD ON and PD OFF groups (all at significance of $p < 0.01$).
Figure 3.9: Correlation between low-gamma band PDC in the Central → FCentral connection. (top) PRE phase. (bottom) MOV phase.

alterations in connectivity that were only partially restored - and often exacerbated - by levodopa. Most importantly, PDC-based, task and frequency-specific measures of connectivity were found to correlate with UPDRS motor scores in PD-OFF subjects.

A vast majority of seminal studies involving abnormal oscillatory activity in PD have involved patients only, largely because LFP recordings are only available in PD subjects undergoing DBS surgery. In contrast, our study aimed to assess task-dependent modulation of cortical activity across regions of interest, and to directly compare PD subjects and normal controls using a paradigm that has been previously shown to modulate STN LFP activity in PD. Simply looking at the power spectrum in the different regions of interest was capable of distinguishing between control and PD subjects (Fig. 3.3). In control subjects, spectrograms showed reduced spectral power relative to baseline levels during movement at 10-30 Hz, in agreement with previous findings investigating EEG event-related (de)synchronization in visually guided motor tasks and choice reaction tasks [86, 87]. In contrast, PD-OFF subjects
demonstrated impaired spectral power modulation in the 10-25 Hz range both following the non-predictive cue and during movement preparation, and reduced power suppression in the 13-30 Hz band in correspondence to movement. Attenuated preparatory desynchronization in the alpha and beta bands in PD subjects performing a choice reaction task while ON medication has been previously reported [88], and studies describing abnormal activity in the beta band in PD subjects are numerous, both using LFP recordings [51, 55, 59, 60] and MEG [4, 89]. In our study, PD-ON subjects had only partially restored normal modulation of power in the 10-30 Hz range, and blunted modulation in the lower frequencies (< 10 Hz). Other work has shown impaired modulation of low gamma-band activity (31-50 Hz) in PD patients performing an auditory choice reaction task [39]. In particular, patterns of event-related synchronization (ERS) and event-related desynchronization (ERD) in response to auditory cues were altered in fronto-parietal EEG electrodes in PD subjects [39]. Similarly, a recent study has shown increased resting-state EEG coherence in the gamma-band (30-45 Hz) in frontal electrode pairs in PD patients’ ON medication [90]. In our study, PD patients’ ON and OFF medication showed a similarly impaired modulation of -band power, particularly in the FCentral, Central and Occipital regions. Nevertheless, given that the scalp has a low-pass filtering effect and artifacts from cranial muscle activity occur in gamma-band [91], the gamma-band results should perhaps be interpreted with caution, as the MEG may be more appropriate for further investigations.

A key finding of the current study is that although there were overall spectral differences between groups, the differences between regions tended to be relatively modest (Fig. 3.3). In contrast, directional connectivity analysis demonstrated distinctive regional differences within groups, suggesting that altered connectivity may be a more sensitive marker of disruptive oscillations in PD. A previous EEG study demonstrated increased cortico-cortical coherence over the 10-35 Hz range in PD patients at rest [71], but coherence analysis is restricted to forcing the connectivity between electrodes/regions to be symmetric. In contrast, PDC-based analysis revealed task and region-dependent changes in connectivity that were clearly asymmetric: for example, the connectivity from the LSm region to the Occipital re-
region was different to that from Occipital to LSm (Fig. 3.4, bottom panel). In PD subjects OFF medication, PDC-based analysis revealed extensive connectivity disruptions that were often not restored, and, in some cases were even exacerbated by levodopa medication (Fig. 3.4, top panel, and Fig. 3.5, bottom panel).

We found altered connectivity in PD-OFF subjects in posterior regions, specifically in the Occipital → LSm and Occipital ↔ RSm connections. While it is difficult to associate specific EEG electrodes with particular brain areas, we note that a PDC-based method, by simultaneously taking into account all other regions, will tend to be robust to volume conduction, thus allowing some broad interpretations to be made. The occipital electrodes O1 and O2 may relate to Brodmann area 17, the primary visual cortex [84], while electrodes P3, P4 (in the L and RSm regions) overlie Brodmann area 7, involved in visuomotor coordination [84]. Indeed, PD patients have been known to show impairments in the visual system [92–94] as well as visuo-cognitive deficits [95]. There appears to be a pathophysiologic association between BG dysfunction and occipital glucose metabolism reduction in PD, as indicated by a study which showed an inverse correlation between side-to-side finger tapping asymmetries and occipital glucose hypometabolism in PD patients. More recent work revealed occipital and posterior parietal hypoperfusion in PD patients without dementia that correlated with impaired cortical visual processing [96], while other work has shown a correlation of poor performance in visuospatial and visuoperceptual tests with gray matter atrophy in posterior temporal, parietal and occipital regions [97]. Thus, the impairments of posterior connectivity we observed might in part be related to abnormal visual processing during task performance in PD. Further work will be required to determine if alterations in connectivity correspond to specific psychometric indices in PD.

While the spectral differences between PD-OFF and controls were most apparent during the MOV phase, the connectivity analysis detected abnormalities in both preparation and movement in PD. The altered connectivity seen in PD during the movement preparation phase, in the absence of external predictive cues, is perhaps unsurprising given the difficulty that PD subjects demonstrate when performing internally guided movements [98–101] which
may selectively recruit basal ganglia circuits [102, 103]. However, PD-OFF subjects exhibited increased connectivity contralaterally (Occipital $\rightarrow$ LSm), and decreased connectivity ipsilaterally (Occipital $\rightarrow$ RSm) during both movement preparation and execution, a result that might indicate disease-specific changes in visuo-motor processing. PD subjects increasingly recruit externally-guided circuits that rely on somatosensory integration, potentially as a compensatory mechanism [80, 99, 102]. The inability of levodopa to restore these connections implies that visuo-motor changes in PD may still exist in PD subjects on medication.

The connectivity analysis was also more sensitive than spectral analysis in revealing the complex effects of levodopa. We note that the inclusion of normal subjects in our study allowed us to assess whether or not L-dopa medication “improved” or “worsened” connectivity measures by determining if the PD subjects became more or less like normal subjects after medication. While levodopa worsened (or did not improve) spectral power levels below 10 Hz in all five regions, and particularly during movement, the connectivity analysis revealed region-specific changes induced by the medication. During movement preparation, levodopa fully restored connectivity Central $\rightarrow$ FCentral, while during movement execution it best restored connectivity Occipital $\rightarrow$ LSm. In contrast, during both movement and preparation, the medication had a worsening effect on connections with motor components (LSm $\rightarrow$ FCentral and LSm $\rightarrow$ FCentral). Further work is required to determine if side effects of levodopa therapy, which include motor fluctuations and dyskinesias [104, 105], are partially mediated by altered connectivity.

Our results indicate that altered connectivity in PD subjects OFF medication correlates with motor UPDRS scores in the beta and alpha-beta frequency ranges during both movement preparation and execution, as well as in the alpha frequency range during movement only. Altered modulation in the Central $\rightarrow$ FCentral connection might again underlie deficits in visuo-motor processing along a parietal to centro-frontal stream, given that ‘Central’ electrodes (Cz, Pz) are located over the central midline in parietal (Pz) and central areas (Cz is located in front of the central sulcus [85]). However, more work is needed to elucidate the role of this connection via specific visuomotor tests, as well as purely motor or visual paradigms,
given that our task included both motor and visual components. The finding that PDC values for this connection consistently correlated with clinical measures during both phases of the task also raises the possibility that altered connectivity Central → FCentral might be relatively robust to a specific task, and may be possibly utilized in the future as a potential biomarker for PD deficits.

We chose to average the EEG waveforms from the electrodes in each region of interest, but there may be more optimal methods for identifying the contribution of each electrode to the regions of interest. We explored an ICA-based method to determine optimal weighting of individual electrodes (data not shown), but the results obtained were not significantly different from those obtained here by the simpler averaging method. We note that by averaging the potentials of neighboring channels within a brain region, the results are less sensitive to slight variations in EEG cap placements across subjects, likely reducing intersubject variability.

We could have chosen to group the electrodes into more or less than the five groups currently used. Since the PDC must take into account all other connections, we have found that increasing the number of electrode groups (and hence simultaneous connections) to much larger numbers (e.g., 20) results in numerical instability. This is likely due to the fact that we would need a large window size, which may violate the stationarity assumption required for AR model estimation. Already we are looking at relatively short time periods (e.g., the response time), so we do not have room for long window sizes. Furthermore, the averaging technique effectively reduced the number of signals from 20 to 5 and the number of potential connections from 380 to 20, which makes the results much more easily interpretable. For a full 5th order model, using 20 signals would result in 1900 parameters to be estimated. We did use a sparse multivariate autoregressive model to calculate the PDC both to reduce the number of parameters to be estimated, and this in fact may be a more appropriate for EEG analysis as a full-connectivity assumption (i.e., the assumption that each EEG electrode contains activity that is functionally connected to all other nodes). The full-connectivity assumption is at odds with studies demonstrating that the EEG has “small world” network properties. That is, most nodes are not directly connected to one another, but cluster of nodes may communicate via
long-range connections [106, 107]. We therefore chose five regions as a reasonable tradeoff between stability of the PDC calculations and ease of interpretability of the results.

We focused on the period after the cue to assess the movement phase PDC values. This inevitably combined the time before and after reaction time and may be a potential confound if PDC values were different between these phases and reaction times were different across groups. Ideally, it would have been desirable to divide the response time into the pre-reaction and post-reaction times to calculate the PDC. However, technical factors prevent us from doing so: we are dealing with a 5th order (albeit sparse) mAR model with many parameters to estimate, and we believe we would not get reliable models dividing the overall response time. Furthermore although reaction times were different between PD-OFF and PD-ON, there were no significant differences between PD-OFF and controls and PD-ON and controls.

Lastly, due to recruitment limitations, one PD subject was left-handed. We chose to have subjects perform the task with their dominant hand, as the joystick task requires significant dexterity, and would have thus created difficulties in movement execution if subjects were to use their non-dominant hand instead. While subject groups were still directly comparable, as one control subject was also left-handed, it would have been desirable to have greater handedness consistency in our subjects. However, the use of leave-one-out validation techniques did not reveal significant changes in our results when excluding the left-handed subjects from the analysis.

Our results suggest that the use of sparse mAR-PDC-based analysis might be ideally suited to detect connectivity modulation between cortical regions as a function of frequency. While EEG-based methods do not provide the level of spatial resolution offered by fMRI techniques, they allow for excellent temporal resolution and provide information on oscillatory activity in frequency bands of interest. Thus, the use of an EEG analysis method that also provides directional connectivity information -as offered by some fMRI-based techniques [108]- can be beneficial when studying neurological conditions such as PD, that are characterized by abnormal oscillatory activity in cortical and subcortical systems. In the case of PD, information on the modulation of cortical connectivity is particularly valuable given recent results.
pointing to a more important role of the cortex in the modulation of BG oscillatory activity than previously recognized [58, 62–64].

Thus, our results suggest that the role of the EEG to monitor abnormal oscillatory activity in PD might need to be expanded. In fact, non-invasive findings from the EEG could potentially benefit existing therapies for PD or even open new therapeutic avenues. The effects of DBS on cortical connectivity could be for example assessed via EEG measures, and stimulator settings could be subsequently optimized to reduce altered connectivity. Similarly, given the preliminary result that non-invasive TMS can reduce abnormal rhythms in the BG [65], results from the EEG could be potentially used to direct TMS stimulation and optimize restoration of connectivity.

Our findings might also increase our understanding of the pathophysiology of PD, particularly in the context of the oscillatory model of the basal ganglia. Frequency-dependent abnormal modulation of connections associated with visual and visuo-motor processing suggests that altered processing in these pathways in PD could be due not only to structural abnormalities or changes in the firing rate of the fibers involved, but potentially also to altered synchronization and desynchronization patterns, although further work is needed to address these speculations. Similarly, the finding that levodopa results in deteriorated modulation of connections that might be associated with motor processing raises the possibility that altered connectivity might be related to the motor side effects of levodopa such as levodopa-induced dyskinesias (LID).

3.6 Conclusions

We have shown that PD subjects demonstrate impairments not only in the intrinsic modulation of activity in each region of interest -as shown by spectral analysis- but also profound and complex alterations in modulation of directional connectivity that might underlie deficits in visuo-motor processing. In addition, our work shows that levodopa medication does not fully restore connectivity, and in some cases further exacerbates the deficits shown by unmedicated subjects. Moreover, changes in connectivity that might underlie visuo-motor processing
correlate with motor UPDRS scores in unmedicated patients in frequency bands previously associated with abnormal oscillatory activity in PD (alpha and beta).

Our results suggest that the EEG, coupled with appropriate analyses, demonstrates abnormalities in connectivity in PD subjects performing paradigms previously shown to modulate LFP beta band oscillations. Given the widespread availability of the EEG, the role of the EEG to monitor PD may need to be further expanded.
Chapter 4

Prediction of PD Severity Using Sparse PDC Connectivity Strengths

4.1 Introduction

Previous works have shown that altered beta-band oscillatory activity exists in PD, and may relate to the clinical feature of bradykinesia. More recently, studies involving functional connectivity at rest in PD have found correlations between connectivity and clinical measures. Using an eyes-open paradigm, Silberstein et al. [71] found that increases in EEG-EEG coherence correlated positively with disease severity, while reductions in coherence correlated with improvements in motor function [71]. An MEG study employing an eyes-closed paradigm found that severity of parkinsonism was positively associated with SL values (a general measure of linear and non-linear temporal correlations between time series) in the theta and beta bands, while disease duration correlated positively with SL in the high alpha and beta bands [4]. Previous work from our group [109] has also shown that directional PDC connectivity along a parietal to fronto-central stream correlated positively with UPDRS III motor scores in the beta and gamma bands in PD off-medication patients during a visually guided motor task. In contrast, two MEG studies that directly assessed power changes in either both eyes-open and eyes-closed conditions [110] or in an eyes-closed condition only [111] did not find
any significant correlations between power modulation and clinical measures. These findings suggest that functional connectivity might be a better predictor of disease-related measures than changes in oscillatory activity alone at individual brain regions.

In recent literature, EEG and MEG functional connectivity measures have been proposed as potential biomarkers for a variety of neurological and psychiatric conditions, such as epilepsy, bipolar disorder and depression, and have even shown the potential to be used as markers for genetic differences in brain network organization in healthy individuals at rest. In this study, our goal is to investigate the relationship of EEG-derived cortico-cortical connectivity measures during movement preparation and execution with clinical measures of motor function in PD subjects. Specifically, we used a sparse mAR-based PDC method to ascertain directional patterns of connectivity between brain regions. A novel feature selection technique is developed to select connection and frequency band combinations that best differentiate PD subjects from normal subjects and predict disease severity of PD.

In clinical settings, the UPDRS has been the “gold standard” assessment tool for characterizing impairments in PD patients but it is time-consuming and can only be performed by trained medical personnel. Previous studies have demonstrated the possibility of using features from speech recordings to predict PD severity [43, 44]. Our approach of using brain connectivity as predictive features of disease severity can have useful clinical implications in understanding the effects of disease progression in modulating brain connectivity.

### 4.2 Methods

#### 4.2.1 Feature Selection

To identify brain connections that are able to predict PD severity, we model the relationship between PDC values and PD severity as a linear regression: $Y = X\beta + e$, where $Y$ is the response vector containing PD severity index of all PD-OFF and control subjects (here, we assume that PD severity index is 0 for all control subjects) and $X$ is the predictor matrix with rows corresponding to the subjects and columns containing the PDC values of all possible
pairs of brain regions and all frequencies. We further assume \textit{a priori} that the weighting vector $\beta$ is sparse, i.e., only a small fraction of elements of $\beta$ are non-zeroes. To learn a noisy, under-determined linear system which is presumed to be sparse, we incorporated the LASSO (least absolute shrinkage and selection operator) regularizer \cite{112} into the least-square estimate of the regression model as follows:

$$
\min \| Y - X \beta \|_2, \text{subject to } \| \beta \|_1 \leq \lambda,
$$

(4.1)

where $\lambda$ is the shrinkage running parameter that determines the level of sparsity the solution will be. To solve Eqn. 4.1, we used the least angle regression (LARS) algorithm \cite{113} as it is efficient in finding the LASSO solution from the null model and thus is particularly suitable for our highly under-determined learning problem. To determine the optimal value of $\lambda$, we train the regression model on a set of $\lambda$ values and the goodness-of-fit of each learned model is measured using the coefficient of determination $R^2$ which is defined as

$$
R^2 = 1 - \frac{SS_{err}}{SS_{tot}},
$$

(4.2)

where $SS_{err} = \sum_i (y_i - \hat{y}_i)^2$ and $SS_{tot} = \sum_i (y_i - \bar{y})^2$. The terms $y_i$ and $\hat{y}_i$ denote respectively the true and predicted PD severity of subject $i$ and $\bar{y}$ denotes the mean of true PD severity of all subjects. Assuming the models are sorted in an ascending order based on their associated $\lambda$ values, the first model that has $R^2$ greater than 0.9 is selected as the optimal model. The non-zero coefficients in this optimal model are further tested against the zero null hypothesis by applying a standard $t$-test with confidence level at 0.95.

4.2.2 Cross Validation

In the conventional approach to predictor development, the data set is separated into a training set for predictor construction and a test set(s) for assessment of the predictive performance. Using the training set, a subset of features is selected from which a regression-based predictive model is constructed and applied to the test set. In this study, we assess the predictive
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ability of the selected features using leave-one-subject-out cross validation procedure which involves leaving out one subject as the test set and using the remaining subjects as the training set. This is repeated such that each subject is used once as the test set. However, in our preliminary analysis, we found that the features selected tend to vary with the subjects included in the training set and yield unsatisfactory predictive performance. To circumvent this issue, we propose using a jackknife procedure in which we sequentially leave out one subject at a time from the training set and apply the LASSO-based feature selection technique to the remaining subjects in the training set. This step yields a list of predictive features from each jackknife iteration. The predictive features from all jackknife iterations are pooled together and the frequency of occurrences for each of the selected features is determined. The features that have more than m occurrences ($m = 2$ in this study) are retained. Based on these features, a linear regression model is constructed (assuming that the $i$-th subject is left out as the test set):

$$Y_i^{\text{train}} = \tilde{X}_i^{\text{train}} \hat{\beta}_i,$$

(4.3)

where the response vector, $Y_i^{\text{train}}$, contains the UPDRS values of the subjects in the training set and the predictor matrix, $\tilde{X}_i^{\text{train}}$, contains the selected feature variables (with frequency of occurrences $\geq 2$) of the subjects in the training set. The regression coefficients $\hat{\beta}_i$ is estimated using ‘regress’ function in Matlab. The predicted UPDRS value of the subject in the test set is given by $\hat{y}_i = \tilde{x}_i \hat{\beta}_i$, where $\tilde{x}_i$ is a row vector consisting of the selected feature variables of the test subject. Note that the jackknife-based feature selection procedure and predictor development occurred completely independent of the test set (i.e., only data from the training set is used) and thus cross-validation is unbiased. An illustration of the leave-one-subject-out cross validation procedure is shown in Fig. 4.1.

### 4.3 Experimental Data

Subjects recruited for this study are the same as those recruited for Chapter 3. In this study, subjects were asked to perform a similar visually guided choice reaction task. The task was
Figure 4.1: Illustration of cross validation procedure. In each cross-validation iteration, one subject is left out as the test subjects while the remaining subjects serve as training set. Next, we sequentially leave out one subject (shaded in grey) at a time from the training set and apply LASSO feature selection technique to the remaining subjects (shaded in yellow). The predictive features selected from each jackknife iteration are pooled together to form a histogram. The features that are have more than \( m \) occurrences (above the dashed line) are retained. A predictor based on linear regression model is constructed from the training set and used to predict the UPDRS of the subject in the test set.
modified from the one in Chapter 3 to include predictive warning cues as in recent work by Williams et al. [54]. Each trial began with the presentation of a small fixation cross at the centre of the screen. After a variable delay of 2500-3500 ms, introduced to reduce prediction of the timing of the warning cue, four circular targets appeared around the central cross (Fig. 4.2). A predictive cue (yellow arrow) was presented simultaneously for 500 ms. After 2000 ms, a randomly selected target turned yellow (Go cue). Subjects were instructed to use the joystick to guide a white cursor over the target as fast as possible (within 2000 ms of the Go cue). Once the target was reached, it turned green for 1000 ms, and during this time subjects returned the joystick to its resting position. Lastly, the fixation cross was again presented for 1500 ms.

Data acquisition and preprocessing followed the same steps as in Section 3.3.3.

For analysis purposes, data were segmented into individual trials. A trial was defined as the time from the initial presentation of the fixation cross to the end of the 1500 ms interval (Fig. 4.2). In order to ensure that trials were all the same length, they were truncated to
the shortest trial length (5816 ms). Baseline data of each subject were obtained from the rest recordings performed at the beginning of the experimental task, while the subject was fixating on the cross presented at the centre of the screen.

Each trial was segmented into the preparatory and movement phases of the motor task. The preparatory phase (‘MOV-PREP’) was defined as the portion of the trial immediately following the end of the presentation of the warning cue to the start of the GO cue (lasting for 2000 ms). The movement phase (‘MOV-EXEC’) was defined as the portion of the trial immediately following the start of the GO cue and lasting until the average response time for all groups (2750 ms to 3590 ms). Response time was defined as the time the subject had reached the target by using the joystick to guide the white cursor. We utilized response time as opposed to reaction in order to include the entire extent of the joystick-based movement.

The PDC connectivity between pairs of electrode regions (5 × 5 connections, minus 5 non-meaningful auto-connections) was computed over the 1-50 Hz frequency range based on a 5th order sparse mAR model (refer to Section 2.2 for a detailed description of sparse PDC calculation). The PDC of the MOV-PREP and MOV-EXEC phases are computed separately for each trial. The mean baseline PDC was subtracted from the task PDC in order to produce baseline-normalized connectivity values. The average PDC of each subject was obtained by averaging PDC over trials for each connection.

For comparison, the power spectra over the 1-50 Hz frequency range were also computed for MOV-PREP and MOV-EXEC phases of each trial. The average power spectra of each subject were obtained by averaging power spectra over trials for each brain region. The power spectra were then averaged over different frequency bands (theta: 4-7 Hz, alpha: 8-12 Hz, beta: 13-30 Hz and low-gamma: 31-50 Hz).

## 4.4 Results

Particular combinations of the cortico-cortical directional connectivity strengths measured by PDC are able to accurately predict UPDRS scores and differentiate PD-OFF subjects from control subjects. The predicted UPDRS scores for the MOV-PREP and MOV-EXEC phases
are shown in Fig. 4.3(a) and Fig. 4.4(a), respectively. For the MOV-PRE phase, the features selected by the LASSO approach concentrate in the alpha band (8-12 Hz). The correlation between the true UPDRS scores and the predicted values is 0.74 ($p < 0.0001$). The predicted UPDRS values of PD-OFF and control subjects are significantly different ($p < 0.0001$ based on t-test) and yield a misclassification rate of 5.3%. The features selected by LASSO for predicting UPDRS are mainly connections coming out of Central region (Central → FCentral at 8 Hz, Central → LSm at 11 Hz, Central → RSm at 8 and 11 Hz) and connections coming out of RSm area (Rsm → Central at 8 Hz and RSm → Occipital at 8 Hz) (see Fig. 4.5).

For the MOV-EXEC phase, the features selected by the LASSO approach concentrate in the combined alpha-beta band (8-35 Hz). The correlation between the true UPDRS scores and the predicted value is 0.87 ($p < 0.0001$). The predicted UPDRS values of PD-OFF and control subjects are significantly different ($p = 0.0002$ based on t-test) and yield a misclassification rate of 10.5%. Similar connections as those used in MOV-PREP phase were selected for predicting UPDRS for the MOV-EXEC phase, yet wider frequency ranges, encompassing both alpha and beta bands, were selected: Central → FCentral at 25-28 Hz, Central → LSm
Figure 4.4: Prediction performance for the movement execution phase. (a) Predicted UPDRS based on PDC of selected connections. Note the clear separation between normal and PD subjects. (b) Predicted UPDRS based on average band power.

at 15-24 Hz, Central → RSm at 8 and 18 Hz, FCentral → Central at 29-34Hz and RSm → Occipital at 8-10 Hz (see Fig. 4.6).

We further performed prediction of the UPDRS scores of PD-ON subjects using connectivity from the MOV-EXEC phase, with PD-OFF and control subjects as the training set and PD-ON subjects as the test set. Fig. 4.6 shows the predicted UPDRS scores of subjects in each subject group (control, PD-OFF and PD-ON) where the arrows represent the effects of medication for each PD subject. We see that for most of the PD subjects the predicted UPDRS values were reduced to a similar level as controls after medication, demonstrating the normalizing effects of levodopa.

For comparison, we performed prediction of the UPDRS scores using the average power of all frequency bands and all brain regions (5 bands x 5 regions). The predicted UPDRS scores for the MOV-PREP and MOV-EXEC phases are shown in Fig. 4.3(b) and Fig. 4.4(b), respectively. The average band power is unable to accurately predict the UPDRS scores and the predicted UPDRS values of PD-OFF and control subjects are not significantly different ($p = 0.5660$ for MOV-PREP and $p = 0.4843$ for MOV-EXEC).
4.5 Conclusion

Previous work has suggested that altered beta-band oscillatory activity exists in PD, and may relate to the clinical feature of bradykinesia. In this work, we proposed a novel feature selection technique and showed that particular combinations of connections/frequency bands were able to clearly differentiate PD subjects from controls and accurately predict clinical UPDRS.
Figure 4.6: Features selected by LASSO for the MOV-EXEC phase and their respective number of times being selected in the jackknife procedure.
Figure 4.7: Predicted UPDRS values of each subject group using connectivity from the MOV-PREP phase. The arrows represent the effect of medication for each PD subject. For most PD subjects, the medication reduced the predicted UPDRS values.

scores in PD subjects. The frequencies selected by the proposed technique were not restricted to the beta band but included both alpha and beta bands, complementing the observation made based on STN recordings. The results suggest that EEG-derived connectivity may be used as an objective measure for evaluating PD deficits.
Chapter 5

Sparse Group mAR Model for Assessing Effects of Galvanic Vestibular Stimulation on Brain Connectivity

5.1 Introduction

The vestibular system may be considered as a sixth sense [114]; yet, unlike other sensory systems, thalamic and cortical processing is complex, multimodal and widespread. While the parieto-insular vestibular cortex has been described as the “core” vestibular region in non-human primates [115], recent views deviate towards the notion of a highly distributed vestibular network comprising: the temporo-parietal junction, posterior insula, somatosensory cortex, posterior parietal cortex, anterior insula, lateral and medial frontal cortices [116]. Due to the widespread thalamocortical projections, our understanding of the spectrum of vestibular influences on cortical and sub-cortical structures remains incomplete.

The galvanic vestibular stimulation (GVS) offers significant advantages to investigate the effect of vestibular input on brain function. Without exciting other sensory systems, transcutaneous delivery of galvanic current to the mastoid processes alters the firing rates of primary vestibular afferents [117]. Direct and precisely controlled activation of the vestibular system
avoids unwanted side effects of discomfort and imbalance [118] and has highly facilitated the modern study of balance and dynamic movements [119]. More recently, Yamamoto et al. [120] delivered subthreshold, zero-mean, noisy (i.e., with random fluctuations) GVS in the context of motor tasks to patients with central neurodegenerative disorders, including PD. Patients improved in their motor responsiveness during periods of stimulation, a finding that has been subsequently reproduced [121], although not yet fully explained.

The reported motor benefit of noisy GVS in PD is particularly intriguing given that the Parkinsonian state is characterized by abnormal brain oscillations. Neural interactions between the subthalamic nucleus and the external globus pallidus act as one of the primary pacemakers of oscillatory activity around a frequency of 15-30 Hz [61, 122], which can be exaggerated in PD [38] and may serve as the basis of bradykinesia [40]. Since a number of other diseases may also be characterized by abnormal oscillations, including neurogenic pain, tinnitus, and depression [123], the effect of GVS on ongoing – normal and pathological – brain oscillations is an unaddressed issue of further interest.

Here, we questioned whether imperceptible, noisy GVS is capable of modulating alpha (8-12 Hz) and beta (12-30 Hz) rhythms. Previously, large EEG artifacts have disrupted the ongoing measurement of microvolt-level brain oscillations, a complication now circumvented by: 1) improved EEG amplifier design with high common-mode-rejection ratio and 2) enhancement of (computationally intensive) artifact rejection analytical techniques such as ICA [124]. Using subsequent spectral density analysis and PDC methods to assess cortico-cortico connectivity [109], we demonstrate that subthreshold, noisy GVS modulates the connectivity and amplitude of ongoing brain rhythms in healthy subjects.

5.2 Methods

5.2.1 Spectral Analysis

To assess the relative changes in amplitude within alpha and beta bands, we first computed the power spectral density in each region over each stimulation window (using the “psd”
function in Matlab, with nFFT = 1024, window = 512 points, overlap = 256 points). At each stimulation level and each region, we then computed the relative alpha and beta powers by summing the values between 8-12 Hz and 12-20 Hz, respectively, and dividing by the total power over all frequencies. We focused on the alpha and beta values as these demonstrated observed changes with respect to stimulation current. Robust regression statistical analysis (using the “robustfit” function in Matlab) was utilized to determine the correlation between relative alpha and beta powers and stimulation current [125], and significance was established at $p$ values less than 0.05. Specifically, the relative power in each region of interest (ROI) was modeled as:

$$P_{relative} = \beta_0 + \beta_1 I,$$

where $P_{relative}$ was the relative power (alpha, beta) at each ROI, $\beta_0$ was the mean relative power, and $\beta_1$ was the linear relation between relative power and GVS current intensity ($I$).

We examined the directional connectivity between pairs of electrode ROIs, resulting in 20 comparisons ($5 \times 5$ connections, minus 5 non-meaningful auto-connections), by computing the PDC connectivity spectrum. PDC methods measure the strength of directional connectivity between two ROIs while simultaneously discounting the effect of all other nodes [13], and are therefore appropriate for assessing EEG cortical oscillatory activity [73] and tend to be robust to volume conduction effects compared to say, standard coherence techniques [76]. The PDC spectra we used were based on a $5^{th}$ order sparse mAR model for each individual trial using a Group LASSO (gLASSO) method [126]. The mAR model captures the causal influences between electrode ROIs by representing the current EEG measurements as a linear combination of previous measurements whereas incorporation of gLASSO into the mAR model estimation promotes sparsity in the connectivity pattern at the group level. Specifically, gLASSO enforces the mAR models of the subjects within a group to be structurally identical across subjects, but the connection coefficients are allowed to vary on a subject-by-subject basis. This is done by formulating the group mAR estimation as a constrained least square minimization problem with the penalty term being the sum of $\ell_2$ norms of the subject-
specific coefficients of each connection. Estimates of the mAR coefficients are determined by gLASSO using the CVX optimization package [127], and are consequently transformed into the frequency domain via the Fourier transform. The estimate of the PDC between two electrode ROIs is calculated and normalized, taking values between 0 and 1.

5.2.2 Sparse Group mAR Model

Suppose there are $D$ ROIs and the EEG measurements are taken at time $1, \ldots, N$. We further assume that there are $S$ subjects. Let $x^s_i(t)$ denote the EEG measurement of subject $s$ of $i$-th ROI at time $t$, for $i \in \{1, \ldots, D\}$ and $s \in \{1, \ldots, S\}$. Before introducing the group mAR model, we first define the mAR model at the subject-level:

$$x^s(t) = \sum_{p=1}^{P} A^s_p x^s(t - p) + \epsilon^s(t), \quad (5.2)$$

where $x^s(t) = [x^s_1(t) \ x^s_2(t) \ \ldots \ x^s_D(t)]^T$ is a $D$-dimensional column vector denoting the EEG measurements of subject $s$ across all $D$ ROIs at time $t$ and $P$ is the mAR model order. The mAR coefficient matrix $A^s_p$, $p = 1, \ldots, P$, is a $D \times D$ matrix with elements $A^s_p(i, j)$ describing the influence of $j$th ROI on $i$th ROI after $p$ time points for subject $s$. The vector $\epsilon^s(t)$ is the innovation noise which is assumed to follow a multivariate white Gaussian process.

Putting all subjects together and rewriting in a matrix form, we obtain a linear regression representation of the group mAR model for each target ROI $i$:

$$\begin{bmatrix} x^1_{i, P+1:N} \\ x^2_{i, P+1:N} \\ \vdots \\ x^S_{i, P+1:N} \end{bmatrix}_{\Delta y_i} = \begin{bmatrix} X^1 \\ X^2 \\ \vdots \\ X^S \end{bmatrix} + \begin{bmatrix} b^1_i \\ b^2_i \\ \vdots \\ b^S_i \end{bmatrix} + \begin{bmatrix} e^1_i \\ e^2_i \\ \vdots \\ e^S_i \end{bmatrix}, \quad (5.3)$$
where we define

\[
x^s_{i, P+1:N} = \begin{bmatrix}
x^s_i(P+1) & x^s_i(P+2) & \cdots & x^s_i(N)
\end{bmatrix}^T \in \mathbb{R}^{(N-P) \times 1},
\] (5.4)

\[
X^s_p = \begin{bmatrix}
x^s_1, P+1-p:N-p & x^s_2, P+1-p:N-p & \cdots & x^s_D, P+1-p:N-p
\end{bmatrix} \in \mathbb{R}^{(N-P) \times D},
\] (5.5)

\[
X^s = \begin{bmatrix}
X^s_1 & X^s_2 & \cdots & X^s_D
\end{bmatrix} \in \mathbb{R}^{(N-P) \times DP},
\] (5.6)

\[
b^s_i = \begin{bmatrix}
A^s_1(i, 1) & \cdots & A^s_1(i, D) & A^s_2(i, 1) & \cdots & A^s_2(i, D) & \cdots & A^s_p(i, 1) & \cdots & A^s_p(i, D)
\end{bmatrix}^T \in \mathbb{R}^{DP \times 1}.
\] (5.7)

The gLASSO solution is obtained by formulating the group mAR estimation as a constrained least square minimization problem with the penalty term being the sum of \(\ell_2\) norms of the subject-specific coefficients of each connection:

\[
\hat{b}_i = \arg\min \|y_i - Xb_i\|_2^2 + \lambda \sum_{j=1}^D \sum_{p=1}^P \|b^\text{gLASSO}_{i,j}(p)\|_2
\] (5.8)

where \(\lambda\) is the shrinkage parameter which determines how sparse the solution is. The vector \(b^\text{gLASSO}_{i,j}(p) = [ A^1_p(i, j) \ A^2_p(i, j) \ \cdots \ A^S_p(i, j) ]^T\) contains the subset of \(b_i\) corresponding to the connection from of \(j\)th ROI to \(i\)th ROI at a lag of \(p\) time points of all \(S\) subjects.

The design of the penalty term in Eqn. (5.8) ensures that the coefficients in each sub-vector, \(b^\text{gLASSO}_{i,j}(p), \forall \ i, \ j \in \{1, \ldots, D\}, \ p \in \{1, \ldots, P\}\), are either all zeros or all nonzeros. The estimates of the full mAR coefficient matrices, \(A^s_p\), are obtained by solving Eqn. (5.8) for all \(i = 1, \ldots, D\).
5.3 Experimental Data

5.3.1 Subjects

Ten healthy subjects (five men, five females; mean age ± SD, 37.2 ± 17.7 years) without any reported vestibular, auditory or neurological disorders participated in the primary study. The University of British Columbia Ethics Board approved the study, and all subjects gave written, informed consent prior to participating.

5.3.2 Stimulus

GVS was delivered to subjects through carbon rubber electrodes (17 cm²) in a binaural, bipolar fashion [117]. Electrodes were placed over the mastoid processes and were coated with electrode gel (TAC-Gel, Pharmaceutical Innovations Inc., NJ, United States) to optimize conductivity and adhesiveness. Digital signals were first generated on a PC computer with Labview software (National Instruments, TX, United States) and then converted to analog signals via a NI USB-6221 BNC digital acquisition module (DAQ; National Instruments). The analog command voltage signals were subsequently passed to a constant current stimulator (Digitimer DS5 Isolated Bipolar Constant Current Stimulator, Digitimer Ltd., Hertfordshire, United Kingdom), which was connected to the stimulating electrodes. The delivered stimulatory waveform was digitized by the DAQ in conjunction with Labview software (National Instruments) for additional analysis. Stimulation signals were zero-mean, linearly detrended, noisy currents with a frequency range of 0.1-10 Hz and a 1/f-type power spectrum (pink noise), sampled at 1 kHz (Fig. 5.1).

5.3.3 Primary Study Protocol

After initial set up and obtaining proper consent, subjects underwent a threshold test to determine the individual sensory threshold to vestibular stimulation. Starting from a basal current level, GVS was delivered to subjects for 20-second periods with step-wise increases in current intensity. The sensory threshold level was defined as being reached when the subject
Figure 5.1: Characteristics of stimuli delivered. A representative output signal delivered to a subject through a constant current stimulator. Top: Frequency distribution of the zero-mean 1/f noise signal (pink noise). Frequency range was set to 0.1-10 Hz. Bottom: Representative trace of applied GVS (72-second duration) with an accompanying probability density histogram. Stimulation current magnitude was set to 1 mA and the probability density function follows a Gaussian curve.

reported sensing cutaneous stimulation where the electrodes were applied.

After determining the stimulus threshold, subjects were seated 80 cm from a screen displaying a fixed target, and were instructed to focus their gaze on the target in order to minimize distractions while the EEG was recorded with and without the delivery of GVS (6 trials). In each trial, EEG was first recorded without the presence of vestibular stimulation for 60 seconds. Noisy stimulation signals were then delivered with a fixed duration of 72 seconds, followed by another 60 seconds of a constant zero current used as a control. Various current intensities were applied in each trial in a pseudo-random manner during the 72-second stimulation period with current levels evenly distributed at fractions of the sensory threshold (10, 26, 42, 58, 74 and 90%).

5.3.4 Data Collection and Preprocessing

EEG recordings were conducted using a Neuroscan Synamps² EEG acquisition system (Neuroscan Inc., VA, United States). A standard electrode cap (Neuroscan Inc.) was used in con-
junction with electrode paste (Electro-Gel; Electrode-Cap International, OH, United States) to decrease overall impedance to less than 10 kΩ in all electrodes. Eighteen EEG channels with one ground and one reference electrode were utilized. A common mastoid reference was used and electrode positions were set according to the standard 10-20 system [128]. Tin cup electrodes (Electrode-Cap International) and surface EMG electrodes were positioned on the ears and eyes, respectively, for artifact removal during analysis. All data were sampled at 1 kHz, with band pass filter settings at 1 to 250 Hz.

After artifact removal by ICA using standard methods [124], we examined EEG for both amplitude and connectivity changes. The denoised data were then bandpassed at 1-100 Hz, normalized to unit variance, and de-trended (using the ‘detrend’ function in Matlab). In order to simplify and aid interpretation of the analysis, we averaged the EEG activity in all 20 channels over five ROIs as previously described [109]. The ROIs were grouped as follows: fronto-central (FCentral), left sensorimotor (LSm), right sensorimotor (RSm), central and occipital (see Fig. 3.2 for groupings of electrodes).

5.4 Results

5.4.1 Threshold Test

During the threshold test, subjects reported common sensations, such as the feeling of prickling or mechanical drumming behind the ear, and did not report hearing any sounds in response to GVS. Upon becoming aware of the sensory effects at greater current intensities, most individuals began to exhibit slightly greater sensory sensitivity. Therefore, the perceptual threshold was obtained by decreasing current levels from the high-end threshold value. Eventually, a unique stimulus level was determined at which the subject did not feel the effects of GVS, and this was set generally at a level lower than the subject’s initial high-end perceptual threshold. Subjects reported a sensory threshold at average current amplitudes of 163 ± 110 µA.
5.4.2 EEG Analysis

Overall, subjects exhibited increased relative amplitudes of EEG activity in the alpha and beta bands in response to rising subthreshold current intensities (Fig. 5.2). The relative power of the beta-band EEG activity increased in response to greater GVS intensities in all ROIs. The correlational trends based on spectral density analysis were significant for relative beta power measured in the LSm, RSm and Occipital regions ($p < 0.001$, $p = 0.004$ and $p = 0.006$, respectively). The relative power of the alpha band modestly increased in response to greater current intensities in the FCentral, LSm, Central and Occipital regions, although the trend was only significant in the FCentral region ($p = 0.012$).

The sparse mAR-PDC based analysis revealed that GVS modulated the strength of directional interaction between pairs of particular ROIs. Connections that were notably enhanced by GVS delivery were: RSm→LSm, LSm→FCentral, RSm→FCentral and Occipital→FCentral (Fig. 5.3). GVS strengthened the RSm→LSm connection with maximal modulation occurring right below 20 Hz – that is, in a range comprising alpha and lower beta frequencies. Additionally, connectivity was monotonically augmented in relation to current intensity; yet, this relation did not reach statistical significance.

5.5 Discussion

Our results demonstrate that noisy GVS, at an imperceptible level, directly influences brain rhythms in normal, healthy subjects. Furthermore, GVS effects on oscillatory rhythms were frequency-dependent and region-specific. The changes in brain rhythms that we observed are presumably due to direct manipulation of the vestibular system. Galvanic stimulation has been shown to directly alter the firing rates of primary vestibular afferents, thereby bypassing peripheral receptors in the labyrinth [117]. Nevertheless, postural sway at appropriate GVS current intensities still exists in patients who have undergone neurectomy of the vestibular nerve [129], suggesting that GVS may also excite more centrally located vestibular structures. By delivering noisy GVS to healthy subjects, we find an interaction exists between the vestibular system and brain rhythms, which may be mediated by vestibular projections to
Figure 5.2: Power spectra during application of GVS. Changes in the relative powers of alpha and beta rhythms are plotted as a function of GVS current levels 1-6 (respectively, 10, 26, 42, 58, 74 and 90% of sensory threshold) for each ROI (FCentral, LSM, RSM, Central and Occipital). Regression analysis demonstrates that a significant linear relation exists between the current intensity of GVS and amplitude of beta rhythms in the LSM, RSM and Occipital regions, and the amplitude of alpha rhythms in the FCentral region ($p < 0.05$).
Figure 5.3: PDC spectra during application of GVS. Directional connectivity flows from the source of activity represented by each column element towards the sink of activity represented by each row element. Current levels 1 to 6 represent the intensity of galvanic current applied respectively at 10, 26, 42, 58, 74 and 90% of sensory threshold. GVS enhanced the connectivity values of directional flow from LSm, RSm and Occipital regions towards the FCentral region. Connectivity strength for activity from RSm→LSm depended on the frequency of EEG with maximal strength below 20 Hz.
numerous animal studies have shown that the vestibular system exerts an influence on subcortical structures, such as the thalamus. Second order afferent neurons not only act as premotor neurons in vestibulo-ocular and vestibulo-spinal reflexes [114], but also project to the cerebellar flocculus and to the thalamocortical pathway for higher-level multisensory cognitive processing [117]. The complexity of the vestibular system begins here at the thalamic level: vestibulothalamic projections terminate in multiple thalamic nuclei, where vestibular input is subsequently distributed to widespread cortical areas [116]. For instance, vestibulothalamic projections have been shown to be present in the thalamic ventroposterior complex, posterior nuclear group (geniculate bodies, pulvinar) and intralaminar thalamic nuclei. Vestibular input from the brainstem nuclei also arrives in the ventroanterior (VA) and ventrolateral (VL) nuclei, which are connected to the primary motor and premotor cortices [116]. Studies in non-human primates have shown that the VL thalamus receives further input from cerebellar nuclei [130] whereas the VA thalamus receives input from the basal ganglia [131]. The VA-VL complex therefore acts as convergent point where vestibular and motor structures intersect, defining a major vestibulomotor pathway and a conduction course for GVS input. In addition to modulating relayed information, the thalamus functions in basic corticocortical communication; the pulvinar and medial geniculate nuclei contain vestibular-responsive neurons, and higher-order relay properties of these thalamic nuclei may allow GVS input to also travel through cortico-thalamo-cortical loops [132]. The numerous projections to thalamic nuclei confer many possible means through which GVS is able to modulate brain rhythms.

Our findings of widespread cortical rhythm changes in response to GVS are compatible with previous work in cortical activation. Functional neuroimaging studies in humans have demonstrated that vestibular information is represented in multiple areas: the somatosensory cortex, intraparietal sulcus, inferior parietal lobule, posterior insula, temporoparietal junction, frontal cortex, hippocampus and cingulate cortex [133–136]. While the EEG we used necessarily lacks the spatial resolution of fMRI, we observed similar widespread EEG changes that support the notion that vestibular stimulation affects a distributed network of
cortical regions – including those associated with primary sensory, motor and visual function – rather than a restricted region.

Our results further demonstrate a pattern of enhanced connectivity directed towards the FCentral region in response to GVS. Kluge et al. [137] showed that epileptic activity in the same area underlies vertigo symptoms, supporting the role of a frontal vestibular processing area. Given that vestibular stimulation activates the premotor and primary motor cortices [134, 135], our results agree with prior studies to demonstrate that vestibular information modulates processing in frontal motor areas. GVS, specifically, has an additional effect to help guide movements [138] in contrast to its effect on stationary postural studies [139]. We note that previous studies have demonstrated that GVS input impacts dynamic motor tasks [140, 141].

Therefore, the beta-band changes in cortical rhythms and connectivity due to GVS delivery may have particular implications for PD. In PD, disruption of abnormal synchronization of the beta-band rhythm in corticostriatal circuitry is associated with therapeutic motor improvement [142]. For example, high-frequency deep brain stimulation, an advanced surgical treatment for the disease, modulates beta synchrony in the subthalamic nucleus [41]. Tropini et al. [109] found that alterations in beta-band connectivity are a sensitive marker of the disease state of PD patients on and off dopaminergic medication. Our results may provide a pathophysiological mechanism for the previously reported beneficial motor effects of GVS in PD [120, 121]; however, further work will be needed to confirm this.

One mechanism through which GVS may affect ongoing cortical rhythms is through “stochastic facilitation”. Stochastic facilitation (previously called “stochastic resonance”) describes the process in which biologically relevant noise may improve information processing in the nervous system [143]. If a non-linear system, such as neuron, is partially depolarized (but not to threshold) by a stimulus, then adding noise to the stimulus may result in random increases and decreases of the stimulus-induced depolarization. Adding noise to the stimulus may result in intermittent depolarization as the weak stimulus is now partially detectable [144]. Stochastic facilitation has been suggested as the mechanism through which noisy
GVS improves visual memory when non-noisy GVS does not [118]. A similar mechanism may explain our results: noisy stimuli may result in synchronization of neuronal assemblies and phase resetting [144], which may explain the augmentation of (predominantly beta-band) rhythms that we observed. In contrast, modulation of autonomic reflexes has been suggested to be responsible for the improvement in trunk activity and reaction time in a Go/No-Go test in response to GVS [120]. In support of this view, sinusoidal GVS has been shown to influence vasovagal functions, such as blood pressure and heart rate in rats [145]; however, direct autonomic effects of noisy GVS are still unknown.

The effects of GVS could potentially be otherwise attributed to activation by top-down mechanisms such as attention and/or general arousal. However, subjects were asked to focus their visual attention on a fixed target in order to minimize distractions. In fact, while attentional mechanisms may modulate vestibular function via corticothalamic feedback, this has only been reported in vestibulo-oculomotor and vestibulo-spinal functions [116]. Additionally, our stimulus was below sensory threshold and resulted in specific effects on brain rhythms; thus, in agreement with previous work [118], we do not believe our observed effects of GVS were a result of either a state of non-specific arousal and/or attentional mechanisms.

In summary, we show that imperceptible, noisy GVS specifically affects network oscillations, altering both amplitude and directional connectivity in major brain regions in neurologically healthy individuals. Moreover, the effects of GVS depend upon the frequency of the oscillations, with notable changes observed in the beta range. Prior studies suggesting a therapeutic effect of GVS on visuo-spatial hemineglect and stroke impairment [146] may be partly mediated by effects on ongoing rhythms. The application of GVS to other neurological conditions known to be affected by abnormal rhythms needs to be more fully explored.
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6.1 Introduction

Recent advances in neuroimaging techniques including fMRI, MEG and EEG, have made possible the investigation of functional coordination between brain regions during cognitive and motor tasks. Brain connectivity may provide a mechanism for functionally related, but spatially distinct neuronal groups to act synergistically. Several mathematical methods have been explored to provide a quantitative measure of brain connectivity using EEG data [9], including coherence, GC [45], PDC [13] and directed transfer function (DTF) [17]. In most studies, these connectivity measures are directly computed from raw scalp EEG signals. However, due to volume conduction, where a deep source of electrical potential can influence many sensors on the scalp surface, the signal measured from an EEG electrode does not exclusively represent the activity of one local neural source, but rather the superposition of the activity of several active sources throughout the brain. This can give rise to spurious instantaneous correlations between scalp EEG signals and potentially lead to misinterpretation of

the connectivity results [75].

To address the problem of volume conduction in EEG, several new connectivity analysis techniques have been proposed. These include computing the surface Laplacian as a spatial “whitening” filter to decorrelate activity in neighboring channels [147], and, more recently, studying the brain connectivity in the “source space” [7, 148, 149]. The source space methods attempt to estimate the underlying neural sources from scalp EEG signals through the inversion of the mixing process of volume conduction and subsequently apply the standard connectivity measures to the source estimates.

In general, determining neural sources from EEG signals is a mathematically ill-conditioned inverse problem, and it has no unique solution without prior knowledge or statistical assumptions [150]. One common approach to solving the source identification problem is the dipole modeling technique, which aims to estimate the electrical dipoles that best describe the observed EEG signals based on the assumed forward head model. The successful estimation of the dipole sources requires proper specification of the head model including the number of active dipoles, models of the generators of the electrical activity, and the shape and conductivity of the head model [22].

Another possible approach to finding sources in the EEG is to use blind source separation (BSS) techniques [151–153]. BSS aims to recover the source signals, as well as the unmixing transformation, from the observed mixed signals by exploiting a priori knowledge about the statistical properties or structures of the sources. BSS techniques can be appealing as it separates the problem of EEG source identification from the problem of source localization which requires an explicit specification of forward head model. One of the most widely used BSS algorithms is ICA, which assumes the mutual independence of underlying sources [23]. It has been commonly used to isolate eye movement and muscle noise artifacts in EEG [124], as these artifacts are typically independent from ongoing EEG brain rhythms. However, the underlying assumption of statistical independence between the activations of different neural assemblies still remains to be validated experimentally [150]. Furthermore, as we try to establish the causal relationships and connectivity between EEG sources, it is
implicitly assumed that the sources may be influenced by each other. This contradicts the fundamental assumption of mutual independence between sources in ICA.

Recently, Gómez-Herrero et al. propose an integrated approach for estimating the source connectivity from scalp EEG measurement by formulating the volume conduction effects and the connectivity between underlying brain sources as a state-space mAR framework [148]. In this framework, the sensor measurement is assumed to be generated from an instantaneous linear mixing of brain source activity whose spatial and temporal structure is modeled by an mAR process. With the assumption of non-Gaussian innovation for the mAR process at the source level, a two-step estimation procedure, named MVAR-ICA, is developed which determines the unknown mixing matrix and mAR parameters via the sequential applications of mAR fitting to EEG signals and ICA demixing to the residuals of the fitted mAR. However, the performance of this two-step approach is highly dependent on the proper estimation of the mAR model as any error incurred in this step gets carried over to the later steps and affects the final estimation of source connectivity. Other related works extending the general state-space mAR framework with additional model assumptions or parameter constraints are developed. In [149], the authors incorporate sparsity constraints on mAR coefficients and propose a convolutive ICA-based estimation technique. In [154], a cortical patch basis representation is used to describe the source activity distribution within each predefined ROI at the sensor level and the basis coefficients for each ROI are estimated using the expectation maximization algorithm.

In this study, we extend the state-space model proposed in [148] and formulate the causal relationships between underlying brain source as a generalized mAR process with unknown AR coefficients and noise parameters. Here, the term “generalized mAR” means that the innovation process of the mAR model follows a generalized Gaussian distribution, which allows more flexible modeling of sub- and super-Gaussian signals, as those commonly observed in neurophysiological signals [155]. In contrast to the conventional two-stage approaches, we propose a ML procedure to simultaneously estimate both the mixing matrix of volume conduction and mAR model parameters directly from EEG signals. We refer to this estimation
technique as “Generalized mAR Source Separation” or GmAR-SS. In line with the aforementioned works [148, 149, 154], we assume that all information flows between brain sources are time-lagged (at plausible sampling rates) due to propagation delays and there is no simultaneous source co-activation. We note that with these assumptions it is possible to distinguish between source interactions of interest from the potential serious confound of volume conduction. While these assumptions will need ultimate verification, they are, however, no more stringent or unrealistic than those of, e.g., ICA.

The connectivity estimation performance of the proposed GmAR-SS technique is verified with simulated EEG data and compared with existing two-stage approaches. The proposed approach is also applied to real EEG data collected from 8 healthy subjects and 9 PD patients during a right-handed bulb-squeezing task with differing amounts of visual feedback. We demonstrate that the proposed approach is able to extract robust sources whose connectivity differs across groups and task conditions.

### 6.2 Methods

In this section, we first describe the state-space generalized mAR model and the ML estimator. Next, we present the group analysis technique for real EEG data, which is adapted from the group analysis procedure proposed in [148]. Finally, we describe the simulation framework for comparing performance of various connectivity estimation techniques.

#### 6.2.1 EEG Signal Model

First, we start with the state-space mAR framework proposed in [148].

Let \( \mathbf{x}(t) = [x_1(t) \ x_2(t) \ \ldots \ x_J(t)]^T \) denote an \( J \)-dimensional EEG data vector at time \( t \), where the superscript \( T \) denotes matrix transpose. We assume that \( \mathbf{x}(t) \) is generated from an instantaneous linear mixing of the sources \( \mathbf{s}(t) \), which can be written as

\[
\mathbf{x}(t) = \mathbf{C}\mathbf{s}(t), \quad 1 \leq t \leq N
\]  

(6.1)
where \( \mathbf{s}(t) = [s_1(t) \ s_2(t) \ \ldots \ s_M(t)]^T \) denotes the underlying EEG sources, and \( \mathbf{C} \) is an \( J \times M \) mixing matrix whose \( i \)-th column represents the projection from the \( i \)-th source to the scalp electrodes, which is also commonly referred to as “scalp projection map” in the ICA literature. Note that, here, we focus on the case where the number of sources is equal to the number of sensors, i.e., \( J = M \).

At the source level, we model \( \mathbf{s}(t) \) by a generalized mAR process of order \( P \), which is written as

\[
\mathbf{s}(t) = \sum_{p=1}^{P} \mathbf{A}_p \mathbf{s}(t - p) + \mathbf{v}(t),
\]

(6.2)

where \( \mathbf{A}_p \in \mathbb{R}^{M \times M}, p = 1, \ldots, P \) are the mAR coefficient matrices capturing the causal relationships between brain sources, and \( \mathbf{v}(t) = [v_1(t) \ v_2(t) \ \ldots \ v_M(t)]^T \) denotes the innovation process whose elements are assumed to be mutually independent. Different from the non-Gaussian assumption made in [148, 149], we assume that each element of the innovation process follows a zero-mean, univariate generalized Gaussian distribution with the density

\[
p(v_i(t)|R_i,w_i) = \frac{R_i}{2w_i\Gamma(1/R_i)} e^{-\frac{|v_i(t)|R_i}{w_i} \frac{1}{R_i}},
\]

(6.3)

where \( \Gamma(\cdot) \) is the gamma function and the noise parameters \( R_i \) and \( w_i \) determine the shape (peakiness) and the width of the distribution, respectively. The generalized Gaussian distribution is a more general parametric form of a Gaussian which can model a super-Gaussian distribution with \( R_i < 2 \) (e.g., Laplacian), a Gaussian with \( R_i = 2 \), and a sub-Gaussian distribution with \( R_i > 2 \) (e.g., uniform). Because of its flexibility, the generalized Gaussian distribution has been used in several different ICA models for modeling EEG signals [155, 156].

In summary, the proposed state-space generalized mAR model can be specified by the following parameter set

\[
\boldsymbol{\theta} = \{\mathbf{C}, \mathbf{A}_p, R_i, w_i\}, \quad 1 \leq p \leq P, \ 1 \leq i \leq M.
\]

(6.4)
Our objective is to, given the observed EEG signals $x(t)$, estimate the model parameter set $\theta$, together with the time courses of $s(t)$.

### 6.2.2 Maximum Likelihood Estimation

The model parameter set $\theta$ is estimated using an iterative ML approach. The basic idea is that, at each iteration, the unobserved sources $s(t)$ are first computed using the unmixing matrix $W$ (defined below) estimated from the previous iteration, and the sources are then used, as if they were observed, to update the log-likelihood function. The model parameters are re-estimated based on the updated log-likelihood function. The iteration repeats until convergence is reached.

Let us first define the data likelihood (likelihood of observations) with respect to $\theta$ as

$$L \triangleq p_x(x(1),x(2),\ldots,x(N)|\theta). \tag{6.5}$$

Let $W$ denote the unmixing matrix which is defined as $W = C^{-1}$ such that $s(t) = Wx(t)$. Using the multivariate transformation [157], the likelihood of observations defined in Eqn. 6.5 can be calculated from the likelihood of the source densities:

$$L = \left(\frac{1}{|\text{det}(W^{-1})|}\right)^N p_s(Wx(1),Wx(2),\ldots,Wx(N))$$

$$= (|\text{det}(W)|)^N p_s(s(1),s(2),\ldots,s(N)), \tag{6.6}$$

where $|\cdot|$ denotes the absolute value.

Since the sources are assumed to follow a $P$-th order mAR process, the conditional probability of each time point depends only upon its previous $P$ time points, i.e.,

$$p_x(s(t)|s(t-1),\ldots,s(1))$$

$$= p_s(s(t)|s(t-1),\ldots,s(t-P))$$

$$= p_p(s(t) - \sum_{p=1}^{P} A_p s(t-p)). \tag{6.7}$$
Under the mutual independence assumption of the residuals \( \mathbf{v}(t) \), Eqn. 6.7 can be simplified as

\[
p_x(\mathbf{s}(t) | \mathbf{s}(t-1), \ldots, \mathbf{s}(1)) = \prod_{i=1}^{M} p_{v_i}(\mathbf{e}_i^T (\mathbf{s}(t) - \sum_{p=1}^{P} \mathbf{A}_p \mathbf{s}(t-p)) | w_i, R_i),
\]

(6.8)

where \( \mathbf{e}_i \) is the \( i \)-th column of an \( M \times M \) identity matrix.

Combining Eqn. 6.6 and Eqn. 6.8, we can rewrite the data likelihood as follows

\[
L = (|\det(\mathbf{W})|)^N p_x(\mathbf{s}(1), \ldots, \mathbf{s}(P)) \\
\cdot \prod_{t=P+1}^{N} \prod_{i=1}^{M} p_{v_i}(\mathbf{e}_i^T (\mathbf{s}(t) - \sum_{p=1}^{P} \mathbf{A}_p \mathbf{s}(t-p)) | w_i, R_i).
\]

(6.9)

By taking the logarithm of Eqn. 6.9, we obtain the log likelihood function of the observations

\[
LL \triangleq \log p_x(x(1), x(1), \ldots, x(N)) = N \log(|\det(\mathbf{W})|) + \log p_x(\mathbf{s}(1), \ldots, \mathbf{s}(P)) \\
+ \sum_{t=P+1}^{N} \sum_{i=1}^{M} \left[ \log \frac{R_i}{2w_i \Gamma(1/R_i)} - \frac{z_i(t)^{R_i}}{w_i} \right],
\]

(6.10)

where

\[
z_i(t) = \mathbf{e}_i^T (\mathbf{s}(t) - \sum_{p=1}^{P} \mathbf{A}_p \mathbf{s}(t-p)).
\]

(6.11)

The ML estimates of model parameters are found by setting the respective partial deriva-
tive of the log-likelihood (i.e., \( \frac{\partial LL}{\partial W} \), \( \frac{\partial LL}{\partial A_p} \), \( \frac{\partial LL}{\partial R_i} \) and \( \frac{\partial LL}{\partial w_i} \)) to zero. This gives

\[
\frac{\partial LL}{\partial R_i} = \frac{N}{R_i} w_i \sum_{t=P+1}^{N} |z_i(t)|^{R_i-1} \text{sign}(z_i(t)) s_j(t-p) = 0,
\]

(6.13)

\[
\frac{\partial LL}{\partial W_{i,j}} = \frac{N}{R_i} w_i \sum_{t=P+1}^{N} |z_i(t)|^{R_i-1} \text{sign}(z_i(t)) e_j^T W^T s(t) = 0.
\]

(6.15)

Since Eqns. 6.13, 6.14 and 6.15 do not have closed-form solutions, we solve them numerically using a gradient ascent approach such as the Newton-Raphson method. It is important to note that as the learning is based on the ML framework, the algorithm may only converge to a local maximum rather than a global maximum. To address this issue, we utilize a multi-start strategy where multiple random initial conditions are used to generate multiple solutions and the one with highest likelihood is chosen as the final estimate.

### 6.2.3 Group Analysis

An important concern in biomedical research is group analysis, since it is desirable to extract sources from subjects that are representative of the group as a whole. However, when the source separation is applied to each subject separately, the ambiguity in the ordering of the extracted sources makes the distillation of results across subjects difficult. To address this issue, we adopted the group analysis approach presented in [148, 158] by performing source separation on each subject separately and using the clustering technique from Icasso [159] to find source components that have high repeatability across subjects. An illustration of the group analysis for finding group-level connectivity pattern is shown in Fig. 6.1. The group-level estimation works by clustering all subjects’ estimated sources (including both normal and PD subjects) given by GmAR-SS according to the correlation coefficients between their scalp projection patterns (i.e., columns of \( C_{elec} \)) using agglomerative clustering. The number
**Figure 6.1:** Estimation procedure for group connectivity analysis. This figure is prepared based on the group analysis framework originally proposed in [148].
of clusters in the data is determined visually based on the size and tightness of clusters. As some clusters may be associated with spurious activity that only appears in a single or small number of subjects, for subsequent connectivity analysis, only significant clusters that have high inter-subject repeatability are considered. Specifically, we consider a cluster as significant if it contains sources from at least 50% of the subjects. Each of the identified cluster is represented by a “centrotype”, which is the source estimate in the cluster that has the maximum sum of correlation coefficients with the rest of the cluster members.

Assuming that the brain sources activated by the performed task and their scalp projection patterns do not vary considerably across subjects, the source ambiguity issue inherent in source separation techniques can be solved by deriving a common, global spatial filter [148], which allows to extract source activities that are comparable across subjects. Let $\Phi$ denote the group mixing matrix formed by concatenating the centrotypes of all clusters:

$$\Phi = [\phi_1, \ldots, \phi_Q],$$

(6.16)

where $Q$ is the total number of clusters and $\phi_q \in \mathbb{R}^{19 \times 1}$ denotes the scalp projection pattern of the $q$-th centrotype. The group spatial filter, denoted by $\Psi_{\text{common}}$, is constructed by selecting rows of the pseudo-inverse of $\Phi$ that correspond to the significant clusters. Subsequently, for any arbitrary subject, the temporal dynamics of the brain sources can then be recovered from the EEG recordings by

$$s^*(t) = \Psi_{\text{common}} x(t),$$

(6.17)

where $x(t)$ denotes the EEG measurements and $s^*(t)$ denotes the sources recovered by spatial filtering.

### 6.2.4 Simulations

The estimation performance of the proposed GmAR-SS technique is evaluated using simulated EEG data generated based on a single-shell spherical head model in [160]. Four ($M = 4$) source dipoles are simulated whose activity, $s(t)$, follows a $5^{th}$-order ($P = 5$) gen-
Figure 6.2: Spatial characteristics of a source dipole. The dipole is specified by three parameters: (1) radius $r_m$, which is the distance between the dipole and the center of the head, (2) spatial range parameter, $\beta_m$, which is the angle between the radial component of the dipole and the $z$-axis, and (3) orientation angle, $\theta_m$, which is the angle between the dipole and its radial component.

Generalized mAR process. The mAR coefficient matrix $A_p$ are randomly generated in such a way that the resulting mAR process is stable and the ratio of non-zero off-diagonal entries in $A_p$, $\forall p = 1, \ldots, P$, to the total number of off-diagonal entries is specified by $c$. The innovations $v_m(t), m = 1, \ldots, M$, driving the generalized mAR process are mutually independent and each of them is drawn from a generalized Gaussian distribution whose probability density function is specified by the shape parameter $R_m$ and scale parameter $w_m$. The position and orientation of each source dipole are specified by three parameters (see Fig. 6.2): (1) the radius, $r_m \in [0, 1]$, which is the distance between the dipole and the center of the head (normalized to head radius), (2) the spatial range parameter, $\beta_m \in [-45^\circ, 45^\circ]$, which is the angle between the radial component ($\vec{e}_m$ in Fig. 6.2) of the dipole and the $z$-axis, and (3) the orientation angle, $\theta_m \in [0^\circ, 90^\circ]$, which is the angle the dipole $\vec{D}_m$ makes with its radial component $\vec{e}_m$ (e.g., $\theta_m = 0^\circ$ if $\vec{D}_m$ is perpendicular to the scalp and $\theta_m = 90^\circ$ if tangential to the scalp). Sixteen EEG electrodes ($J = 16$) are simulated which are evenly spaced on the surface of the simulated head with normalized radius of 1 (see the scalp projection maps in Fig. 6.3). Voltage gains (i.e., scalp projections) of the source dipoles at the simulated electrodes are determined by Brody’s formula [161] and they form columns of the mixing matrix.
The simulated EEG signals, $x(t)$, are generated by multiplying $C$ by the source dipole activity.

To evaluate the robustness of the proposed technique to the presence of unmodeled noise, in all of our simulations, we also add 4 independent noise dipoles whose individual activity, $u_n(t), n = 1, \ldots, 4$, follows a $3^{rd}$-order univariate AR model driven by white Gaussian noise. These noise dipoles are added to represent the biological noise (possibly coming from the brain or elsewhere, e.g., heart) which are unconnected to the interacting brain sources of interest. The positions and orientations of the noise dipoles, specified by the parameters $r_n^{\text{noise}}, \beta_n^{\text{noise}}$ and $\theta_n^{\text{noise}}$, are randomly varied in each simulation with values drawn uniformly from the following ranges: $0.3 \leq r_n^{\text{noise}} \leq 0.9, -45^\circ \leq \beta_n^{\text{noise}} \leq 45^\circ$ and $0^\circ \leq \theta_n^{\text{noise}} \leq 90^\circ$. The voltage gains of the noise dipoles at simulated electrodes are represented by the noise mixing matrix, $C^{\text{noise}}$. We also simulate sensor noise, $n(t)$, by adding white Gaussian noise to the simulated EEG signals. In summary, the signals measured at the electrodes can be expressed by

$$\tilde{x}(t) = Cs(t) + C^{\text{noise}}u(t) + n(t), \quad (6.18)$$

where $u(t) = [u_1(t), \ldots, u_4(t)]^T$ is the noise dipole activity. The variance of the biological noise is determined based on the desired signal-to-biological noise ratio (SBNR), which is defined as the average standard deviation of clean EEG signals $Cs(t)$ divided by the standard deviation of the biological noise $C^{\text{noise}}u(t)$. Similarly, the variance of sensor noise is determined by the signal-to-sensor noise ratio (SNR), which is defined as the average standard deviation of $Cs(t)$ divided by the standard deviation of $n(t)$.

To test the estimation performance and reliability of the proposed method in identifying source connectivity, we conduct 4 simulation experiments to investigate the effects of the following factors: 1) SNR, 2) SBNR, 3) sample length ($N$) and 4) $R$ value (Gaussianity) of the source innovations. In each simulation experiment, 50 sets of EEG signals, each with a different realization of AR coefficients, dipole locations and orientations, source innovations and noise, are generated for every input value of the tested parameter. The
parameters that are not being tested are set either to some default values \((SNR = 10dB, SBNR = 10dB, N = 10,000, c = 10/12)\) or to values drawn randomly from some plausible ranges \((1 \leq R_m \leq 3, 0.1 \leq w_m \leq 1, 0.3 \leq r_m \leq 0.9, -45^\circ \leq \beta_m \leq 45^\circ \) and \(0^\circ \leq \theta_m \leq 90^\circ \) for all \(m = 1, \ldots, M\) unless specified otherwise. Such arbitrary combinations of parameter values enable us to obtain a statistically meaningful evaluation of the estimation performance of the proposed technique under different scenarios. During the estimation procedure, the mAR model order is assumed unknown and the automatic order selection technique, Akaike information criterion (AIC), is used to determine the optimal mAR order from the range of 1 to 20 in all simulations.

The resulting simulated EEG data \(\hat{x}\) is of dimension \(J \times N\). Prior to applying the GmAR-SS algorithm, we reduce the dimension of \(\hat{x}\) to \(M \times N\) using a combination of principal component analysis (PCA) and partial least square (PLS) \([162]\). PCA is one of the most commonly used dimension reduction techniques which projects high-dimensional data onto a subset of principal component directions that capture the most variance in the data. However, our preliminary study showed that using PCA alone may potentially remove useful information in the data and leads to degradation in estimation performance. Thus, we propose combining PCA with PLS in which we model the simulated EEG data as predictors and the entire set of the principal components as responses. The goal of PLS is to iteratively extract orthogonal linear combinations of predictors that best explain variance in the predictor data and, at the same time, have maximal correlations with the response data \([162]\). The first \(M\) PLS factors are then analyzed by the proposed GmAR-SS algorithm. Finally, the original mixing matrix is recovered by multiplying the inverse of the PLS loading matrix with the estimated unmixing matrix.

**Performance measures**

To measure the performance of unmixing (i.e., the accuracy of \(C\) estimates), the following metric \([155]\) is used

\[
E_{\text{unmixing}} = \frac{||\hat{W}CP - \text{diag}(\hat{W}CP)||}{||\hat{W}C||},
\]  

\((6.19)\)
where $C$ denotes the true mixing matrix and $\hat{W}$ is the estimated unmixing matrix. The matrix $P$ is a permutation matrix which is included to account for the ambiguity in the ordering of the estimated sources and it is determined using the pairing technique proposed in [163].

To evaluate the estimation accuracy of the mAR coefficient matrix $A_p$, we compare the PDC obtained from the true $A_p$ with those given by the tested method. The PDC technique is chosen because it provides normalized values bounded between 0 and 1, which simplifies the evaluation of $\hat{A}_p$. The estimation errors of the source PDC are measured by the following metric [148]:

$$
E_{PDC} = \frac{1}{M^2 F} \sum_{i,j \in \{1,\ldots,M\}} \sqrt{(\pi_{j\leftarrow i}(f) - \hat{\pi}_{j\leftarrow i}(f))^2}, \quad (6.20)
$$

where $\pi_{j\leftarrow i}(f)$ denotes the PDC value given by the true $A_p$, and $\hat{\pi}_{j\leftarrow i}(f)$ is the PDC given by the mAR coefficient estimate $\hat{A}_p$. $F$ is the total number of frequency bins used in the PDC calculations (in this study, $F = 51$).

**Comparative schemes**

The performance of the proposed GmAR source separation technique is compared with three other techniques: the traditional mAR approach, ICA and MVAR-ICA. The traditional mAR approach fits an mAR model directly to the observed signals $x(t)$, assuming that they are identical to the underlying sources. This essentially disregards the mixing effects caused by volume conduction. To estimate the mAR parameters, the ARfit algorithm developed in [164] is used.

The second tested technique is the ICA approach which involves first applying ICA to EEG data to remove the volume conduction effects and subsequently fitting an mAR model to the extracted independent components to infer source connectivity.

The third tested technique, MVAR-ICA method [148], models measured EEG signals as an instantaneous linear mixture of unobserved source signals. The sources are assumed to follow an mAR process whose innovations are modeled by mutually independent non-Gaussian random variables. Assuming that there is no noise at the sensor level, the observed
EEG $x(t)$ are rewritten in the form of an mAR process:

$$x(t) = \sum_{p=1}^{P} CA_p C^{-1} x(t-p) + CV(t)$$  \hspace{1cm} (6.21)

$$= \sum_{p=1}^{P} B_p x(t-p) + CV(t),$$  \hspace{1cm} (6.22)

where $C$ denotes an unknown mixing matrix modeling volume conduction from the sources to the scalp electrodes and $v(t)$ denotes the innovation process of the source-level mAR. The matrices $A_p$ measure the causal relationships between sources whereas $\hat{B}_p \triangleq CA_p C^{-1}$ measure the relationships between EEG signals.

MVAR-ICA solves the identification problem by first fitting an mAR model to the EEG signals using ARfit [164]. The estimated AR matrices $\hat{B}_p$ capture the time-lagged flows of information that is produced by propagation of neural activity. The remaining instantaneous cross-dependencies are assumed to be exclusively caused by volume conduction and are captured in the residuals of the fitted mAR model, $CV(t)$. Given that the elements of $v(t)$ are mutually independent, the mixing matrix $C$ can be recovered by applying ICA to $CV(t)$. The estimated ICA mixing matrix $\hat{C}$ is used to estimate the mAR coefficient matrices as:

$$\hat{A}_p = \hat{C}^{-1} \hat{B}_p \hat{C}.$$  \hspace{1cm} (6.23)

Note that prior to application of the aforementioned comparative schemes, dimension reduction is first performed using PCA [148] and only the first $M$ principal components are kept for subsequent source separation analyses.
Figure 6.3: PDC estimation results from an example simulation run. Diagonal subfigures: Scalp projection maps of simulated sources. Off-diagonal subfigures: PDC spectra estimated using different source separation techniques. True PDC spectra (with crosses) are also shown.
Figure 6.4: Scalp projection maps of the estimated sources given by GmAR-SS from the same simulation run as Fig. 6.3. The sign and order of the estimated sources are permuted to match maximally with the projection maps of simulated sources.

6.3 Simulation Results

For all of the simulations results presented in this section, default parameter values/ranges described in Section 6.2.4 are used unless specified otherwise. In addition, the simulated EEG signals are reduced to exactly as many dimensions as the simulated sources (i.e., \( J = M = 4 \)) before the connectivity analysis techniques are applied. The results of an example simulation run are shown in Fig. 6.3 and Fig. 6.4. In this example, the level of connectedness of the source mAR coefficient matrix, \( c \), is set to 33% (i.e., \( 4/12 \) of all possible interactions presents). The scalp projection patterns describing the influence of simulated source dipoles on the EEG (i.e., columns of \( C \)) are shown in the diagonal subfigures of Fig. 6.3. The scalp projections of the reconstructed sources given by the proposed GmAR-SS technique (after the sign and order are permuted to match the simulated sources) are shown in Fig. 6.4. It can be seen that GmAR-SS achieves great unmixing matrix estimation performance, yielding an unmixing error at 18.8%. In regards to the PDC estimation (see Fig. 6.3), GmAR-SS achieves the lowest PDC error at 10.5%, compared to the traditional mAR at 12.1% (not shown), ICA at 14.1% and MVAR-ICA at 16.9%. The performance improvement of GmAR-SS is most noticeable in connections \( S1 \rightarrow S2 \) and \( S1 \rightarrow S4 \), for which among all the tested methods, only GmAR-SS is able to correctly identify both the location and strength of the spectral peaks in the PDC spectra.

Fig. 6.5 shows the robustness of the tested methods to additive white Gaussian noise
at the electrodes. The SNR is varied from 0 dB to 20 dB and the results are obtained by averaging over 50 different realizations. We note that the traditional mAR approach generally yields the highest PDC errors among the tested methods as it ignores the spurious correlations between electrodes caused by volume conduction. For the ICA approach, due to the presence of temporal correlations in the underlying sources, the independence assumption of ICA is violated, leading to poor estimations of the unmixing matrix and mAR matrices. On the other hand, by taking into account the temporal structure of the sources, both MVAR-ICA and GmAR-SS show significant improvements over the ICA approach. In particular, the proposed GmAR-SS generally achieves the lowest PDC errors despite the presence of unmodeled noise at the sensor level.

Fig. 6.6 shows the effect of biological noise on mixing matrix and PDC estimation. The relative degradations in the estimation performance of the tested methods with decreasing SBNR show similar trends as in the varying SNR. One noticeable difference is the PDC estimation performance of the GmAR-SS method at low SBNR. When the SBNR is dropped below 2 dB, the PDC error of GmAR-SS increases rapidly compared to MVAR-ICA which is comparably less sensitive to varying SBNR.

It is interesting to note that the PDC errors of tradition mAR, ICA and MVAR-ICA approaches are relatively insensitive to the varying noise level (see Figs. 6.5b and 6.6b). A possible explanation for this may be the use of PCA for dimension reduction as the first step of the connectivity estimation. PCA works most effectively when the data are Gaussian distributed. However, given that the underlying sources are simulated using generalized Gaussian distribution, this mismatch between the PCA assumption and the simulated source model can potentially cause useful information being partially eliminated during the dimension reduction step.

The effect of the sample length \(N\) on estimation performance of the tested methods is illustrated in Fig. 6.7. In general, the estimation performances of all methods improve as the number of samples increases. In particular, the proposed GmAR-SS achieves the best PDC estimation performance for all considered sample length, even with only 1000 data points.
We also note that the performance of MVAR-ICA degrades considerably when the sample length drops below 5000 data points.

To investigate the effect of Gaussianity of the mAR innovations, we simulated sources with \( R_m \) varying in the range from 1 to 3. Results in Fig. 6.8 show that when the source innovations approach a Gaussian distribution (i.e., \( R_m = 2 \)), the estimation performance of ICA, MVAR-ICA and GmAR-SS deteriorates drastically due to the violation of the assumption of non-Gaussian innovations. As \( R_m \) gets further away from 2, the performance of MVAR-ICA and GmAR-SS becomes considerably better. ICA, however, suffers greatly when sub-Gaussian innovations (\( R_m > 2 \)) are used. The traditional mAR estimator is comparably less sensitive to the distributions of source innovations.

In most simulation scenarios, the proposed GmAR-SS and MVAR-ICA achieved comparable performance in estimating the mixing matrices. However, in estimating \( A_p \), MVAR-ICA yielded a noticeably larger error in PDC relative to GmAR-SS. This intuitively can be explained as follows: MVAR-ICA estimates the source-level mAR coefficient matrices \( A_p \) using a multi-step approach, which involves sequential estimations of sensor-level mAR model, mixing matrix and then finally source-level mAR model (see Section 6.2.4). Any errors incurred in the early steps can be propagated into the final estimation of \( A_p \), and thus results in larger PDC error than GmAR-SS.

In the simulations, data reduction was done prior to fitting the model and the dimensionality of the underlying sources were assumed known a priori. However, in real applications, the source dimensionality is usually unknown. Thus, we next explore the effect of a dimensionality mismatch between the simulated source space and the dimension-reduced sensor space. To show the effect of a dimensionality mismatch in the dimension reduction procedure, we have taken the same simulation run as the one used to generate Fig. 6.3 and performed PCA to reduce the 16-channel simulated EEG data to 6 dimensions (while the true number should be 4). Our proposed GmAR-SS algorithm was applied to the dimension reduced data and the results are shown in Fig. 6.9 and Fig. 6.10.

We can see from Fig. 6.9 that among the 6 estimated sources, S1 and S6 have very simi-
Figure 6.5: Effects of sensor noise, $n(t)$, on mixing matrix and PDC estimation. The sensor noise is simulated by adding white Gaussian noise to each electrode. Biological noise is also present with a fixed SBNR of 20 dB. (a) Average unmixing error $E_{unmixing}$. (b) Average PDC error $E_{PDC}$. 
Figure 6.6: Effects of biological noise, $C_{\text{noise}} u(t)$, on mixing matrix and PDC estimation. The biological noise is simulated using 4 randomly placed noise dipoles whose individual activity is generated by a $3^{rd}$-order univariate AR process. Sensor noise is also present with a fixed SNR of 10 dB. (a) Average unmixing error $E_{\text{unmixing}}$. (b) Average PDC error $E_{\text{PDC}}$. 

(a) Unmixing Error

(b) PDC Error
Figure 6.7: Effects of sample length, $N$, on mixing matrix and PDC estimation. (a) Average unmixing error $E_{\text{unmixing}}$. (b) Average PDC error $E_{\text{PDC}}$. 
Figure 6.8: Effects of Gaussianity of source innovations, $R_m, \forall i = 1, \ldots, 4,$ on mixing matrix and PDC estimation. (a) Average unmixing error $E_{\text{unmixing}}$. (b) Average PDC error $E_{\text{PDC}}$. Note the poor performances of ICA, MVAR-ICA and GmAR-SS when the source innovations approach to a Gaussian distribution ($R_m = 2$).
Figure 6.9: Scalp projection maps of the 6 source dipoles recovered by GmAR-SS while the signals were simulated from 4 underlying sources.

Figure 6.9: Scalp projection maps of the 6 source dipoles recovered by GmAR-SS while the signals were simulated from 4 underlying sources.

lar scalp projection maps and S5 has negligible contributions to the activity measured at the electrodes. Thus, upon visual inspection, we would expect that the simulated EEG data were actually generated from 4 source dipoles. The PDC spectra corresponding to the estimated source dipoles 4, 1, 3 and 2 (note that the order of estimated sources is permuted to match that of true sources) are shown in Figure 3 against the true PDC spectra. In this example, GmAR-SS provides a close approximation of the true PDC spectra despite the dimensionality mismatch during the dimension reduction step. In addition, to determine the connectivity patterns between the estimated sources, we have constructed 1% significance threshold using surrogate data. The surrogate data were generated by independently and randomly shuffling the temporal order of the estimated source signals. An mAR model was fitted to the surrogate data and the corresponding PDC was calculated. The PDC values from 100 sets of surrogate data were used to construct an empirical distribution from which the 1% significance level is derived (see Fig. 6.11 below). The connectivity patterns between estimated sources and the true sources are shown in Fig. 6.12. We can see that the estimated source S5 is isolated indicating that it is a noisy source. Also, given that the estimated sources S1 and S6 are
probably identical sources, they share same connectivity structure with the rest of the estimated sources. If we map the estimated sources S1, S2, S3 and S4 to the simulated sources S2, S4, S3 and S1 respectively, we obtain almost the same connectivity pattern except for the connection from estimated source S1 to S4 which is incorrectly identified. Nonetheless, if we compare the PDC patterns in Fig. 6.10 (based on 6 estimated sources) with Fig. 6.3 (based on 4 estimated sources), we can still notice a slight increase in PDC error caused by dimensionality mismatch.

6.4 Application to Real EEG Data - A Case Study

6.4.1 Experimental Procedures and Data Acquisition

The proposed method was applied to real EEG data recorded from normal subjects and subjects with Parkinson’s disease performing motor tasks. The study was approved by the University of British Columbia Ethics Board and all subjects gave informed written consent prior to participating. Nine PD patients (mean age: 66 yrs) displaying mild to moderate level of PD (stage 1-2 according to Hoehn and Yahr assessment) were recruited from Pacific Parkinson’s Research Centre (Vancouver, Canada). Their motor symptoms were assessed using the UPDRS, with a mean score of 23. Eight age-matched healthy subjects were recruited as controls.

During the experiment, subjects were seated 2 m away from a large computer screen. Visual target was displayed on the screen as a vertical yellow bar oscillating in height at one of the following three frequencies: 0.2, 0.4 or 0.6 Hz. Subjects were asked to squeeze a pressure-responsive bulb with their right hand such that the force produced by the subject followed the height of target bar as close as possible. Visual feedback representing the force output of the subject was displayed as a vertical green bar superimposed on the target bar (see Fig. 6.13). The squeezing task was performed under two different conditions: an external guidance condition where both the visual target and visual feedback of the force generated were shown (follow); and a self-guided condition where visual feedback was eliminated but the visual tar-
Figure 6.10: PDC of the selected estimated sources (blue line with circle) and simulated sources (green line with cross). Note that the sign and order of the estimated sources are permuted to match maximally with the projection maps of simulated sources.
Figure 6.11: PDC of all the 6 estimated sources given by GmAR-SS (blue lines with circles) and the significance threshold determined using surrogate data (solid black line).
get remained present (*internally-guided*). The two conditions were performed consecutively, each lasting for 15 s, and followed by a 15 s rest period. This sequence was performed twice at each of the three frequencies during one recording session. For PD subjects, the measurement was taken after a minimum of 12 hrs withdrawal of L-dopa medication. Calibration of the squeeze bulb to record maximum force was conducted at the beginning of each recording session.

The EEG data were collected using an EEG cap (Quick-Cap, Compumedics, Texas, USA) with 19 electrodes using the International 10-20 system, referenced to linked mastoids. EEG data were sampled at 1000Hz using SynAmps2 amplifiers (NeuroScan, Compumedics, Texas, USA) and were later bandpass filtered off-line between 1 and 70Hz and down-sampled to 250Hz. Artifacts associated with eye blinks and muscular activity were removed using the Automated Artifact Removal in the EEGLAB Matlab Toolbox [82].

### 6.4.2 Data Preprocessing

For each subject, EEG signals recorded during the *follow* condition were concatenated. To reduce the computation load, the data are dimension reduced from 19 to 6 by dividing the electrodes into 6 regions and spatially averaging the EEG signals from the electrodes within each region [67]. These 6 regions were (see Fig. 6.14): Region 1 - (FP1, F7 and F3), Region
**Figure 6.13:** Squeezing task. The subject was instructed to follow the target bar (yellow) as close as possible. The force exerted by the subject was shown by the green bar. Oscillation of the target is shown in the bottom panel.

2 - (FP2, F4 and F8), Region 3 - (T7, C3, P7, P3), Region 4 - (T8, C4, P8, P4), Region 5 - (Fz, Cz, Pz) and Region 6 - (O1, O2). The spatial averaging is used here instead of PCA/PLS because we found in our preliminary analysis and prior study [109] that it helps minimize the effects of spurious activity measured from electrodes and yields more consistent connectivity results for this particular dataset. Nonetheless, it should be noted that in general, PCA-based dimension reduction techniques are more robust and should be used unless prior information is available. The proposed source separation algorithm was applied to the averaged signals of these 6 regions, yielding 6 source estimates. Let us denote the projection patterns from the sources to the 6 regions by $\mathbf{C}_{\text{region}}$ and the projections from the sources to the 19 electrodes by $\mathbf{C}_{\text{elec}}$. To recover $\mathbf{C}_{\text{elec}}$, linear regression was used:

$$\mathbf{x}_i = \mathbf{s}^* \phi_i^T + \mathbf{e} \quad \forall i = 1, \ldots, 19$$

(6.24)

where $\mathbf{x}_i \in \mathbb{R}^{N \times 1}$ is a column vector representing the EEG signal from the $i$-th electrode and $\mathbf{s}^* \in \mathbb{R}^{N \times 6}$ is the time courses of all source estimates. The regression parameter, $\phi_i \in \mathbb{R}^{1 \times 6}$, ...
forms the \( i \)-th row of the mixing matrix estimate \( \mathbf{C}_{\text{elec}} \). The resulting \( \mathbf{C}_{\text{elec}} \) is of dimension \( 19 \times 6 \).

The proposed source separation algorithm was applied to each subject separately with \( P = 6 \) as determined by AIC. The algorithm was run 10 times with random initial conditions for each subject and the solution with the highest likelihood was used as the final estimates. The clustering methods described in Section 6.2.3 was used to construct the global spatial filter.

To illustrate the effects of experimental conditions on the source connectivity patterns for different subject groups, we concatenated the source signals from all subjects in each subject group (Normal/PD) for a given condition (follow/internally-guided) and fit a 6\(^{th}\)-order mAR to the concatenated data. PDC estimates were computed over the frequency range between 1 and 40 Hz. The standard deviation of PDC estimates was determined using leave-one-subject-out technique.

### 6.4.3 EEG Results

The clustering results including the dendrogram and the similarity matrix are shown in Fig. 6.15. Based on the tightness of the clusters, 20 clusters were identified. In particular, Cluster 8, 14, 18, 19 and 20 were identified as significant clusters with high inter-subject repeatability, and their scalp projection patterns, which are used to form the global spatial filter, are shown in
Fig. 6.15: Dendrogram and similarity matrix.

The numbers of normal and PD subjects that contribute to a given cluster are as follows: Cluster 8: 4 out of 8 Normal, 3 out of 9 PD; Cluster 14: 7 out of 8 Normal, 9 out of 9 PD; Cluster 18: 4 out of 8 Normal, 8 out of 9 PD; Cluster 19: 3 out of 8 Normal, 3 out of 9 PD; Cluster 20: 7 out of 8 Normal, 6 out of 9 PD.

The scalp projection patterns serve visually as a guide to interpreting what brain structures the isolated sources may represent. Cluster 8 was weighted mostly over the right sensorimotor cortex, while Cluster 14 was weighted over the left sensorimotor cortex. Cluster 19 was weighted over the left posterior parietal region, while Cluster 18 was weighted mostly occipitally. Cluster 20 was widely distributed over the scalp with opposite weightings on either hemisphere. Cluster 20 may represent a deep source such as thalamic or basal ganglia structures as have been previously described [165].

Before presenting the group analysis results, we provide an example of subject-level estimation results to illustrate the potential issue of inter-subject variability in real EEG analysis. The estimated scalp projection maps of a typical PD subject are shown in Fig. 6.16. Compared to the centrotypes of the significant clusters shown in Fig. 6.17, the scalp projection
maps of the estimated sources $S_1$, $S_2$, $S_3$ and $S_4$ in Fig. 6.16 show a very high level of similarity to those of Cluster 8, 14, 18 and 20 in Fig. 6.17 which are the more dominant clusters in PD group. The estimated sources $S_5$ and $S_6$ cannot be related to any of the significant clusters, indicating the possible presence of subject-specific brain sources.

PDC spectra of the source estimates from group spatial filtering are shown in Fig. 6.17. The majority of the PDC curves had peaks at 10Hz and/or 30Hz. In normal subjects, when they performed the internally-guided task, there was a distinct increase in 10Hz and 30Hz bands from Clusters $20 \rightarrow 8$ and $14 \rightarrow 19$. This was not seen with information flow in the opposite directions. In the follow condition, information flow was generally reduced, with the exception of a small increase in PDC in Clusters $18 \rightarrow 20$ at around 30Hz. In contrast, in PD subjects, the differences between the follow and internally-guided conditions were much less. Unlike controls, the increase in 10Hz and 30Hz bands from Clusters $20 \rightarrow 8$ was seen in the follow condition. There was also a large increase in 10Hz from Clusters $14 \rightarrow 18$ in
Figure 6.17: Diagonal subfigures: Scalp projection patterns corresponding to the centrotypes of Clusters 8, 14, 18, 19 and 20. Blue dots represent positive weighting on the electrodes whereas red dots represent negative weighting. The radius of each circle is proportional to the voltage gain at the respective electrode. Off-diagonal subfigures: PDC connectivity patterns between EEG sources derived from spatial filtering illustrating Normal vs. PD and Follow vs. Internally-guided. x-axis: frequency (Hz). y-axis: PDC value.
Figure 6.18: Average spectrograms of the EEG sources of normal subjects derived from spatial filtering across all trials and all subjects of each subject group. Note the relative lack of apparent differences across tasks in groups compared to Fig. 6.17.
Figure 6.19: Average spectrograms of the EEG sources of PD subjects.
the follow condition that was not seen in the 18 → 14 direction, suggesting an asymmetric information flow between Clusters 14 and 18. On the other hand, the frequency spectrograms of the extracted sources (see Fig. 6.18 and Fig. 6.19) did not show noticeable difference between groups and conditions. This result is consistent with the findings in our previous work [109] where we found that connectivity analysis was a more sensitive technique than spectral analysis in revealing the complex effects of motor tasks/disease.

Our results suggest that PD subjects have a distinct inability to modulate activity from the sensorimotor cortex to other regions during internally-guided movements. This can be seen from examining the PDC from Cluster 14 to the other clusters (the second column in Fig. 6.17). In normal subjects, peaks at 10Hz (and to a lesser extent at 30Hz) can be seen from Cluster 14 during the internally-guided task. In contrast, PD subjects are unable to increase information flow during the internally-guided task and have an increase in activity from the left sensorimotor to the occipital clusters (14 → 18) during the follow condition. This inability to modulate activity from the sensorimotor cortex contralateral to the moving hand may be the result of “noisy” basal ganglia inputs to cortical structures [166]. The other striking difference between PD subjects and controls was the altered outflow of activity from Cluster 20 during internally-guided movements (the last column in Fig. 6.17). Again, normal subjects demonstrated peaks at 10Hz and 30Hz during internally-guided movements that were not replicated in PD subjects. The abnormalities that we detected in the PDC at 10Hz and 30Hz between many clusters in PD are compatible with prior studies using coherence [71], and examining STN recordings during DBS surgery.

6.5 Discussions

One assumption of the proposed GmAR-SS method is that the innovation processes driving the brain sources follow a non-Gaussian distribution in order to achieve good source separability (see Fig. 6.8). Although there is no physiologically motivated reasons for this choice, several previous studies have demonstrated meaningful non-Gaussian brain sources using ICA-based methods [167–169]. In our EEG analysis, we also found that identified
brain sources following super-Gaussian distributions, confirming the plausibility of the non-
Gaussian assumption.

As shown in Section 6.3, the proposed GmAR-SS yields better estimation performance
compared to other ICA-based approaches. However, the performance improvement of GmAR-
SS comes at the expense of increased computational cost which mainly is from two sources:
one is the use of the gradient-ascend algorithm for finding solutions to Eqns. 6.13, 6.14 and
6.15, and the other comes from the use of the multi-start strategy for avoiding local maxima.
In the case of ICA-based connectivity estimation techniques, such as MVAR-ICA, computa-
tionally efficient gradient-descent ICA algorithms are available to allow fast estimation of
model parameters. However, as noted in [170], the number of local optima in the ICA esti-
mation can be affected by the distribution and signal-to-noise ratio of the data and thus the
convergence to the global optimal is not always guaranteed in most real data application.
While new ICA algorithms such as RADICAL [171] and MILCA [172] have been developed
which use an exhaustive search over Jacobi angles to escape local optima, this comes at the
expense of a substantial increases in the computation time for the estimation (see comparison
in [173]). To circumvent these issues, gradient-descent based ICA algorithms, combined with
the randomized multi-start technique, are often employed in order to obtain the global solu-
tion. Given the computational efficiency of such ICA algorithms, the multi-start can be easily
done within a short period of time, thus making MVAR-ICA a good choice when computa
tion time is constrained.

In the simulations, data dimension reduction was performed prior to model fitting and the
correct dimension \( J = M = 4 \) was used in all simulation runs since our evaluation schemes
operate based on the assumption there is a one-to-one mapping between the simulated and
estimated sources. However, the impact of dimensionality mismatch (i.e., \( J \neq M \)) on the
estimation performance of existing connectivity estimation techniques has not yet been in-
vestigated rigorously in the literature. This problem is particularly crucial for real data ap-
plications since the true source dimensionality is generally unknown. A common practice
used in the literature to determine source dimensionality is to choose a dimension such that
a certain percentage of variance (e.g., 99%) of the original data is retained after the dimension reduction procedure \[148, 158\]. Clustering of the estimated sources based on their scalp projections maps or activation waveforms (see Section 6.2.3) may also be applied to help eliminate spurious or duplicate sources. Nonetheless, a more rigorous study on the effects of the dimensionality mismatch issue is warranted in the future work.

## 6.6 Conclusion

To summarize, in this chapter we proposed a novel estimation method GmAR-SS that provides robust estimations of the connectivity patterns between underlying brain sources using scalp EEG measurements. By incorporating a generalized mAR process into the previously proposed state-space mAR framework in \[148\], we are able to derive a maximum likelihood estimator that allows the mixing process and the AR model parameters to be jointly estimated from scalp EEG simultaneously. The proposed GmAR-SS technique, shown by simulations, yields considerably better estimation performance compared to conventional connectivity estimation techniques under different simulation scenarios. Furthermore, the clustering technique employed in this chapter resolves the source ambiguity problem commonly seen in applications of source separation techniques to group analysis. The real EEG results demonstrated that the proposed GmAR-SS approach is promising for discovering task-related brain source connectivity.
Chapter 7

A Multiblock PLS Model for Corticomuscular Interactions

7.1 Introduction

One approach to assessing the final common pathway of the motor system is to simultaneously assess cortical and muscle activity during sustained isometric muscle contraction. The most widely used method to study the interaction between the brain and the musculature or corticomuscular coupling is the magnitude-squared coherence (MSC). The MSC provides a normalized measure of correlation between two signals in the frequency domain. In monkeys, beta range (13-50 Hz) coherence was found between electromyogram (EMG) and LFP recorded from the motor cortex during the hold phase of a precision grip task [174]. Similar findings of beta-band corticomuscular coherence have also been demonstrated in humans using either the MEG [26, 27] or EEG [28] from the primary motor cortex during isometric contractions of weak to moderate strength. Alterations in cortico-muscular coherence have been demonstrated in motor-related diseases such as Parkinson’s disease [30].

4A version of this chapter has been published as: J. Chiang, Z. J. Wang, and M. J. McKeown, “Multiblock PLS model for group corticomuscular activity analysis in Parkinson disease,” in Conference Record of the Forty Fourth Asilomar Conference on Signals, Systems and Computers (ASILOMAR’10), Nov. 2010, pp. 1375-1379. © 2010 IEEE. http://dx.doi.org/10.1109/ACSSC.2010.5757759
Despite the wide use of MSC in studying corticomuscular coupling, it suffers from several limitations. The common formulation of coherence assumes pair-wise comparisons yet it has been suggested that the mapping between the brain and musculature during movement is many-to-many, as opposed to one-to-one [32]. Thus, coherence provides a limited view of the interactions between neural assemblies and muscles. In addition, EEG recordings typically include electrical activity unrelated to motor performance, including eye and movement artifacts, and background brain activity. In fact, only a small fraction of the signal content is related to motor control [33]. Hence, when studying the relationship between EEG and EMG, the conventional approach of applying MSC directly to raw EEG and EMG signals typically yields a very low coherence value. Extensive statistical testing with e.g., bootstrap procedures, is required to demonstrate that the low-level coherence detectable is distinguishable from noise.

Several multivariate data-driven approaches developed to analyze multi-modal data may circumvent some of the aforementioned concerns regarding MSC. In particular, techniques based on blind/semi-blind source separation have proven fruitful in multi-modal brain imaging analysis. Partial least square, which is widely applied in the chemical industry for process monitoring, exploits the covariation between predictor variables and response variables and finds a new set of latent components that maximally relate them [162]. The PLS method has been used to find spatial patterns of brain activity in fMRI data that are associated with behavioral measures [175] and to identify common temporal components between EEG and fMRI [176]. As such, the PLS method is well-suited for medical data analysis due to its ability to handle high dimensional and collinear data, where traditional regression-based techniques may break down unless extensive preprocessing is performed, such as variable selection and/or dimension reduction. Moreover, PLS is flexible enough to be extended to accommodate multiple data sets in a multi-task/multi-subject scenario and also multiway data [177] such as EEG spectrogram which enables joint temporal, spectral and spatial decompositions as opposed to the traditional spatio-temporal decompositions.

Although PLS has been used in various biomedical studies, the presence of inter-subject
variability is often overlooked or not dealt with explicitly when applying PLS to multi-subject data. One straightforward approach is to simply concatenate all subjects’ data along one of the data dimensions and perform the decomposition under the assumption that all subjects share common group patterns for the remaining data dimensions. This assumption is tenuous, as inter-subject variability may not be well modelled by simply pooling the data, especially in the presence of disease. Another approach is to apply PLS to each subject’s data separately, but then how to meaningfully match the derived components across subjects is unclear.

To address this issue, we propose the utilization of a multiblock PLS (mbPLS) [178] approach, which is a two-level, multiple-block extension of the regular PLS. The mbPLS method groups data features of each subject into individual “subject blocks” at the sub-level, and aggregates the summary information from each subject block at the super-level, forming a “super-block” from which group-level components exhibiting high covariance between the predictor side and response side are extracted. In this hierarchical structure, subject-specific details are encapsulated at the sub-level and the group “consensus” at the super-level provides better interpretability for the multi-subject data. The mbPLS provides a trade-off between modeling simplicity and preservation of between-subject variation.

In the current study, we apply the mbPLS method to concurrent EEG and EMG data collected from normal subjects and patients with PD performing a force tracking task. We exploit the ability of the proposed method to model 3-dimensional matrices and investigate time-frequency-connection relations using PDC to determine if ongoing connectivity between cortical regions corresponds with the ongoing EMG activity. We demonstrate that in both normal and PD subjects, the PDC between EEG channels is highly modulated in a manner matching the dynamic motor task performed and show significant correlations with EMG amplitude.
7.2 Methods

7.2.1 PLS Model and Estimation

In this section, we give a brief overview of the basic two-block PLS and then introduce the mbPLS framework for group analysis.

For notation, we use lower case letters, e.g., \( \mathbf{t} \), to denote column vectors and upper case letters, e.g., \( \mathbf{X} \), to denote two-dimensional matrices. Three-dimensional matrices are denoted by underlined upper case letters, e.g., \( \underline{\mathbf{X}} \). Transposed vectors or matrices are indicated by a superscript \( T \), e.g., \( \mathbf{t}^T \). We use \( k (k = 1, \ldots, K) \) for indexing PLS components and \( b (b = 1, \ldots, B) \) for indexing subjects. The indices, \( t, f, c \) and \( m \), are defined respectively with the following ranges: \( t = 1, \ldots, N_t \), \( f = 1, \ldots, N_f \), \( c = 1, \ldots, N_c \) and \( m = 1, \ldots, N_m \).

Partial Least Square

The two-block PLS model consists of two groups of variables, commonly preferred to as the predictor \( \mathbf{X} \) and the response \( \mathbf{Y} \). The goal is to successively find orthogonal linear combinations of the predictor and response variables, known as predictor/response scores, that account for as much as possible of the covariation between \( \mathbf{X} \) and \( \mathbf{Y} \). Specifically, PLS model can be represented by two outer relations that decompose the data blocks into sum of components

\[
\mathbf{X} = \mathbf{T}\mathbf{P}^T + \mathbf{E} = \sum_{k=1}^{K} \mathbf{t}_k\mathbf{p}_k^T + \mathbf{E}, \quad (7.1)
\]

\[
\mathbf{Y} = \mathbf{U}\mathbf{Q}^T + \mathbf{F} = \sum_{k=1}^{K} \mathbf{u}_k\mathbf{q}_k^T + \mathbf{F}, \quad (7.2)
\]

and an inner relation which ensures the maximal covariance between components

\[
\mathbf{u}_k = \beta_k \mathbf{t}_k, \quad k = 1, \ldots, K, \quad (7.3)
\]

where \( K \) denotes the total number of PLS components. The vectors \( \mathbf{t}_k \) and \( \mathbf{u}_k \) are the scores of the \( k \)-th PLS component for \( \mathbf{X} \) and \( \mathbf{Y} \), respectively, \( \mathbf{p}_k \) and \( \mathbf{q}_k \) are the associating normalized
loading vectors, and $\beta_k$ is the regression coefficient for the $k$-th component. The matrices $E$ and $F$ are the residual matrices. The number of components needed to describe the data blocks is typically determined based on the amount of variation remained in the residual matrices [162].

The estimation of the PLS model is done in a sequential fashion, component by component. The estimation starts with a random initialization of the response score $u_1$. This vector is regressed on the predictor block $X$ to give the block weight $w_1$. The weight is normalized and multiplied with $X$ to give the predictor score $t_1$. For the response variables, the regression is done similarly by regressing $t_1$ on $Y$ to yield a new $u_1$. This is repeated until $t_1$ and $u_1$ converge to a predefined precision. After convergence, loading vector $p_1$ is calculated by regressing $t_1$ on $X$ and data blocks are deflated by subtracting $t_1p_1^T$ from $X$. The second pair of PLS components, orthogonal to the first, can be determined by repeating the iteration on the residual data blocks. The complete algorithm for estimating two-block PLS model is given in [162].
Multiblock PLS

The multiblock PLS extends the two-block PLS by dividing variables into multiple conceptually meaningful data blocks, e.g., on a subject or trial basis. This blocking leads to two model levels: the super-level modeling the covariation between predictor and response variables and the sub-level collecting features of individual blocks (Fig. 7.1). On the sub-level, the predictor variables and response variables of each subject/trial \( b \) are grouped into the predictor block \( \mathbf{X}_b \) and the response block \( \mathbf{Y}_b \), respectively. Each sub-level predictor block \( \mathbf{X}_b \) is iteratively decomposed into a sum of components. Each component \( k \) is an outer product of the predictor block score \( \mathbf{r}_{b,k} \) and the normalized loading vector \( \mathbf{p}_{b,k} \). Similarly, the response block is decomposed into a set of response scores \( \mathbf{s}_{b,k} \) and loading vectors \( \mathbf{q}_{b,k} \). The sub-level block scores are assembled to form the super blocks, \( \mathbf{R}_k \) and \( \mathbf{S}_k \), on the super-level:

\[
\mathbf{R}_k = \left[ \mathbf{r}_{1,k}, \mathbf{r}_{2,k}, \ldots, \mathbf{r}_{B,k} \right], \quad (7.4)
\]

\[
\mathbf{S}_k = \left[ \mathbf{s}_{1,k}, \mathbf{s}_{2,k}, \ldots, \mathbf{s}_{B,k} \right]. \quad (7.5)
\]

These super blocks, representing a condensed subset of the sub-level variables, are treated as the predictor and response blocks as in the regular two-block PLS. From these, the predictor super score \( \mathbf{t}_k \) and response super score \( \mathbf{u}_k \) that best explain the variance in \( \mathbf{R}_k \) and \( \mathbf{S}_k \) while having maximal covariance between them are sought, along with the associating loading vectors, \( \mathbf{w}_{sup} \) and \( \mathbf{q}_{sup} \). Specifically, the mbPLS model can be described as follows:

1. Sub-level decompositions:

\[
\mathbf{X}_b = \sum_{k=1}^{K} \mathbf{r}_{b,k} \mathbf{p}_{b,k}^T + \mathbf{E}_b, \quad (7.6)
\]

\[
\mathbf{Y}_b = \sum_{k=1}^{K} \mathbf{s}_{b,k} \mathbf{q}_{b,k}^T + \mathbf{F}_b, \quad b = 1, \ldots, B. \quad (7.7)
\]
2. Super-level decompositions:

\[ R_k = \begin{bmatrix} r_{1,k}, & r_{2,k}, & \ldots, & r_{B,k} \end{bmatrix}, \]  
\[ R_k = t_k w_{sup}^T, \]  
\[ S_k = \begin{bmatrix} s_{1,k}, & s_{2,k}, & \ldots, & s_{B,k} \end{bmatrix}, \]  
\[ S_k = u_k q_{sup}^T. \] 

3. Inner relation between predictor and response blocks

\[ u_k = \beta_k t_k. \] 

The key advantage of mbPLS is that by organizing the data features into a hierarchical structure, each block of subject features is allowed to have its own decomposition, thus allowing slight variations across subjects, but at the same time, the aggregate of the subject-level components are still constrained to achieve maximal covariance between the predictor blocks and response blocks.

As in the regular two-block PLS, the estimation of mbPLS model is done sequentially, component by component [178]. The key difference in the estimation procedure is that in mbPLS, the regression is done at two levels: the predictor super score \( t_k \) is regressed on the response super block \( S_k \) as well as on the sub-level blocks \( Y_b \)'s. This step allows the mbPLS to preserve the important features of regular two-block PLS while ensuring that maximal similarity between data blocks can be achieved. Beginning with a random initialization of the response super score \( u_1 \), the sub-level predictor block scores, \( r_{b,1} \), and the corresponding loading vectors of the first PLS component are obtained by regressing \( u_1 \) on \( X_b \) individually for \( b = 1, \ldots, B \). Subsequently, another regression is done on the super blocks \( R_1 \) constituted by the new predictor block scores \( r_{b,1} \) to obtain the predictor super score \( t_1 \). The response block scores and super scores are estimated similarly by regressing \( t_1 \) on sub-level response data blocks and super block. This procedure is repeated until the super scores converge. The
algorithm of estimating mbPLS is detailed in Appendix A.

Three-way Multiblock PLS

In biomedical studies, some data are more meaningfully represented as a multiway array (or multidimensional matrix). For example, the EEG spectrogram can be expressed as a three-dimensional matrix of: (number of time points × number of frequency bins × number of channels). In this study, we extend the mbPLS model described in Section 7.2.1 to multiway arrays. The specific model considered in this work is a three-way mbPLS which consists of \( B \) three-dimensional predictor blocks of dimension \((N_t \times N_f \times N_c)\) and \( B \) two-dimensional response blocks of dimension \((N_t \times N_m)\). Following the structure of a two-way mbPLS model, the three-way mbPLS model is expressed by two outer relations:

\[
X_{b,tf} = \sum_{k=1}^{K} r_{bk,tf} a_{bk,fp} p_{bk,tc} + e_{b,tf}, \quad (7.13)
\]

\[
Y_{b,tm} = \sum_{k=1}^{K} s_{bk,tm} + f_{b,tm}, \quad (7.14)
\]

where \( X_{b,tf} \) denotes the element \((t,f,c)\) in the three-dimensional matrix \( X_b \). The vectors \( r_{bk,tf} = [r_{bk,1}, r_{bk,2}, \ldots, r_{bk,Nt}]^T \) and \( s_{bk,tm} = [s_{bk,1}, s_{bk,2}, \ldots, s_{bk,Nm}] \) are the score vectors, representing the temporal activations of the \( k \)-th component for \( X_b \) and \( Y_b \), respectively. The vectors \( a_{bk,tf} = [a_{bk,1}, a_{bk,2}, \ldots, a_{bk,Nf}]^T \) and \( p_{bk,tc} = [p_{bk,1}, p_{bk,2}, \ldots, p_{bk,Nc}]^T \) are the associating normalized loading vectors of \( X_b \) which represent the spectral and spatial patterns of the \( k \)-th component, respectively. In addition, in order to obtain common spectral patterns across subjects for subsequent group analysis, we further assume that

\[
a_{1,k} = a_{2,k} = \ldots = a_{B,k}, \quad k = 1, \ldots, K. \quad (7.15)
\]
As in the regular mbPLS, the relationship between the predictor blocks and response blocks is established by combining the sub-level block scores into super blocks $R_k$ and $S_k$. From these, the super scores $t_k$ and $u_k$ that best explain the variance in $R_k$ and $S_k$ while having maximal covariance between them are sought. The estimation of three-way mbPLS model extends the three-way PLS algorithm proposed by [177] and is described in detail in Algorithm 1. Note that in Algorithm 1, the component index $k$ is omitted from the variables for notational simplicity.

7.2.2 Application of mbPLS and EEG/EMG Feature Generation

In this study, our goal is to find features in the EEG data whose temporal patterns are maximally correlated with the EMG signals. In most existing studies, the corticomuscular analysis is performed directly on the raw EEG and EMG and typically yields very small correlation values. Nonetheless, with proper preprocessing steps, one can examine the EEG data for component(s) which have high correlation with the EMG signals. In this study, we examined the relations between time-varying spectral features of the EEG signals, constituting the predictor variables of the mbPLS model, and amplitudes of the EMG signals and behavioral performance, constituting the response variables. A graphical representation of the EEG and EMG features and their decompositions are shown in Fig. 7.2.

EEG Features

Two types of EEG features were considered: 1) the EEG spectrogram which represents the time-varying spectral patterns of individual brain regions, and 2) the frequency-domain connectivity pattern between regions estimated using PDC.

*EEG Spectrogram* Traditional approaches to studying EEG typically involve decomposing the EEG data into a set of frequency bands (alpha, beta, etc.) based on prior empirical knowledge. While averaging EEG activity over broad frequency bands can simplify subsequent
**Algorithm 1**

Calculation of the $k$-th Component of Three-way Multiblock PLS

1: Choose start $\mathbf{u}$, e.g., $\mathbf{u}$ ← the first principal component of some response block $\mathbf{Y}_b$.
2: repeat
3: Compute the auxiliary matrix $\mathbf{Z}_b$ whose $(f,c)$-th element is given by $z_{b,fc} ← \sum_{t=1}^{N_t} X_{b,tf,c} u_t$, for $f = 1, \ldots, N_f, c = 1, \ldots, N_c$ and $b = 1, \ldots, B$.
4: Concatenate the auxiliary matrices, $\mathbf{Z} ← [\mathbf{Z}_1 \mathbf{Z}_2, \ldots, \mathbf{Z}_B]$. The resulting $\mathbf{Z}$ is of dimension $(N_f \times BN_c)$
5: Perform singular decomposition on $\mathbf{Z}$:
6: $[\mathbf{g}, \sigma, \mathbf{h}] ← \text{SVD}(\mathbf{Z}, 1)$, where $\mathbf{g}$ and $\mathbf{h}$ are the first singular vectors of $\mathbf{Z}$.
7: for $b = 1$ to $B$ do
8: $\mathbf{a}_b ← \mathbf{g}$
9: $\mathbf{p}_b ← \begin{bmatrix} h_{(b-1)Nc+1} & h_{(b-1)Nc+2} & \cdots & h_{(b-1)Nc+N_c} \end{bmatrix}^T$
10: $\mathbf{r}_b ← [r_{b,1}, \ldots, r_{b,N_t}]^T$, where $r_{b,t} ← \sum_{c=1}^{N_c} X_{b,tf,c} a_{b,f} p_{b,c}$ for $t = 1, \ldots, N_t$
11: end for
12: $\mathbf{R} ← [\mathbf{r}_1, \mathbf{r}_2, \ldots, \mathbf{r}_B]$
13: $\mathbf{w}_{sup} ← \mathbf{R}^T \mathbf{u} / \| \mathbf{u}^T \mathbf{u} \|$, normalize $\mathbf{w}_{sup}$ to $\| \mathbf{w}_{sup} \| = 1$
14: $\mathbf{t} ← \mathbf{R} \mathbf{w}_{sup} / \| \mathbf{w}_{sup} \|$
15: for $b = 1$ to $B$ do
16: $\mathbf{q}_b ← \mathbf{Y}_b^T \mathbf{t} / \| \mathbf{t}^T \mathbf{t} \|$, normalize $\mathbf{q}_b$ to $\| \mathbf{q}_b \| = 1$
17: $\mathbf{s}_b ← \mathbf{Y}_b \mathbf{q}_b / \| \mathbf{q}_b \|^2$
18: end for
19: $\mathbf{S} ← [\mathbf{s}_1, \mathbf{s}_2, \ldots, \mathbf{s}_B$
20: $\mathbf{q}_{sup} ← \mathbf{S}^T \mathbf{t} / \| \mathbf{t}^T \mathbf{t} \|$, normalize $\mathbf{q}_{sup}$ to $\| \mathbf{q}_{sup} \| = 1$
21: $\mathbf{u} ← \mathbf{S} \mathbf{q}_{sup} / \| \mathbf{q}_{sup} \|^2$
22: until $\mathbf{t}$ converges
23: Deflation by subtracting the effects of the first $k$ components from each data block, $\mathbf{X}_b$ and $\mathbf{Y}_b$ for $b = 1, \ldots, B$:
24: for $b = 1$ to $B$ do
25: $\mathbf{G}_b ← (\mathbf{T}_1^T \mathbf{T}_1)^{-1} \mathbf{T}_1^T \mathbf{u}_b$, where $\mathbf{T}_1 = [\mathbf{t}_1, \ldots, \mathbf{t}_k]$
26: $\mathbf{X}_{b,tf,c} ← \mathbf{X}_{b,tf,c} - r_{b,t} a_{b,f} p_{b,c}$ for $t = 1, \ldots, N_t, f = 1, \ldots, N_f$ and $c = 1, \ldots, N_c$
27: $\mathbf{Y}_b ← \mathbf{Y}_b - \mathbf{T}_1 \mathbf{G}_b \mathbf{q}_b^T$
28: end for
29: $k ← k + 1$. The next pair of PLS components is found by repeating from Step 1 on the deflated data blocks.
Figure 7.2: Top - EEG features: (a) EEG spectrogram and its decomposition. (b) EEG frequency-domain connectivity and its decomposition. An EEG data block is decomposed into $K$ components where each component $k$ is an outer product of temporal ($r_{b,k}$), spectral ($a_{b,k}$) and spatial ($p_{b,k}$) patterns. Bottom - EMG features: EMG data block consisting of EMG amplitude and force output, and its decomposition. An EMG data block is decomposed into $K$ components where each component $k$ is an outer product of temporal pattern ($s_{b,k}$) and loading vector ($q_{b,k}$).
analysis, it inevitably sacrifices the frequency resolution. In this study, instead of using band-limited EEG waveforms as an EEG feature for PLS, we propose using the time-varying EEG spectrogram which provides a simultaneous time-frequency-space decomposition.

The EEG spectrogram was computed using the short-time Fourier transform (‘spectrogram’ function in Matlab) for each brain region over the frequencies 3-50 Hz with a Hamming window of length 300 time points and a 95% overlap. The EEG spectrograms of each subject were organized as a three-dimensional matrix \((N_t \times N_f \times N_c)\) with rows being time \((t)\), columns being frequency \((f)\) and the third dimension being brain region \((c)\). The EEG spectrograms were then decomposed by mbPLS into a sum of components, each with a specific temporal, spectral and spatial pattern. The spectral and spatial patterns allow the identification of brain oscillatory rhythms and their distributions over the scalp that give a temporal pattern having maximal covariance with the corresponding EMG temporal pattern.

**Frequency-Domain Connectivity Pattern: Partial Directed Coherence** In addition to establishing the relation between individual brain regions and active muscles, we were also interested in identifying the frequency-dependent cortical couplings that were maximally modulated by the motor task. To provide a spectral quantification of coupling between EEG signals, we used PDC [13]. PDC has been applied in various EEG studies as it provides the ability to distinguish between direct and indirect causal relations between signals and it has shown promising results in assessing the EEG changes in Parkinson’s disease [109]. The calculation of PDC starts with fitting a \(P\)-th order mAR model to the observed EEG signals. The mAR model parameters are estimated using the ARfit toolbox in Matlab [164]. Once the mAR coefficients are determined, they are transformed into the frequency domain via the Fourier transform, and the PDC between each pair of nodes (or regions of nodes) is calculated according to Eqn. 2.7 (refer to Section 2.2.2 for a detailed description).

The mAR model assumes stationarity of the observed signals. In order to investigate the temporal evolution of connectivity patterns during dynamic movements, we used a moving window of length 300 time points with 95% overlap and computed PDC independently for
each time window over the frequencies 3-50 Hz. The mAR model order was determined by Schwarz’s Bayesian Criterion, and in this study, a 5-th order \((P = 5)\) mAR model was used. The PDC values of each subject were organized as a three-dimensional matrix with rows being time \((t)\), columns being frequency \((f)\) and the third dimension being directional connection between brain regions \((c)\).

**EMG Features**

An EMG signal can be considered as a zero-mean, band-limited and wide-sense stationary stochastic process modulated by the EMG amplitude \([179]\). The surface EMG amplitude is a reflection of overall muscle activity of individual underlying muscle fibers \([179]\). Although different techniques have been proposed for accurate amplitude estimation, we used the simple root-mean-square (RMS) method, with a moving window of length 300 time points and 95% overlap applied. Note that the window size used here is same as that in EEG spectrogram calculation, to ensure that the EEG and EMG features were temporally aligned. Similarly, the force output from the subject was resampled to ensure its proper alignment with EMG amplitude. The response variables, EMG amplitude and force output, were organized as a two-dimensional matrix \((N_t \times N_m)\) with rows being time \((t)\) and columns being EMG channels and force output \((m)\).

**7.2.3 Assessment of Significance**

To determine the statistical significance of the correlation between the temporal patterns of EEG and EMG, we used the non-parametric permutation test \([180]\) in which the temporal correlation between EEG and EMG was removed by permuting the temporal order of the EEG features \(X_b\) uniformly for all subjects while leaving the EMG features \(Y_b\) intact. For this study, 100 random permutations were generated and mbPLS was applied to each of these permutations. The correlation coefficients between the permuted EEG features and unchanged EMG features were then computed to form the empirical null distribution. The \(p\)-value of the original EEG/EMG correlation can be calculated from the null distribution as the propor-
tion of sampled permutations whose correlations are greater than or equal to the correlation between the original EEG and EMG features.

In addition, we also want to determine which EEG features in the spatial patterns have significant contributions to the EEG/EMG temporal correlation. This is done by identifying EEG features that have weights statistically significant different from zero. In particular, we focus on the PLS components that have significant temporal EEG/EMG correlations. The significance level of the EEG spatial patterns was determined using the jackknife resampling method \cite{180} from which delete-one jackknife samples are generated by leaving out time points from both $X_b$ and $Y_b$, for $b = 1, \ldots, B$, one at a time and applying mbPLS to the remaining time points. Let $\hat{p}_{b}(j)$ denote the EEG spatial pattern of data block $b$ estimated from the delete-one jackknife sample that has time point $j$ removed. The $j$-th jackknife pseudo pattern for the $k$-th component is given as

$$\hat{p}_{b,k}^{*}(j) = N_t p_{b,k} - (N_t - 1) \hat{p}_{b,k}(j), \quad (7.16)$$

where $N_t$ denotes the total number of time points in $X_b$ and $p_b$ is the spatial pattern of the full data. The mean, $\bar{p}_{b,k}^{*}$, and standard deviation, $SE(\hat{p}_{b,k}^{*})$, of the jackknife pseudo patterns are calculated as

$$\bar{p}_{b,k}^{*} = \frac{1}{N_t} \sum_{j=1}^{N_t} \hat{p}_{b,k}^{*}(j), \quad (7.17)$$

$$SE(\hat{p}_{b,k}^{*}) = \sqrt{\frac{1}{N_t} \sum_{j=1}^{N_t} (\hat{p}_{b,k}^{*}(j) - \bar{p}_{b,k}^{*})^2}. \quad (7.18)$$

From these, $t$-statistic for each element of $p_{b,k}$ is computed and forms the corresponding $t$-spatial pattern for $p_{b,k}$. To allow for easier visualization and comparison of spatial patterns between different subject groups (PD subjects vs. normal subjects), for each significant PLS component, we concatenate the $t$-spatial patterns of subjects within a subject group horizontally and perform PCA on the concatenated $t$-spatial patterns. The fist principal component is
used to represent the group-level spatial pattern.

7.3 Experimental Data

Data used in the study are the same as those used in Chapter 6. Detailed description of subjects and experimental procedure are presented in Section 6.4.1. In this study, we focus on the time periods when subjects were squeezing at a frequency of 0.4 Hz under the follow condition - both the visual target and visual feedback of the force generated were shown. We next describe the acquisition and preprocessing of EEG and EMG data.

7.3.1 EEG Data Acquisition and Preprocessing

The EEG data were collected using an EEG cap (Quick-Cap, Compumedics, Texas, USA) with 19 electrodes using the International 10-20 system, referenced to linked mastoids. There EEG data were sampled at 1000 Hz using SynAmps2 amplifiers (NeuroScan, Compumedics, Texas, USA). A surface electrode on the tip of the nose was used as ground. Ocular movement artifacts were measured using surface electrodes placed above and below the eyes (Xltek, Ontario, Canada). Data were later bandpass filtered off-line between 1 and 70Hz and down-sampled to 250 Hz. Artifacts associated with eye blinks and muscular activity were removed using the Automated Artifact Removal in the EEGLAB Matlab Toolbox [82]. To simplify analysis, the EEG signals were divided into 5 regions: Fronto-Central (FCentral) - FP1, FP2, F7, F3, Fz, F4 and F8, Left Sensorimotor (LSM) - T7, C3, P7 and P3, Right Sensorimotor (RSM) - T8, C4, P8 and P4, Central - Cz and Pz and Occipital - O1 and O2 (see Fig. 3.2 for groupings of electrodes).

The raw time courses of the electrodes within each region were averaged as the overall activity of the region, and the averaged time course were then zero-meaned and normalized to unit variance. For subsequent analysis, data collected during the squeezing periods concatenated in time into a single matrix for each individual subject. Data from the rest periods are excluded from the analysis.
7.3.2 EMG Data Acquisition and Preprocessing

The EMG signal of the wrist flexor compartment was recorded using self-adhesive, silver, silver-chloride pellet surface electrodes with 7 mm diameter. A bipolar montage was used with a fixed inter-electrode distance of 30 mm. The surface EMG signal was simultaneously collected together with the EEG signals and was amplified and sampled at 1000 Hz. To be consistent with the EEG preprocessing, the EMG signal was down-sampled off-line to 250 Hz and only the squeezing periods are used for subsequent analysis.

7.4 Results

An example of the coherence spectra between the raw EEG signals of the 5 brain regions and the raw EMG signal of the right wrist flexor of a typical normal subject based on a non-overlapping Hamming window of length 300 points (1.2s) is shown in Fig. 7.3. The 95% confidence limit for the zero coherence is indicated by the dashed line. The 95% confidence limit is determined by [181]

\[
CL(\alpha = 0.95) = 1 - (1 - \alpha)^{\frac{1}{L}},
\]

where \(L\) is the number of windowed segments. Estimated coherence values above the \(CL\) were regarded as significant. Notice the small values of the estimated coherence, with peaks at \(\sim 10\)Hz and \(\sim 30\)Hz. The spectrograms of raw EEG signals of the same normal subject are shown in Fig. 7.4. None of the 5 regions shows clear modulation of activity by the motor task.

The proposed mbPLS method was applied to concurrent EEG and EMG data of all 10 normal and 9 PD subjects simultaneously, which gave 19 predictor blocks and 19 response blocks in total. The joint modeling of normal and PD data allowed the identification of common temporal and spectral patterns. The spatial patterns are free to vary across subjects, from which one can identify brain regions that are differentially recruited by PD during a motor task.
**Figure 7.3:** Coherence between the raw EEG signal of the 5 region and the EMG signal of a typical normal subject. The dashed line represents the 95% confidence limit.

**Figure 7.4:** Spectrograms of raw EEG signals.
Figure 7.5: Component 1 of PLS decomposition with EEG Spectrograms as predictors and EMG amplitude as responses. Top panel: Temporal patterns of EEG (solid) and EMG (dashed) super scores. The oscillation of the target bar is also shown (grey, solid). Middle panel: Spectral pattern. Bottom panel: Spatial patterns of normal subjects (left) and PD subjects (right). The radius of each circle is made proportional to the weighting of the respective electrode in the group EEG spatial pattern.
Figure 7.6: Component 7 of PLS decomposition with EEG Spectrograms as predictors and EMG amplitude as responses.
7.4.1 EEG Spectrogram Components Corresponding to EMG and Behavioral Data

Using the permutation test, one significant component \((p < 0.05)\) from the EEG spectrogram was identified. The temporal and spectral patterns for Component 1 are shown in Fig. 7.5. The correlation coefficient between the EEG \(t_1\) and EMG \(u_1\) super scores was 0.45, corresponding to \(p = 0.002\). The spectral patterns shows peaks around 5-15 Hz which were associated with the theta and alpha rhythms. The group-level EEG spatial activation patterns of normal and PD subjects given by PCA are shown in the bottom panel of Fig. 7.5. Normal and PD subjects demonstrated similar spatial distributions in which higher values are located in the left sensorimotor area, contralateral to the performing hand.

The temporal and spectral patterns for a component with a clear peak at around 30Hz (Component 7) are shown in Fig. 7.6. The correlation coefficient between EEG and EMG super scores is 0.21, which was not significant \((p = 0.114)\). In normal subjects, this components is associated with activity in frontal and right sensorimotor regions, while in PD subjects, the activity is seen more in the frontocentral region.

7.4.2 PDC Components Corresponding to EMG and Behavioral Data

Using the permutation test, three significant components from decomposition of the PDC \((p < 0.05)\) were identified. The temporal and spatial patterns for Component 1 are shown in Fig. 7.7. The correlation coefficient between the EEG \(t_1\) and EMG \(u_1\) super scores was 0.58 \((p = 0.0084)\). The associated spectral pattern demonstrated higher power in the beta and gamma bands. The group-level EEG spatial activation patterns of normal and PD subjects given by PCA are shown in the bottom panel of Fig. 7.7. For easier interpretation, only connections whose weights were greater than 80% of the maximum value are shown. In normal subjects, this component was dominated by the connection \(Central \rightarrow FCentral\), whereas in PD subjects, it was dominated by connections \(Occipital \rightarrow FCentral\) and \(RSM \rightarrow FCentral.\)

The temporal and spatial patterns for Component 2 are shown in Fig. 7.8. The correlation coefficient between EEG and EMG super scores is 0.54 \((p = 0.0179)\) and had a broad spectral
pattern, with higher power concentrated in the lower beta range (15-25 Hz). In both normal and PD subjects, this component was dominated by connections going into the *Occipital* and *RSM* regions.

The temporal and spatial patterns for another significant component shown in Fig. 7.9. The correlation coefficient between EEG and EMG super scores is 0.43 ($p = 0.0337$). The spectral pattern of this component was concentrated between 10 and 25 Hz. In normal subjects, this component was based largely on connections *RSM* $\rightarrow$ *LSM* and *Central* $\rightarrow$ *Occipital*, whereas in PD subjects, it was based on connection *LSM* $\rightarrow$ *FCentral*.

### 7.5 Discussion

We have demonstrated that the proposed mbPLS method provides a framework for multi-modal, multi-subject analysis. It ensures similar decompositions across subjects by constraining the block scores of every subject to have maximal covariance with the common group-level super score, yet details pertaining to individual subjects are preserved. When applied to EEG/EMG data during performance of the dynamic motor task of sinusoidal squeezing, we found results that were not apparent in any of the raw spectrograms (Fig. 7.4). Use of MSC detected a small but significant peak at $\sim$10Hz and $\sim$30Hz (Fig. 7.3). A component with a similar peak at $\sim$30Hz approached statistical significance (Fig. 7.6), but was concentrated more over frontal regions.

The most interesting part of our results was that the PDC measures (Figs. 7.7, 7.9) correlated much better with ongoing EMG activity than activity at a single region (Figs. 7.5 and 7.6). At first it may seem counter-intuitive that the interaction between cortical regions would correlate more closely with EMG, since anatomically considerations would argue that the motor cortex would demonstrate the greatest correspondence. However, as previously noted, only a small fraction of the EEG signal at a given region is directly related to motor control [33]. Examining the interactions between regions may therefore constrain looking at the fraction of the EEG important for performance of this dynamic, visually-related task.

We found that connections to and from occipital regions were prominent in PD subjects
Figure 7.7: Component 1 of mbPLS decomposition with EEG PDC as predictors and EMG amplitude as responses. Top panel: Temporal patterns of EEG (solid) and EMG (dashed) super scores. The oscillation of the target bar is also shown (grey, solid). Middle panel: Spectral pattern. Bottom panel: Spatial patterns of normal subjects (left) and PD subjects (right). The width of each arrow reflects the relative weighting of the respective connections in the group EEG spatial pattern.
Component 2, CC = 0.54 (p = 0.0179)
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Figure 7.8: Component 2 of mbPLS decomposition with EEG PDC as predictors and EMG amplitude as responses.
Component 8, CC = 0.43  (p = 0.0337)
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Figure 7.9: Component 8 of mbPLS decomposition with EEG PDC as predictors and EMG amplitude as responses.
Relative to controls, PD subjects heavily on visual cues for the initiation [182] and ongoing control of movement [183]. In addition, the increased intra and inter-hemispheric connectivity we observed in the PD subjects (Fig. 7.8) is consistent that previously described with MEG during the resting state [4].

While several data driven techniques have been proposed for multi-modal data analysis, they still have limitations that may limit their suitability for medical applications. Techniques related to ICA and PCA relies on independence or orthogonality assumption which is often too stringent and has no obvious physiological justification. Most of the proposed techniques are inadequate for handling multi-subject data sets unless the data are combined a priori by grand-averaging or concatenation across subjects. However, both procedures rely on the assumption that variability between subject is negligible which, however, is rarely true for real data, especially in disease states such as Parkinson’s disease we examined here. In this study, we proposed the multiblock PLS framework to address both of these issues. The mbPLS provides a unique decomposition of data without assuming independence between components. Furthermore, with the hierarchical two-level design, mbPLS is able to find a middle ground between grand-averaging across subjects and doing decomposition on a subject-by-subject basis. At the sub-level, data blocking allows the preservation of subject specificity while at the super-level, aggregation of sub-level results allows the identification of common features across subjects.

We note that while the proposed technique was applied to joint EEG and EMG coupling analysis, it is sufficiently general that it can be also applied to other modalities of neurophysiological signals including MEG, fMRI and kinematic data.

7.6 Conclusion

EEG and simultaneously-recorded EMG data are a means to assess integrity of the functional connection between the cortex and the muscle during movement. EMG-EEG coupling is typically assessed with pair-wise squared coherence, resulting in a small, but statistically-significant coherence between a single EEG and a single EMG channel. However, a means
to combine results across subjects is not straightforward with this approach because the exact frequency of maximal EEG-EMG coupling may vary between individuals, and it emphasizes the role of an individual locus in the brain in driving the muscle activity, when interactions between brain regions may in fact be more influential on ongoing EMG activity. To deal with these issues, we implemented a mbPLS procedure, previously proposed in chemical applications, which incorporates a hierarchical structure into the ordinary two-block PLS often used in neuroimaging studies. In the current implementation, each subject’s data features are collected in individual data blocks on a sub-level, while simultaneously aggregating the sub-level information to obtain a super-level group “consensus”. We further extended the mbPLS model to include 3-dimensional matrices: time-frequency-EEG channel and a time-frequency-connection utilizing PDC. We applied the proposed method to concurrent EEG and EMG data collected from ten normal subjects and nine patients with mild-moderate Parkinson’s disease performing a dynamic motor task - that of sinusoidal squeezing. The results demonstrate that connections between EEG electrodes, rather than activity at individual electrodes, correspond more closely to ongoing EMG activity. In PD subjects, there was enhanced connectivity to and from occipital regions, likely related to the previously-described enhanced use of visual information during motor performance in this group. The proposed mbPLS framework is a promising technique for performing multi-subject, multi-modal data analysis and it allows for robust group inferences even in the face of large inter-subject variability.
Chapter 8

Conclusion

This chapter will summarize and discuss the main findings of the thesis and provide suggestions for future research directions.

8.1 Contributions

In this thesis, we developed new signal processing methods for inferring brain connectivity from EEG recordings. The proposed connectivity analysis techniques provide enhancements to the previously proposed mAR model-based connectivity measures to address some of the key challenges present in real EEG studies such as volume conduction, low task-related signal-to-noise ratio, statistical instability in model estimation and group inference for multi-subject data. These techniques were applied to EEG data collected from healthy subjects and PD patients, including ‘on’ medication and ‘off’ medication states during the performance of motor tasks to study effects of disease and medication on connectivity patterns. The main contributions and findings of this thesis are summarized as follows.

In Chapter 2, we investigated the statistical instability associated with estimating parameters of a full mAR model from high-dimensional EEG signals and proposed a sparse-mAR based connectivity measure, called sparse PDC, where the sparsity is achieved by imposing a LASSO penalty on the coefficient matrices in mAR estimation. We show by simulation that the use of LASSO penalty facilitates automatic variable selection and yielded a more
stable and accurate estimate of connectivity compared to the traditional, non-sparse approach when data samples are limited. As the sparse formulation of PDC is more closely matching the sparse nature of brain connectivity and naturally addresses the concern of model order selection, it provides a useful tool for EEG connectivity analysis.

In Chapter 3, we applied the sparse PDC technique to EEG data of normal and PD subjects, including both before and after Levodopa administration, while performing a visually guided joystick task. The sparse-PDC analysis revealed multifaceted, regionally and directionally-dependent alterations of connectivity in PD subjects withdrawn from medication during both movement preparation and execution. Connectivity was particularly altered posteriorly, suggesting abnormalities in visual and visuo-motor processing in PD. For comparison, we utilized traditional Fourier analysis to evaluate task-dependent frequency spectra modulation in these same regions. While there were some overall spectral differences between subject groups, the differences between regions tended to be relatively modest. In contrast, directional connectivity analysis demonstrated distinctive regional difference within groups. In particular, connectivity measures in the alpha, beta and low gamma frequency ranges showed high correlation with motor UPDRS in PD subjects withdrawn from medication, suggesting the possibility of using connectivity as a potential biomarker for pathological brain oscillations in PD. When comparing connectivity patterns between on- and off-medication states of PD subjects, we observed that Levodopa medication only partially restored connectivity, and in some cases resulted in further exacerbation of abnormalities. Our results suggest that PD is associated with significant alterations in connectivity between brain regions and that these changes can be non-invasively detected in the EEG using the PDC method.

Motivated by the observation of the association between connectivity and clinical measure of motor function in PD subjects in Chapter 3, we proposed a LASSO method in Chapter 4 to select PDC-derived connection/frequency band combinations that best predict UPDRS scores. The predictive performance of the proposed method was assessed using the leave-one-subject-out cross validation procedure. Our results showed that particular combinations
of directional connectivity strengths were able to clearly differentiate unmedicated PD subjects from normal subjects and accurately predict clinical UPDRS scores of PD subjects. The frequencies selected by the LASSO were not restricted to the beta band as typically seen in PD literature but included both alpha and beta. The predicted UPDRS values in medicated PD subjects were normalized to a similar level as normal subjects. These observations corroborate the plausibility of using EEG-derived connectivity as a biomarker for evaluating PD deficits.

In Chapters 3 and 4, inference of group-level connectivity was done by applying sparse PDC to each subject separately with no prior assumptions on the structural patterns across subjects and the results were later integrated across subjects using statistical methods, such averaging or ANOVA. In Chapter 5, we extended the sparse mAR model developed in Chapter 2 by imposing a common group structure across subjects. This is achieved using a data-driven approach by incorporating the Group LASSO method into the joint estimation of mAR coefficients of all subjects. The gLASSO enforces the mAR models of the subjects within a group to be structurally identical across subjects, but the connection coefficients are allowed to vary from subject to subject. The proposed group sparse mAR model represents a compromise between the two extremes of conventional group analysis approaches as it allows identification of common group structures while preserving the subject-specificity.

To address the issue of volume conduction, in Chapter 6, we proposed a state-space generalized mAR framework that jointly models the instantaneous mixing effects of volume conduction and the causal relationships between underlying brain sources. Different from the existing two-stage source estimation approaches, we developed a maximum likelihood estimator allowing the the mixing process and mAR model parameters to be jointly estimated simultaneously. The proposed GmAR source separation technique was verified using simulated EEG data based on a single-shell spherical head model with varying levels of signal-to-noise ratio, signal-to-background noise ratio, data lengths and source Gaussianity. The proposed technique demonstrated improved estimation accuracies compared to conventional two-stage connectivity estimation approaches. The GmAR-SS technique was applied together with
the clustering technique to real EEG data of normal and PD subjects performing a force-tracking task. The results demonstrated that the proposed group analysis framework resolves the source ambiguity issue commonly seen in group analysis and is effective in detecting differences between subject groups and experimental conditions.

In Chapters 2-6, we focused on establishing the causal relationships between brain regions during motor performance. To assess the final pathway of the motor system, in Chapter 7, we expanded our connectivity analysis to the cortico-muscular level to look at interactions between the brain and musculature. Specifically, we proposed modeling simultaneously recorded EEG and EMG signals using a multiblock PLS framework. The multiblock PLS framework provides a natural way to model multi-subject, multi-modal data. The PLS method exploits the covariation between two different sets of data variables (one being EEG and the other being EMG) and finds a new set of latent components that maximally relate them. The multiblock construction of PLS allows data to be divided into separate data blocks on a per-subject basis where each block can have its own decomposition, while at the same time, the aggregates of the subject-level EEG and EMG components are still constrained to achieve maximal covariance, allowing identification of common features across subjects. We further extended the mbPLS model to include 3-dimensional matrices: time-frequency-EEG channel and time-frequency-connection based on PDC. We applied the proposed method to concurrent EEG and EMG data collected from normal PD patients performing a sinusoidal squeezing task. The results showed that connections between EEG electrodes, rather than activity at individual electrodes, correspond more closely to ongoing EMG activity.

### 8.2 Future Research Directions

Studying brain connectivity in the source domain provides a plausible solution to the volume conduction effect inherent in EEG analysis. However, the presence of inter-subject variability, which potentially leads to different brain sources being recruited and variations in the spatial distribution and strength of source activation across subjects, has made group inference in source separation a challenging issue and prevented it from being widely applied in
real EEG studies. To address this, the approach we took in Chapter 6 was to learn the source separately for each subject and then perform group inference on the subject-specific sources. This was done by clustering the extracted sources based on their spatial distributions and selecting the ones that repeatedly appeared across subjects as the group representatives. In contrast to the conventional approach of applying source separation to averaged or concatenated multi-subject data which in effect ignores the inter-subject variability, the clustering method represents a more flexible approach for dealing with inter-subject variability. However, the results can be sensitive to the choice of similarity measures and the number of clusters used to represent the entire set of sources. A potentially more robust method to perform group analysis in source separation is to incorporate a hierarchical model into the current GmAR-SS framework. Using a similar concept as in parametric empirical Bayesian framework [184], we assume that individual subjects’ connectivity patterns are generated probabilistically from a common, group structure. As a simple example, for each connection in the subject-level structure, its connectivity can be represented by a Bernoulli random variable whose parameter \( p \) is specified in the group structure based on anatomically motivated prior knowledge. When \( p = 1 \), the connection must be present in every subject and when \( p = 0 \), the connection cannot exist in any subject. Furthermore, the strengths of connections between sources (i.e., the mAR parameters) are allowed to vary across subjects. This hierarchical model can be further extended to include more hyper-parameters that may correspond to different experimental factors, such as disease state, before/after medication, etc.

In addition, motivated by our findings in Chapter 7, another possible extension to the GmAR-SS framework is to include task-related outputs, such as EMG signals for motor tasks, or prior anatomical knowledge to constrain temporal or spatial patterns of the source components, allowing for more accurate identification of task-related sources. This in effect helps minimizing variability across subjects and simplifies subsequent group inference and interpretation of the results.

Another possible research direction is to incorporate different decomposition techniques into the mbPLS framework. The original formulation of PLS utilizes PCA for decomposi-
tion. PCA decomposes a two-dimensional matrix into orthogonal subspaces. PCA is computationally efficient but the orthogonality assumption is less intuitive from a neurobiological perspective. A possible alternative is to incorporate ICA into the PLS/mbPLS framework for data decomposition. The key difference is that in the PCA-based PLS, each successively extracted latent variable (LV) is constrained to be orthogonal to the preceding LVs whereas in ICA-based PLS, each LV is constrained to be statistically independent from the preceding LVs. In either case, the predictor LVs and response LVs are optimized to be maximally correlated. The ICA-based PLS is related to the concept of semi-blind ICA or constrained ICA which constrains the time courses of the estimated ICs to be ‘close’ to the experiment paradigm time course. They differ in the sense that in semi-blind ICA [185], only one data matrix (e.g., EEG) is being decomposed whereas in ICA-based PLS, both the predictor and responses variables (e.g., EEG and EMG) are decomposed simultaneously.

The PLS/mbPLS framework can also be extended to model more than two sets (one being predictor and the other being response) of data variables. This can be useful in analyzing multiple simultaneously recorded physiological signals such as fMRI-EEG-EMG data fusion. Different approaches to enforce maximal joint correlations among multiple data variables, compared to maximizing pair-wise correlation between every possible pair of variables, in the PLS/mbPLS framework can be explored.
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Appendix A

Estimation of Multiblock PLS

Algorithm 2 Multiblock PLS algorithm

1: \( k \leftarrow 1 \)
2: Choose start \( \mathbf{u}_k \), e.g., \( \mathbf{u}_k \leftarrow \) the first principal component of some response block \( \mathbf{Y}_b \).
3: repeat
4: \hspace{1em} for \( b = 1 \) to \( B \) do
5: \hspace{2em} \( \mathbf{w}_{b,k} \leftarrow \mathbf{X}_b^T \mathbf{u}_k / \| \mathbf{u}_k \| \), normalize \( \mathbf{w}_{b,k} \) to \( \| \mathbf{w}_{b,k} \| = 1 \)
6: \hspace{2em} \( \mathbf{r}_{b,k} \leftarrow \mathbf{X}_b \mathbf{w}_{b,k} / \mathbf{w}_{b,k} \mathbf{w}_{b,k} \)
7: \hspace{1em} end for
8: \( \mathbf{R}_k \leftarrow [\mathbf{r}_{1,k}, \mathbf{r}_{2,k}, \ldots, \mathbf{r}_{B,k}] \)
9: \( \mathbf{w}_{\text{sup}} \leftarrow \mathbf{R}_k^T \mathbf{u}_k / \| \mathbf{u}_k \| \), normalize \( \mathbf{w}_{\text{sup}} \) to \( \| \mathbf{w}_{\text{sup}} \| = 1 \)
10: \( \mathbf{t}_k \leftarrow \mathbf{R}_k \mathbf{w}_{\text{sup}} / \mathbf{w}_{\text{sup}}^T \mathbf{w}_{\text{sup}} \)
11: \hspace{1em} for \( b = 1 \) to \( B \) do
12: \hspace{2em} \( \mathbf{q}_{b,k} \leftarrow \mathbf{Y}_b^T \mathbf{t}_k / \| \mathbf{t}_k \| \), normalize \( \mathbf{q}_{b,k} \) to \( \| \mathbf{q}_{b,k} \| = 1 \)
13: \hspace{2em} \( \mathbf{s}_{b,k} \leftarrow \mathbf{Y}_b \mathbf{q}_{b,k} / \mathbf{q}_{b,k}^T \mathbf{q}_{b,k} \)
14: \hspace{1em} end for
15: \( \mathbf{S}_k \leftarrow [\mathbf{s}_{1,k}, \mathbf{s}_{2,k}, \ldots, \mathbf{s}_{B,k}] \)
16: \( \mathbf{q}_{\text{sup}} \leftarrow \mathbf{S}_k^T \mathbf{t}_k / \| \mathbf{t}_k \| \), normalize \( \mathbf{q}_{\text{sup}} \) to \( \| \mathbf{q}_{\text{sup}} \| = 1 \)
17: \( \mathbf{u}_k \leftarrow \mathbf{S}_k \mathbf{q}_{\text{sup}} / \mathbf{q}_{\text{sup}}^T \mathbf{q}_{\text{sup}} \)
18: \hspace{1em} until \( \mathbf{t}_k \) converges
19: \hspace{1em} for \( b = 1 \) to \( B \) do
20: \hspace{2em} \( \mathbf{p}_{b,k} \leftarrow \mathbf{X}_b^T \mathbf{t}_k / \| \mathbf{t}_k \| \)
21: \hspace{2em} \( \mathbf{X}_b \leftarrow \mathbf{X}_b - \mathbf{r}_{b,k} \mathbf{p}_{b,k} \)
22: \hspace{2em} \( \mathbf{Y}_b \leftarrow \mathbf{Y}_b - \mathbf{s}_{b,k} \mathbf{q}_{b,k}^T \)
23: \hspace{1em} end for
24: \( k \leftarrow k + 1 \). Repeat from Step 2 until \( \mathbf{X}_b \) and \( \mathbf{Y}_b \) are properly described.