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Abstract 

High-throughput gene expression data has been widely used to identify biomarkers 

for the classification of clinical outcome in cancer studies. In breast cancer, conventional 

methods have successfully identified molecular markers predictive of disease 

progression; however, predicting response to chemotherapy has proved more 

challenging and warrants the development of novel approaches. Recently developed 

systems biology methods that integrate transcriptomic and proteomic data have shown 

promising results in various classification problems; therefore, we investigated the use 

of this approach in predicting response to chemotherapy. 

We developed a novel method, called OptDis, which integrates gene expression data 

with protein-protein interaction networks to efficiently identify subnetwork markers 

with optimal discrimination between different clinical outcome groups. Application of 

our method to a public dataset demonstrated three key advantages of using OptDis 

over previous methods for predicting drug response in breast cancer patients treated 

with combination chemotherapy. First, subnetwork markers derived from our method 

provides better classification performance compared with subnetwork and gene marker 

from existing methods. Second, OptDis subnetwork markers are more reproducible 

across independent cohorts compared to gene markers and may consequently be more 

robust against noise and variations in expression data. Third, OptDis subnetwork 

markers provide insights into mechanisms underlying tumour response to 

chemotherapy that are missed by conventional methods. Additional analyses using 
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OptDis showed that the use of prior knowledge from PPI interactions improves marker 

discovery and subsequent classification performance. 

To our knowledge, this is the first study to demonstrate the advantages of applying 

an integrative network-based approach to the prediction of individual’s response to 

cancer treatment. Markers identified using our method not only improve the 

classification of outcome, but it also provide novel understandings into the mechanism 

of drug action. With sufficient validation, this strategy may identify promising clinical 

markers that can facilitate the effective individualised treatment of cancer patients. 

 

  



iv 

Preface 

The development and application of OptDis was a joint effort between Phuong Dao, 

a PhD candidate in Dr. Sahinalp’s lab, and me. The OptDis method was initially designed 

and implemented by Phuong Dao. My contributions to the development of OptDis 

comprised optimizing, testing, and further modifying the method for application on the 

given data. Additionally, I developed a pipeline in R (“bdvTools”) that automates the 

discovery and large-scale validation of biomarkers derived from OptDis and competing 

subnetwork and gene marker methods (Section 2.3). The pipeline also generates 

visualizations for comparing marker performance from the different methods. 

The OptDis method and its application to predicting chemotherapy response in 

breast cancer was published [1]: Dao P, Wang K, Collins C, Ester M, Lapuk A, Sahinalp 

SC: Optimally discriminative subnetwork markers predict response to chemotherapy. 

Bioinformatics 2011, 27:i205-i213, doi:10.1093/bioinformatics/btr245. Phuong and 

Kendric contributed equally as first authors in the preparation of this paper. My specific 

contributions towards the study include: 

 Designing the experiments 

 Identifying and processing the drug response expression dataset 

 Performing cross-dataset classification experiments for markers from different 

methods 

 Performing and interpreting the biological analyses 
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Chapter 2 and 3, which describes the OptDis method and its application to a drug 

response dataset, expands on the material published in our paper [1].   
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Chapter 1  
Introduction 
 

1.1 Discovery of Cancer Biomarkers using Gene Expression  

The advent of high-throughput gene expression assays has facilitated wide use of 

transcriptome profiling in clinical cancer research. In particular, there has been an 

increasing focus on identifying expression-based biomarkers predictive of clinical 

outcome such as cancer progression and response to chemotherapy. While numerous 

potential biomarkers have been developed using conventional statistical and 

bioinformatics methods, few of these markers have shown the robustness required for 

clinical application. Emerging approaches based on systems biology may address the 

limitations of conventional methods to produce promising markers urgently needed in 

the management of cancer. The different approaches for biomarker discovery and their 

respective types of biomarkers are illustrated in Figure 1.1. 
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Figure 1.1: Approaches to biomarker discovery and their corresponding types of 

biomarkers. 

 

1.1.1 Gene Marker Approach and Its Use in Predicting Clinical Outcome 

The gene marker approach has been the conventional approach used for identifying 

gene expression markers predictive of cancer outcome. This approach involves ranking 

each gene based on its differential expression between different outcome groups and 

selecting the top ranked genes as predictors [4, 5]. Common ways to measure 

differential expression between two groups include t-test and mean-based fold-change. 

In breast cancer (BrCa), use of this type of approach has identified promising single 

genes implicated in sensitivity to primary chemotherapy such as MAPT [6], as well as 

multi-gene signatures predictive of metastatic progression [4, 5]. 
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Despite successful findings, this approach of assessing gene importance on an 

individual basis suffers from multiple weaknesses. First, it may be limited to detecting 

genes that possess the strongest differential signal, whereas genes with subtle but 

coordinate changes may be missed [7]. Additionally, for cancer, which in recent years 

been viewed as a "disease of pathways", detecting rare changes that dysregulate a 

common pathway will be important for understanding both the etiology and treatment 

of the disease. 

Second, the selection of gene markers in this manner is highly sensitive to noise and 

variations in gene expression data, resulting in generation of unstable markers which 

are frequently un-reproducible from additional datasets. Many recent studies have 

shown that small changes to the sample composition of training data can produce 

completely different gene signatures, and have suggested that thousands of samples 

may be needed to generate a stable marker signature [8, 9]. In fact, the well-validated 

70-gene and 78-gene prognostic signatures for BrCa developed on different cohorts 

only had a 3-gene overlap [10]. Reasons suggested for this gene signature instability 

include small sample size, high correlative nature between genes, cellular heterogeneity 

within tissue samples, and genetic heterogeneity between patients. It is believed that a 

more stable (or reproducible) gene signature may provide more robust predictive 

performance [10], which is required for clinical applications. 

Last but not least, gene markers may provide relatively limited insight into the 

biological mechanisms underlying cancer phenotypes. As a consequence of the first two 

weaknesses, the top markers from the ranked gene list may comprise a combination of 
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co-expressed genes related to disparate functions and uninformative false positives, 

while missing genes that are coordinated regulated such as part of protein complexes or 

signaling pathways. Finding coherent understanding from such a noisy set of genes 

through manual literature searches or even use of bioinformatics tools for function or 

pathway enrichment may be challenging.  

 

1.1.2 Metagene Marker Approach 

Although conventional gene marker methods assumes that genes act independently, 

it has become increasingly evident that genes carry out functions in a coordinated and 

modular manner [11, 12]. Motivated by these observations, there has been increasing 

focus on developing metagene marker methods, which aim to address the shortcomings 

of conventional methods by ranking the importance of a gene within the context of a 

group of functionally-related genes. In contrast to the gene marker approach, which 

identifies each marker as a single gene, the metagene marker approach identifies each 

marker as a group of genes aggregated into a single feature called a metagene. Prior 

knowledge of gene-gene relationships is used to guide the marker discovery process in 

this approach. 

Earlier metagene methods used known or predicted gene sets such functional GO 

annotations as surrogates for metagene markers [13–15]. Subsequent studies extended 

these methods to curated biological pathways (i.e. signaling, metabolic) in hopes of 

describing specific mechanisms associated with the phenotype [16, 17]. However, 
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curated pathways model known interactions across many conditions, whereas only 

portions of the pathway may be active under a specific condition. Therefore, more 

recent methods attempted to infer pathway activity within a context based on a subset 

of genes in the pathway [18, 19].  

These studies have shown that metagene markers can be as or more accurate than 

gene markers in predicting phenotype. This supports the view that modular markers are 

more robust to noise and variations in expression data because they are less sensitive 

to expression value changes in a single gene. Additionally, these metagene markers 

offered improved interpretability of the molecular mechanisms underlying clinical 

outcome at a modular level. 

Despite the benefits of using metagene markers over gene markers, metagene 

marker methods based on a priori defined groups still suffer from a number of 

limitations. First, these methods are restricted to the fraction of genes that have been 

assigned into categories. Of those genes that have been annotated, there is only a 

partial understanding of their functions. Second, due to the pleiotropic nature of genes, 

many curated gene sets overlap and produce redundant markers. Third, curated gene 

classifications reflect possible functions across many experimental conditions, so 

methods based on these categories are agnostic to experimental context. Last and most 

important, use of these defined gene sets does not allow the de novo discovery of novel 

mechanisms associated with a phenotype.  
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Table 1.1: Characteristics of different types of metagene markers. 

 
 

1.1.3 Subnetwork Marker Approach 

Recently, various groups have aimed to identify de novo metagene markers 

associated with phenotype by integrating gene expression data with prior knowledge 

from gene networks. In this type of approach, each metagene marker is called 

subnetwork marker (or “subnetwork”), and its activity is calculated as the aggregate 

expression of component genes in the subnetwork. The fundamental element of this 

approach is a search algorithm that identifies subnetworks most differentially active 

between groups.  

Chuang et al. [3] published a seminal method by integrating gene expression data 

with protein-protein interactions (PPI) networks and using a heuristic greedy algorithm 

to identify subnetwork markers predictive of breast cancer progression.  Chowdhury et 

al. [20] incorporated an improved search algorithm based on a branch and bound 

algorithm to predict colon cancer metastasis with high confidence. More recently, Su et 

al. [21] proposed a method to discover subnetworks by identifying paths containing 

genes that are both differentially expressed and co-expressed and greedily combining 

these paths. 
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In addition to PPI networks, functional association networks such as STRING [22] can 

also be used for development of subnetwork markers [2, 23]. Such networks integrate 

gene-gene relationships from multiple different sources including physical interactions 

from high-throughput experiments, co-occurrences from literature mining, and co-

expression network constructed from microarray experiments. Methods based on 

functional networks extract dense subnetworks, which contain many more edges than 

expected and suggest participation in the same biological process or belong to the same 

protein complex. 

These studies have demonstrated many advantages with using subnetwork markers. 

First, subnetwork markers improve classification performance over gene markers. 

Second, subnetwork markers derived on different cohorts have greater overlap in genes 

and therefore a greater degree of stability. As mentioned earlier, it is believed that a 

more robust gene signature may lead to more generalizable predictive performance. 

Last, subnetwork modules provide greater biological utility by offering de novo 

hypothesis about the mechanistic cause of phenotype.  

Despite these promising results, existing methods for identifying subnetwork marker 

also have significant limitations. The network-based methods introduced by Chuang et 

al. [3], Fortney et al. [23], and Su et al. [21] are heuristic and thus do not guarantee the 

optimality of the solution for marker discovery. In other words, these algorithms are not 

guaranteed to find subnetworks with maximal discrimination power. An optimal 

solution would presumably provide a better predictive performance. The branch and 

bound [20] or exhaustive enumeration search algorithms [2] can yield an optimal 
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solution under some fixed set of parameters; however, their worst-case running time 

can be super-polynomial (and hence intractable). Therefore, there is a need to design 

efficient algorithms to retrieve the subnetwork markers that optimally distinguish 

samples from different classes. 

 

1.2 Predicting Response to Chemotherapy in Breast Cancer 

Currently, chemotherapies for treating cancer are selected for each cancer patient 

based on clinicopathologic features (such as tumour stage and size) with little 

consideration for the genetic heterogeneity between tumours that can affect response 

to a therapy [24]. Consequently, a significant fraction of the cancer patient population 

receives little to no benefit from ineffective treatment. For the treatment of breast 

cancer, several standard chemotherapy regimens are available, so there is a further 

question of which regimen should be provided to each patient [25].  

The arrival of high-throughput gene expression technologies has motivated 

numerous clinical studies aimed at discovering molecular biomarkers capable of 

predicting patient response to chemotherapy prior to treatment  [5, 26–28]. In breast 

cancer, many groups focused on predicting tumour response to neoadjuvant 

(preoperative) chemotherapy because response can be directly monitored following 

treatment. Across these studies, the discovery of predictive gene expression markers 

has been dominated by the use of a conventional gene marker approach (described in 

Section 1.1.1), where a list of top differentially expressed genes is used to classify 
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outcome. Although some of these predictive gene signatures have shown promising 

results in a limited number of patients, they have failed to achieve similar performance 

in additional validation studies [25, 29]. Thus far, none of these predictive signatures 

have demonstrated sufficient discriminative accuracy for clinical use [25]. 

Two recent studies have shown the promising use of metagene markers in the 

classification of chemotherapy response [30, 31]. In these studies, metagene markers 

were constructed from sets of co-expressed genes with related biological processes 

such as mitotic assembly, ceramide metabolism, and stromal biology. Given the success 

of these metagene markers, we believe that use of knowledge from PPI networks to 

guide marker discovery would provide further advantages such as improvements in 

classification accuracy and de novo hypotheses regarding the mechanisms of differential 

drug response. 

 

1.3 Thesis Overview 

Conventional gene markers methods have yet to yield robust markers predictive of 

chemotherapeutic outcome. Given the promising benefits of metagene subnetwork 

markers in recent studies, the aim of this thesis was to investigate the use this type of 

approach for predicting chemotherapy response. We examined this problem in three 

phases. In the first phase, we developed a novel method to identify subnetwork 

markers for predicting response, which addresses the limitations of previous methods. 

The details of our method, OptDis, are provided and discussed in Chapter 2. In the 
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second phase, we evaluated the benefits of OptDis subnetwork markers against gene 

markers derived from conventional means and other subnetwork markers derived from 

existing methods. In particular, we assessed the markers based on predictive 

performance (Section 3.3), reproducibility across cohorts (Section 3.4), and biological 

insight (Section 3.5). In the third and final phase, we investigated different factors that 

have contributed to performance improvements for the OptDis method (Section 3.6). 

We conclude the study by discussing the limitations and future applications of OptDis 

(Chapter 4). 
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Chapter 2  

Methods 
 

2.1 Overview 

This chapter describes OptDis, a novel method that we developed to identify 

optimally discriminative subnetwork markers. In Section 2.2.1, we present the three 

main steps in our OptDis strategy. In Sections 2.2.2-2.2.4, we describe the details and 

mathematical formulations of the novel components in the OptDis method such as the 

search algorithm. In Section 2.3, we outline a pipeline that was developed to facilitate 

biomarker discovery and large-scale validation using OptDis and other methods. 

 

2.2 OptDis Method 

2.2.1 General Strategy to Identify Subnetwork Markers 

The general strategy to identify subnetwork markers comprises three major steps: 

(1) data integration, (2) search for optimal subnetworks, and (3) marker selection. These 

steps are illustrated in Figure 2.1. 

In the first step, the gene expression profile and PPI data is integrated by overlaying 

each gene in the expression profile onto its corresponding protein in the PPI network. In 

this way, a relationship, or an edge, is assigned between each pair of genes if a known 

physical connection exists between their corresponding proteins. Only genes with 
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corresponding proteins in the network are used to identify subnetwork markers in the 

subsequent steps. 

In the second step, a search algorithm is employed to identify subnetworks with 

activities that best correlate with the phenotype (such as response to treatment). A 

subnetwork is set of connected genes extracted from entire PPI network, and the 

activity of a subnetwork in any sample is calculated as the aggregate expression level of 

constituent genes in that subnetwork in that sample. This aggregation essentially 

collapses many gene features into one subnetwork feature that captures the 

discriminatory potential of multiple gene markers in a single metagene marker. For 

example, if gene A discriminates drug-response in one set of patients and gene B 

discriminates drug-response in a second set of patients, then the aggregate activity of 

these two genes can potentially discriminate response in both sets of patients. We 

chose to aggregate expression values by taking the mean expression, which has been 

commonly used by existing methods. Other ways to aggregate gene expressions have 

been explored by Su [19]. 

To identify candidate subnetwork markers, the search algorithm scans the PPI 

network for subnetworks with maximal discrimination scores, where the discrimination 

score is a measure of the association between subnetwork activity and the phenotype. 

If a simple greedy search algorithm is used, it would search in the following manner.  

To find the optimal subnetwork that includes a specific gene (“seed gene”), the 

algorithm starts by including that gene in the subnetwork. Then, it iteratively adds 

neighbouring genes from the PPI network into the subnetwork if they improve the 
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subnetwork’s discrimination score. If no additional gene can be added to improve the 

discrimination score, then that subnetwork is considered the optimally discriminative 

subnetwork containing the seed gene and is subsequently added to the list of candidate 

subnetwork markers. The search algorithm is applied repeatedly, using each node in the 

PPI network as the seed gene, in order to return the list of all candidate optimal 

subnetwork markers. 

For the OptDis method, we implemented a novel search algorithm that efficiently 

returns subnetworks with globally maximal discrimination scores, which improves on 

the locally maximal solutions returned by heuristic algorithms. Furthermore, our 

method also uses a superior distance-based function to calculate the discrimination 

score, compared to statistical scoring functions utilised by existing methods. The 

motivation and mathematical formulations for these two novel contributions are 

described in-depth in the subsequent two sections (2.2.2-2.2.3). 

In the third and final step, all the candidate subnetwork markers returned by the 

search algorithm are ranked based on their discrimination scores and the top x 

subnetworks are selected as predictors of outcome. The activity levels of the selected 

subnetwork markers are used to train a classifier for predicting on new samples. 
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Figure 2.1: Three steps in the general strategy for identifying subnetwork marker. In 
step (1), gene expression and PPI network data is integrated. In step (2), a subnetwork 
search algorithm is used to identify candidate subnetworks at each possible seed gene i. 
In step (3), top candidate subnetworks are ranked by discrimination score and selected 
as markers of response.  

 

2.2.2 A Distance-based Function for Calculating Discrimination Score 

Discrimination score quantifies the ability of a marker to discriminate samples of 

one class from samples of the other class (i.e. sensitive vs. resistant to therapy). This 

score is calculated using a defined mathematical function based on either expression 

levels for gene markers or activity levels for subnetwork markers. For the OptDis 
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method, we developed a distance-based function that calculates the markers’ 

discrimination score as the difference between its interclass distance and intra-class 

distance. Interclass distance is defined as the average L1 (Manhattan) distance between 

each sample from one class and all samples from the other class. Intra-class distance is 

defined as the average L1 distance between all samples of the same class. Intuitively, 

the activity levels of markers with high discrimination score should maximize the 

separation between samples from different classes and minimize the distances between 

samples from the same class. This property is illustrated in Figure 2.2. 

We chose to calculate discrimination score using a distance-based function rather 

than a statistical function such as t-test or information gain because it does not make 

prior assumptions about the data. T-test assumes that the markers’ activity level for 

samples within the each class are normally-distributed; however, this assumption may 

be challenged if there are too few samples in a class or if the samples originate from 

multiple populations (i.e. cancer subtypes). The drawback of information gain is that it 

requires discretizing the activity level in order to calculate a probability. Based on this 

reason, we expected a distance-based function to calculate more accurate 

discrimination scores compared to statistical-based functions.  

The search algorithm in the following section uses the distance-based function to 

look for subnetworks with optimal distance score by simultaneously maximizing the 

interclass distance and minimizing intra-class distance of samples in the dataset.  
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Figure 2.2: Illustration of distance-based discrimination score. Subnetworks with high 
discrimination scores should maximize inter-class distance and minimize intra-class 
distance.  

 

2.2.3 An Efficient Randomized Search Algorithm to Identify Optimally 

Discriminative Subnetworks 

First, we formalize the task of searching for subnetworks with optimal discrimination 

scores as the Optimally Discriminating k-Subnetwork (ODkS) problem and assess the 

complexity of this problem. Then, we provide a randomized algorithm to solve the 

problem for any given error probability.  

 

2.2.3.1 Problem Definition  

Without loss of generality, we formulate the problem for two classes, but note that 

it is easy to extend our approach for more than two classes. Let A and A′ denote the 

expression matrices for positive and negative samples, respectively. For each gene gi, 
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let Ai and A′i, respectively, denote the expression profiles of gene gi in positive class and 

negative class. For expression matrix A and A′, let Ai(j) and A′i(j) denote the expression 

of gi in sample j. Given n genes, let a and a′ denote the number of samples in positive 

class and negative class, respectively. We denote the PPI network by G=(V,E), where 

|V|=n and |E|=m. 

In Equation 1, we define the discrimination score function for gene gi as the 

difference between the interclass distance (average distance between samples from 

different classes) and the intra-class distances (average distance between samples from 

the same class), under L1 distance. A coefficient c is introduced to weigh the relative 

contributions of the intra-class distance for the positive and negative class. By default, c 

is set to 0.5, representing an equal contribution from both classes. 
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In Equation (2), we extend the discrimination score function to subnetwork S by 

summing the scores from the component genes: 
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For brevity, this can be re-written in terms of the gene score function: 

 ( )  ∑  (  )

       

 

 

(3) 

Now, the ODkS problem can be defined as to finding the connected subnetwork 

from network G containing at most k genes, SOPT (|SOPT|≤k), such that SOPT distinguishes 

samples from different classes ‘optimally’. From here on end, we denote SOPT as the 

optimally discriminative subnetwork, where w(SOPT) is the maximum among the w(S) for 

any connected subnetwork S.  From Equation (3), we can see that identifying SOPT is 

equivalent to finding the connected subnetwork for which the total score of the vertices 

(genes) is maximized. 

 

2.2.3.2 Problem Complexity 

A variant of the ODkS problem called the “Connected k-Subgraph problem” has been 

proved to be NP-hard (Hochbaum and Pathria, unpublished). In that problem, the 

scores of vertices are restricted to either 0 or 1. By reduction from the Connected k-

Subgraph problem, we proved that the ODkS problem is also NP-hard, even when there 
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is one sample in each class. The details of this proof are provided in our published paper 

[1]. 

 

2.2.3.2 Randomized algorithm 

We provide a randomized algorithm to solve the ODkS problem for any given error 

probability by combining the color-coding technique [32] with dynamic programming. 

Color coding is an algorithmic technique that was first introduced by Alon et al. [32] to 

detect a simple path or a cycle of length k in a given graph. The algorithm consists of a 

predefined number of iterations. In each iteration, there are two main steps: (1) assign 

each vertex uniformly at random with one of k colors and (2) detect whether there is a 

‘colorful’ path or cycle of length k in the given graph. A path or cycle is colorful if no two 

vertices in the path or cycle have the same color.  

The idea behind the algorithm is the clever use of colors to reduce the number of 

paths that need to consider in the detecting step. In the naive algorithm, it is necessary 

to keep track of every vertices visited so far, which uses O(nk) time and space. However, 

in the color-coding algorithm, it is only necessary to store all possible sets of vertices of 

distinct colors, which uses O(n2k) time and space. Color-coding has been successfully 

applied to many applications including retrieving network motifs and comparing PPI 

networks of different species [33, 34]. 

Similar to color-coding technique, our algorithm consists of a predefined number of i 

iterations, where each iteration comprises two main steps (Figure 2.3): 
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1. Assign each vertex in the network with one of k colors, randomly and uniformly.  

2. Identify the colorful connected subnetwork S′OPT (|S′OPT |≤ k) with the maximum 

discriminative score w(S′OPT). SOPT is the optimally discriminative connected 

subnetwork, whereas S′OPT is the colorful optimally discriminative subnetwork in 

each iteration. 

In the second step, an efficient dynamic programming approach is used to retrieve 

the S′OPT. Dynamic programming solves a complex problem by breaking it into simpler 

subproblems that can be solved and combined to obtain the overall solution. Since 

many of the subproblems are the same, dynamic programming only solves each 

subproblem once, reducing the total number of computations needed. In our 

application, the complex problem of finding S′OPT, the colorful path with the maximal 

discrimination score, can be broken down into a simpler problem of finding two smaller 

connected and non-overlapping colorful paths whose combined discrimination score is 

maximal. In fact, the general case of finding any colorful path can be broken down into 

subproblems in this way. In the base case, the simplest colorful path includes only a 

single vertex. Therefore, the problem of finding S′OPT involves repeatedly combining 

colorful paths, starting from the base case. The mathematical details for this dynamic 

programming approach is provided in our published paper [1].  
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Figure 2.3: OptDis subnetwork search algorithm.  In each iteration of the algorithm, all 
nodes in the network is colored in order to identify the maximally discriminative colorful 
subgraph S’. Based on the property that finding S’ is the same as finding the two 
connected and non-overlapping colorful subgraphs u and v, use of dynamic 
programming allows S’ to be efficiently found.  

 

After repeating the above two-step process for i iterations, the algorithm returns the 

colorful path S′OPT with maximal score across all the iterations. Returning this S’OPT is 

equivalent to finding SOPT. Given a defined number of iterations of this algorithm, SOPT 

can be retrieved with a success probability of 1 – δ, where δ is the given error 

probability. The mathematical calculations showing how determining how many 

iterations need to be run for any given error probability δ is provided in our published 

paper [1]. 

Our randomised algorithm using color-coding technique and dynamic programming 

takes polynomial time to return optimally discriminative subnetworks of size k with a 

fixed probability of error, so long as k=O(logn) and where n is the number of nodes in 

the network. This means that our algorithm can find optimal solutions for smaller 

subnetworks in efficient run-time on the relatively sparse PPI networks. The running 
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time complexity of this randomized algorithm is calculated and explained in our 

published paper [1].  

 

2.3.4 Rank Subnetworks and Select Markers 

The algorithm described in previous section will return the optimally discriminative 

subnetworks of each size between a min k0 size and max k size for each vertex in the 

network. This will produce at most k*n subnetworks, which make up the list of 

candidate subnetwork markers. To rank subnetworks, each subnetwork is normalized 

by its size. This normalisation accounts for the bias of subnetwork comprising more 

constituent genes inherently having greater discrimination scores.  

For each subnetwork S, its metagene activity is first calculated as the aggregate 

expression profiles of genes in S:  
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Then, its normalized discriminative score is calculated similarly to the discriminative 

score for a gene gi in Equation (1). 

Once candidate subnetworks are ranked by their normalized discriminative score, 

the top x subnetworks are selected as the markers of response. Starting from the 

subnetworks with greatest normalized discriminatory score, and going down to those 

with the smallest score, a subnetwork is added to the list of predictors if at least some 
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fraction of its constituent genes, f, is new compared to the genes in all the subnetworks 

added to the list so far. This criterion limits the maximum overlap between the selected 

subnetwork markers. By default, we set the fraction overlap, f to 0.5. Subnetworks are 

iteratively added until there are x predictors. 

 

2.3 Pipeline for Biomarker Discovery and Validation 

We developed ‘bdvtools’, an in-house software pipeline in R, to support our demand 

for automated, large-scale biomarker discovery and validation experiments. The design 

of this pipeline is shown in Figure 2.4. The pipeline includes six functional modules: (1) 

data pre-processing, (2) feature selection, (3) prediction model building, (4) marker 

validation, (5) performance computation, and (6) performance visualisation. In each 

functional module, while many options are readily implemented and available for use, 

additional options can also be incorporated. For example, probe-gene mapping, in data 

pre-processing step, can be performed for any Affymetrix gene expression array, but it 

can easily be extended to non-Affymetrix arrays if the platform annotation file is 

provided. 
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Figure 2.4: Design of the bdvTools pipeline. Each box represents a functional module.   
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Chapter 3  

Results & Discussion 
 

3.1 Overview 

This chapter describes the application of the OptDis method on a published gene 

expression dataset and its evaluation compared to traditional gene marker methods 

and existing subnetwork marker methods. In Section 3.3, we compared the 

classification performance of markers derived from different methods and determined 

that OptDis subnetwork markers offer the best generalizable performance. In Section 

3.4, we examined the reproducibility of genes derived from OptDis subnetwork markers 

against gene markers and found that the OptDis markers produced on different cohorts 

comprise more recurrent genes. In Section 3.5, we investigated the biological insights 

offered by the various markers, and found that OptDis subnetwork markers highlighted 

mechanisms of resistance to chemotherapy missed by gene markers. In Section 3.6, we 

investigated various factors that contributed to the improvement in performance from 

using OptDis markers. 

 

3.2 Datasets 

We evaluated the OptDis method on a human breast cancer dataset contributed by 

the University of Texas M.D. Anderson Cancer Center (MDACC, Houston, TX, USA) and 
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published in the MAQC-II study [35]. The gene expression data was retrieved from NCBI 

Gene Expression Omnibus (GEO) with accession number GSE20194. Gene expression 

profiles of 230 Stage I–III breast cancers were generated from fine-needle aspiration 

specimens of newly diagnosed breast cancers before patients received 6 months of 

neoadjuvant chemotherapy comprising paclitaxel, 5-fluorouracil, doxorubicin and 

cyclophosphamide (TFAC) followed by surgical resection of the cancer. Following 

treatment, patients were categorized into a positive response group if they exhibited 

pathological complete response, which is described as having no residual invasive 

cancer in the breast or lymph nodes. Otherwise, they were categorized into a negative 

response group. RNA extraction and gene expression profiling were performed in 

multiple batches using Affymetrix U133A microarrays. This dataset was split into two 

different cohorts according to the time of collection. One cohort consists of 130 

samples while the other one consists of 100 samples. The expression profiles were 

normalized with Robust-chip Median Average (RMA) algorithm [36] and adjusted for 

batch effect using ComBat [37].  Probes were summarized into their corresponding 

genes by selecting the probe most differentially expressed between response groups 

based on t-test. Prior to model generation, the expression value for each gene was 

mean-centered between the two cohorts.  

We retrieved the human PPI data from the Human Protein Reference Database 

(HPRD) version April 2010 [38]. By including binary interactions and considering each 

protein complex as a clique of proteins, we obtained 46,370 protein interactions 

involving 9,617 proteins.  
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3.3 Classification Performance of Markers 

3.3.1 Workflow for Assessing Performance 

We evaluated the classification performance of markers in two cross-dataset 

experiments using the workflow shown in Figure 3.1. For the forward cross-dataset 

(FXD) analysis, the 130 patient cohort was treated as the training set used for deriving 

markers of response and building classifiers, and the 100 patient cohort was treated as 

the independent validation set used for assessing classifier performance. For the 

complementary backward cross-dataset (BXD) analysis, the cohorts used for training 

and validation were swapped. 

 

 

Figure 3.1: Workflow for assessing marker performance in cross-dataset experiments.  
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3.3.2 Classifier Details 

We built classifiers using a k-nearest neighbour (kNN) classification model (k=3, 

using L1 distance) and trained it with the top ranked gene or subnetwork markers 

derived from different methods (Figure 3.1). The top gene markers were derived from a 

two-sided t-test (assuming unpaired samples and unequal variance) and selected based 

on t-statistic. For this method (denoted as Gene), only genes with corresponding 

proteins in the PPI network were considered. The top OptDis subnetwork markers were 

selected based on the ranking criteria discussed in Section 2.2.3.2. We ran OptDis with 

error probability δ=0.001 and subnetwork size k0=4 and k=7 for all experiments. We also 

compared against subnetwork markers derived from other published methods: (1) 

GreedyMI, which uses a heuristical search based on mutual information [3] and (2) 

Dense, which extracts dense subnetworks from the STRING functional network [2]. The 

density threshold to extract all dense subnetworks is set at 0.7, as implemented in [2]. 

The top subnetwork markers derived from GreedyMI and Dense were selected based on 

their mutual information scores.  

 

3.3.3 Performance Metric 

Since there is an imbalanced ratio between the number of samples in positive and 

negative class in this dataset, accuracy was not considered to be an appropriate 

measure for assessing classification performance. Instead, we utilized Matthews 

Coefficient Correlation (MCC) to compare the performance between different predictive 
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models [39]. MCC can be interpreted as the Pearson correlation between the predicted 

and known class labels for binary classified samples. It is calculated as follows:  

 

TP is the number of true positives, TN is the number of true negatives, FP is the 

number of false positives, and FN is the number of false negatives. If any of the four 

sums in the denominator is zero, then the denominator is set to one and the MCC 

becomes zero. Intuitively, MCC can be interpreted as follows: 1 is a perfect prediction, 

−1 is an inverse prediction, and 0 is a completely random prediction. We chose to use 

MCC over area under ROC curve (AUC) to facilitate comparison to classifiers reported in 

the MAQC-II study [35]. 

 

3.3.4 Classification Results 

Using cross-dataset validation experiments, we evaluated the performance of 

classifiers constructed from subnetwork markers identified by OptDis. In each 

experiment, classifier performance was calculated for the top 1 to top 50 ranked 

markers. For comparison, we derived markers of response using competing methods 

and evaluated their classifier performance across the same range of top markers. The 

classification performances for these different markers in the FXD and BXD experiments 

are shown in Figure 3.2. The x-axis indicates the number of top markers used in the 

classifier, where each marker is either a gene marker or a subnetwork marker, and the 
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y-axis indicates the classifier performance in terms of MCC. In the FXD analysis, OptDis 

tends to achieve higher MCC than competing methods, starting at 20 markers. In the 

BXD analysis, OptDis performs better starting at 10 markers.  

The average classification performance across the range of top 50 markers for each 

method is summarized in Figure 3.3. We can see that classifiers based on OptDis 

markers show statistically higher MCC than other markers in the FXD and BXD analysis, 

as well as overall in the cross-dataset validation experiments. Subnetwork markers 

identified by GreedyMI and Dense also predict better than gene markers identified by t-

test, but not with statistical significance. To confirm that the improvement in 

performance was not dependent on classifier selection, we performed the same 

analysis using linear discriminant analysis (LDA) classification model. The average 

classification performance of LDA classifiers using a range of top 50 markers for each 

method is summarized in Figure 3.4. 

We also compared against the classification performance of gene markers from the 

MAQC –II study (MAQC), where MAQC performance was calculated as the mean MCC of 

the best classifier reported by each of the 36 groups in the study. While OptDis still 

maintains higher overall MCC in cross-dataset experiments, the gene and subnetwork 

markers (Gene, GreedyMI, and Dense) show worse performance compared to the 

MAQC gene markers. This suggests that incorporating different data pre-processing 

steps and classification models, considered by MAQC groups, may improve prediction 

accuracy. 
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Figure 3.2: Cross-dataset performance for classifiers built using the top 1 to 50 
markers derived from different methods. The x-axis indicates how many top markers 
were used in each classifier, where each marker can either a gene marker identified by 
t-test (Gene) or a subnetwork marker identified by GreedyMI [3], Dense [2], and our 
OptDis method [1].  
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Figure 3.3: Average performance of kNN classifiers built using the top 50 gene or 
subnetwork markers from different methods. Gene markers are identified by t-test 
(Gene) or reported by the MAQC-II study (MAQC) [35]. Subnetwork markers are 
identified using GreedyMI [3], Dense [2], and our OptDis method [1]. Green and blue 
bars show the average classification performance in the FXD and BXD analyses 
respectively. Red bars show the overall performance in cross-dataset validation 
experiment, which is calculated as the mean of the values in the yellow and blue bars. 
Error bars shows the 95% confidence interval for the average performance. Asterisk 
indicates when classification performance of OptDis markers is statistically higher at 
p<0.05.  
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Figure 3.4: Average performance of LDA classifiers built using the top 50 gene or 
subnetwork markers from different methods. Gene markers are identified by t-test 
(Gene) or reported by the MAQC-II study (MAQC) [35]. Subnetwork markers are 
identified using GreedyMI [3], Dense [2], and our OptDis method [1]. Green and blue 
bars show the average classification performance in the FXD and BXD analyses 
respectively. Red bars show the overall performance in cross-dataset validation 
experiment, which is calculated as the mean of the values in the yellow and blue bars. 
Error bars shows the 95% confidence interval for the average performance. Asterisk 
indicates when classification performance of OptDis markers is statistically higher at 
p<0.05. 

 

Next, we compared the overall cross-dataset validation performance of the top 

classifiers from different methods, as shown in Figure 3.5. As a reminder, the overall 

performance of markers from each method is calculated as the mean MCC of its top 

classifier from the FXD and BXD analyses. The top OptDis classifier shows similar 

performance across the two cross-dataset validation experiments and better 

performance over the top classifiers using gene markers and other subnetwork markers. 

The top three MAQC classifiers show comparable overall performance to the OptDis 
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classifier; however, they also suffer a significant difference in MCC between the FXD and 

BXD analyses. For example, the MAQC_GeneGo classifier has a high overall 

performance (MCC=0.43), but it also sustains the largest drop in performance between 

the FXD and BXD analysis (ΔMCC=0.25). The second and third best MAQC classifiers also 

show similar discrepancy in cross-dataset validation. In contrast, the top OptDis 

classifier shows consistent MCC when the datasets used for training and validation are 

swapped, which suggests that our OptDis method is more robust to noise and variations 

in the training data and may be applicable to different datasets. 

 

Figure 3.5: Overall cross-dataset performance of the top classifiers built using markers 
from different methods. Blue bars show overall performance of each classifier, 
calculated as the mean of the performance that classifier in the FXD and BXD analyses. 
Red bars show the absolute difference of performance for each classifier between the 
FXD and BXD analyses. Gene marker classifiers include markers derived by t-test (Gene) 
and the top 3 classifiers from MAQC-II study (MAQC GeneGo, MAQC SAI, MAQC GSK) 
[35]. Subnetwork markers are identified using GreedyMI [3], Dense [2], and our OptDis 
method [1].  
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Thus far, results from our cross-dataset experiments show that classifiers built using 

a range of top OptDis subnetwork markers consistently has greater performance 

compared to classifiers built using the same number of top gene markers (Figure 3.2). 

While our observation agrees with previous studies [2, 3, 21, 23], this event may simply 

result from subnetworks using more ‘gene information’ in each marker – a subnetwork 

marker contains k genes, whereas a gene marker contains 1 gene. Consequently, we 

investigated whether classifiers built from gene markers could more predict as well as 

those built from subnetwork markers if the same number of genes is used. 

We repeated the earlier cross-dataset validation experiments and compared the 

classifier performance using the top 1 to top 50 subnetwork markers against the 

equivalent number of top gene markers identified by t-test (denoted Gene-EQ). The 

classification results are shown in Figure 3.6. The x-axis indicates the number of 

markers, where each marker is represents one subnetwork marker (containing k genes) 

or k gene markers equal to the number of genes in that subnetwork marker. From 

Figure 3.6, our results still show that OptDis subnetwork markers provides greater 

performance than the equivalent number of gene markers across the entire range of 

top markers.  

Since a primary motivation for using subnetworks is its potential to identify 

functionally-related genes with weaker individual discrimination power, we also 

investigated the benefits of using subnetwork component genes for classification.  For 

this assessment, the component genes taken from the earlier top subnetwork markers 

were each treated as individual gene markers (denoted as Gene-OptDis), and compared 
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to equivalent number of gene markers derived from t-test (denoted as Gene-Eq), as 

well as the subnetwork markers from which they came from (OptDis). These 

classification results are shown in Figure 3.6. 

Interestingly, component gene markers tend to achieve better classification 

performance than conventional gene markers, but still not as good as subnetwork 

markers. This suggests two things. First, the OptDis subnetwork method may be better 

at identifying genes informative to predicting chemotherapy response. Second, 

summarizing many genes into fewer subnetworks may reduce the number of redundant 

gene markers, which in turn reduces the negative impact on classifier performance. 

Although additional experiments are warranted to substantiate these claims, our 

preliminary results suggest that aggregating multiple genes into a single subnetwork 

results in better marker for classification and highlights the importance of considering 

the collective effects of multiple weaker discriminative genes as functional module. 

Regarding the former claim, additional results in Section 3.6 suggest that the improved 

classification performance of constituent genes arises from using a distance-based 

discriminatory score. 
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Figure 3.6: Cross-dataset performance for classifiers built using the top markers 
derived from different methods. The x-axis represents the performance of classifiers 
built using either the top OptDis subnetwork markers, the component genes from those 
subnetwork markers treated as gene markers, or the number of gene markers identified 
by t-test equivalent to the number of genes used in those subnetworks.  
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3.4 Reproducibility of Markers 

We compared the reproducibility of subnetwork markers identified by OptDis 

against gene markers by deriving top markers from the two different cohorts of breast 

patients and calculating the number of overlapping genes. Since each subnetwork 

marker may comprise multiple genes, we compared subnetwork markers to an 

equivalent number of gene markers equal to the number of genes in those subnetworks 

(i.e. 1 subnetwork marker = k gene markers). The degree of gene overlap across a range 

of top markers is shown in Figure 3.7. With ten subnetwork markers, OptDis markers 

already have 25% reproducibility, which is much higher than the 8% reproducibility for 

an equivalent number of top gene markers. Although the percentage of overlap for 

gene markers increases as more genes are considered, it remains consistently lower 

than the reproducibility of subnetwork markers. The greater reproducibility of OptDis 

markers may contribute to its more robust performance in cross-dataset validation 

experiments.  



39 

 

Figure 3.7: Comparison of marker reproducibility. Reproducibility is quantified as the 
degree of gene overlap between top markers identified from different datasets. This 
overlap is calculated for 10, 20, 30, 40, and 50 OptDis subnetworks and the equivalent 
number of genes derived from t-test. 

 

3.5 Insights into Biological Mechanisms of Drug Response 

3.5.1 Gene Function Enrichment Analysis 

We hypothesized that reproducible genes may be more biologically relevant to the 

activity of TFAC therapy, so we examined the functions for the set of genes that were 

common between the two subnetwork signatures derived from the two different 

cohorts (of 100 and 130 patients). The 39 genes common between the two sets of top 

50 subnetwork markers is denoted as O39 genes. 

The significantly enriched biological functions for the O39 genes identified using the 

Ingenuity Pathway Analysis software (IPA; Ingenuity© Systems, www.ingenuity.com) 

are listed in Table 3.1. About half are implicated in apoptosis, suggesting that changes in 

strengths of pro-apoptotic and anti-apoptotic signals can induce resistance to 
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chemotherapy. There are also genes involved in DNA repair, which is expected given 

many of the anticancer drugs within TFAC therapy induce DNA damage (i.e. 

cyclophosphamide by cross-linking DNA strands). 

Some of the 39 genes have specific functions related to mechanism of individual 

TFAC drugs. Paclitaxel is a mitotic inhibitor that stabilizes microtubule activity during 

mitosis and induces cell death. While paclitaxel is known to act on beta-tubulin, some 

studies [40] have also shown association between the actin and tubulin cytoskeleton in 

drug response, and suggest that regulation of actin cytoskeleton can induce sensitivity 

to mitotic-inhibitors. From our O39 list, the EVL, RET and CST3 genes have regulatory 

roles in the organization and assembly of actin filaments. 

Fluouracil's primary anticancer activity blocks DNA replication by suppressing 

thymidyate synthetase activity and depleting thymidine [41]. In vitro studies have 

shown that AR and IGF2, from our O39 list, can increase incorporation of thymidine, 

which acts in antagonist to thymidyate synthetase suppression, to allow DNA synthesis 

through the actions of thymidine kinase [42, 43]. 

Doxorubicin is an anthracycline antibiotic that intercalates with DNA and causes 

double-stranded breaks to induce cell apoptosis or disruption in mitosis [44, 45]. 

SMAD3 from our list has been observed to affect BRCA1-dependent double-stranded 

DNA break repair in breast cancer cell lines and thus potentially may contribute to 

differential response to doxorubicin [46]. 
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Table 3.1: Gene function enrichment analysis for the O39 genes. Some of the functions 
relevant to TFAC chemotherapy response are shown. The enrichment significance for 
each function is provided as a Benjamini–Hochberg adjusted p-value.

Functions Gene Symbols  p-value 

Apoptosis AR, EP300, ESR1, GADD45G, IGF2, 
IGF1R, IGFBP4, IL6ST, MAPK3, 
MDM2, MED1, NCOA3, PRKACA, RARA, 
RET, SHC1, SMAD3, SRC, TSC2 

1.27E-06 

DNA synthesis AR, ESR1, IGF2, IGFBP4, IL6ST, 
MDM2, SHC1, SRC 

1.74E-06 

Actin filament organization EVL, CST3, RET, SRC, TSC2  7.16E-03 

DNA repair GADD45G, MDM2, RARA, SMAD3  1.89E-02 
 

3.5.2 Pathway Enrichment Analysis 

We investigated biological insights into the mechanisms chemotherapy response 

offered by OptDis subnetwork markers by deriving the top 50 subnetwork markers 

derived from the combined cohort of 230 patients and using Ingenuity Pathway Analysis 

software (IPA; Ingenuity© Systems,www.ingenuity.com) to identify significantly 

enriched pathways. As a baseline for comparison, we also derived two sets of gene 

markers using t-test from the same dataset: the top 50 gene markers and the top 111 

gene markers, which is equivalent to number of genes in the top 50 subnetwork 

markers. The results are shown in Figure 3.8. Interestingly, several of the top signaling 

pathways enriched by subnetwork markers were associated with chemotherapy 

response, whereas no significantly enriched pathways were found for the T50 or T111 

gene markers.  
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Figure 3.8: Pathway enrichment analysis for the top 50 OptDis subnetwork markers. 
The top five enriched signaling pathways associated with TFAC response are shown. The 
enrichment level of the same pathways for the top 50 (middle bar) and top 111 genes 
(right bar) derived from t-test are also shown. The enrichment level of each pathway is 
provided in terms of p-value adjusted with Benjamini-Hochberg, where enrichment 
above 0.05 (dotted line) indicates significance.  

 

A closer examination of these top associated pathways suggests response to TFAC 

treatment is affected by the cross-talk between tumor subtype specific mechanisms and 

pathways regulating apoptosis. Chemotherapy response in breast cancer have been 

observed to be subtype-specific [47], with ER+ tumors exhibiting much higher response 

rates to taxane-based therapies than ER− tumors [30, 48, 49]. Therefore, it was 

expected to find that the predictive subnetwork signature was strongly enriched for 

genes activating the estrogen receptor (ER) signaling pathway. For the same reason, we 

also observe enrichment for the androgen receptor (AR) signaling pathway. With nearly 

all ER+ tumors and few ER− tumors showing AR expression [50], it is likely that AR-based 

subnetworks serve as good markers of TFAC treatment based on their association with 
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ER status. Experimental studies have shown that expression of ERα selectively inhibits 

paclitaxel-induced apoptosis through modulation of glucocorticoid receptor activity 

[51]. Based on the enriched IPA pathways associated with response, we speculate that 

the differential response between subtypes may be attributed to differential regulation 

of apoptosis.  

Other response-associated pathways may also contribute to differential response to 

TFAC treatment. For example, signalling of insulin-like growth factor has known 

functions in cancer proliferation and inhibition of apoptosis, and has been 

experimentally implicated in chemotherapy resistance [52, 53]. The PI3K/AKT pathway 

can also increase resistance to taxane-based therapies through downstream anti-

apoptotic effectors BCL-2 and BCL-XL [54]. Experiments have shown that tumors with 

increased phosphorylated BCL-2 expression have increased sensitivity to paclitaxel 

compared with tumors with reduced expression [55]. 

 

3.6 Source of Performance Improvements in OptDis Method 

There are four primary factors that may contribute to the improved classification 

performance of subnetwork markers identified by OptDis: 

1. Aggregating gene markers into subnetwork markers 

2. Distance-based discrimination score function 

3. Use of prior knowledge from PPI networks 

4. A search algorithm that retrieves optimally discriminative markers 
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We investigated the first aspect in Section 3.3.4 and concluded that aggregating 

genes into subnetwork markers improves classification performance. In this section, we 

focus on assessing the value of aspects two and three.  

We evaluated the worth of the distance-based discrimination score by comparing 

the average cross-dataset validation performance of the top gene markers identified by 

the distance score (Gene-Distance) against the top gene markers identified by t-test 

(Gene-TTest) and the top subnetwork markers from OptDis (OptDis-HPRD). Similar to 

previous experiments, average performance is calculated average of the 50 classifiers 

built across the range of top markers. The results are shown in Figure 3.9. Comparing 

these values, we can see that the gene markers identified by distance-score offer better 

classification performance than gene markers identified by t-test in both FXD and BXD 

analyses. This observation supports our motivations for using a distance-based scoring 

function over a statistical scoring function (described in Section 2.2.2). Surprisingly, the 

distance-based function appears to contribute to the entire the performance 

improvements demonstrated by OptDis in the BXD analysis.  

We evaluated the value of using prior knowledge, in the form of known protein-

protein interactions from PPI networks, to guide marker discovery. To investigate, we 

re-ran OptDis on randomized networks generated using the Erdős–Rényi model. This 

model produces a random network by swapping the edges in the network, while 

maintaining degree distribution of each node. The classification performance of OptDis 

markers identified using the true PPI network (OptDis-HPRD) against the random 

network (OptDis-Random) is shown in Figure 3.9.  
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If interaction knowledge from PPI networks is useful, then the performance of 

OptDis should decrease when it runs on the random network. In the FXD analysis, we 

observe a significant drop in performance between OptDis-HPRD and OptDis-Random; 

however in the BXD analysis, the performance of OptDis-Random stays the same as 

OptDis-HPRD. Results from the FXD analysis suggest that knowledge of protein-protein 

interactions improves marker discovery and classification performance. To explain the 

BXD analysis, we note that the performance of subnetwork markers using the random 

networks appears to exactly coincide with the performance of gene markers using the 

distance-based scoring function in both directions of analyses. This suggests that when 

OptDis does not find edge information from the random networks to help in marker 

discovery, it simply relies on the discrimination of individual genes in the network. We 

confirm this view by observing that most of the OptDis-Random subnetworks comprise 

only one to two genes. 
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Figure 3.9: Classification performance for different components in OptDis. Bar plots 
show performance for gene markers identified using t-test (Gene-TTest) and our 
distance-based scoring function (Gene-Distance), and subnetwork markers identified by 
OptDis and extracted from the original PPI network (OptDis-HPRD) and the random PPI 
network (OptDis-Random).The performance OptDis on the random network is reported 
as the average of its performance across 20 randomly networks generated using Erdős-
Rényi model. Performance is reported as the mean MCC across the range of top 1-50 
markers.  

 

We did not empirically validate that optimally discriminative subnetworks retrieved 

by our search algorithm classify better than the subnetworks found by a heuristical 

search algorithm; however, if a marker can better discriminate different groups, then 

they should also achieve better classification performance.   
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Chapter 4  

Conclusions 
 

The main contributions of this thesis are the development and application of a 

network-based approach (OptDis) to efficiently identify subnetwork markers optimally 

discriminative of clinical outcome. We demonstrate the advantages of our method in 

the challenging task of predicting patient response to chemotherapy. Our results 

indicate that subnetwork markers identified by OptDis provide improved performance 

in classifying response outcome compared to gene markers and subnetwork markers 

identified by other methods. In addition, subnetwork markers offer the significant 

benefits of greater reproducibility across cohorts and insights into the molecular 

mechanisms underlying differential chemotherapy response. We also provide direct 

evidence supporting the benefit of using protein interactions knowledge from PPI 

networks in improving marker discovery and classification performance.  

 

4.1 Limitations & Future Directions 

While our OptDis method has provided promising results in this study, there are still 

some aspects about it that can be improved. One aspect is that OptDis infers the activity 

of subnetworks by taking the mean expression of component genes. While mean-based 

aggregation is both simple to implement and commonly used in other subnetwork 

marker methods, this approach restricts our algorithm to finding only subnetworks 
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whose component genes are under the same direction of regulation: genes must be up-

regulated or all down-regulated in group A versus group B. If two functionally-related 

genes are regulated in opposite directions, then calculating the mean would neutralize 

these opposing signals. Since signaling pathways in real biological systems comprise 

genes under a mixture of activating and inhibiting regulation, it is critical to capture this 

property in the method. One way to address this shortcoming would be to fit a 

regression function using the component gene expressions and to infer subnetwork 

activity from the fitted function. 

A second aspect is that some of the top ranked subnetwork markers derived by 

OptDis may have correlated activities, which can lower the classifier’s predictive 

performance. Two subnetworks can be correlated if many of component genes from 

the first subnetwork have correlated expressions with many of the component genes in 

the second subnetwork.  Instead of removing the correlated subnetwork markers, 

which may provide informative biology knowledge, this issue could be addressed by 

merging the correlated markers into one feature. 

A final aspect is that the prior knowledge provided by current human PPI networks 

(and used by OptDis) is not tissue-specific, whereas there is accumulating evidence to 

support the existence of tissue-specific sets of protein interactions [56]. Results from 

Section 3.6 show that the performance of subnetwork markers identified by OptDis can 

depend on the quality of the network, so a corollary from this observation is that more 

accurate subnetwork markers may be identified using true tissue-specific interactions. 

One way to infer tissue-specific interactions from the PPI network would be to assign a 
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confidence weight to each interaction in the PPI network based on the co-expression 

levels between those interacting genes across many gene expression datasets from the 

same tissue [57]. The OptDis search algorithm can be modified to consider the 

interactions weights when it looks for optimally discriminative subnetworks. 

Before OptDis subnetwork markers can be considered for clinical use, the utility of 

these markers will need to be further assessed by comparing their classification 

performance against the predictive accuracy of traditional clinical parameters or 

existing clinical predictive tools (i.e. nomograms) used for selecting chemotherapy 

treatment [58]. In addition to predicting response outcome, the OptDis method can also 

be applied to classification problems in cancer research such as predicting low versus 

high cancer prognosis groups or discriminating between benign and malignant tumours.  
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Appendices 

A. Supporting Details for Methods 
 

 

A.1 Analysis and Removal of Batch Effect 

Batch effects are non-biological variations or systematic biases, which are frequently 

observed in gene expression data. These biases can be caused by many factors including 

sample preparation procedure, assay run date [59], and platform differences [60]. 

These effects can be wide-spread and if not accounted for, may even confound true 

biological differences and provide invalid conclusions [61].  

Since samples in the two cohorts in the BrCa dataset used in this study were 

collected and processed in different years, we looked for the presence of batch effect 

prior to data analysis. We identified the presence of batch effect in the dataset by 

principal component analysis (PCA). The results of PCA analysis on the raw gene 

expression for the pooled cohort samples are shown in Figure A.1. The first principal 

component (PC) explains over 40% of the total variance in this dataset and showed a 

large difference in expression levels between samples in the two cohorts. In contrast, 

the second PC had comparable expression levels between the cohorts as expected. 

We first attempted to correct for batch effects using RMA normalization. However, 

as seen in Figure A.2, after normalization, the first PC still accounted for 20% of total 

variance and maintained large difference in expression levels between the two cohorts. 
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This result is not unexpected given that normalization tends to correct for global effects 

and not subsets of genes that is affected by batch effect [61].  

Next, we tried two statistical methods, ComBat and fRMA, developed specifically to 

correct for batch effects [37, 62]. Figure A.3 shows that ComBat appeared to be 

successful such the expression of the first PC became comparable between the two 

cohorts. In contrast, PCA on fRMA adjusted gene expressions provided little change 

from the RMA normalised gene expressions (Figure A.4)  
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Figure A.1: PCA analysis on raw expression. (A) Fraction of overall variance contributed 
by the top principal components (PC). (B) Boxplots show the expression levels of the 
first and second PCs in cohort 1 and cohort 2 samples. 
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Figure A.2: PCA analysis on RMA normalised expression. (A) Fraction of overall 
variance contributed by the top principal components (PC). (B) Boxplots show the 
expression levels of the first and second PCs in cohort 1 and cohort 2 samples.  
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Figure A.3: PCA analysis on RMA normalised expression. (A) Fraction of overall 
variance contributed by the top principal components (PC). (B) Boxplots show the 
expression levels of the first and second PCs in cohort 1 and cohort 2 samples. 
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Figure A.4: PCA analysis on batch-corrected expression returned by fRMA. (A) Fraction 
of overall variance contributed by the top principal components (PC). (B) Boxplots show 
the expression levels of the first and second PCs in cohort 1 and cohort 2 samples. 


